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Abstract 

Beginning with the nuidamentds of multidimensional systems theory and d e  

scribing the design, implementation and testing of two prototypes, this thesis is an 

investigation into the use of analogue, rnixed continuous-discrete domain circuits for 

real-the thredimensional linear trajectory filtering of raster scaaned vidw signals. 

A fmt order frequency planar pass filter and a second order fiequency bowl pass fil- 

ter have been constructed such that their parameters are controllable in real-time. A 

rnethod to measure the three-dimensional frequency responses of these filters is a p  

plied for the first time and the results are presented. The sensitivity of these flters to 

errors in the dday elements is derived and their stability under variation of the delay 

lengths is investigated. 
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Chapter 1 

Introduction 

The recent explosion of interest in the creation, manipulation, measurement and 

broadcasting of video sequences dong with such diverse industriai applications as 

seismic analysis, biomedical imaging and synthetic aperture radar has spumd the ad- 

Mnce of multidimensiond signal processing theory to the point whete usefd two and 

three dimensional filters can be designed using a number of straightforward meth- 

ods. However, the problem of implementing these designs so that they meet such 

requirements as red-time operation, Iow cost and low power has yet b be solved. 

Most implementations of video filters currently available use digital multipliers and 

adders to make the required caldations. Because video sequences contain a very 

large amount of data and even the simplest 3-D filters require several operations on 

each datum or voxel,' these implementatioaç either involve large amounts of hardware 

or operate at a lower than real-tirne rate. 

For example, a standard 512 by 480 pixel image filtered at 30 frames per second 

requires one output voxel to be computed every 136 ns. In this thesis, this is referred 

to as real-the filtering. Discrete digital hardware or a hi&-speed workstation is 

capable of making 1 multiplication and 1 addition in that amount of tirne, but the 
T 

first order recursive 3-D transfer function requires 15 multiply and 14 add operations 

lin 2-D, a picture element is caiied a pixel- In 3-D, each discrete value in a signal is associated 
with a volume and so is known as a volume element, or voxel. 



2 
for each voxel [l]. Thug these filtao must use ysive iy  p d e l  processing to achieve 

real-tirne operation. 

Recently, systems using analogue opeEatiod amplifiers and reactance elements 

to make the computations have been implemented for real-time filtering of raster 

scanned video sequences [24]. These systems, known as mixed continuous-discrete 

domain systems, greatiy reduce the amount of hardware required, especially for 3-D 

filtering; however, they have previously been tunable only by the adjustment of corn- 

ponent values. Chapters 3 and 4 of this thesis describe the design and implementation 

of a mixed contirnous-discrete domain filter that is controllable in real-the. 

1.1 Mixed Continuous-Discrete Domain Signals 

A mixed continuous-discrete domain (a) signal is simply a multidimensional signal 

that is continuous in one or more of the dimensions it is defined over and discrete in 

the 0 t h .  Thus, where a digital domain s i 4  has a region of support that is a set of 

points, a mùd) systern's region of support is a set of lines, planes, soli&, etc. Systems 

that operate on mixD signals are known as mixD systems. 

MLvD signals are common in video applications. The three most common 

formats for television broadcast, NTSC (North America), PAL (Europe) and SECAM 

(Europe) are all aster scan video formats, and therefore mixD sigxds. The three 

dimensional images represented by these signds are continuous in the horizontal dir- 

ection, but discrete both vertically and temporally. Digital systems disctetize these 

signals by sampling in the horizontal dimension, and then often end up constructing a 

mixD output signal. Both of these operations are complex and require costly hardware. 

Dedicated analogue early vision systems [6-81, on the other haad, involve expensive 

VLSI techniques and can not operate on a stored or transmitted signal. The analogue 

fiiters described in this thesis operate directly on a NTSC raster scanned video signal 

in real-time and use mixD signals internally. 



Figure 1.1: An Example of a 3-D Continuous Domain Linear Trajectory Signal 

1.2 Linear Trajectory Filters 
Many video processing applications make use of velocity information about objects in 

the image; therefore, a filter that can distinguish between objects on the basis of their 

motion is useful. Solid objects moving in a straight Iine at a constant speed, with 

no rotation or change of size, as shown in Figure 1.1, correspond to linear trajectory 

(LT) signals [9]. While motion in video sequences is seldom purely tanslationd, it 

is nearly always smooth; objects usudy have inertia. A smoothly curved trajectory 

can be approximated by a decomposition into a set of piecewise linear trajectory 

signals [IO]. This makes a filter that can be tuned in real-tirne to selectively pass LT 

signals-a 3-D LT filter-usefd for extracthg velocity information. 

LT filters, and velocity selective filters in general, are costly in terms of corn- 

putation, so highly efficient rnethods for their implementation are of interest. The 

analogue filters designed and tested in this thesis are first and second order linear 

trajectory flters. It is showm that they can be built using much less hardware than is 

required for a digital implementation. The first order filter-known as the integrator- 

differentiator double loop (IDD) filter, after the fom of the final signal flow graph-is 

the simplest known LT filter [3,4,11]. The second order filter has better directional 

selectivity [12], that is, an improved ability to enhance or reject a LT signal on the 
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basis of its 3-D trajectory [13]. These two filters have been implemented on a com- 

mon platfonn known as the Endeavour Analogue Vide0 Filter. The system indudes 

interfaces to a video came~a, a monitor and a workstation dong with a graphical user 

interface that allows it to be hined easily and precisely while in operation. 

The filters developed here are intended to be used as building blocks in a 

variety of video processing applications including video compression, ob ject tradùng 

and classXcation and cornputer vision. One application would be to use a number 

of LT fdters to meapure the energy in the si& associated with objects moving in 

different directions and so determine the dominant motional components for video 

compression [JI. Another would be to use an adaptive LT filter to extract a moving 

object from noise and dutter for a tracking algorithm [lO, 141. A £bal possibility is to 

combine these two fiuictions to t r d  and classify multiple moving objects for machine 

vision. 

1.3 Notation 

Muleidimensional equations often contain many terms, compared with one dimensional 

equations of similar order, which can make them f i d t  to read and may hide their 

generd structure. This is especially tme of equations involving summations and in- 

tegrations, so a more compact form of these has been adopted from [3] for this thesis. 

A vector is typeset in boldface 

t(m) = [ti, tz, . . . , tmlT (W 

where rn is usudy clear from the context and ornitted. Multidimensional signals are 

represented as functions of more than one variable and are thus written as functions 

of vectors or M-tuples 

and mixD signals are written as functions of two M-tuples, one continuous and one 

discrete: 



A summation over a vector is taken to be a multiple nimmation over each member of 

the vector 

and çimilarly for integration or differentiation ove a vector 

The vector exponent of a vector is 

1.4 Thesis Organisation 

In this thesis the design and implementation of a controllable, andogue, 3-D, mixed 

continuow-discrete domain linear trajectory filter for NTS C video signals is proposed, 

described and tested. The spatio-temporal and frequency domain characteristics, 

sensitivity to parameter changes and stability of the filter are investigated and recom- 

mendations are made for irnprovements. 

Chapter two is a review of multidimemional signds and systems. Usefûl tools 

for the description and design of continuous, discrete and mixed domain systems axe 

covered briefly and some important issues such as stability are touched upon. Also, 

linear trajectory signals and the raster scanning process are discussed. 

In chapter three the designs of the first order plana pass or IDD filter [3,4] and 

the second order bowl filter [5,12] are reviewed and modified slightly. The theoretical 

effectiveness of each in enhancing or rejecting signals on the basis of their 3-D velocity 

is also discussed. Manipulating the filter trajectory by chasging the delay lengths 

overcomes one of the basic limitations of the technique [3] and is investigated here. 

Chapter four describes the implementation of the signal flow graphs designed 

in chapter three. The hardware and software modules are described individudy and 
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in the context of the o v e d  design. Some elements are adapted fiom preMous designs 

[3,5,15] while 0th- are original. The major improvemnt in this implementation and a 

principal contribution of this thesis is that the fdter parameters are controllable in real- 

time via input currents to analogue mdtipliers. These m a t s  are presently supplied 

by digital to analogue converters controlled via a workstation, but the option of control 

by analogue circuitry exists. Suggestions for improvements in future implementations 

are dso given. 

The filters are thoroughly characterized in chapter five, both in the spati* 

temporal domain and in the 3-D frequency domain. Non-ideal effects such as overflow 

instability are discussed dong with methods to reduce them. The 1-D to 3-D frequency 

response transformation for raster scanned systems proposed in [5] is applied to both 

filters to provide a complete frequency domain characterization, which has not been 

done before. A 1-D hi& pass post filter is also suggested to improve directional 

selectivity at low fiequenues and to remove a non-ideal dominant pole characteristic 

in the measured responses. 

In chapter six the sensitivity of mkD systems to delay element errors is in- 

vestigated. Lower bounds on the first order and SchoefKer sensitivities of structures 

implementing a given transfer hc t ion  are found. The direct form and ladder fonn 

implementations of the first order planar p a s  filter are compared to the lower bound 

and it is shown that the ladder forrn implementation is superior. 

Chapter seven investigates the stabilit y of mixD s ystems. Conditions for prac- 

tical BIBO stability are found for various regions of support and a technique for 

designing practicdy BIBO stable mixD systems from continuous positive M-D net- 

works is developed. The filters designed in chapter three conform to these conditions. 

The question of the stability of these filters under delay length variations is &O ad- 

dressed. 

Finaily, chapter eight gives a summary of the thesis and makes suggestions for 

future research. 



Chapter 2 

Review of Multidimensional Signals 

and Systems 

A Multidimensional (M-D) signal can be respresented by a h c t i o n  of more than one 

independent variable. Examples of such functions include the intensity or tuminosity 

of a photograph, seismic data, biomedical imaging data and synthetic aperture radar 

sensor data; but the signal of interest in this thesis is a time vaxying image, such as a 

video sequence. A video sequence is a three dimensional (3-D) signal, with the three 

dimensions being horizontal position, vertical position and t h e ,  and is said to be in 

the spatio-temporal domain. 

M-D signals can be classified [3] as continuous domain signals, which are func- 

tions of contimi~us variables; discrete domain signals, which take on values only at 

discrete values of the independent variables; or mixed contiauous-discrete domain 

(mi&) signals, for which some of the independent variables are continuous and others 

are discrete. Continuous and discrete domain signas can be tbought of as special 

cases of mixD signas, but that is unnecessariiy complex in most situations. 

Systems which process M-D signals are called M-D systems and are dassified 

in the same way. This chapter will review some basic concepts and tools in M-D 

systems theory. For more information the reader is referred to [lû-211. The concepts 

wiil be covered for continuous, discrete and mked domain signals in that order. 
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2.1 M-D Continuous Domain Signals and Circuits 

It is cornmon, in the design of M-D systems, to begin with a continuous domain 

model and move to the appropriate domain through a n d e r  of linear transformations 

[3,4,12,22-261 (see section 3.4). The main ad~stage of this appmach is the ability 

to draw on some weU known properties of continuous domain circuits, which may 

be described by M-D dinerential equations, through Kirchoff's laws and Tdegen's 

theorem [24]. 

2.1.1 M-D Circuit Elements and Differential Equations 

M-D circuits imply the consenmtion of curent and voltage surfaces, i(dm)) and 

~ ( t ( ~ ) ) ,  in a m u e r  completely analogous to 1-D circuits, and may be constmcted 

and solved in a similar manner. M-D circuit elements are also defined in a manner 

very similar to 1-D elements [24]. Resistors support a voltage surface relative to the 

current flowing through them as 

Inductors perform partid directional dinerentiation of the current dong one dimension, 

ti, as 

and capacitors do the same with voltage as 

The schematic symbols for M-D inductors and capacitors are shown in Figure 2.1, 

while an M-D resistor can be drawn the 

gyrators and independent sources are the 

S ystems made of interconnections 

M-D differentid equation 
N 

same as a 1-D resistor. M-D transformers, 

same as their 1-D counterparts. 

of these elements can be described by the 



Figure 2.1: The Schematic Symbol for an M-D hductor and an M-D Capacitor 

where 4 = i, z(t) E 7Z is the input and y(t) E 72 is the output of the s~stem, which 

may be a voltage at a node or a current through an dement. This dass of systems 

is linear and shift-invariant and they can therefore be fdly characterized by their 

impulse responses [12]. 

2.1.2 M-D Impulse Response and Convolution 

The manipulation of differential equations is difficult, so a number of techniques for 

s i m p m g  or avoiding their use in the design of linear shift-invatiant (LSI) systems 

have been developed. Central to these techniques is the system impulse response. 

The M-D continuous domain impulse function 6(t) is defined by the two properties 

and b(t) = O, Vt # O. 

If an LSI system is modeled by the operator @[a] as y(t) = iP[z(t)] then the impulse 

response of the system is defined to be [12] 

It can be shown [27,28] that the zero initial condition output response of the system is 

f d y  determined by the impulse response, h(t), and the input, x(t). The zero initia 

condition response to any absolutely integrable input is given by the M-D convolution 
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Conceptudy, the convolution in- implies decomposing z(t) into an infinite set of 

weighted and shiRed impulses, each of which is then applied to the filter separatdy, 

with the results added together to form the output. It is also possible to decompose 

the input into an infinite set of weighted and shifked cornplex exponential functions 

in the form eTt, where s is the M-D LapIace variable and sTt is the dot product of s 

and t, which results in the M-D Laplace t r d o r m .  

2.1.3 M-D Laplace Transform and Transfer Functions 

The M-D Laplace transform X ( s )  of the signal x(t ) is dehed by [27] 

where the region s E Cm such that the integr* converge to the same fundion for all 

values of s is known as the region of convergence of X(s). The inverse transform is 

given by 

and o is chosen so that the integrah will converge [27]. The M-D Fourier trasçfonn 

of an absolutely integrable signal z(t) CM be found by replacing s by jw in X(s). 

Given these definitions, a LSI system can be characterized by the Laplace 

transform of the system impulse hct ion  h(t), if it exists, which is known as the 

transfer bct ion of the system. Given that the initial conditions of the system are 

zero, that is 

G ( t )  at ; = O, i = O,. . . , Mk, Vk 

- gy(t)=O,i=O ,..., &,Vk 

the system described by equation 2.4 wiU have the transfer function 
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which relates the Laplace transform of the output of the system to that of the input. 

These transforms exist and are invertible if the system is stable and the input is square 

integrable [2?]. 

2.1.4 Stability, Passivity and Losslessness 

A system is said to be bounded-input bounded-output (BIBO) stable if, for every mag- 

nitude bounded input applied to the system, the output is also magnitude bounded. 

A continuous domain system is BIBO stable ifi  

where & is a real finite numher. Unfortunately this is, in general, difncult to test given 

the coefficients of equation 2.4. A suficient condition on H ( s )  for BIBO stability 

is that for the red parts of d s greater than or equd to zero, the denominator 

polynomid is non-zero [16]. However, because M-D polynomials cannot, in general, 

be completely factored, testing this condition is ais0 usuaiIy difiicult. Several classes 

of functions have been shown to be BIBO stable, notably the driving-point fbctions 

of M-D passive networks [22]. 

M-D resistors, inductors and capacitors with positive values as well as trans- 

formers and gyrators are passive [24], that is, the net energy delivered to any of 

these components is non-negative over all t. Thus, systems containing ody these 

elements are BIBO stable, and have been used to design useful disnete and mixD 

filters [3-5,9,11,12,20-24,29-321. The flters that wiil be described in this thesis have 

all been designed from passive continuous domain circuit prototypes, and derive their 

stability from that fact (see section 7 4. 
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2.2 M-D Discrete Domain Signals and Systems 

Discrete domain signals are generally obtained by samphg continuous domain signak 

on a rectangular grid such that 

where 2, is the continuous si& and ase the sampling intervals in each dimension. 

Other sampling rnethods are possible [17], but do not lend themselves as easily to 

processing video signals. The original signal can be reconstructed from the sampled 

signd if the original signal is bandlimited, that is, the magnitude of its Fourier tram- 

form is zero for wi > a/Ti [17]. The most cornmon reason for sampling a signal is 

to digitize it and process it with a cornputer, or digital signal processor (DSP). DSP 

based filters generally apply a discrete di.ffaence equation. 

2.2.1 M-D Discrete Difference Equation 

The class of discrete domain systems of interest in this thesis can be described by the 

discrete ciifference equation [12,L7] 

where, without loss of generality, = 1, z(n) is the input and y(n) is the output. 

These systems are first quadrant (or hyper-quadrant) causal, linear and shift-invaziant 

if u and b are constant and so can be M y  characterized by their impulse response [16]. 

2.2.2 M-D Impulse Response and Convolution 

The M-D discrete domain impulse function 6(n) is dehed as 
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and, given th& the system can be modeled by the operator !@[O] such that y(n) = 

O [~(n)], the impulse response is defined to be [16] 

Discrete domain systems are classified as finite impulse response (Fm) if the impulse 

response is of bounded extent in all dimensions, and as infinite impulse response (IIR) 

othemise [12]. 

For a LSI system, the input can be decomposed into a set of weighted, shifted 

impulses, which can be applied separately to the system and then summed, to arrive 

at the output. This process results in the M-D convolution sum: 

It is &O possible to decornpose the input into an infinite set of weighted and 

shifted complex exponential functions in the form zn, leading to the M-D Z Transfomi. 

2.2.3 M-D Z Tkansform and 'Ilkansfer Functions 

The M-D Z transform X ( z )  of the discrete domain signal z(n) is defhed to be [17] 

where z E Cm. The region in Cm where this s u m  converges to the same finite fimction 

for all choices of z is known as the region of uniform convergence (ROC) of X ( z )  [16]. 

The Fourier transform of x(dm)) can be found fiom the Z transform, X ( Z ( ~ ) )  by 

substituting dh for zi, i = 1,2,. . . ,m [17], if the ROC includes the distinguished 

bomdary of the unit disk, which it will if the signal is absolutely summable [16]. 

The inverse Z transform is given by 

where each contour of integration must be dosed, lie cornpletely within the ROC of 

X (z) and encircle the origin counterclockwise [17]. 
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Given these definitions, an LSI system can be characterized by the Z t r d o t m  

of the system impulse response h(n), if it exists, which is known as the 2 t d o n n  

t r a d e r  fiinction of the system. Given that the initial conditions of the system are 

zero, that is 

the system described by equation 2.14 has the Z transform transfer function [12,16] 

which relates the Z transfonn of the output of the system to that of the input. These 

transforms exist and are invertible if the system is stable and the input is absolutely 

summable [17] . 
It is common, in M-D filter design as well as in 1-D filter design, to use the 

well known properties of continuous domain circuits discussed in section 2.1.4 in the 

initial design by beginning with a continuous domain prototype and moving into the 

discrete domain via a frequency domain t r d o r r n  such as the bilinear trandorm. The 

design is then completed in the discrete domain. The bilinear transform in dimension 

i is given by the substitution 

2.2.4 Stability 

A discrete domain system is BIBO stable (see section 2.1.4) ifE [l6,3l] 

00 x Ih(n)l 5 Si c m  (2.23) 
ln=-- 

where Si is a finite real number. However, this implies that the output of the filter 

is cdculated for points extending to intlnity in all directions. It has been shown [33] 

that this is not possible with a finite state machine, so the BIBO stability condition 

is too restrictive. It is sac ien t ,  in practice, to ensure stability in a region of finite 
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extent in aU but one direction, which is known as pfitctical bounded input bounded 

output (PBIBO) stability [31]. If that direction is along one of the axes, the condition 

where aU elements of N(*) are bounded integers except for element k, which is oo, is 

necessary and sufücient for PBIBO stability [31]. Chapter 7 extends this condition to 

the case where the direction of hfhite extent is not dong one of the axes. 

AU continuous voltage ban& functions of an M-D circuit containing only 

positive resistors, capacitors, inductors, t d o r m e r s  and gyrators with the output 

voltage measured across a terniinating resistor lead to PBIBO stable discrete filters 

after bilinear transformation in a rectanguiar region of support [31]. This fact is used 

extensively through out the designs, dong with the extensions to mixD systems and 

non-rectangular regions of support discussed in chapter 7. 

2.3 M-D Mixed Continuous-Discrete Domain Sig- 

nais and Systems 

MixD system modelsL have been useful in describing continuous 1-D systems contain- 

ing both reactance elements and delay elements [3,4,16,37,38], such as those designed 

in this thesis. While the input to the £ilters is, in fact, a 1-D s i e d ,  it may be inter- 

preted, through a raster scan transformation (se section 2.5), to be a 3-D mi* signal. 

It is then appropriate to associate a complex fiequency with the reactance elements 

and different complex frequencies with delays of two different lengths [21,37]. 

Because the flters impiement the differentiation and integration associated with 

the continuous dimensions of the mixD differential/difference equation with lumped 

elements that differentiate with respect to t h e ,  they can ody process signals that 

have one continuous dimension [3]. However, for the sake of completeness this review 
- - - - - - - . ' This is not &ed DFT/LDE fiituing describeci in [34-361. 
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WU treat mixD signals and systems with p continuous dimensions and m - p discrete 

dimensions. 

MixD signals will be indicated as such by being hc t ions  of two 1-tuples, one 

of continuous variables and one of discrete. 

.AU of the midl systems in this thesis are approximately linear and shift-invasiant 

within the region of cdculation (the signals are all bounded spatially) and may be 

described by the differentia.l/difference equation with constant coefficients [2,3] 

where, without loss of generality, ho = 1 and the input and output are x(t, n) and 

y(t7 n) respectively. These systems can also be fully characterized by their impulse 

responses. 

2.3.2 M-D Impulse Response and Convolution 

The M-D murD impulse function b(t, n) is defined by the two properties [3] 

and 

If an LSI system is modeled by the operator @[a] as y(t, n) = B[z(t, n)], then the 

impulse response of the system is defmed to be [3] 

The zero initial condition output response of the system can then be determined 

from the impulse response, h(t, n) and the input, z(t, n), with the M-D convolution 
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integral/sum given by [2,3] 

This equation is similar to that for continuous domain systems given in equation 2.7, 

and for discrete domain system given in equation 2.7. If the impulse response and 

input are both h t  quadrant (or hyper-quadrant) causal, that is, if they are zero for 

any index negative, then the lower limits of the sum and integrai may be changed to 

O and the upper limits to n and t respectively. 

Once again, the convolution s u m  is concephidy the effect of decomposing the 

input into an infïnite set of weighted and shifted impulses, which are applied separately 

to the filter. The results are then summed to give the output. 

The eigenfiuictiom of equation 2.29 are of the form ëSTtz-', so it is usefixl to 

apply the Laplace12 transfomi and investigate the characteristics of the system in the 

sz-domain. 

2.3.3 Laplace/ Z Transform and Transfer Functions 

The M-D Laplace/Z transform c m  be dehed by applying the Laplace tandom to 

the continuous dimensions, with al l  the conditions given in section 2.1.3, and the Z 

transform to the discrete dimensions, with all the conditions given in section 2.2.3, 

resulting in [2] 

The region in Cm where this converges is defined as the region of convergence (ROC) 

of X ( S ,  2). The mivD Fourier t rdorm can be found by substituting jwi for si and 

dni for si, i = 1,2, . . . , m [3] if the ROC indudes the imaginary axis in each s-domain 

and the unit circle in each z-domain. This will occur if x is absolutely sum/integrable, 

that is, if 



where & is a non-Wte real number. 

The inverse Laplace/Z transfo= is given by 

where the contour C is the same as for equation 2.19 and I is chosen so that the inner 

integral converges. 

Applying the Laplace12 t r d o r m  to equation 2.25 and assuming zero initial 

conditions (equation 2.10 applied for the continuous dimensions and equation 2.20 for 

the discrete dimensions), the transformed output can be rdated to the transformed 

input via the system trader function given by [3] 

Since the transform of a unit impulse is 1, it is apparent that the transfer function 

is equal to the t d o n n  of the impulse response. The input and output transforms 

exist and are invertible if the input is absolutely nun/integrable and the filter is stable. 

2.3.4 Stability 

A mixD system is BIBO 

and PBIBO stable over a 

stable iff 

rectangdar region of support iff 

where one of Nk or Tc is unbounded and d other limits axe bounded and Si is a non- 

infinite red number. The proof is given in chapter 7. It is dso shown in chapter 7 

that t r d e r  functions of passive M-D circuits lead to PBIBO stable mixD circuits 

after the bilinear tronsform is applied to m - p dimensions in ail rectangdar, and 

some non-rectangdar, regions of support. 



In vide0 sequences the dass  of 3-D LT si@ correspond to objects moving with con- 

stant velocity. The filters designed in this thesis d e  use of special properties of LT 

signak to enhance these moving ob jects in a way that is us& in many applications. 

2.4.1 Continuous S patio-Temporal Domain 

A signal is defined to be lineu trajectory if there exists a line in M-D space such that 

the si& has constant value along all lines paralle1 to it [9]. For these lines to exist, 

that is, for them to have a defined value dong their length, the signal must be in the 

continuous domain. The unit vector d, in the direction of the line of constant value 

is known as the signal trajectory. Alternately, this can be stated as [3] 

a where Vz(t) = [af;x(t), - . -, &z(t)lT and represents the dot product operation. 

That is, there is a dimeion in which the gradient of x(t) is zero everywhere in t . 
In a tirne varying spatial image this corresponds to ob jects moving translation- 

d y  dong a straight path at a specMc speed. The spatial velocity of the LT signai 

with trajectory ds is [9] J m 2 ; d S 3  at the angle a.rctan(dsr / dS2) in the t i, t2 plane, 

where t3 is the temporal variable. If t is the horizontal dimension and ta is the vertical 

dimension the horizontal and vertical components of the velocity are Hs = dsl/ds3 and 

V, = ds2/ds3 respectively. 

The energy content of a continuous domain 3-D LT signal is confined to a plane in the 

frequency domain [9]. The normal to this plane in the frequency domain corresponds 

to the trajectory d, in the spatbtemporal domain. Thus a filter with a passband 

closely surroundhg a plane in the frequency domain (a frequency planar passband) 

can selectively enhance objects with particular trajectories. 
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The definitions of LT signals imply continuous domain signals of unbounded 

extent. To examine the e f k t s  of sampling and eropping an LT signal in several 

dimensions, as is done with video signab, the resulting aliasing and gating can be 

applied in each dimension successively. Assuming that the signal is bandlimiteci to 

half the sampling fkequency in each dimension before it is sampled, the baseband 

signal will not experience interfauce fiom the image bands; that is, the signal will 

be zero in the plane of interest outside of haif the sampling rate before sampling, 

so no aliasing effects WU occur. Cropping a signal is mathematicdy equivalent to 

multiplying by a gate function in the spatio-temporal domain, or convolving with a 

sinc function in the frequency domain, which has the dec t  of spreading the energy of 

the signal out of the plane. The width of the main lobe of the sinc fuoction is inversely 

related to the width of the gate function; so, if the length of the region of support of 

the signal is much greater than the sampling intervai, this generally results in a signal 

with the majority of its energy in or near the original plane in the fkequency domain. 

2.5 NTSC Raster Scanned Video Format 

A raster scan is a method of representing a 3-D signal as a 1-D signal for broadcasting 

or storage. The majority of North American video cameras and monitors use the 

National Television Standards Committee (NTSC) raster scanned video format, which 

encodes spatially bounded, time-varying images as a tirne-Mlying voltage [NI- The 

process of converting light reflecting fiom objects into a time-varying voltage signal 

involves a number of steps, most of which are not considered in detail here. 

Initially, the light from an angularly (spatidy) bounded portion of the scene is 

focused through a lens onto a grid of phototransducers and sampled. The aspect ratio 

(width to height) of the sampled image is 4 3 .  It is assumed that the signal is averaged 

both spatidy and temporally by the phototransducers such that this sampling does 

not cause noticable a l i a ~ i n ~ . ~  The grids generally contain about 480 rows and 640 

*This is not a particuiariy good amimption [40], and a great deal of effort is being made at 
reducing the aiiasing effects in hi& definition television. 



Horizontal syncpiil& 

Figure 2.2: Two Lines of NTSC Raster Scanned Video(courtesy of Nom Bartley) 

columns, and are sampled 30 times per second. Each still image, sampled temporally, 

is known as a frime- 

The traasformation from this 3-D discrete domain image sequence to the 1-D 

signal is of more interest here. Once a frame is sampled, the grid of transducers 

is scanned, row by row, left to right and top to bottom. The output voltage is 

proportional to the intensity of the image at the point being scanned, and is continuous 

along each row and bandlimited to 4.2MHz. Synchronization information is inserted 

between rows and frames in the form of "sync pulsesn to enable reconstruction of the 

image at the monitor. Two lines of output axe shown in Figure 2.2. NTSC video 

displayed on a screen is a mivD signal, wntinuous in the horizontal dimension and 

discrete in the vertid and temporal dimensions. Note that the fact that the scanning 

proceeds fiom the top downward implies a left handed coordinate system [3]. 

NTSC video is also interlaced; that is, two passes are made on each frame with 

odd rows being scanned on the ftst pass and even rows on the second. Each pass is 

known as a field. In this thesis the two fields are treated separately, in the order that 

they are sampled; that is, as a vertical concatenation. This sub-sampling by 2 results 

in aliasing in the vertical direction. Fortunately, most of the energy in most video 

sequences lies in the region llnll < r / 2 ,  known as the region of interest (ROI) [3,12], 
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which means that there is IittIe energy in the high frequency region to be aliased. 

This is equident to the asmption that the original image is highly oversamp1ed 

ver t i d y .  

Due to the insertion of the synchronization information into the si@, the 

voltage only corresponds to the intensity of the image during the active video portion 

of each row (se Figure 2.2). Each field consists of 262.5 rows, so that there are 525 

lines per frame. Of these, a p p r o h t d y  21 lines pet field are resenred for the vertical 

syndironization information, during which the active video portion is constant at the 

back porch level. The number of active rows may vary from camera to camera. 

ln this thesis a grain is defined to be a unit of length equal to the distance 

between successive (odd or even) rows and between successive frames. It provides 

a device independent way of comparing distances and angles in 3-D image space for 

NTSC raster scan video signals. 

2.5.1 The Raster Scan as a Transformation 

The raster scanning process can be considered to be a transformation from a three 

dimensional mixD signal-continuous in the horizontal dimension and discrete in both 

vertical and temporal dimensions-into a continuous one dimensional s i g d .  Consider 

the signal x(hl ,722, n3), where hl E K is the horizontal position in grains, nl E 2 is the 

vertical position in grains (iow number) and n3 E Z is the temporal position, also in 

grains (frame number). Then the raster scan applies the transformation of variables: 

so that 

r ( t )  = r ( h l T ~ +  nzT2 + n&) = x(h, n2, na) E R 
(2.38) 

for O 5 hl 5 8 and O < nz 5 2 
where r is the raster scan of x; t is tirne in seconds; and Tl,  T2, T3 E 'R are the time 

it takes to scan one grain horizontdy (167ns), one grain verticdy ( 6 3 . 5 ~ ~ )  and one 
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grain tempody (1130 s) respectively. The fact that NTSC raster scan lines are tilted 

d o m  fmm the horizontd by 0.15" is ignored. 

The sync pulses allow the receiver to recover the row and frame numbers n2 

and ns and thus perform the inverse tdormation3 

to recover z (hl ,  n2,n3) from r(t ). 

The operation t + t - T2 corresponds exactly to nz -t nl - 1 and is called a 

row delay. Similady, t + t - T3 corresponds to nj + n3 - 1 and is called a frame 

delay. The operation t -t t - r where -T2 < r c T2 corresponds to hl -t hl - r/G. 

Ln previous work on the subject [3-5] the horizontal dimension was measured 

in units of time and a scaling factor similar to Tl was introduced to correct for it. 

Using graîns as units eliminates this extra compiexity and alIows horizontal distances 

to be measured in units of length. 

2.5.2 Raster Scan Transformation in the Fkequency Domain 

'iajafi-Koopai has s h o w  [5] that the Fourier transforxn of a three dimensiod signal 

can be recovered from the Fourier transform of the raster scan of that signal and vice 

versa. 

The frequency domain transformation corresponding to the mster scan is 

where Cll, f12 and Q3 in rad/grain are frequency vasiables associated with hl,  n2, n~ 

respectively and w in rad/s is associated with t .  Thus if R(gW) is the 1-D Fourier 

trandorm of r(t)  and ~ ( e j ~ l ,  @2, ejR3 ) is the 3-D Fourier transform of x(hi , na, n3), 
- -  - - - - -  

=The frame nurnber is fictitious in that both t and n~ are only defined with respect to an arbitrary 
constant which represents the point in tirne at which decoding began. 



This implies that the 1-D Fourier t r d o r m  of the raster scan is equivalent in value to 

the 3-D Fourier transform of the original signal along a Line in 3-D fiequency space, 

known as the slicing Lne. Because of the periodicity of the Fourier Transfonn in the 

second and thkd dimensions, this line as the 3-D fiequency space d c i e n t l y  to allow 

X(n) to be recovered from R(w) as an interpolation [5]. This fact is used to measare 

the response of the filter in section 5.4. The interpolation step can be avoided by 

measuring the 3-D response of the filter on a discrete grid approxhately aligned with 

the slicing Iine. 



Chapter 3 

Design of Mixed Domain LT Filters 

A number of techniques have been developed for the design of 2-D and 3-D digital 

filters. To avoid stability problems and to take advantage of their linear phase char- 

acteristics, which are important in most image processing applications, FIR filters 

have been designed by optimizing the coefücients to fit an ideal magnitude frequency 

response [20]. However, IIR filters promise similar pedormance with much lower 

order, though stability must be ensured by design and they generally do not have 

linear phase. Since the number of operations required in a filter grows much more 

rapidly with order in a 2-D filter than in 1-D, and more rapidly yet in 3-D, this is 

a very important consideration, especially when real-time operation is considered. 

Some IIR design techniques have involved optimizing the coefficients of the t r a d e r  

function to fit an ideal magnitude and/or phase response with some constraints to 

ensure stability [20]. Others have optimized other parameters, which have by their 

form, guoanteed stability [22], low sensitivity to parameter d u e s  [29] andlot wide 

stability mazgins leading to short transients [25]. However, while very selective fil- 

ters can be designed, these techniques tend to require a large number of coefncients 

and therefore high order (> 2) filters. Also, the optimization can take a long time to 

perform, inhibithg real-the steering. While flters that can be simply steered can 

be designed with these methods [41,42], they are generally of even higher order. To 

overcome these problems, algebrak techniques, usudy based on continuous domain 
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circuit models, have been advanced, and will be used here. 

A number of different filter stmctures have been suggested for the impiementa- 

tion of these designs, induduig direct form [2,9,43], wave digital filters [21,32,44,45], 

Herentiator-type Iadder fonn filters [Il ,  121 and differential-integral operator form 

filters [30]. Many of these techniques could be extended to mixD fiiters, but, following 

Bertschrnann, et. al. [3,4] and NajafLKoopai [5], 1 will use the ladder form technique. 

The initiai work in 2-D mUd) filters for raster scaaned si& wed a direct 

form structure [Z]. The direct fonn structure is attractive in that the filter parameters 

correspond directly to the coefficients of the t r d e r  fiindion to be implemented, but 

it suEers from the same sensitivity problems that the 1-D direct form structure has, 

and from a very large number of operating elernents [3], such as delays, integrators and 

multipliers. As well, stability must be ensured analyticdy from the transfer function. 

The ladder form structure, on the other hand, has excellent sensitivity proper- 

ties [II], as shown later in chapter 6, and the minimum number of operating elements. 

It also lends itself to algebraic design techniques that make use of well known prop 

erties of circuits to ensure stability (see chapter 7) while eliminating the optimization 

step in steering the passbond by relating passband properties to circuit element values 

and thereby to filter parameters. The structure also has highly local interconnections, 

which makes for shoa signal routes in the implementation. 

The Iadder fonn design technique begins with a continuous domain prototype 

circuit in a ladder form, as  described in section 3.1, whose properties are understood 

in terms of resonance, passivity, lossiessness and energy. The equations that define 

the circuit are modeled by a signal flow graph (SFG) in section 3.2, which can then 

be manipulated into a form that can be easily implemented. section 3.4 describes the 

application of the bilinear transform, in a modified form, to the element s associated 

with the discrete dimensions, resulting in a replacement of the differentiation and 

integration operations with discrete t h e  operations. This can lead to non-realizable 

delay-free loops, so a predistortion technique [Il] described in section 3.3 is used on 

the original prototype to avoid the situations in which delay-free loops would occur. 
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Some final SFG manipulation may be required before implementation. 

The desieps of the IDD filter and the Bowl filter that result are a h o s t  exactly 

the same as  those given in [3,4] and [5,12] respectively. The only Werence is the 

modification of the bilinear transfona in section 3.4. The major contribution of this 

thesis is the implementation described in chapter 4 which d o w s  real-the tuning of 

the filter, and the precise fiequency domain characterization given in chapter 5. 

Other types of velocity selective filters have been designed [13,36,40,46,47], 

some of which offer superior performance to the filters designed here, but they do not 

lend themselves as well to real time MpIementation or control. 

A serious limitation of the designs is that the component values of the prototype 

must be positive for stability to be guaranteed. This effkctively limits the LT filter 

trajectories to one octant. Fortunately, a technique discovered by Bertschmann [3] 

involving passband manipulation by changing the length of the delay elements dows 

the full range of trajectories to be covered. This will be discussed in section 3.3. 

3.1 Continuous Domain Prototypes 

The ladder form design technique, an M-D extension of the 1-D technique (see [48]), 

begins with a prototype circuit of the fom shown in Figure 3. la. The extension to 

M-D is simply that the shunt and series impedences axe, in general, M-D elements. 

3.1.1 First Order Frequency Planar Filter 

The purpose of a linear trajectory filter is to enhance (or remove) objects in the image 

moving with a specific velocity. This corresponds to enhancing (or removing) energy 

in the signal that lies in a specific plane in the frequency domain. The simplest LT 

filter is a first order system that 

pass circuit [3,4,9,11,12,24,45] 

is resonant in a plane, and corresponds to the planar 

shown in Figure 3.2, which has the transfer function 



Figure 3.1: General Ladder Form Prototype Circuit 



Figure 3.2: Continuous Domain First Order Frequency Planar Pass Ladder Form 
Filter Prototype 

The 3-D inductor is resonant in the plane 

which has the unit normal L * ~ , / ~ [ L I I ,  where e, are the unit basis vectors in the 

frequency domain and II I I  is the Eudidean nom. Thus it will pass LT signds with 

the unit trajectory dL, knom as the filter trajectory, given by 

where et are the unit basis vectors in the spati&emporal domain. Objects in the 

passband will then be traveiing with horizontal speed, Hs, and vertical speed, V,, 

given by: 

The -3dB surfaces are planes at 

so that it has a uniform bandwidth 

Now while this filter wiil p a s  undistorted any object with the filter trajectory, it 

has poor directional selectivity at low frequencies. That is, LT signals with signal 

trajectories significantly different from the filter trajectory will have some of their low 



Figure 3.3: The Passband of the First Order Planar Pass Filter. Note that because 
the bandwidth is d o m ,  some of the low frequency energy in the plane shown not 
aligned with the filter trajectory wodd be in the passband. 

frequency energy passed through the filter. This is shown in Figure 3.3. It is especidy 

problematic in that a static background has a l l  of its energy in the n3 = O plane and 

often consists of large regions, which have a large amount of energy in the low spatial 

frequencies. It has also been shown [49] that the attenuation of non-passband objects 

is dected by both their velocity and their shape, and that the attenuation experienced 

by spatidy elongated objects cari be quite low, even for significantly different si@ 

and filter trajectories. The second order bowl filter is designed to address these 

drawbacks. 

3.1.2 Second Order Frequency Bowl Filter 

Ideally, an LT filter should attenuate energy in a plane uniformly throughout the 

plane by an amount proportional to the angle between the signal trajectory and the 

filter trajectory. Thus the passband would have the bowl, or cone, shape shown in 

Figure 3 -4 [13]. This would elirninate the effect of the ob ject 's shape on the attenuation; 



Figue 3.4: Ideal Bowl Shaped LT Passband Approxkated by the Second Order Bowl 
Filter 

Figure 3.5: Continuou 
Filter Prototype 

I 1 I 

Domain Second Order Bowl Shaped Passband Ladder Form 

and, for filter velocities corresponding to quickly moving objects, greatly decrease the 

background interference. 

The second order bowl filter derived from the prototype shown in Figure 3.5 

approximates this shape and thus has better directional selectivity than the first order 

filter [12]. A discrete domain design is described in [12] and a mixD implementation 

in [SI. The transfer function of the prototype is 

After using two different s * z t rdorms  on LA and Lg ( s e  section 3.4) the band- 

width in the ROI has been shown to be proportional to llnll, giving the -3dB surfaces 

a bowl shape. Normally the inductance values are chosen such that Ls = KLA and 
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the angular bandwidth is proportiod to KIILA 11. The constant K > O is known as 

the inductance ratio. 

Because the input to the filter is not a continuous, unbounded domain signal, 

having been sampled and spatially bounded in the raster s c a ~ i n g  process, it is not 

a pesectly linear trajectory si&. A h ,  the 0rigina.l input may only be piecewise 

linear trajectory. Thus the energy of the signal that is to be passed does not lie exactly 

within the central passband plane. To allow for this, the resistor RsL increases the 

bandwidth near the origin where the bandwidth of the ideal bowl response shown 

in Figure 3.4 approaches zero. RçL is usually set to a low value so the minimum 

bandwidth is 

If RsL were zero there would be a non-essential singularity of the second kind (NSSK) 

at St = O in the mixD transfer function folIowing bilinear transformation [12]. NSSKs 

have been of interest in terms of stability for some t h e ,  and have a number of useful 

properties [50,5 11 but are generdy problematic, especially if the filter coefficients are 

not exact [16,18,26,52-541. In this case, the stability margin is directly related to 

RSL and therefore to the minimum bandwidth. In practice this means that the filter 

responses are less robust with low minimum bandwidth settings. 

The resistor RL limits the bandwidth at high frequencies, so the maximum 

bandwidth (outside the ROI) is 

Note that the bandwidth of the continuous domain filter is uniform, but the two 

different transformations used cause the bowl shape [12]. 

3.2 Signal Flow Graphs 

Signal flow graphs have been widely used in both 1-D and M-D digital filter design [3- 

5,11,21,30,48,53] and provide a powerful tool for developing easily implementable filer 
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st~ctures. Two general types of SFGs can be derived from the generic ladder form 

circuit prototype shown in Figure 3. la [3,48]. The type 1 SFG shown in Figure 3. l b  

results from rnodeling the series elements as admittances and the shunt elements as 

impedences, and is used for both designs. The type II SFG results from the opposite 

choice. 

The SFG treats both voltages and cments in the prototype as values to be 

operated on by trassmittances. These transmittames exhibit a one to one corres- 

pondence to the prototype element values. The equidence of the SFG to the circuit 

can be shown by applying KCL, KVL and Ohm's law to create equations relating 

voltages and currents in the circuit and then comparing them to the corresponding 

equations implied by the SFG. 

The advantage of creating a SM= from the circuit is that while the chaacteristics 

of the passive circuit are maintained with the equations, the limitations of form are 

not . A SFG can be manipulated into a form that is simple to implernent using active 

components and discrete delay element S. 

3.2.1 First Order Frequency Planar Filter 

Bertsrhmann showed [3] that modeLing the inductor associated with the continuous 

dimension in Figure 3.2 as an impedence leads to continuous domain dinerentiat- 

ors in the mixD filter, which are highly sensitive to noise and therefore undeskabIe. 

However, discrete domain differentiators resulting from modehg the other inductors 

as impedences can be constructed easily and robustly, so L2 and L3 ase designated as 

Zl, LI as 5 and RL as 5, resulting in the SFG shown in Figure 3.6. 

3.2.2 Second Order Requency Bowl Filter 

Sirnilar a,rgwnents applied to the second order prototype of Figure 3.5 lead to choosing 

LA2 and LAS as 21, LAI as K7 Ri, as 23, Lgl and RsL as % and L B ~  and L83 as 5, 
as shown in Figure 3.7. Note that the output signal is V3, rather than Vg as is usual. 



Figure 3.6: Signal Flow Graph Corresponding to the Fkst Order Planar Pass Filter 
Prototype in Figure 3.2 

Figure 3.7: Signd Flow Graph Corresponding to the Second Order Bowl Filter Pr* 
totype in Figure 3.5 
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3.3 Predistortion 

If the bilinear t r d o r m  is applied to a bsanch in the continuous domain SFG with a 

t r d t t a n c e  that is proportional to s, the corresponding branch in the mixD SFG 

will contain a delay-fiee forward path. In some cases this will result in a delay-fke 

loop (or a very short delay loop) which is not robustly implementable [3]. A tedinique 

for eliminating these loops, cded predistortion, that was developed for the discrete 

domain case [Il] has been adapted to the mùtD case in [3]. 

The predistortion is applied to the circuit prototype before it is modeled by the 

SFG. A negative series resistance is associated wïth each inductor to be t r d o r m e d  

and a positive series resistance of the same value with the rest of the circuit, with no net 

eEect on the transfer function. Note that the inductors associated with the continuous 

dimension do not need to be predistorted. If the circuit contains capacitors, a negative 

and a positive conductance are inserted in pardel with the capacitor. The negative 

one is associated with the capacitor during bilinear transformation and the positive 

one with the rest of the circuit. If the correct value is chosen for the predistorting 

resistor, applying the bilinear transform WU no longer result in delay-free forward 

paths in those branches. 

A useful side effect of the technique is to reduce the large gains in some branches 

and the attenuations in others. This keeps the signal levels fairly even throughout the 

implemenbtion, as weII as easing the requkement for high gain-bandwidth product 

amplifiers. 

3.3.1 First Order F'requency Planar Filter 

For the first order frequency planas filter, -r2 and -r3 are associated with L2 and 

LS as shom in Figure 3.8. The positive resistances r* and r~ can be combined with 

the terminating resistor so that the number of banches in the SFG does not increase. 

This increases the overd gain, but does not alter the shape of the response. 

The type 1 SFG of the predistorted circuit has the same form as Figure 3.6, but 



Figute 3.8: Predistorted Frequency Planar Fiter Prototype 

Figure 3.9: Signal Flow Graph of the Predistorted Frequency Planar Filter 

the predistortion resistances change the trammittances slightly. Combining the center 

and right branches, aad splitting the left branch in two results in the SFG shown in 

Figure 3.9. The right branch is suitable for implementation as a continuous domain 

lossy integrator, and the left two are suitable for bilinear transformation. 

3.3.2 Second Order Ekequency Bowl Filter 

The predistorted second order fkequency bowl filter is shown in Figure 3.10, with 

the separation into ladder form elements indicated by the dashed boxes. The circuit 

has been redrawn as in [5] so that the implementation is similar to two first order 

frequency plaar sections. The SFG is shown in Figure 3.11. Breaking the branch 

marked "xn aad routing it sepatately to the three summing points it leads to marked 

"on results in the SFG shown in Figure 3.12. The halves on either side of the dashed 

line are similar in form to the first order frequency planar filter (see Figure 3.6), with 

either an extra input or an extra output. This will lead to au implementation in which 

the two filters share hardware as shown in [5]. 



Figure 3.10: Predistorted Bowl Filter Prototype 

0- v* 

Figure 3.11: Signal Flow Graph of the Predistorted Bowl Filter 

Figure 3.12: Manipulated Signal F h  Gaph of the Predistorted Bowl Filter. It has 
been manipulated into two sections similar to the first order frequency planar sections 



Figure 3.13: Frequency Domain Warping Effect of the Bilinear Trandorm for the 
First Order Frequency Planar Fiter. Contour diagram of the magnitude frequency 
response for L = [l, 2,2]. a) The continuous domain prototype for y = O. b) The 
mUd) prototype for n3 = 0. 

3.4 Modified Bilinear Transform 

A hear  transformation is applied to the continuous domain prototype signal flow 

graph to produce the mixD signal flow graph. The bilinear transform, equation 2.22, 

is commonly used in discrete domain design and maps the %-plane imaginary axis onto 

the zi-plane unit circle. This mapping maintains the magnitude and phase response 

values, but warps the fkequencies at which they occur. In the M-D discrete domain 

case, the warping is applied to d the dimensions and is thus symmetrical, but in the 

mixD case it is not. 

In the case of LT filters, the frequency domain warping effect causes the central 

passband surface to deviate from a plane; however, the warping is at its minimum 

within the RO 1. This is illustrated in Figure 3.13, where a slice through the continuous 

domain magnitude response in a) is compared to the same slice through the mixD 

response in b). The distortion of the fiequency response of both flters is discussed in 

depth in (121 and a method is given for compensating for the lineilt part of the central 

passband deviation by accounting for the warping in the selection of the inductor 



Figure 3.14: The Mapping of the Imapinary Axis in the s-plane to the z-plane of the 
Modified Bilinear Transfom. a) D = 0.95 b) D = 0. 

dues .  The second order bowl filter has less warping of the central passband plane 

within the ROI than the h t  order filter. 

For these designs the bilinear transfonn is modified as 

D is used both to increase the stability margin [25], and to shape the passband in the 

case of the bowl fiiter. The increase in stability magin is important for an analogue 

implementation because coeflicients of the transfer hct ion  are related to component 

values, which have tolerances that may lead to unacceptable inaccuracy in the coeffi- 

cients and potentid inst abilit y. For example, the filters contain disaete differentiators 

(see Figure 3.16) which would become unstable if the gain through a delay block or the 

feedback was greater than its ideal value of one. Decreasing the value of D indirectly 

corresponds to reducing the gain through the delay block, resulting in a more tobust 

filter- 

This transfonn maps the left half siplane into a circle in the zrplane passing 

through the points -D+jO and l+jO,  as shown in Figure 3.14. The polar sufaces of a 

passive continuous domain circuit ase guaranteed to lie entirely in the non-right hand 

si-plane (251; so, with D less than unity, all polar surfaces of the transfer function are 

guaranteed to be within the unit circle (except at z = 1). This decreases the likelihood 

of instability due to imprecise component values and slight non-linearities. However, 

because the si-plane imaginary aKis is not mapped onto the unit cïrcle in the zi-plane, 



Figure 3.15: The Effect of the Modified Bilinear Transfomi on the Frequency Planar 
Filter Response. A contour diagram of a dice through the magnitude fxequency 
response with L = [l, 2,2] at Q3 = O. a) With D = 1 (unmodified). b) With D = 0.9. 

the magnitude and phase responses are not only warped in frequency by the modified 

bilinear transform, but take on slightly ciSetent values. The high frequency region 

of the mapping in Figure 3.14 is furthest from the unit circle, so this portion of the 

response is most affected. 

In the LT filters, decreasing D from unity causes the high fiequency portion of 

the magnitude response to decrease, but presentes passband bandwidth and orienta- 

tion, as shown in Figure 3.15. Fortunately, the effect is minimal within the ROI. As 

the gain of the passband at higher frequencies has been reduced fiom the upper bound 

of 1 guaranteed by passivity [29], the sensitivity of the response in the passband is no 

Ionger necessarily zero. 

3.4.1 First Order Frequency Planar Filter 

The modified bilinear transfo= is applied to the branches of the frequency planâr filter 

SFG containhg sz and s~ in Figure 3.9 with D = 1 resulting in the mixD SFG shown 

in Figure 3.16. This is very simitar to the design in [4], with a continuous domain 

lossy integrator (1) and two discrete domain differentiators (D) in a double loop (D), 



Figure 3.16: Mixed Domain Signal Flow Graph of the First Order Frequency Planar 
Filter, known as the IDD Fiter 

so it is known as an IDD filter. Lt contains the minimum number of delay elements and 

integrating elements, which is important for a low cost, low power implementation. 

Also, the multiplier values are very simply related to the filter trajectory, making 

steering simple. 

3.4.2 Second Order Frequency Bowl Filter 

Setting D to O for the transformation used on the reactances associated with LB2 and 

Lg3 in Figure 3.12 and D = 1 for LA* and LA3 shapes the passband of the second 

order filter into a bowl [12]. Carefùl manipulation of the SFG results in the final form 

shown in Figure 3.17 [5]. Again, the SFG contains the minimum number of delay 

elements for a second order system and the multiplier values are simply related to the 

filter trajectory. 

3.5 Passband Manipulation by Delay Changes 

A major limitation of the filters as described so far is the requirement that the inductor 

values be positive for stability to be guaranteed by passivity- This dectively bounds 

the filter trajectory to the fkst octant. In discrete domain implementations this is not 

a problem, as the input image can simply be reoriented before and af'ter filtering so 

that the appropriate filter trajectory lies in the Cst quadrant [12,43,55]. However, 



Figure 3.17: Mixed Domain Signal Flow Graph of the Second Order Frequency Bowl 
Filter 

this is not possible in the case of a mixD implementation. A technique reported by 

Bertschmann [3] to manipulate the trajedory by changing the length of the delays 

overcomes this limitation. 

The input signal to the filters is a tirne va.rying voltagea 1-D signal-that 

is interpreted to be a 3-D image according to the raster scanning technique used. 

However, this same signal could represent a dinerent 3-0 image acquired by a dinerent 

scasning technique or displayed by a dXerent inverse scanning. In the 2-D case, 

using a row delay for filtering and reconstruction that is shorter than that used to 

scan the original image effectively shiRs the rows relative to one another, as shown 

in Figure 3.18b. However, if a smallet delay is used in the filter but the boundary 

conditions are maintained, the image from the filter's point of view is as shown in 

Figure 3.18~. Once it has been filtered, it con be reconstnicted using the original 

delay length. 

This skew in the spatio-temporal domain corresponds ta a skew in the frequency 

domain that dows  the f!u.ll range of trajectories to be covered. The skew shown in 

Figure 3.18 corresponds to a skew in the frequency domain as shown in Figure 3.19. 

In [3] and [5] the effect is described as a rotation of the passband. While this is the 

h s t  order effect, treating it as a skew is both simpler and more complete. 



Figure 3.18: Effect of Delay Manipulation. a) with delay of Tz (the original) b) with 
delay less than Tz c) with delay less than T2 but the original boundary conditiom. 

Figure 3.19: Skew in the Frequency Domain Corresponding to the Skew in the Spatio- 
Temporal Domain shown in Figure 3.18. Note: not to scale. 
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Io a 2-D LT filter, the passband direction can be desaibed in terms of dope. 

That is, in terms of horizontal dispiacement of the filter tmjectory for a unit vertical 

displacement. Reducing the row delay T2 by AT2 = mlTl (ml E R) R) reduce 

the dective horizontal displilcement of the filter passband by ml grains per vertical 

grain. This corresponds to increasing the dective dope of aU input signals by the 

same amount. 

In a 3-D LT filter, the relationship can be expressed as: 

so inaeasing the fiame delay T3 by AT3 = mlT1 + ma% will increase the effective 

horizontal speed associated with the filter trajectory by ml grains/frame and the 

effective verticd speedl by rn2 grains/frame. In the frequency domain, the mapping 

fi3 * R3 + mlwl + mzRr is applied. If m2 is zero, this corresponds to shifting the 

planes of constant wl by mlwl in the n3 direction. If ml is zero, it corresponds to 

shifting the planes of constant R2 by m2Q2 in the Q3 direction. A passband plane will 

be tilted, and stretched, around the opposite axis, though the action is not a rotation, 

as a passband that lies entirely in the wl = O plane is not affected by the &st case 

and vice versa. If neither ml nor ml is zero, the mapping corresponds to shifting lines 

of constant wl ônd na by mlwl+ m2n2 in the 4 direction. Thus a passband plane 

will be tilted about the h e  rnlwl+ m2R2 = 0. 

Chaoging the length of the row delay wiU have the same effect as in the 2-D case, 

except that planes of constant wl WU be shifted in the Ra direction rather than hes .  

This corresponds to changing the shape of the input signals, rather than chmghg the 

direction of motion, and may be of use in filtering elongated objects [49]. 

Because the fîlter response is periodic in the second and third dimensions, the 

skew in these dimensions will eventudy lead to aliasing of the passband, as c m  be 

seen from Figure 3.19. The passband from the next period of the response will be 

'Positive vertical speed is downward in NTSC raster scan video. 
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skewed into the baseband response. Fortunately, for LT filters this aliasing occurs 

mostly outside the ROI, and is therefore assumed to have little dect .  An examination 

of this is still necessary. 

Another concem that has not been addmssed before is whether the filter will 

remain stable for a given diange in the delay lengths. This issue is addressed in 

chapter 7. 



Chapter 4 

Hardware Implementation of the 

Signal Flow Graphs 

The advantages and disadvantages of the mixD approach to multidimensiond filter- 

ing compared to the digital approach are largely in the implementation. One of the 

primary ptuposes in the development of the midl  approach is a reduction in the size 

and cost of the hardware. While this has been achieved, the mixD implementation 

is not nearly as flexible as the digital implementations can be. One major advantage 

that digital flters have over the mkD filters previously developed is in the control of 

the filter parameters, such as multiplier coefficients correspondhg to transmittances 

in the SFG. 

The goal of the research work described in this chapter was to develop a hard- 

ware platform implementing two 3-D mixD filten for raster scanned video signas in 

which the filter parameters are controllable intemctively and precisely while the filter 

is running. The filters were to be more robust than tbose previously developed, as well 

as easy to use and flexible enough to be used in finther research. Also, the hardware 

platform was to be designed to be expandible, specifically for the addition of red-tirne 

adaptive controI. The two filter structures that have been implemented are the fust 

order LT, or IDD7 filter shown in Figure 3.16 and the second order Bowl filter shown 
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in Figure 3.17. 

The filtess, which together with the control cùcuitry and s o k e  are known 

as the Endevour Analogue Video Filter, are constructed fiom readily adable  integ- 

rated circuits and disaete components such as resistors and capacitors mounted on 

printed circuit boards. Also mounted on these boards are interfaces to a standard 

NTSC format video camera, as a signal source, an NTSC format video monitor, as a 

signal sink, and a workstation, for control through a graphical user interface (GUI). 

This implementation, which meets the goals outlined in the previous p-ph, is a 

principal contribution of this thesis. 

The only appropriate cornparison between a M y  digital implementation and 

a mivD implementation of a controilable real-time 3-D video filter, of those repor- 

ted in the Iiterature, is between the Challenger real-tirne video processor [l, 551 and 

the Endeavour analogue video filter described in this thesis. Challenger is a M y  

digital, discrete domain impIementation of a general first order 3-D transfer function, 

developed recently by C. Kulach, et. al. [II in the Miaonet MDDSP research group at 

the University of Calgary. It is M y  controllable in reai tirne through the same kind of 

GUI as the Endeavour and has built in video extraction and reconstmction A/D and 

DIA capability, enabhg it to input and output NTSC raster scan video. It contains 

634 integrated circuits (ICs) on 17 8" x 10n printed circuit boards (PCBs) and draws 

an average of about 15A of curent at 5V [LI. Endeavour is a mixD implementation of 

the first and second order LT flters designed in chapter 3, using digital signal paths 

only in the delay elements (see section 4.5). It is dso M y  controllable in real-the 

and has NTSC raster scan video inputs and outputs. It contains 279 ICs on 6 8" 

x 10" PCBs and draws a total of approximately 8A at f 5V and f 12V. While the 

cornparison is not between two implementations of the same filter, the reduction in 

size, cost and power consumption due to the mivD technique is readily apparent. 

It is also appropriate to mention that the non-controllable IDD filter constructed 

by K. Bertschmann and N. Bartley [4] uses only 96 ICs and draws about 2A at 5V. 

Much of the increase between t b i s  fiiter and Endeavour is the control interface- 
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Other issues in the compatison indude precision, non-linearities and d b r a -  

tion. The i n t e d  preùsion, or dynamic range, of digital systems can be improved 

by inaeasing the intemal wordlength, to a Iimit imposed by the speed of multipliers 

of that wordlength. High quality andogue hardware, however, is limited by noise 

and slew rates to a dynamic range comparable to a 9 bit wordlength in a digital 

systern. This has proven adequate in many flters, but some very narrow bandwidth 

filters may require 13 bits precision [55] and are not, therefore, achievable in miuD. 

Both implementations experience overfiow non-linearities and either finite precision 

eifects or non-linear wmponent efEects. One consideration that a p p m  in the control 

of mixD filters that is not a problem in digital filtes is calibration. Because the fil- 

ter parameters are dependent on component values, which are not exact, the designer 

must measure the response of the circuit to determine these values exactly and thereby 

calibrate the control system. These efEects are discussed further in section 5.3. 

4.1 Top Level Layout 

The physical layout of the hardware is modulôr, both to ease testability of the various 

functions and for fiiture expansion. The 5 modules are connected by a 150 conductor 

badcplane which has space for up to 3 more modules, and the entire system is mou- 

ted in a vented, fan-coded enclosure. The five modules are: the analogue board, the 

row delay, the irame delay, the controller and the powet supply. The analogue board 

contains video extraction and reconstruction sections, described in section 4.2; the ac- 

tual analogue filter block, described in section 4.3; and the coefficient D/A subsection, 

described in section 4.4. The row delay and frame M a y  are described in section 4.5 

and provide 6' and 2;' operations respectively. The controller board interfaces with 

a workstation to provide GUI control of various parameters including multiplier coef- 

ficients and filter structure. It is described in section 4.6. The power supply provides 

+5V at 7A and -5V, +12V and -12V at 1.5A. A block diagram of the analogue signal 

path and the elements that opeate on it is shown in Figure 4.1. 



Comwsite I 

Figure 4.1: Top Level Block Di- of the Analogue Signal Path 

4.2 Video Extraction and Reconstruction 

The vida  extraction circuit used on the andogue board (see Figure 4.1) is nearly 

identical to that presented in [3] and is shown in Figure 4.2. It provides three basic 

functions: DC level restoration of the AC coupled composite input signal, sync pulse 

r e m 0 4  to provide a dean active video signal and sync pulse detection and extraction. 

The LM1881 video sync detector [15] extracts the composite sync signal and passes 

it to the delay elements and the video reconstruction circuit. It dso provides a burst 

signal during the back porch portion of the scan line (see Figure 2.2) closing the 

4066 analogue switch and clamping the zero level of the opamp to the back porch 

level. The emitter foUower circuit then elhinates any traversal above zero, effectively 

eliminating the sync pulses. The active video is then applied directly to the andogue 

filter block. 

The option exists to use a separate externa1 synchronization si@, which is 

then used for ail synchronization in the system. The composite sync signal, oddleven 

field signal and vertical sync signals are made a d a b l e  externdy. R is dso possible 

to bypass the extraction block and apply an input signal directly to the andogue filter 

block. This is usefd in testing, especîally for applying an artScid input signal as in 

the frequency response measurement (see chapter 5). 

The video extraction block has a dominant pole response with a cutoff fre- 

quency of 2.3 MHz, which is necessary to remove impulse noise which can cause 

the analogue multipliers or the delay elements to overflow. 2.3 MHz corresponds to 
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wl > 2.02 rad/grain, which is w d  outside of the ROI. The problem of impulse noise 

is discussed further in section 5.2. 

Once the active video signal has been filtered, the composite vida  output signal 

is created by the video reconstruction block, shown in Figure 4.3. The active vida 

signai is added to the synchronization signal only during the active vide0 portion of 

the he, providing clean sync pulses. The 2N3906 transistor acts as an AND gate 

for the Control line and the inverted sync signal and provides the increase in voltage 

swing from û-+5V to -5V-+5V needed to control the 4066 analogue switch. The 

Control line must be high and the inverted sync signal low for the switch to be on. 

The Control line is one bit in a r e s t e r  that is set by the control board which selects 

the fdter structure. There are actually two control lines, transistors, switches and 

active v ida  sources: one each for the output of the IDD/Bowl filter or the temporal 

highpass filter discussed in section 4.7. If the Add Sync switch is rnoved to the off 

position, the sync pulses are not added to the output and the 4066 switch remains 

closed through the sync interval. This is u s d  for testing purposes, as desaibed in 

chapter 5. 

4.3 Analogue Filter Block 

The SFGs of the IDD and Bowl filters shown in Figures 3.16 and 3.17 contain three 

types of trassmittances. Three branches contain sl in the form RL/(RL + sl LI), 
and are called lossy integrators. An example is the top most braach in Figure 3.16. 

Four branches, including the other two branches in Figure 3.16, contain a discrete 

differentiator, which is a delay element with negative feedbd around it. The other 

branches are simply muitiplications, some with a delay; and all three types require 

summation at either input or output. The SFGs are repeated in Figures 4.4 and 4.5 

where the transmittances are marked 1 for lossy integrator, D for discrete differettiator 

and M for multiplier. 

Previous implementations of mixD flters [3-51 have used operational amplifier 
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Figure 4.6: A Variable Multiplier and Variable hssy  Integator 

circuits to cornpute the multiplications, summations and lossy continuous domain in- 

tegrations. The transmittance values have been proportional to ratios of resistors and 

capacitors, which could be changed using potentiometers. The circuits are simple and 

work wd, but are laborious to tune. 

In order to make the transmittances proportional to currents, which can be 

controued externally, the multiplications, summations and lossy continuous domain 

integrations are implemented with high bandwidth, cu~ent mode analogue multi- 

piiers and high gain bandwidth product, voltage mode operational amplifiers. The 

bandwidth of the lossy integrator is controlled through an analogue multiplier in the 

feedback path with the capacitor, as shown in Figure 4.6. ELesistor Rs is s m d  and 

serves to stabilize the circuit. Currents Go and Gi are supplied by DIA converters in 

the coacient control block (see section 4.4). 

Cornparhg the structure in Figure 4.6 to the SFGs in figures 4.4 and 4.5, the 

two opamps and the feedback multiplier implement the lossy integrations in the form 

RL/(RL+sI LI), whece L1 is proportional to Ci RIC. The input gain is proportional to 

Go and the summing point is differential ovet the two resistors & . More multiplier 

outputs can be summed by co~ecting their outputs directly to these points, and 



Figure 4.7: A Discrete Domain Dïfferentïator 

inversion is performed simply by exchknging the positive and negative outputs. 

The op-amp in the feedback path is required because the analogue multiplier is 

unstable with a capacitor c o m t e d  to its input. However, this introduces a delay in 

the feedback path leading to a second (non-dominant) pole. The second pole limits 

the range of cutoff frequencies for which the response is a good approximation of a 

first order lossy integrator. This effectiveiy limits the ange of Ll. 

The discrete domain differentiation is computed with a circuit of the form shown 

in Figure 4.7, where the block labeled z-' indicates an analogue row or frame delay 

element. The input to this block is a voltage, K, as output by the summing op-amp 

in Figure 4.6, and the output is a diffkrentid ment, I:, suitable for summation. 

A s m d  compensation capacitor is added in pardel to each resistor to stabilize the 

OP-P- 

The parameter D in the modified bilinear triitnsform, equation 3.10, is actu- 

d y  provided by a variation of the gain through the delay block, which is set by 

potentiometers. It is then compensated for in the calibration of the multiplier control 

values. The exact gain through the delay element is important because if it is set too 

high the filter will be unstable but if it is set too low the filter will have a poor hi& 

frequency response. By trial and error, the best trade off was found to be a gain of 

approxirnately 0.9. 

The final circuit design is constructed from the two basic blocks in figures 4.6 

and 4.7 according to the connections defined by the SFGs. An overall block diagram is 



Figure 4.8: Blodr Diagram of the Complete Analogue Filter Block Implernenting both 
the IDD Filter and the Bowl Filter 

shown in Figure 4.8 where voltage signal paths are shown as solid lines and dïffeential 

curent signal paths as dashed Lùies. Besides the aforementioned blocks, the circuit 

contains one siimming oparnp and one inverting opamp. The inverting op-amp could 

b e  avoided topologica,liy7 but is used as a bufk,  as the signals going to the delay 

elements tavel across the badcplane. The IDD filter stmcture is seiected when the 

analogue switches are open and the Bowl ater structure when the switches are dosed, 

allowing most of the components of the IDD filter to be shared by the Bowl filter. The 

state of the switches is controlled by registers set by the control block and accessible 

from the GUI. In total, the analogue fdter bloclc contains 8 opamps and 9 analogue 

multipliers and accesses 2 row delays and 2 fiame delays. 

4.4 Coefficient Control Block 

The filter coefficients ase supplied as a curent to one input of each multiplier. A DIA 

converter supplies a buffered voltage which is converted to a m e n t  by a resistor 

connected to the multiplier input, which is a vimial ground. The value of the voltage 

is directly related to the binary sequence stored in the DIA converter by the control 
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Figure 4.9: Functional Di- of Delay Elements 

block, and is directly accessible h m  the GUI. While the mdtipliers are capable of four 

quadrant multiplication, the requirement that the inductor values be positive means 

that only positive nvrents need be supplied. Thus the output voltage from the D/A 

converters ranges from O to lV, though the maximum current supplied differs between 

multipliers according to the resistor value used for conversion. 

The video extraction and reconstruction block, the analogue îiiter block and 

the coefficient control block are laid out on one snxlOn PCB. 

4.5 Delay Elements 

The delay elements zcL and 5' would, idedy, provide an analogue, continuous do- 

main continuously controllable delay of nominally one row length Tz or one frame 

length T3 respectively. Because the length of the delay a f e a s  the shape of the pass- 

band, and especially the filter tajectory, the length of the delays must be precisely 

determined; and, because this effect is to be used to hine the filter, they must be 

controllable in real-tirne. 

The current implementotion, based on a design by N. Bartiey [56] shown in 

Figure 4.9, uses a high sample rate A/D converter, digital storage and D/A converter 

to approximate this. The input and output of the delays are d o g u e ,  but the interna1 

signal path is digital at 8 bits quantization, which is neasly the dynamic range of the 

other analogue components in the system. The input and output of the delays are also 

continuous time, while the digital signal path is discrete tirne. Sampling is done at 768 
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samples per row duing the active vide0 for the row delay and 384 samples per row 

during the entire row length for the frame delay, for a sample rate of 2.4 and 1 sample 

per grain respectively. The Nyquist frequency is then r &/grain for the frame dday, 

which is well above the ROI E t  of r / 2 .  The digital storage uses a double bu& 

approach with separate counters for reading and writing, allowing delay skews of any 

number of samples. The clock is generated by a phase locked loop referenced to the 

synchronization sigaal. The frame dday length is determined from the vertical sync 

puLe and the row delay length fiom the horizontal sync pulse, which matches the 

filter delays exactly to the timing of the camera applying the raster scan. A total of 

178 ICs on 4 8" x 10" printed circuit boards are used to aeate 2 row delays and 2 

frame delays. This is currently the Iargest component of the system and the major 

cost, so improvements and altemate implementations are of interest. They are M e r  

discussed in section 4.7. 

4.6 Controller and User Interface 

To make the control of the filter parameters eary a communication system and graph- 

ical user interface has been developed for the fiiter. A functional diagram of the 

system, which has been adapted from a simila system developed for the Challenger 

RTVP [55] with the assistance of its designer, C. Kulach, is shown in Figure 4.10. 

The coefficients, stmcture settings and delay lengths are stored in registers in the 

appropriate filter modules, which are set via the backplane by the controller module. 

The microprocessor on the controller module communicates via a RS-232 serial con- 

nection with a Unix daemon running on a workstation, which in turn communicates 

with a GUI via Unix interprocess mmmutlication. The entire system is designed to 

be transparent to the user. 

The filter module contains 10 8 bit D/A converters which supply currents to 

the analogue multipliers that represent the filter coefficients. Each D/A has a register 

and a 4Kx8 bit look up table associated with it. Each register or look up table can be 
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Figure 4.10: The Communication and User Interface for the Endeavour Analogue 
Video Filter (adapted from the Challenger RTVP) 
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loaded individudy fiom the controUer or d IO registers can be loaded in paralXel from 

their look up table at a common address. This dows many dinerent fitter settings 

to be stored and applied quiddy, as in a t&g application. The filter module also 

uses 3 bits of a control register to set the filter structure. 

The delay modules contain either two row delays or two frame delays. The 

starting addresses for the two address counters (see Figure 4.9) are stored in two 16 

bit registers, each of which is associated with a 4Kx16 bit look up table. The ciifference 

between the start addresses for reading and writing compensates for latency through 

the A/D a d  D/A converters and allows the length of the delay to be controlled. Since 

the two delays on each board share address counters, the two different delay elements 

are of the same length. If they were of diffkrent lengths the d y s i s  of the delay change 

effects in section 3.5 would be much more diflidt. Also two bits of a control register 

can be used to put the module into a diagnostic mode in which either one or the other 

b d k r  is continually read out, or else the signal bypasses the storage entirely, running 

straight through with only the converter latency as a delay. 

The controk module has beai adopted complete from the Challenger RTVP 

system [55]. It is based on a Motoro1a 68008 microprocessor, with a RS-232 serial data 

interface and a number of registers and control h e s  driving lines on the badrplane. 

The RS-232 communications part of the program running on the miuoprocessor, mit- 

ten entirely in C and assembly with no library functions, has also been adapted from 

the Challenger project, but the code that interacts with the flter and delay modules 

was d developed for this projet. 

Communication between the controIler aad the other modules occurs over sev- 

eral shared busses on the backplane. Each module other than the controller has a 

unique 8 bit address. When the controller receives a request to load a register on a 

module it puts that module's address on the board address bus, to which the module 

replies by identifying its type on the 3 bit identity bus. Then the controllet puts a 

16 bit value on the coefficient bus and docks it into either an address register for the 

look up tables or the module's control register, which selects the next data register 
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to be loaded. F i d y  it puts the data on the coefficient bus and docks it into the 

appropriate data register. Besides responding to individual requests for state changes 

(which take precedence) the controUer has a batch pmcessing ability. A cmnmad 

file containing a Est of operations to be done, with an optional pause andfor loop, 

can be loaded from the GUI. This has been usefd for testing the operation of inter 

board communication, registers and even board functionality. The controller can dso 

operate independently of the workstation using intermpts or an 8 bit bus that can be 

connected to buttons to load predefined filters. 

To avoid blocking the GUI while communication on the RS-232 serial line oc- 

curs, a UnLv daemon a d s  as a b s e r  on the serial port, running asynchronously with 

the GUI and communicating with it via Unix sockets. This daemon has been adopted 

complete h m  the Challenger RTVP system [55]. 

The GUI is based on an image of the filter states. The main controllhg object 

is responsible for maintaining this record of the state of the filter, updating the filter by 

forwarding requests from panel objects to the communications daexnon and informing 

the various panel objects of changes made in other panels. It is also capable of swing 

the state to a file for use in another session. A number of different panels offer different 

views on this filter state and different ways to maaipulate it. 

The direct register control panels d o w  the user to manipulate the bits in the 

registers directly, without any interpretation. The filter module control panel is shown 

in Figure 4.11 and a delay module control panel is shown in Figure 4.12 Note that the 

number of samples pet row (Counts Per Row) and the number of grains over which 

those sarnples axe taken (Pixels Per Row) are set by switches and potentiometers 

rather than via registers and are therefore only information for the calculation engines 

and not controllable parameters. 

The 3-D transfer function panel shown in Figure 4.13 translates register settings 

into coefficient values and vice versa Multiplier values can be adjusted via the sliders, 

or entered explicitly as a desired value. The panel object performs quantization into 

register settings in the indicated manner. Also, the configuration can be chosen, or 





Figure 4.13: Coefhient, Structure and Delay ControI Panel 

the analogue switches controlled àirectly. F i y ,  the delay adjustments can be made, 

eithet in grains, or in samples, with quantization applied as for the coefficients. If the 

Continuous Update button is checked, requests for changes are made to the controlling 

object as the changes are made to the various fields, otherwise they are made in a batch 

when the Update Filter button is pressed. 

The LT filter design tool shown in Figure 4.14 takes the abstraction one step 

further and represents the filter state in tums of the design parameters: filter tra- 

jectory, bandwidth, etc. When changed, these parameters are translated into filter 

coefficients via a simple optimization routine which selects delay lengths that min- 

imize the difierence in the quanüzed coefticients from a nominal "bestw set. After 

quantization into register values, they are translated back into the design parameters 

as the quantized dues .  When the first order configuration is chosen, only the top 

five fields are active. When the second order configuration is chosen there are two 

modes. In tracking mode Lg is proportional to LA and parameters are indicated in 

terrns of inductance ratio, minimum and maximum bandwidth and RSL as described 

in section 3.1.2. In independent mode the proportionality is not enforced and the 

second order section is parameterized as another fist order section. The temporal 



Figure 4.14: Linear Trajectory Filter Design Tool 

HP configuration is discussed in section 4.7. 

The fourth major control panel is the diagnostics panel shown in Figure 4.15. 

Sequences can be applied to each register or function of the modules aad the function 

verified with logic probes. Note that since the diagnostic sequences generally use a 

batch process, the filter state image wilI not be accurate after diagnostics are appüed. 

4.7 Future Improvements 

During the construction and testing of this prototype a number of issues have arisen 

which suggest improvements to the system. 

In the current implementation a large majoriv of the components are required 

for the delay modules. Other delay implementations may be available in the ne= future 

to reduce this requirement. Bertschmann [3] showed that the a d a b l e  CCD based 

analogue delay elements introduce too much dock noise, or distortion, to be usefid. 

Random access analogue mernories may be amilable soon [57], which would diminate 



Figure 4.15: Diagnostics Control Panel 

the need for an A/D and a DIA. They would also provide a continuous range delay, 

as opposed to the present digital system, but currently do not have enough cells or 

persistence for a frame delay. Many of them are also being designed as first in fkst out 

(FIFO) memories, which would reduce the addressing logic required. Digital FIFO 

memories of sufficient size and speed have recently become a d a b l e  which wodd 

eliminate the need for double bufFering and much of the extemal control logic. The 

resulting design would be much smder than the present implementation. A feasibility 

design indicates that about 34 ICs would be required for an implementation with o d y  

negative delay skews and that it would fit on one 8" x 10" PCB, compared to the 

present 178 ICs on 4 8" x 10" PCBs. 

The original specifications for the system indude the idea of an adapter module, 

to be developed in the future. The adapter module would control the system and 

implement a higher level algorithm such as tracking [IO] or classification [14] using the 

füter as a building block. For this purpose jumpers exist so that the filter coeficient 
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currents can be supplied through the badrplane from the adapter module position. 

Also, the digital delays can output the delayed version of the signal as a digital stream 

to the backplane. The controuer can yield control of the busses to the adapter and all 

the software has been developed with such expansion in mind. 

Usually, most of the signal energy in a scene is associated with a static, or 

nearly static background, which contains large low spatial frequency components. The 

ht order LT filter will pass some of this low frequency energy, which is usudy not 

desired. A solution to this problem would be a temporal highpass filter in cascade, 

which would remove the static portion of d images. A temporal highpass filter was 

designed and implemented as part of Endeavour using the same b e  delay element 

as the second order section of the bowl fdter. Because the design required a large gain 

in one feedback loop, the current implementation is unstable and therefore no results 

are available. 

A primary motivation in the development of mivD systems is a reduction, in 

cornparison with digital systems, in size and power consumption. A very large scale 

integration (VLSI) implementation of this type of system would be the obvious next 

step in this direction. The analogue components and control would fit easily on one 

IC, with the FIFO mernories external. 



Chapter 5 

Characterization of the Filter 

Response 

Detailed measurement of the response of 2 and 3-D mixD filters in both the spatio- 

temporal and frequency domains has been a problem in the past, laxgely due to the 

difficulty in creating 2 and 3-D test images. Previously, the input signas were created 

from either printed 2-D sinusoids or wmputer generated movies of 3-D sinusoids with 

a v ida  camera The output of the camera wss then applied to the filter and the input 

and output magnitudes measured with an osulloscope [3,4]. In addition to the large 

amount of labour involved in each measurement, the method introduces inaccufacies 

from Lighting, printing or display, the camera response and human measwement. 

Najd-Koopai [5] has recently derived a method to transform the 1-D fiequency 

response of a raster scan based filter, which is relatively easy to measure from the l-D 

input and output signals, into the 3-D frequency response. This serves to sirnultan- 

ously reduce the labour involved in each measurement and to inaease the accuracy. 

The application of this method to the Endeavour Analogue Video Filter for a number 

of filter settings forms the bulk of this chapter. 

The steady state frequency response is only meaningfid if the spatbtemporal 

transient response dies away quickly, and if ail the components operate in the h e m  

region. This is discussed qualitatively with examples in section 5.1. Non-linear effects 
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due to signal d u e s  outside the Iinear region of some components can cause the filter 

to become unstable. This ovedow-induced instability and the problem of colibration 

are discussed in sections 5.2 and 5.3. 

The l-D to 3-D fiequency response transformation is described in section 5.4, 

followed by the measmement technique and test setup in section 5.5. Measurements 

of the fiequency responses of several IDD and Bowl filters are given in section 5.6, 

along with a suggestion for a simple l-D highpass post filter. The chapter condudes 

with a summary of the results. 

5.1 Spatio-Temporal Response 

The response of the filter to a varïety of video sequences is acceptable for a wide 

range of settings in terms of clearly visible passband objects and visibly attenuated 

and smeared stopband objects. The d.iiEculty in creating test sequences containing 

objects moving with exactly the same trajectory the filter is tmed to remains; but, 

with practice, you can move your hand in front of the camera in approximately the 

right direction and speed. Even with narrow bandwidth filters your hand is clearly 

visible in the output. A slight blurring of the lines and edges attests to the ëxpected 

high fiequency &op off due to the modified bilinear transfom. If you move your hand 

in a dinerent direction or especially at a higher speed the output image is smeared 

and attenuated. 

In an attempt to make a more objective visual memement, three cards with 

checkerboard patterns on them were attached to a wheel which was rotated at different 

speeds in front of a black backdrop. The scene was then evenly lighted and shot with 

a video camera. An input frame is shown in Figure 5. la If the wheel is rotated such 

that the speed of the cards is equal to the magnitude of the spatial velocity associated 

with the filter trajectory (see section 2.4.1), then, at one point in the rotation, one 

of the cards will be moving along the passband trajectory while the other two cards 

will be in the stopband. An output frame from the IDD filter with one card (at 
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the top left) nearly in the passband is shown in Figure 5.1 b. The contrast has ben 

enhanced so that the printed output image looks similar to that seen on the monitor. 

Input and output frames for the bowl filter are shown in Figure 5.2, where the card 

at the top right is nearly in the passband. In both cases the checkerboard pattern 

is smeated somewhat due to the fact that the response of the filter is lower at high 

spatial frequencies than at low spatial frequencies (see figures 5.5 to 5.11) and because 

the card only has the correct trajectory momentarily as it rotates. It can be seen that 

the bowl filter eliminates more of the low frequency background energy than the IDD 

filter, especidy in removing the static image of the tire. 

5.2 Experimental Observations of the Transient Re- 

sponse and Overflow Effects 

The filter is stable for a wide range of filter settings, with the transient effects confined 

to an area near the edge of the screen. However, it is necessary to vaxy the settings 

slowly and through stable ranges to maintain stability. If they are changed suddenly, 

or a poor setting is chosen, the transient dects  may cover a large ôrea of the screen for 

an extended period, or even lead to instabiiity due to ovedow. This is especially tme 

for narrow bandwidth filters, which have long transients and s m d  stability margins. 

Choosing effective filter settings, and varying them appropriately, is an important issue 

if closed loop adaptive algorithms are to be implemented. 

Both filter structures are prone to instability due to overflow non-linearities. 

The overfiow can be caused by spikes on the input, as mentioned in section 4.2, or by 

sudden large changes in coefficient values: especidy when the filter is set to a narrow 

bandwidth. When an ovedow occurs in a delay eiement or multiplier at some point in 

the image, the effect spreads quiddy through the image and eventually all of the signals 

in the filter take on extremum d u e s .  A low p a s  filter has been incorporated into 

the video extraction circuit to reduce the incidence of spikes on the input, virtually 

eliminating that cause; but the coefficient change problem has not been addressed. 



Figure 5.1: IDD Filter Spatid'emporal Response. a) hput  Frame. b) Output Frarne. 
The top Ieft card is nearly in the passband. 

Figure 5.2: Bowl Filter Spatid'emporal Response. a) Input Frame. b) Output 
Frame. The top right côrd is nearly in the passband. 
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Possibly the GUI could enforce slow changes. It may even be possible to alter the 

design so that the extremum would not be an equilibrium point. 

Once the filter enters the extremum state, it is not possible to reset it without 

chmghg the mescient d u e s  with the m e n t  implementation. One solution would 

be to apply zero initial conditions by zeroing the input to each delay element and 

integrator for at least one frame. This rnight even be done automatically using the 

overflow detection signal from the A/D converters in the delay circuits. The filter 

could be made more robust by forcing the outputs of the delay elements to be zero 

during the entire synchronization interval [l 11 . 

One of the more difficult aspects of tuning an analogue filter is calibration. Because 

filter parameters depend on component values, the exact relationship between the 

binary value stored in the D/A converter and the multiplier coeBcient associated 

with it must be measured to be known. It must also be measured in the closed Ioop 

situation to be accurate, as the loading on the opamps, and therefore the response, 

will change slightly if the loops are btoken. A solution to the problem is to model 

the measured frequency response of the system with the appropriate transfer function 

(IDD or Bowl) and to compare the coefficients of the modelling transfer function with 

the filter settings. To get an accurate relationship between the filter settings and the 

coefficients of the transfer funaion, measurements must be taken for widely different 

values of each parameter. The DIA converters and multiplier gains should be nearly 

linear; so, once calibrated, the system should be f d y  predictable. 

5 -4 1-D to 3-D Frequency Response Transformation 

To simpli@ the ta& of measuring the frequency response of raster scan based filters 

it is usefd to investigate the effect of the raster scan transformation in the frequency 



domain. It may be shown that, along the line in 3-D frequency space given by [q 

known as the slicing line, the raster scan of a 6 D  sinusoid with frequency (w l ,  R2, ClJ) 

is a 1-D sinusoid with frequency u: 

Thus the response of the filter to a 1-D sin~isoidal input wil1 be exactly the same as 

its response to the raster scan of the :3-D sinusoidal input with frequency given by 

equation 5.1. Using the raster scan transformation given in equation 2.38, it is also 

possible to show that the Fourier transform of the raster scan of a signal is equ iden t  

to the Fourier transfonn of the 13-D signal along the slicing line [5]: 

Because the Fourier transform of a raster scanned signal is periodic in the discrete 

dimensions. the slicing line can he di-awn niodiilus 2s; in these dimensions as in Fig- 

ure 5.3. This slicing line fills the 3-D frecliicncy space such that the entire 3-D frequency 

response can be recovered frorn the 1-D frequency response as an interpolation [5]. 

However, for NTSC raster scaoning this grid of lines fills the 3-D frequency space quite 

tightly, and for the purposes of characterizing the filter frequency response, measur- 

ing the response on a set of closcly spaced points digned with this g i d  is more than 

sufficient. The angles that the Iincs inake witli the Q3-axis are very small (< O.lO), 

and may be ignored. The lines arc spaced 0.0120 rad/pain (2îrTZ/T3) apart in the 

Rî direction and 0.0294 rad/grai I I  (277; / 7'' ) apart in the s.1 direction. 
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Figure -5.4: Test Setup 

A simple approximation to the 3-D magnitude response at a set of closely 

spaced points may then be made 1- measuring the magnitude response to a 1-D sine 

wave input at a frequency, f, determinecl by 

where fi, fz and f3 correspond to wl, Oz and Q3 rrepectively, -112 < fa 5 112 and 

5.5 Measurement Technique and Test Setup 

The test setup shown in Figure 5.4 uses the IEEEdSS.2 standard instrument com- 

munication protocol and HP VEE-Test software to control an HP 33.1514 cvaveform 

synthesizer and an HP El106 Main Frame VXI controller with an HP E1430C 10 MHz 

23 bit analogue to digital converter and storage (ADC). The filter is configured to use 

the video camera as an external synclironization source and to b-ypass the video ex- 

traction circuit: using the output of tlic rravelorm s~rnthesizer directly as the input to 
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the flter block. The video reconstmction module is also configureci not to add the 

sync pdse to the output. 

For each point {kt, /&, f3) in the requested set in three dimensionai frequency 

space the, test routine sets the frequency of the signal source according to equation 5.4, 

pauses for 1 second to arrive at steady state in the temporal dimension, and then amis 

the ADC. The ADC uses the odd/even field sync signal to trigger and colIects the 

active vida portion of Iines 6*5-68, which are far enough from the top for the system 

to be in steady state in the vertical dimension. Then the first 16 .5~s  of each line is 

discarded to arrive at steady state in the  horizontal dimension. Finally a portion of 

each line equal in length to an  intcger iiirrnber of cycles of the input is taken, the mean 

subtracted and the rms kalite calctilatcd as the output magnitude. This d u e  is stored 

in a file and the next iteration hegins. 

The row length Tz used by the camera. and therefore by the delay elements, 

muse be measured vcry accurately for the frequency respoase measurements to be 

meaningful. In equation 5.4 the term Ll/TÎ will quickly dominate the f3/T3 term 

with increasing fi. Also, since f3 is the only continuous frequency variable, any error 

in the calculation of f between the actual 3-D Frequency created and the calculated 

frequency will appear in f3. Thus a vcry sinall error in T2 will indirectly cause a large 

error in f3. For exampie, at  fi = l /4ajde/gruin, an error in T2 of 0.002% will resuk 

in an enor in f3 of 1 cycle/grain. To address this, the period of the horizontal sync 
- 

pulses was measured to within f 10-' mith a frequency counter that was calibrated 

to the waveforrn synthesizer. 

The frequency produced by the maveform synthesizer must be very precise also, 

as 4 f = 30 Hz o A f3 = 1 cyclefgrain. Tliese sources of error primarily affect the 

orientation of the measured passbancl. ratlier tlian tlie bandwidth, and can be com- 

pensated, but this is unnecessary with tlie present equipment. The output frequency 

of the HP 3325A wavefonn synthesizer is accurate to f IO-' which, combined with the 

tolerance in Tz, results in an accur- in R3 of better than I0.01 radfgrain throughout 

the measurement range. 



5.6 Filter Responses 

5.6.1 IDD Filter 

The ID D fdter has four important controllable parameters: l the gain, GI, associated 

with the lossy integrator; two gains, Gz and G3, associated with discrete differentiators; 

and the variation in the length of the frame delay, AT3- The gains correspond to 

transmittances shown in Figure 3-16, and are related to the filter design parameters 

by the following equations. 

The input 

in the row 

gain is set to make the passband gain approximately one a d  the variation 

delay length changes the response to spatial shapes rather than to motion 

and so is not used here. 

Four IDD fdters, labellecl A to D: were characterized. The filter design paramet- 

ers for each, which were found hÿ modclling the measured response with a calculated 

frequency response as  suggestecl in srct ion .5.3, are given in table 5-  1. The delay length 

was kept constant for al1 four tests. Filters B. C and D are identical to A except that 

the gain Gt, G2 or G3 respectively was recluced slightly- Equation 5.6 reveals that 

Ci only affects Li, but while G2 primarily affects L2 it has secondary effects on Li 

and LS. Similarly, G3 is primarily related to Lg but is also related to LI and LP. 

The horizontal and vertical specds associated with the filter trajectory, as calculated 

from equations 3.4 and 3-11, are also giwn in table 5.1 dong with the bandwidth 

from equation 3.6. The effect of tlic delay cliange on  the bandwidth is not taken into 

account as it is only an approximate mcasiire. 

While the video extraction module. with its lowpass characteristic, is bypassed 

for the tests, the fiiter exhibits a 1-D dominant pole response in cascade with the f r e  

'The delay element gain, D, is set by poteiitiomctars and so is not a controllable parameter. 
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Table 5.1: Filter Parameters for Frequency Response Measurement of IDD Filter 

quency planas response. The pole is at approximately -530 kHz, or wl rr: 0.46 radlgrain 

and does affect the responses witliin the ROI. This pole is taken into account in the 

calculated flter responses and its efiect is discussed further in section 5.6.3. 

Contour plots of slices through the tliree dimensionai magnitude frequency 

response of the füters at ul = 0.0:32 rad/grain, ~2 = O and R3 = O are shown in 

figures 5.5-5.5 part a, dong with the calculatcd magnitude response in figures 5.5- 

5.8 part b. The responses are normaliseci to a maximum of 1 and contours are 

shown for 0.9, 0.7, 0.5 and 0.2 times the maximum. Note that the regions separating 

isolated contours of the same levcl are mostly sampling artifacts and the areas would 

be connected if measurements w r e  macle at more points. The samples are separated 

by 0.04s rad/grain in wl , O.:3l and 0.14 rad/grain in Q2 for the constant wl case and 

the O3 = O case respectively and hy 031 radlgrain in R3. 

The shapes of the filter responses rrre very similar to the calculated responses, 

confirrning the operation of the filter. The measured response generdy drops off 

more quickly with increasing wi thaii the calcirlated response, which may indicate 

that the single dominant pole metitioned above is not sufficient. The planar shape of 

the passband is apparent in al1 the rneasiirements. 

The slight decrease in Gt bctwen filters -4 and B causes an anti-clockwise 

rotation in the R2 = O and R3 = O planes ancl an increase in bandwidth, but does not 

Paxameter Unit I A B C D 
Li Rgrain 
L2 Rgrain 
L3 Ograin 
RL S2 
AT3 s 
Horizontal grains/ 
Speed frarne 
Vatical grains/ 
Speed frame 
Bandwidth radlgrain 

12 9 S 8 
3 3 2.7 2.8 
3 3 3.9 2.5 
1 1 1 1 

-1 .OTi -l.OTr -l.OTl -l.OTi 
3-0 2.0 1.8 2.2 

-1.0 -1.0 -0.93 -1.13 

O.OS 0.10 0.1 1 0.11 



Figure 5.5: IDD Fiiter Response -4. a) 3leasured b) Calculated. Frequencies in 
radlgrain. 



Figure 5.6: IDD Filter Response B. a) kIeasured h)  Calculated. Frequencies in 
radfgrain. 



Figure 5.7: IDD Filter Response C. a) Measured h) Calculated. Frequencies in 
rad/grain. 



Figure 5.8: IDD Filter Response D. a) Measured-b) Calculated. Frequencies in 
rad /grain. 
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Table 5.2: Filter Parameters for Frequency Response Measurement of Bowl Filter 

affect the constant wl plane. This is consistent with a decrease in LI. Changing G2 

between flters A and C causes an anti-clockwise rotation and an increase in bandwidth 

in al1 t k ,  though the rotation in the constant wi plane is baxely noticable. The 

decrease in G3 between f3ters A and D has a similar eflect, except that the rotation 

in the constant wi plane is clockwise. The fact that the passband plane rotates in a 

manner consistent with the change in scttings of' the filter indicates that it is working 

as expected in tems of steering. 

Parameter Unit 
LI Rgrain 
L2 Rgrain 
L3 Rgrain 
RL Q 
rc 
RSL R 
AT3 s 
Horizontal grains/ 
Speed frame 
Vertical grains/ 
Speed frame 
Maximum rad/ 
Bandtvidth grain 
Minimum rad/ 
Bandwidth grain 

5.6.2 Bowl Filter 

E F G 
1.1 1.1 1.1 
0.6 O -6 0.6 
1.2 1.2 1.2 
1 1 1 

0.~79 0.879 0.879 
3 - - 0.5 3 

O -3.05Tl -LOT' 
0.92 -2.13 0.92 

-0.5 -03 + O 3  

1.15 1.15 1-15 

1-23 1 .2:3 0.31 

The bowl filter has many more inclependent parameters thon the IDD filter, so an 

exhaustive exploration of the effects of individual settings is too extensive for inclusion 

here. Instead, the measurements presen ted in figures 5.9 to 5.1 1 are of three filters 

labelled E to G that are identical escept in the length of the frame delay. The design 

parameters for each filter, as determincd IV comparison with the calculated response, 

are given in table 5.2. While no changes ivere made to the coefficient settings between 
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filters E and G, the apparent minimum bandwidth, determined by RsL, did change. 

The reason for this is not Lnoivn, but RsL. is proportional to 1 - GBZ - GB3, where 

Gsz and Gg3 ase gains associated with Lg2 and LB3 respectively. AS the gains are 

both approximately 112 in this filter, smaU changes wiil remit in large changes in RsL. 

Contour plots of slices through the three dimensiond magnitude frequency 

response of the filters at wl = 0.032 rad/grain, w2 = O and Rg = O are shown in 

figures 5.9-5.11 part a, along with the calculated magnitude response in figures 5.9- 

5-11 part b, with the rame resolution as in section 5.6.1. The dominant pole is taken 

into account in the calculations. The responses are normalised to a maximum of one 

and contours are shown for 0.9, 0.7, 0.3 and 0.2 times the maximum. The measured 

responses correspond very closely to the calculated responses, more closely, in fact, 

than the IDD responses. The one exccption is in the R3 = O plane for filter G where 

the passband angles differ by about 30'. This may be related to the change in RsL. 

These responses show the Ircquency response skewing effect of the delay change. 

The reduction in the length of the frame delay by 3.05T1 skews the lines of constant 

wi in the Q2 = O plane upwards by 3.0-jI., bctlveen figures 5.9 and 5.10, while not 

afecting the ul = 0.03 plane. Similarly, the reduction in the length of the frame delay 

by 1T2 skews the lines of constant wz in the  IIi = 0.03 plane by ln2, while not affecthg 

the Rl = O plane. 

WXle the measured response of the bowl filter matches the expected response 

very closely, the desired bowl sliape is not acliieved due to large minimum bandwidths 

related to large values of RsL. The passband of filter G (Figure 5.11) is narrower near 

the origin than that of the others. but low values of RsL corresponding to bowl-Iike 

shapes have not yet been possible. The prohlern may be that the value of RsL is very 

sensitive to Gg2 and Gw and that the stal~ility margin is proportional to RsL. RsL 

is aIso inversely proportional to the input gain of lossy integrator B, GBi , and so can 

be Iotvered by increasing GBl. 



Figure 5.9: Bowl Filter Responsc E. a) bieasured b) Calculatecl. Frequencies in 
radlgrain. 



Figure 5.10: Bowl Filter Response F. a) Measured b) Calculated. Frequencies in 
radlgrain. 



Figure 3.11: Bowl Filter Response G .  a) Measured b) Calculated. Frequencies in 
radigrain. 



Figure 5.12: The Effect of the Highpass Postfilter on the Measured Magnitude Re- 
sponse of Filter A. a) The original measured response. b) The response after highpass 
filtering. 

5.6.3 Highpass Postfilter 

The reduction in the magnitude response of a11 the lilters at high frequenues modelled 

by a dominant pole lowpass characteristic in cascade wi th the LT filter characteristics 

is a significant deviation from the ideal LT response. However, because it is apparently 

a purely 1-D characteristic, it can be compensated for easily with a 1-D highpass or 

bandpass fîlter. A 1-D highpass post filter has been suggested previously to remove 

the static background [5S]. The use of a highpass post filter with a cut off frequency 

less than that of the dominant polc may actually create a semi-bowl shape from the 

IDD response. That is, the response near the origin and in the wl = O plane wili be 

reduced, but the overall passbancl will sim ply be planar with an intersecting planar 

region removed. 

The measured response of filter .-\ in the R3 = O plane was multiplied by the 

first order 1-D highpass magnitude characteristic 

with RC = 2 * IO-'S. The result is compared with the original in Figure 5.12. Note 

how the passband nmows near the origin giving it a fan shape. This response is 
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better in t e m s  of velocity selectivity than any of the bowl filter responses, but the 

phase distortion introduced by the highpass filter may be problematic, smearing the 

image visudy. 

The lowpass characteristic is possibly due to the delay through the feedback 

path in the variable lossy integrator. In future implementations it may be possible 

to avoid this by using a fixed bandwidth lossy integrator-a simple lowpass op-amp 

circuit as used in [3]. If it were set to a low cutoff frequency, corresponding to large 

values of LI, variation of the effective Hs couid be made with ATÎ and G3. Either the 

bandwidth or the trajectory would then be variable only in discrete steps, but that 

may not be a serious problem. A much loiver bandwidth, and therefore less costiy and 

more stable, op-amp could be usecl;? and it would also simplify the controi structure. 

The results presented in this cliapter inciicate that the Endeavour Analogue Video 

Filter works quite well, both visually and in terms of the measured 3-D frequency 

responses. Problems with overflow instability, calibration and non-ideal 1-D lowpass 

characteristics are discussed and solutions are suggested. A technique for measuring 

the 3-D frequency response precisely and completely via the 1-D frequency response 

has been applied for the first time and the results are presented for 7 different fil- 

ters. The measured responses diKer from the ideal responses mostly by a 1-D lowpass 

characteristic, which c m  be compensated for by a 1-D highpass postfilter. It is also 

suggested that the circuit could be simplifiecl by using a fixed bandwidth lossy integ- 

rator in place of the variable integrator in Figure 4.6. This may improve the response 

considerably by eliminating the dclay in the feedback path which results in an extra 

lowpass characteristic. 

'The EL2075 opamp is not suitable for tue witli a capacitor in the feedback path. 



Chapter 6 

Sensitivity 

The fact that implementations of mixD filten depend on non-ideal physicd compon- 

ents such as resistors and capacitors means that the response of an implementation 

may differ from the ideal designed response. It is usefui to quantify the effects of the 

variations in component values on the filter response. This enables the designer to 

determine what tolerances in component  GAI^^ must be met to parantee that the 

filter response will be within some dlowable deviation from the ideal. It also enables 

the designer to compare different implementations in terms of their probable perform- 

ance before constructing them. One well known \vay to do this is through sensitivity 

measures. 

The first order sensitivity of a general function F to one of its real parameters 

x is defhed as 1591 

and relates the fractional change in the value of F at a point due to a s m d  fractional 

change in x.  Thus, if the value of the parameter x ,  which is related to some physical 

component values, is bounded to within a fractional portion its nominal value, F will 

be bounded to within some fractional portion of its nominal value given by [SI] 
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While first order sensitivity can be appiied to any one parameter, the filter im- 

plementations have many parameten that depend on component dues .  'ho meas- 

ures used to chaxacterize a structure's sensitivity to multipie parameter variations and 

their interactions are worst case sensitivity WS: and SchoefBer, or mean-squared, 

sensitivity iYr. Worst case sensitivity is given by [59] 

where N is the total number of parameters, and indicates the maximum possible 

deviation in F which could occur if aU parameters xi took on their extremum d u e s  

in the appropriate direction. Schoeffler sensitivity is defined as [59] 

and gives a measure of the distribution of the sensitivities to individud parameters. 

If the filter is much more sensitive to one pararneter than to the others it will have a 

high Schoeffler sensitivity; and, statisticall- the deviation from the ideal response of 

these fiiters wiU be Iarger than that of fiiters with a Iower Schoeffler sensitivity- 

6.1 Lower Bound Worst Case Sensitivity to Delay 

Element Errors 

While deviation of the transfer function from an ideal value due to errors in the circuit 

elements of a filter is desirable, the transfer function must depend in some way on 

some parameters if it is to be a useful shape. The design challenge is to choose the 

set of parameters and structure of the implementation such that the sensitivity is 

rninirnized. In this, i t is useful to have a lower bound on the worst case and Schoeffler 

sensitivities of any structure implementing a given transfer function. These lower 

bouncls can then act as benchmarks for the evaluation of the sensi tivity properties of 

different filter structures. If the seiisitivity of a s t ruc t~~re  approaches the lower bound 

then it is a good choice, othenvise a difkrent structure may he  needed. However, 
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there is no guarantee that a structure exists that has sensitivities equal to the lower 

bounds. 

Lower bounds on worst case and SchoefBer sensitivities to gain and phase enors 

of analogue delay dements in 1-D filters have been derived in [59]. These results wili 

be extended here, with examples, to the mixD case. 

Given that the transfer function can be represented as 

where M(s ,  z) is the real magnitude response and &(S. z) is the red phase response. 

and defining group delay as 

Also, it is usdu1 to show that for any reaI parameter, z, 

If a l l  the delay elements in each dimension in the system have the same gain 

and phase errors, then, for the stead-state frequency response calculation, the delay 

element operation can be written as 

- ~ ~ ~ - j w T t e i  
'L - (6.9) 

where Bi represents a gain error and Oi represents a phase error. With these delay 

elements and ignoring any other errors in the system, its response is H ( s , i )  = 

H(s ,  z) IGZzi The sensitivity of tliis transfer function to gain errors is 

se"["-P) - - -H(&) szi 
F1ts.Z) --Ri = -sQt 3;; sz 



Similarly, the sensitivity of this transfer function to phase errors is 

- Bi [SE(") + jflic(s, i)] 

The term 9 associated with w is in seconds, while the term Ti associated with Ri is 

in gains, so wTi = Qiz in equation 6.11. From equations 6.10 and 6.11 and using 

equation 6.8 we can show that the sensitivity of the magnitude and phase of H(s ,  5) 

to gain and phase errors are: 

These sensitivities are properties of the transfer function itself, rather than of any 

particular implementatioo or structure. h fact. any implementation of a transfer 

function will have exactly these sensitivities to uni/orm variations in delay element 

gain or phase [59]. However, the worst case sensitivity to non-uniform delay element 

errors c a o t  be less than this, as the uniform case is always a possibility- Thus, from 

equations 6.3 and 6.4 lower bounds on the worst case sensitivities are given by the 

magnitudes of equation 6.12, and lower bounds on the Schoeffler sensitivities by the 

squares of equation 6.12. For example 

where L indicates the lower bound. 

6.2 Cornparison of Direct Form and Ladder Form 

The lower bounds derived in section 6.1 can be used to compare the direct form and 

ladder form structures implementing the fiist order planar pass filter. In this case 



Figure 6.1: Direct Form Structure for the First Order Planar Pass Filter 

the worst case sensitivity of the magnitude response to delay eiement gain errors are 

compared to the lower bound. 

The direct form structure with the fewest possible delay and integrating ele- 

ments is shown in Figure 6.1. It is assumed that frame delays are more costly than row 

delays and that both are more costly than integrators. Feedfonvard paths are shown 

as solid lines and feedback paths as dotted. This structure implements the transfer 

function 

The coefficients for the planar pass filter are given in table 6.1 and corne from equa- 

tion 3.1 after application of the hili near t ransform and collection of tenns, with RL = 1. 



Table 6.1: Coefficients of the Direct Form Plmaz Pass Filter 

This structure has two row delay elements Iabelled zzl and z$ in Figure 6.1, so 

the worst case sensitivity of the magnitude response of the direct form implementation 

to gain errors in the delay elements in the second dimension 

where and Bzs are the gains associated with 2,:: and r ~ i  respectively. 

Because the ladder form (IDD) filter has only one row delay element the vari- 

ations are necessarily uniforrn, so the IDD filter has worst case sensitivities and 

Schoeffler sensitivities to delay variations that are equal to the lower bound. 

A surface plot of the lower bound L W _ C & ~ ~ ( ' * " )  for Ll = 12, L2 = 3, L3 = 3 

and unity delay gains is shown in Figure 6.3a. These are the same parameters as for 
Mdf (svz) Filter A tested in chapter 5 except for the unity gains. A surface plot of WSB2 

for the direct form filter is shown in Figure 62b. The direct form structure is up to 

an order of magnitude more sensitive to these errors than the IDD filter. 

Since both the direct form and the IDD filters have only one frame delay element 

they should have the same worst case magnitude sensitivity to delay gain errors equal 

to the lower bound. Deriving the sensitivity of each structure confirms this. A surface 

plot of the lower bound worst case sensitivity of the magnitude response to frame delay 

element gain errors, L WSB, '*pp(S"), for the sarne filter as above is shown in Figure 6.3. 

The decrease in the del- element gains that results from the modified bilinear 
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Figure 6.2: Worst Case Magnitude Sensitities to Row Delay Element Gain Errors. a) 
Lower Bound (IDD Filter's is equimlent) b) Direct Form Structure. 



Figure 6.3: Lower Bound Worst Case Magnitude Sensitivity to Frame Delay Element 
Gain Errors 

transform inmeases the stability margin of the filter. A usefd side effect is that it 

also decreases the sensitivity to delajt element gains. The lower bound worst case 

sensitivities of the magnitude respoase to errors in the row and frame delay element 

gains, LWS&PP(") and L W S ~ P ( ~ ' " ) ,  for the same inductance values as above, but 

with nominal gains of 0.9, are shown in Figure 6.4. The IDD filter worst case sens- 

itivities are equd to the lower bound. Near R3 = Ir the sensitivity to frame delay 

gain errors actually increases significantly compared to the unity gain case, but since 

the magnitude response is very small there, it is not particularly a problem. The sur- 

face plots shown here are slices through the 3-D sensitivity functions, so many of the 

features of the functions are not shown. The slices rvere chosen to be as reprentative 

of the overall functions as possible. 



Figure 6.4: Lower Bound Worst Case Magnitude Sensitivity to Delay Element Gain 
Erroa with Reduced Nominal Gains. a) Row dela? gain errors. b) Frame delay gain 
errors. 



Sensitivity measures are a well linown way to quanti6 the effects of errors in corn- 

ponent values on the response of an analogue filter. Specificaliy, the worst case and 

Schoeffler sensitivities provide usefd measures of the possible and probable deviation 

from the ideal. In this chapter, lower bounds are found on the worst case and Schoeffler 

sensitivities to mors in the delay elements, for any mixD LSI transfer fmction. These 

lower bounds are usefd for the selection of an appropriate filter structure. 

As an example, the worst case sensitivity of the magnitude response of the IDD 

filter desiped in chapter 3 to gain errors in the delay elements is compared to both 

the equident  direct form filter and the Iower bound. The IDD filter, which has a 

ladder form structure, has sensitivi ty equal to the Lower bound, which is superior to 

the direct form version by up to an order of magnitude in the pass band. This confirms 

that the Iadder form technique is appropriate for the first order planar pass filter. 

Further investigation reveds that the modification of the bilinear transform 

introduced in chapter 3 to increase the stability margin also reduces the sensitivity to 

delay gain errors in the passband. 

It is also usefd to point out that the worst case sensitivity of frequency planar 

digital ladder form flters to errors in the coefficients is lower than that of the corres- 

ponding direct form filters and wave digi ta1 filters [Il]. It seems Iikely that this would 

hold true for the equivalent mivD filter structures. 



Chapter 7 

Practical BIBO Stability of M-D 

Systems 

A filter must be stable for it to function effectively. Most definitions of stability 

irnply that any transient effects eventualIy die away and that a desired steady state 

response will dominate the output. The most cornrnonly used stability criterion in 

1-D is bounded-input boundecl-output (BIBO) stability, which states that for any 

bounded value input signal, t he  output d l  also be of bounded value. The %IBO 

stability condition has been extended to the M-D case and is extensiveiy used in fiiter 

design; however, the direct extension to M-D is hoth difficult to test and unnecessarily 

restrictive, 

In [31] Agatholdis and Bruton describe a practical-BIBO (PBIBO) stability 

condition for M-D discrete systems that is simpler to apply and less restrictive than 

the BIBO stability condition; yet is a sufficient condition for the effective function 

of the vast rnajority of practical systemç. Both BIBO and PBIBO stability irnply 

that for any bounded value input signal, the output will also be of bounded value; 

however, while BIBO stability bounds the value of the output over its entire domain, 

PBIBO stability bounds only those values of the output which are cornputable in finite 

time with a finite sized system [Xi]. Ignoring values of the output which can not be 

computed has no detrimental effect on the function of a systemo but in many cases 



Figure 7.1: 2-D Example of a Cornputable Non-Rectangdar Region of Support 

simplifies and even improves the design. 

The authors of [31] present conditions on both the impulse response and the 

ttransforrn transfer function of a linear shi ft-invariant discrete sys tem for PBIBO 

stability that assume a rectangular region of support (ROS ), or region of calculation. 

That is, they assume that al1 indices of the signais except one are bounded by a 

h i t e  number and that the cdculation proceeds along one of the dimensional axes; 

which is the case for the vast majority of systems. However, for the f3ters described 

in chapters 3 and 4, as well as some discrete systems, that is not always the case. 

Refering to Figure 3.18~ it is apparent that the ROS for these fdters is not rectangular 

when delay variations are applied: and. since these variations are to be used to steer 

the filter trajectory, it is important to determine if the filters d l  remain stable under 

these conditions. 

The conditions for PBIBO stability given in pl] do not apply to systems with 

a non-rectangular ROS, such as that shorvn in Figure 5.1. For example, if the discrete 

difference equation 

whicli has the z-transform trader  function 

is calculated dong the ROS given by n2 = a l ,  nl 2 O (or any ROS including this line) 

with the bounded input x ( q ,  n2) = 1: the output is a ramp function which increases 
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without bound [26]. Thus, this system is unstable for the given ROS. However, both 

conditions for PBIBO stability given in [31] hold; and therefore different conditions 

are required for systems with a non-rectangular ROS. 

In [33] the authors show that a computable ROS may only be of unbounded 

extent in one direction and this chapter extends the conditions for PBIBO stability to 

systems in which this direction is not along one of the dimensional axis. Thus, while 

the ROS is of bounded extent in alI but one direction, the indices of the signal are not 

necessarily bounded. A h ,  the conditions are expanded to apply to mixD systems. 

7.1 Non-Rectangular Regions of Support for Mixed 

Domain Systems 

The conditions for PBIBO stability depend on the ROS of the system. Of the many 

computable non-rectangular regions of support, two of interest are considered in the 

remainder of this chapter. One can be described in tems of an unbounded continuous 

dimension and the other in terrns of an unbounded discrete dimension. 

To describe a non-rectangular ROS in terms of an unbounded continuous di- 

mension, it is simplest to label that dimension as ti and the others in order such that 

the region can be written as 

where several coefficients, Iabelled K j ,  . . . , r lP l  and K,, . . . , KM,  may be zero. This 

results in five possible classes of dimensions. The first continuous index, t i ,  i s  un- 

bounded; w&le the other indices are either continuous or discrete and bounded either 
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by O and a positive constant, z; or by a constant times the first index, ~ ~ t ~ ,  and a that 

plus a positive constant, Ti. This equation can thus describe a wide range of shapes 

over which it is possible to calculate the output signal. 

Similady, to describe a non-rectangular ROS is terms of an unbounded discrete 

dimension, the dimensions can be labelled so that 

where again K j ,  . . . , K ~ - ~  = O and K ~ ,  . . . ,  RA^ = O. This also results in five possible 

classes of dimensions which are the same as above except that the unbounded index, 

np, is discrete. Many other, more compledy shaped regions of support are possible, 

with limits dependent on more than one other dimension. 

The rectangular ROS con be definecl by 

where AT& are finite integers and Gr- are finite real numbers and Tc = m if 1 5 k < p 

or N k = o c i f p s k <  M .  

The impulse response, input and output of a system with the ROS VROqtI can 
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be transformed into those with rectangular ROS VRm(i) as 

and a system with the ROS VROS(n) can be trandorrned into one with a rectangular 

RoS VRrn( , )  as 

7.2 PBIBO Stability in Rectangular Regions of 

Support 

7.2.1 Discrete Domain Systems 

The n e c e s s q  and sufficient conditions given in [31] for PBIBO stability under any 

rectangular ROS Vm(cl that are stated here were derived for a discrete domain 

system. First, a linear shift invariant M-D discrete domain system is PBIBO stable 

iff the following M inequalities are satisfied: 

for 1; = 1,2, .  . . , M where Arl7 Ai,. . . , Ark-l, Nk+i,. . . , are fhite positive integers 

and h(nl, nz, . . - , nnf )  is the impulse response. .4nd equivalently in the z-domain, an 

M-D discrete domain system described by the steady state transfer function 



is PBIBO stable iff 

for r ~ '  E Ü, (k = 1,2,. . . , n) where Ü = {zllil 5 1). 

7.2.2 Mixed Domain Systems 

Before extending the conditions for PBIBO stability given in equations 7.8 and 7-10 

to the mixD case, it is appropriate to prove formally the tirne domain condition for 

%IBO stability given in equation 2.34 in chapter 2. 

Theorern 7.1 A h e u r  shift-invariant mized domain system is BIBO stable i f f  

where h(t,n) is the unit impulse response of the sp tem and Si is a non-infiite mal 

number. 

Proof: Using the convoIution sum to prove sufficiency yields 

To prove necessity, assume that 



and that for some t,n, z(t - r,n - k) = sign(h(r,k)). Then 

If, on the other hand, z(t, n) and h(t, n) are constrained to be causal, then with the 

same definitions lim y(t, n) = W. 
k t P 4 0 0  

QED. 

The following condition for PBIBO stability is much less restrictive and thus 

of more use. 

Theorem 7.2 A linear shift-invarinnt mixed domain system is PBIBO stable over 

the rectanplnr region of support If~ôS~k) iff 

where h(t,n) is the impulse response of the system, Si is a non-infinite mal number 

and VRoS(q, N(Y and T(k) are defined by equation 7.5. 

Proof: Using the convolution sum to prove sufficiency yields 

Necessity can be shown exactly as in equation 7.14 with t, n approaching T(k), N(k). 

QED. 

MixD filters are usually designed in the SZdomain. so the following condition 

is usually of more use. 
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Theorem 7.3 A linear shijbinvariant M-D rnized domain system d e s d e d  by the 

transfer Junction 

is PBIBO stable ovm the rectangular region of support VRm(rl ifl 

Proof: The proof closely parallels the proof of theorem 2 in [31] and theorem 4 

in [26]. 

From the fact that B(1,. . . ,1.0,. . . , O )  # O there exists a region A? = {s, z-' 1 
Isi - 11 < E,  I z ~ ' l  < e) where H(s,z-'1 is analytic and there exists an SZ-traasform 

which can be differentiated term-wise in each r ~ ' ,  i # k, ni times 

where t(-y is the vector t without the entry tk.  In the case that 1 < k < p the left 

hand side is a rational fiinction of the form 



which, if equation 7.18 holds, is a bounded 1-D transfer function so 

for dl t i+k ,  ni finite. ln the case that p 5 h 5 M, the left hand side of equation 7.20 

is a rationd function of the form 

which, if equation 7.18 holds, is a bounded 1-D transfer function so 

for al1 t i ,  ni+k finite. Equation 7.15 follows as the sum of a finite nurnber of integrals 

over h i t e  i n t e d s  of eIcments of the form of equation 7.22 or 7.24. QED. 

PBIBO stability for discrete domain and continuous domain systems are a 

specid case of the mixD results presented above. They are, however, restricted to 

rectangular regions of support. 

7.3 PBIBO S tability in Non-Rectangular Regions of 

Support for Mixed Domain Systems 

The conditons for PBIBO stability with non-rectangular regions of support for mixD 

systems are similar to (7.8) and (7.10) in both form and proof, and are relativelysimpIe 

extensions of the concepts presented in [JI]. The conditions in the spatietemporal 

domain are given by theorem 7.4. 

Theorem 7.4 A linear shifi-invan-ant M-LI rnixed domain system is practical-BIBO 

stable ouer the ROS VROS(t) or VROS(n) if the following inequalàfy is satisfed: 

where k = 1 for VRoqtI fin$ k = p for Vnos(nl. h(t, n) is the trnnsformed impube 

response dejhed by equation 7.6 or 7.7 and Tp) and are defined b y  equation 7.5. 
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Proof: As in [31], we use the M-D convolution integral-sum to show sufnciency. 

For the VROS(n) case: 

The VROS(t) case is similar, with manipulations via K t ( t l )  and K,( t l )  and resulting 

in n,t E VRôs(,)- If i is bounded for bounded 5,  then y is bounded for bounded x 

and the system is PBIBO stable. If x is bounded by S then 

from (7.25). The VROS(t) case is again similar. 

To prove necessity, assume 

and consider the signa1 

Z(T[~) - t> N(p) - n) = sign(h(t, n)): t, n E VROS(P) 
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as input. This gives 

Np, =VI 

am II(T(~, N(I ) ) I  = ~ . m  / lA(t, n)l= m. Np+03 
Np-- ,=O 

QED. 

The conditions corresponding to theorem 7.4 in the SZdomain are given by 

theorem 7.5. 

Theorem 7.5 A linear shif-invanant M-D rnized domain system described by the 

tmnsfer function giuen in equation 7.1 7 is PBlBO stable over the ROS VROqt) iff  

or over the ROS VROS(n) iff  

These con& tions correspond to t ransforming the SZdomain system from the 

non-rectangdar region of support to a rectangular region of support and then applying 

theorem 7.3. 

Proof: The tansfer function, H(s,z-l) is qua1 to the SZ transform of the 

impulse response, h( t ,  n). Definiog the transformed transfer function, ~ ( s ,  Z-') as  

the SZ transfonn of the transforrried impulse response, K(t , n) , we have for the Vms(r) 

case 



and for the VROS(,q case 

If ~ ( s ,  z-') is PBIBO stable over the ROS VRTS(,) then H ( s ,  z-l) is PBIBO stable over 

the ROS VROS(qi and similarly for the second case. The functions B in equations 7.31 

and 7.32 are the denominators of k for the two cases respectively and the substitutions 

and conditions correspond to theorem 7.3. QED. 

7.4 Design of PBIBO Stable Systems from Continu- 

ous Positive M-D Networks 

In [31j the authors show that At-D discrete domain systems derived from continuous 

dornain positive M-D networks via the bilinear transform are always PBIBO stable, 

given a rectangular ROS, though they may not always be BIBO stable (521. The 

same arguments can be applied to show that mixD systems derived from continuous 

positive M-D networks are PBIBO stable in both rectangular regions of support and 

some non-rectangular regions of support. 

The same continuous M-D structure as in [NI, wliich is a general M-D reactance 

%port as shown in Figure 7.2, cootaining only unit M-D capacitors, resistors, gyrators 

and transformers, is considered hcre. All M-D inductors and capacitors can be realized 

as combinations of gyrators, transformers and unit capacitors. The input is a voltage 

across port 1 and the output is the voltage across a non-zero resistor terminating port 



Figure 7.2: A M-D Reactance 7-Port Terminated in a Resistance 

2 so the general M-D transfer function can be written 

This continuous domain system can then be transformecl into a mixD system by 

apply ing the bilinear t ransforrn (equation 2.2) or the modi fied bilinear t ransform 

(equation 3.10) to each dimension which is to be discrete in the final design. 

7.4.1 Mixed Domain Systems under Rectangular Regions of 

Support 

Theorem 7.6 is the extension of theorern 3 in [NI to mixD systems. 

Theorem 7.6 The voltage-transfer junction of an hl-D reactance %port, where the 

output voltage is across a resistor: leads to a PBIBO stable mized domain system 

ouer any rectangular region of support, Vm(E), aBer the application of the bilinear 

or  m o d i w  bilinear transformation to M - ( p  - 1) dimensions. 

Proof: If the continuous domain transfer function of the 34-D reactance %port, 

as shown in Figure 7.2, is given by equation 7.3.5 then the 1-D transfer function T&) 
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From equation 7.40 we have that 

Again, since zp appears only in the form of the bilinear transformation no cancellation 

can occur and the condition holds if leKt~(')I 1, al1 the elements of &(l) are negative 

and Iz;'I 1. Theorem 7.5 then applies. QED. 

7.5 Conclusions and Further Work 

In this chapter a number of conditions for the stability of mixD systems are derived. 

These include conditions in the spatietemporal and SZdomains for PB IBO stability 

under both rectangular and non-rectangular regions of support. Also, filters designed 

from continuous domain XI-D reactance %ports are shown to be PBIBO stable after 

bilinear transformation into mixû filters under rectangular and some non-rectandar 

regions of support. 

-4 major concern and the p r i m q  motivation for this work concerns the stabili ty 

of the IDD and Bowl füters discussed in chapters 3 and 4 with delay variations. In 

section 3.5 it was shown that changes in the delay element lengths corresponded to 

applying the original filter to skewed inputs over a non-rectangular region of support. 

In terms of equation 3.11, the region of support VROS(nl for these filters is given by 

so that, according to theorern 7.7 the filters will be stable if the delay lengths are 

increased, but not if they are decreased. 

The Challenger Red-Time Video Processor [l, 5.51 was used to implement the 

fully digital version of the frequency planar pass filter (using the transfer function 

coefficients given in table 6.1) with both rectangular and non-rectangular regions of 



114 

support by w i n g  the length of the frame delay. It was confirmed that increasing the 

length of the defay led to stable responses and decreasing the length of the deIay lead 

to unstable responses, as expected by theorem 7.7. The trials were not exhaustive. 

However, using the Endeavour Analogue Video Filter, the opposite was found: 

increasing the length of the frame delay resulted in unstable responses and decreasing 

it resulted in stable responses. The results show in chapter 5 confinn this. The 

reasons for this are not understood, but the effect is advantageous, since lengtheaing 

the frame delay does not skew the passband into octants other than the &st while 



Chapter 8 

Conclusions and Recommendations 

for Further Research 

8.1 Conclusions 

In this thesis the design, implemenation and testing of real-time, controllable, analogue 

3-D LT filters for video signals is desaibed. These LT füters enhance or reject signals 

on the bais  of their velocity and are intended as a building block for various applica- 

tions in which velocity information is important. Because of the large amount of data 

in video signals, the digital, cliscrete domain approach to processing them requires a 

great deal of expensive hardware to achieve real-time operation. The analogue, mixD 

approach is intended to overcome this obstacle, using the inherent speed and lower 

cost of analogue computing elements. The major improvement of the filters described 

in this thesis over previous implementations is that they are controllable remotely in 

real-time, rather than by the manipulation of potentiometers and switches. Also, this 

is the b t  time that the 3-D frequency response of a real-time filter for video signals 

has been experimentaily measured in an automated manner and over a luge portion 

of the frequency domain. In the interest of improving the performance of the filters, 

a number of sensitivity issues unique to misD filters are investigated. Finally, the 

stability of these filters under manipulation of the delay elements, which enable them 
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to be much more flexible, is addressed. 

Chapters one and two present an introduction to the basic mathematical tools 

needed in the design of mixD systems; to the class of linear trajectory signds, on which 

the veloaty selecüvity of the filters to be designed is based; and to raster scanning and 

in p a r t i d a r  the NTSC raster scan video format, which is used for input and output 

to the system. Objects in video sequences that travel at a constant speed in a straight 

üne belong to the class of linear trajectory signds. In the frequency domain, the 

energy in these signals Les entirely in a plane related to the object's velocity, which is 

the connection between frequency planar filters, LT filters and veloci ty selective filters. 

The mixD approach to processing video signals is shown to be advantageous in that 

the most cornmon format for broadcast and storage of video sequences, NTSC raster 

scan format, is a mixD signal. MixD fiiters can process this raster scanned signal 

directly, without the sampling and conversion needed by digital systems. The raster 

sckn operation is treated mathematically as a transformation of variables, which is 

used in later chapters in the design process, to explain the effects of manipulating the 

delay elements, and to derive the frequency response measurement technique. 

Chapter three describes the design of tlvo Linear trajectory mixD filters using the 

ladder form structure. The first order frequency planar pass filter is the sirnplest Linear 

trajectory fdter and is derived from a continuous domain prototype containing one 

3-D inductor and one resistor. The second order frequency bowl pass filter has better 

velocity selectivity in the low frequency region, but uses more operating elements. It 

is derived from a continuous domain prototype containing two 3-D inductors and two 

resistors. The only difference between these designs and those developed in [4, is 

the modification of the bilinear transform, which increases the stability margin and 

reduces sensitivity to delay element gain errors. In their original form these filters are 

lirnited to passband trajectories that lie in the first octant. A technique to overcome 

this limitation by changing the length of the delay elements is discussed and its effects 

described with a simple model. 

.4 major goal of this research work !vas to develop a method to provide para- 
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meter control of the real-time filter, while in operation, without having to manipulate 

the c imi t  elements mechanicaily. In chapter four, the implernentation of the filters 

designed in chapter three, using wide bandwidth analogue multipliers and high gain- 

bandwidth product operational ampli fiers as computing elements, is descri bed. The 

filter parameters are supplied as currents to the analogue mdtipliers either directly 

from an exterior source or from onboard D I A  converters. The DIA converters, along 

with some other registers which determine filter structure and delay element opera- 

tion, can be controlled via a GUI nuining on a workstation to which the filters are 

connected. The hardware and software that rnakes up this implementation is called 

the Endeavour Andogue Video Filter. 

Chapter five describes the characterization of the response of the filters in both 

the spath-temporal domain and the frequency domain. They are shown to be effect- 

ive, visually, in enhancing objects with a given velocity and attenuating others. The 

filters are prone to instability due to overflow non-linearities, so some suggestions for 

improvement are made. Also, the issue of dibration is touched on. The technique 

for measuring the 3-D frequency response of a raster scan based filter suggested in [5j 

is applied, for the fmt tirne, to the filters; and magnitude responses for a number of 

different settings are given. WhiIe the measured responses are good, they differ from 

the ideal, mostly by a 1-D lowpass response. A simple 1-D highpass postfilter and 

some changes to the circuit are suggested to compensate. 

In chapter six, the sensitivity of the filten to errors in circuit component values 

is investigated. Theoretical lower bounds on the worst case and Schoeffler sensitiv- 

ities to delay element errors for the implementation of any given transfer function 

are derived. These can be used to compare different fiiter structures, before they 

are constructed. It is shown that the ladder fonn structure used in the Endeavour 

Analogue Video Filter has excellent sensitivity properties and thac the modification 

to the bilinear transform introduced in chapter three to increase the stability margin 

also reduces the sensitivity of the filter to delay element gain errors. 

In chapter seven. the conditions for PBIBO stability developed in [31] for dis- 
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crete domain filters are extended to mixD filters and to non-rectangular regions of 

support. It is shown that mixD filters derived from passive continuous domain pro- 

totypes via the bilinear or modified bilinear traasforms are PBIBO stable under all 

rectangular and some non-rectangular regions of support. Non-rectangular regions 

of support a i s e  in the case of mixD fiiters when the length of the delay elements 

are manipulated. The stability conditions rvere tested both with a discrete domain 

implementation, for which they held; and with the Endeavour Analogue Video Fiter, 

for which they were teuersed. The teason for this is not understood and should be 

persued in future research in the axea. 

8.2 Recommendations for Future Research 

The field of mixD filter design and implementation is quite new, so many areas of 

interest are still unexp1ored. Even in the areas that have been examined the results 

are preliminaq and invite further exploration. Some specific areas that may be of 

interest are suggested below. 

To further reduce the cost and power requirements of irnplementing these filters, 

it would be of interest to explore alternate implementations of the delay elements. 

Severd options have recently become amilable or rnay be possible in the near future, 

induding analogue memories and large digital FIFO memories. Currently the size and 

persistance of the analogue memories are too small for a frarne delay, but progress 

is being made. With recently released digital FIFO products it is possible to reduce 

the number of ICs associated with the delays from 17s to about 34. Another major 

reduction in size and power would corne from a VLSI implementation of the analogue 

fwzctions. 

Improvements to the irnplementation might include a fixed lossy integrator, in 

place of the current variable one. This would eliminate the delay through the feedback 

loop that is probably causing the extra lowpass characteristic measured in chapter five. 

The passband would still be completely controllable, though the bandwidth would 
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only be adjustable in disaete steps. It would &O reduce the analogue hardware 

requirements signïficantly. Another solution to this problem would be a 1-D highpass 

postfilter. 

The results of the theoretic investigation into stability under delay variations 

in chapter seven are inconclusive. Further study would be appropriate. 

Findy, one of the p q o s e s  of developing these fdters is the implementation of 

affordable adaptive tracking algorithms, classification systems and other applications. 

An adaptor module added to the present platforni would be instrumental in achieving 

this end. 
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