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Abstract

Mobile stations (MS) using the IEEE802.11 establish virtual connections so
as to be able to transmit and receive data over a wireless channel. IEEE802.11
transmissions over the wireless cr{annel are restricted by physical constraints like
the available radio spectrum, high error rates of the wireless channel, and that MS
can only transmit in the half-duplex mode. The transmissions can also be affected
by access problems like the hidden node. and exposed node problems. The
purpose of this thesis is to investigate the imbact thaf the exposed node problem
has on the performance of the IEEE802.11 Wireless chgl Area Network (WLAN).
The Intelligent Request To Send (RTS) control Algorithm is proposed to solve the
exposed node problem and a mathematical “analysis of its performance is
performed. Simulations are used to validate the analytical performance results. A
virtual network is built using the OPNET simulator to test the performance of the
Intelligent RTS under different netvsforknloads and different mobility ratings. For thg
Intelligent RTS approach, a 15% channel throgghput improvement is observed with
a better average frame delay_ compared to the conventiona,lr RTS that incorporates
no intelligenge. The lntelligen}t RTS improves the efficiency gf the wireless channel
by allowing -more  successful data traffic gtiliz_a_ti.on thap the. convent?onal

IEEE802.11.
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CHAPTER ONE

INTRODUCTION TO MOBILE DATA NETWORKS

1.1 Overview of Nobile Data Networks

The widespread popularity of the Internet and cellular networks like Global
System for Mobile Communications (GSM), have led to a demand for mobilg data
access. The Internet is a means by which a large number of computers can be
interconnected like a giant web with the sole purpose of distributing data across the
network. The Internet was initially designed as a wired network and was not
designed with any form of mobility in n';ind. All the computers in the network were
physically connected to the network and were also stationary devices. The cellular
networks completely revamped the telephony. industry changing the way people
interact 'with eéch other. The cellular industry proved that wires were no longer
compulsory in order for one device to gommunicate with one or more other
devices. Mobile data networks are a hybrid of the Intenet and .Cellular
technologies. Devices known as Mobile Stations (MS) are able to provide data
services to users while on the move. Mobile data networks are categorized into
three different network_s depending on their coverage area. Thg different groups of

mobile data network are briefly described in the following sections:



1.1.1 Wireless Personal Area NeMorks

The Wireless Personal Area Network (WPAN) devices have been designed
to operate up to a distance of. 10 metres. WPAN is designed for normal use in
personal and hdme neMorking. A WPAN consists of a network 6f MS'’s associated
with an individual person over a short range. A typical WPAN scenario has an
image taken from a camera in a.Personal Digital Assistant (PDA) downlgaded to a
Personal Computer (PC), which in turn coﬁnects to a printer to print the image. The
IEEE is pushing the IEEE802.15 [1], based on the Bluetooth technology [2], as the
standard for WPAN.

1.1.1.1 | Bluetooth Technology .

Bluetooth uses freq'uencies aljo,und the 2.4GHz range, which is part of the
unlicensed Industrial, -S‘cienti,“r"lcdz. andﬂ I\{Iedic;ai (ISM) band. Bluetqoth mis being
marketed as a low cost and onv power device that provides _Qata rates up to 1Mb/s.
MS’s usin_g the Bluetooth technology are nor_mally ofganized into clustgrs calleq
piconets. The number of MS’s in. a picpnet can range frdm_ a minimum of 2 to a
maximum of 8. A piconet consists of a singlé master and one ‘c')r more slave MS’s,
data is transmitted when the master MS polls the slave MS. The coverage area of
the Bluetooth teqhnology can be expanded when an MS belongs to more than one

piconet and acts as a bridge that connects these piconets to form a scatternet.



1.1.2 Wireless Local Area Networks

Wireless Local Area Network (WLAN) dev?ces have a distance limitation of
300'metres. The market ,being targeted by‘\NIYLA,N, is the home and office network
and is seen as the logical replacement df the,‘ Ethernet cable. The Ethernet cable
providegthe lasf link pf high speeq Internet access to the PC and is also used in
setting up a peer-to-pe'er network. WLAN has two competing standards,
IEEE802.11 [3] in North America and HiperLAN [4] in Europe. The Institute of
Electrical and Electronics Engineers standardized the IEEE802.11 as the North
American standard. The European Telecommunications standard Institute (ETSI)
under the Broadband Radio Access Networks (BRAN) project standardized
HiperLAN as tt{e European standard.. .

Table 1.1 shows a brief summary of the attributes supported by IEEE802.11
and HiperLAN 'at the physi'cal and MleQium' “Acce,s_sl Control (MAC) layers.
[E_EE802.11 and HiperLAN are,rel’atively “s,‘imiilar é‘t_~ tﬁe, bhysi,cél Izayer; both use the
SG'hz,'range of the _unlicénsed ISM bgnd. Thé,lEl;E&OZ.jja/g and HiperLan use
brthogonal Freqqéncy Di\'/i__siori M_ulti,plexing:,(‘OFD‘M) as one qf their mod_ulation

schemes and provide data rates up to 54Mb/s.



Table 1. 1 MAC and Physical layer attributes for IEEE802.11 [3] and HiperLAN [4]

‘ IEEE802.11 HiperLAN
Current Series a b g 1,2
Frequency (ISM) 5GHz 2.4GHz 2.4GHz 5GHz
band
Max Data Rate 54 11 54 54
(Mb/s) .
Modulation OFDM Direct OFDM Gaussian
Scheme : Sequence minimum

Spread shift keying,
Spectrum OFDM
(DSSS)

MAC Carrier Sense CSMA/CA | CSMA/CA | Centralized
Multiple Access Control
with Collision Multiple
Avoidance Access
(CSMA/CA)

The IEEE802.11 and HlperLAN use different protocols at the MAC layer to

access the channel

1.1.2.1 I[EEE802.11 |

IEEE802.11 implement§ two differe_nt access mechanisms to transmit data,
Distributed Coordinated Function (DCF) arid Point Coordinated Function (PCF) at
l'[S MAC layer. PCF is contention free and is an infrastructure-based network where
a centralized base statlon (BS) coordinates all the trafflc in the network whlle DCF
is an mfrastructurelesg .paggd network and MS’s contend for the channel using the
CSMA/CA protocol to physically sense the channel.- In DCEF, if the channel has
been free for a time equal or greater than aPCF interframe spacing (DIFS), the
MS can acqgir,e the channel and then transmit its data. If the channel is sensed

busy, the MS defers its transmission until the end of that transmission and then



chooses a random backoff period. The next time the MS is able to contend for the

channel is at the end of the backoff period.

: The MS dses v:i'rtual ‘carrier sehéiﬁg (CS), whe're the transmitting and
reéeivingj MS’s exchahge control frames to acquire the channel. The'transmitting
MS then acquires the channel for a period equal to the duration of transmitting a
data frame and receiving a positive acknowledgement. MS’s are allowed to

contend for the channel when it becomes free.

1.1.2.2 HiperLAN

HiperLAN uses a cenfralized multiple access scheme. If the channel is
sen_sed free for a certain Iength of time the MS can transmit its data frame. If the
channel i\s sensed busy, an MS then uses three phases to gain access of the
channel namely prioritization, 'elimination and yield. A synchronization slot follows
the end of a transmis_sioq. The slot length of the synchroni;ation, prioritization and
elimination are the same while that of'_“the yield-is smaller\._ The prioritization‘phasg
begins at the end of the synchronization and has 1 to 5 slots. An _MS_ ‘having a
frame with priority_p transmits a burst in p}riority p+1 if no higher priority burst was
heard. The aim of the priority phase is to allow MS’s with the highest priority to
contend for the channel.

Only MS'’s that transmitted a burst in the, prioritization phase can contest in
the elimination phase. In the elimination phase an MS transmits a burst for a
gedmetriqally distributed n_un‘1be.r of slots and liétens chr bne slot time. If another

burst is 6yerhear.d during the listening period the MS defers transmission. The
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MS’s with longest burst during the elimination phase move on to the yield phase.

In the yield phase the MS’s defer transmission for a geometrically distributed
number of slots and if any.transmission is overheard the MS .defer their

transmission. .

1.1.3 Wireless Wide Area Networks

Wireless Wide Area Networks (WWAN) cover a \);/id_e area with ranges up to
tens of kilometres. The earfier generétioné of VWVAN ‘suppolrted mainly voice and
little amount of data traffic. Supported data traffic is provided at very low data rates.
Recent and future generations of WWAN are being designed to offer high data
rates for data traffic and still handle voice traffic. For example, the 2.5 generation
e.g., General Packet Radio Service (GPRS) and 3" generation e.g., CDMA2000
are mobile data and voice networks and p‘rov'i‘de high speed-data services. Due to
the demand of mobile high-‘speed data the 2.5-generation was deployed to bridge
the data speed deferential between the available low speed 2™ generation and the
deployment of the high speed 3-"‘Ageneration' WWANS.

The focus of this thesis is on WLANSs. There is an increasing pppularity in
the use and deployment of WLANs because of its cheap equipment and operating
cost. The use of the unlicensed ISM band has contributed in keeping the cost _of
WLANSs down. Also, WLAN devices are affordable with most devices equipped with
easily understandable configuration wizards for easy installation, which helps to
reduce labour cost. Although the future foreca,st‘for WLANS” looks very rosy there

are still outstanding issues that need to be resolved.



1.2  Research Areas at the IEEE802.11 MAC
Areas in the IEEE802.11 MAC generating a lot of research interests are
éecurity, power consumptibn and MAC channel access.' In this fhesis, the focus is

on MAC channel access.

1.é.1 Security

Sec;urity is an area of great concern. sinpe the WLAN is used, ét certain
times, to transmit very sensitive information that would Ee dangerous in the wrong
hands. Also, if the security of the WLAN is breached, a malicious intruder can
cause enc;ugﬁ havoc that can potentially result inkthe shut down of the WLAN.
Protecting a WLAN is difficult since transmissions are over the wireless channel
and any indi\'/idu'a'l‘ with a shiffér can 'eavé'sdfép‘ on the qngoing transmission. The
security sbecificaﬁons' :p‘rovided by IEEE802.11 st‘ahdard, the Wired Equivalent
Privacy (WEP) [5] have beeh found to be inadequiats for WLANs. WEP uses secret
kéys, for encryption of'ida;a, data fntegfity and dlient authentication deployed on
both the,.MS and AP. A majo-r problem‘with WEP is that it uses a 40-bit secret key
size and this is considered to be éasily grackablg. E\'/e'n,’ thé longer 104-bit secret
key size is also crackable. “che’zr issues with WEP include no effective key
management solutions and one-way guthe(nt.i’catiqn.

One of the major driving forces for the creation of the Wi-Fi Alliance [6] was
tp provide a security solqtiqn‘ tha’g, would, be adequate for IEEE802.11 WLANS. Wi-
Fi Protected Access (WPA) [7]is the secgrity solution proposed by the Wi-Fi and is

compatible with WEP. WPA adds mechanisms for two-way authentication and
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provides secure key management. WPA also implements the Temporal key

Integrity Protocol (TKIP) to plug the vulnerabilities of WEP and improve the security
of IEEE802.11 WLANSs. Key sizes made available in TKIP consist.of 128-bit for

data encryption and 64-bit for data integrity check.

1.2.2 Power consumption

A ikey selling point for IEEE802.11 is the freedom of movement it gives to
users, offering “a world without wires”. This freedom does come at a price though,
since an MS would have to be battery operated to benefit from the lack of
boundaries provided by the mobility features. Currently, batteries have a finite
lifetime and would have to-be either replaced or recharged at the end of its life
cycle. An inefficient MAC protocol couid hasten the rate at which an MS would
have to power down The IEEE802.11 MAC éu‘ppdrfs two modés, active and power
saving. © A -

In the active stéte the MS is fully poWeféd and can either transmit or receive
but while in the power saving state the MS is dormant and only wakes up at a
periodic interval to check for incoming_packéts from the AP. An AP periodically
transmits beacon frames at fixed beacon intervals. The beacon frame is used to
inform MS with frames at the AP to qhaqge their méde to active and the remaining
MS to change their mode to power saving. The standard did not provide adequate
power savings for_ MS's operating in DC‘F-, - |

In [8], the MS power .consumption is improved when any of the three

asynchronous. power management protocols proposed is used. The first protocol
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proposes an approach whereby an MS remains active long enough for

neighboring MS’s to become aware of each-other.. The second approach designs
twq beacon intervals; one interval has a minimum active Window and occurs
regularly while the other interval’s active window is extended to the maximum
occurring at periodic intervals. The final approach is quorum based. Here, a power
saving host only sends a beacon as a fraction of all the beacon intervals. The
power séving method in [9], tries to find a good balance between the transmitting
power and the MAC retransmissions. Increasing the transmitting power produces
less MAC retransmissions but more energy is required. On the other hand,
reducing the transmitting power results in more retransmissiqns at the MAC and

the channel time is wasted handling unsuccessful transmissions.

1.2.3 Channel Access
* An MS has to first gain access fo the wireless channel before any type of
data can be tranisritted. The channel access technique for the IEEE802.11 WLAN
is impléméntéd at the MAC layer. In the IEEE802.11 standard, different modulation
schemes "are proposed at the physical layer but only one access method is
proposed. This ‘was done deliberately to’ allow nterconnection between the
different physical layer modulation schemes.
The CSMA/CA protocol using' virtual CS is the channel access technique
accepted for use at the lEEE802.1 1; MAC, however, the virtual CS is an option that
can be turned on or off in an actual deployment. The CSMA/CA is used to prevent

the occurrence -of collisions because it is expensive to implement collision
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detection while the MS is transmitting. The CSMA/CA with virtual CS has been

found [10] to have a Iower utrltzatlon of the channel bandwidth due to the
processrng overhead for RTS and CTS control frames in some network
conf igurations. New schemes are berng proposed as elther stand alone or as an
enhancement of the eX|strng IEEE802 11 MAC channel access technlque

The IEEE802 11 MAC was deS|gned for MSs to monltor receive and
transmlt over a srngle channel Due to the wide but limited spectrum available for
WLANSs, most of the schemes berng proposed are in favour of splitting the
available channel into multiple sub-channels. The Power Controlled Multiple
Access (PCMA) scheme proposed in [11] utilizes busy tone and data channels and
also ch_anges the virtual CS specified in IEEE802.11 MAC.__ The virtual CS
implemented at the IEEE802.11 MAC is used to acquire the channel over a fixed
transmission range, e.g., 300 metres. In the PC_MA scheme the virtual CS is used
to exchange power cOntrot information. Multiple MS’s are able to gain access to,the
channel simultaneously as long as the power required for the new transmission
does not exceed a certain power threshol!dE .

The sending and destfnation MS, eXchange_request-povver—to-send (RPTS)
and acceptabIe-power-tofsend_-respectively (APT,S);,to; determine the minimum
transmission power.for successful data ,frame_.‘transmissjon. An acknowledgement
(ACK) frame 'is sent vvhen_, the data is received successfully, The RPTS;APTS—
DATA-/—\CK frames are sent in the data channel. .The receiving MS sends pulses.in
the busy tone channel_. at periodic intervals advertising the additional noise it’can

tolerate before the ongoing transmission is disrupted or corrupted. Any MS‘ that
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needs to transmit alongside the ongoing transmission monitors the busy channel

to determine the channel transmission power threshold. The MS can transmit at
the minimum transmission power as long as 4 constraints are met:
- o |s the transmission power within;its parameter range?
- o Will the received power at the destination be equal to or greater than
the minimum received power threshold?
¢ |s the observed signal-to-noise ratio (SNR) for the transmission equal
to-or greater than the minimum signal-to-interference ratio (SIR)
threshold?
o WIill the addition of a new transmission exceed power transmission
threshold of the channel?

‘The scheme proposed in [12] modifies the existing IEEE802.11 MAC single
channel into one. common access. control channel and. multiple traffic channels.
MS’s in the network monitor the common access channel,and maintains a table of
the traffic chanr;él_s that have béen reserved Lfor‘ data frame transmissions, as well
as the sending and receiving MS's that reserved the traffic channels. The table
also contains. the timg at which the current Nl:feser\(ations of the traffic channels
expire. MS’s exchange. :controi frames over the common access channel and
embed in the control frame the traffic channel to use. The sending and destination
MS’s switches to the speciﬁed traffic channel for the transmission of the data frame

and accompanying ACK frame.:
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1.3 Thesis Objectives and Contributions

1.3.1 Thesis Objectives

The radio spectrum allocéte_d for use in IEEE802.11 WLANS is finite. As
more users switch frorh wired,_l‘_ANS” to IEE!_E'8:C)2,.11,WLANS, this can result in the
rédio bandwidth being oversubscribed. IEEE802.11 WLANSs require MAC layérs
that will utilize the avéila)ble radio bandwidth efficiently. (

The motivation behind this research is ‘to find ways that improve the
utilization of the IEEE802.11 MAC. Another key focus of the work presented in this
researéh is to maintain the ekisting fraﬁework of :the I:EEE802.11 MAC and
especially retain the single channel éppfoach currehtly being used. The objectives
of this thesisincludé:” " Lo

. ln've_stigat'e known access issues in the IEEE7802".11 MAC protbcol [13] that
cause the under_utilization of the radio resou,rqe‘é,‘
. Prclapos‘e a viable solution thé@ caﬁ resolve the access issues with little or no
modification to the existing IEEES02.11 MAC access algorithm. -
¢ Analyze (using renewal theory) the pe‘rfgorman;ce of the proposed solution.
o De\}elop a systeh level simulation for ,lEEE802.11 ‘WLANs and rr;odify the
tool to evaluate the performance of the proposed solution.
..« Compare the perforr}xance of _th_é .proposed solution with the existing

IEEE802.11 MAC access.algorithm. - -
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1.3.2 Summary of Contributions

This thesis contributes mainly to the resolution of known access issues in the

IEEE802.11 MAC layer. The contributions made in this thesis include:

¢ The proposal of a modified IEEE802.11 MAC access algorithm.

“Adding Intelligence to the RTS control frame.

The proposed algorithm changes the way the MAC interprets the RTS
control frame.
By introducing intelligence to the RTS control frames, the performance

of the wireless channel is improved..

‘The proposed modified MAC: algorithm " introduces a higher MAC

. processing overhead: -

» Mathematical Analysis of the prop.oseg MAC algorithm

16% improvement to the channel throughput.

Reduction in the end-to-end delay.

« Simulation Analysis of the Proposed MAC algorithm

The simulation is used.to validate the results _obtained from the
mathematical analysis.
Simulation is.also used to test how the proposed MAC algorithm

performs under real life scenarios without actually building a WLAN.
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1.4 Thesis Outline

The remainder of this thesis is organized as follows: Chapter 2 takes a more
detailed look at the IEEE802.1~1 MAC layer and the access problems that affect the
MAC layer. The modified IEEE802.11‘)IVIA:C access algorithh and fhe analysis of
the proposed algorithm are presented in Chaptér 3. In Chaptér 4 t“her‘developed
simulation model of the proposed modification to IEEE802.11 MAC access
algorithm is presented. Finally, Chapter 5 presents the main conclusions and

suggestions for future work.
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CHAPTER TWO

IEEE802.11 MEDIUM ACCESS CONTROL LAYER

21 Introduction

This- chapter provides a general view of the North American standard for
Wireless Local Area Networks (WLANS), known as |IEEE 802.11 [14]. The current
and future series operating at the 802.11 physical layer are briefly examined. The
main focus of this chapter is on the Medium Access Control (MAC) layer. The
chapter_elabqrates on the MAC issues affecting the bandwidth of 802.11 networks
and the solutions used to fix these problems. The two 802.11 operating
configurations, infrastructure-based and infrastructureless-based 802.11 networks
. are discussed. Emphasis, is ;plac'e‘d on the infrastructureless-based 802.11 network

and the access algorithm used is described.

2.2 IEE5802.11 Physical Layer 7

At the physical layer [14] of a fransmitting Mobile Station (MS) the data
frame, containing information rgpeived from high layers of the OSI, is encoded for
transmission. The encoded data frame is sent via the wireless channel at a
predetermined data rate to the receiving MS. The received data frame is 'decoded
a:t the phys?_ca! layer of thg receiving M_S. The deco_ded framg, if received correctly,

is then sent to the higher layers of the OSI,
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The 802.11 physical layer currently has 4 different series operating at

various frequerjcies and.at various data rates, as listed in Table 2.1. The first
802.11 physical layer approved operated af the 2.4. GHz range which is the
license-free ISM band. This series has two operational data rates of 1Mb/s and
2Mb/s and can operate over radio and infrared media. The radio based WLAN
uses Frequency Hopping. (FH), DSSS modulation techniques. The next series that
t:Jecame availablg waé the populgr Wireless — Fidglity (WI-Fl) IEEE802.11b [13],
which operates at thé 2.4GH2 ‘range and uses the DSSS modulation scheme but
provides data rates up to 11Mb/s.

Fo.llowing the IEEE802.11b series, came the |EEE802.11a [16] series
operating at §GHz frequency with amazing data rates of 54Mb/s due to use of the
Orthogonal Freguency Duplex Multiplexing (OFDM) modulation scheme. The
downside of the IEEE802.11a is that at thé operating frequency of 56GHz thg
pathloss is highgr than what is experie,nced at24 QHZ, The consequence is that
more |IEEE802.11a access points are required to cover a geograpﬁical area in
contrast fo the number‘of |IEEE802.11b access points needed for the same area,
this increases, the co:sttof deploymen’g. Thgﬂ .IEEE802.1‘ 1g [17] released recently
combines the best features of both IEE5802.11a‘ar;d b stgnaards. This series
operates at the 2.4GHz range, _capitalizing on the cost savings available in this
radio spectrum range and the OFDM scheme is implemented to provide data rates

up to 54 Mb/s.



Table 2. 1 The |IEEE802.11series suit

Modulation Supported Data Rate | Frequency Band
Scheme
IEEE802.11 FH 1Mb/s and 2Mb/s 2.4GHz
DSSS
IEEE802.11a OFDM 6Mb/s, SMb/s, 5GHz
: 12Mb/s, 24Mb/s,
36Mb/s,48Mb/s and
54Mb/s
IEEE802.11b DSSS Same as 2.4GHz
IEEE802.11, also
5.6Mb/s and 11Mb/s
IEEE802.11g OFDM Sameas 2.4GHz

|[EEE802.11a

The 802.11 has several future series, example include 802.11e and 802.11i
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I.- 802.11e [18] adds Quality of Service (QoS) features and muitimedia

support to the exist‘ing‘ '802.11b 'a_nd 802.11a wireless standards and

maintains full backward compatibility with these standards

[l. 802.11i [19] features an upgrade to the Wired Equivalent Privacy (WEP)

[20] being currently used by 802.11 devices. WEP |s the data encryption

algorithm used in 802.11 and it h’as, been proven to be unreliable. Data

transmission utilizing the WEP. a_llgbr_ifhm can be interé:epfed and easily

decrypted by a malicious MS. 80%‘1 11 p‘ré\)ides two types of encryption: Wi-

Fi Protected Access (WPA) and R'opﬂé’t Security Network (RSN) to provide

better security for data frames on the channel.
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2.3 IEEE802.11 Medium Access Control Layer

To allow for the possibility of connecting. between the different series, the
802.11 standardization committee approved . only one .Medium Access Control
(MAC) layer. ‘_One of the major issues faced by the 802.11 __eommittee was how
MS’s were going to interact via the wirelesschannel. The committee decided to
adopt a variant of the eontention-based t)arrier Sense Mnltiple Access (CSMA) [21]
protocol. ;I'he Carrier Sense Multiple Accessvwith Collision Avoidance (CSMA/CA)
is the protocol used to gain access to the wireless channel.

This protocol is required because the wireless channel operates in a half
duplex mode: an MS can either receive or transmit at one instant in time and not
both. If an MS is receiving a data frame from different MS's, this will result in the
combinatton of the multiple data frames an(duthe MS _yviII not be able to successfully
retrieve the transmitted data. The occurrence of this situation is known as a
colllswn and it reduces the efr C|ency of the WIreIess channel ‘ ‘

To determlne the current status of the channel an MS uses the CSMA/CA
protocol. If the channel is sensed idle, the sensing MS gains access to the channel
and transmits its dataj frame. prever, 'prior‘_to sending the data frame, an MS
waits a short period before it actually transmits its elata. The waiting time prior to
data frame transmission is to prevent collision with a transmission already in the
channel because it takes a finite amount of time for that transmission to propagate
to all the MS’s in the network due to finite signal velocity.

On the other hand when an MS senses the channel busy, the MS refrains

from transmlttlng and changes its state from active to backoff Th|s is necessary to
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avoid subsequent collisions. In the backoff state, an MS refrains from monitoring

the channel for a random period of timge.

. There are two situations \A(hén an MS chaﬁges its current state to the backoff
state:

i. Wh_en the channel is §ensed busy.

ii. Whena .collision is detected. »

In thelbackoff state, ihe MS synchno'ni_z;es' the st’art of the next contention perio§
after a specified time has elapsed sihce the end of the last frame was detected.
The time is divided into time slots where each transmission starts at the beginning
of a time slot. An MS chooses a random slot and waits for that time slot to transmit
its datg, all slots are ,equ‘ally poésible for an MS.

Although the implementation of the CSMA/CA protocol would aid an MS in
gaining access to the wireless_channel_,,some‘jac'cess issues have grisen from the
use of this protocol. Thé typi'cal access probiems identified with the CSMA/CA

protocol are discussed in the following sub-sections.

2.3.1. Hidden Node Problem

The sensing range of the CSMA/CA prb"toc'olris finite and due to this, an MS
is ﬁot able tdh‘corr'ectly determine the state of the wireless chanhel resulting in the
hidden riode problem. The hidden node problem [22, 23] occurs when an MS is out
of sensing range but within intérference rarige of another MS. In Fig 2.1, MS A is
aWa'ré of ﬂthé'présenc‘e of MS B but oblivious to the existence of MS C in the

wireless network while MS C'is only aware of MS B’s presence in the network. In
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this scenario MS A and MS C are “hidden” from each other. If MS C was to

transmit to MS B at approximately the same time as when MS A was transmitting
to MS B, a collision is observed at MS B.
The occurrence of the hidden node problem in a wireless network results in

collisions, which in turn reduces the efficiency of the wireless channel.

MS A

Figure 2. 1 The Hidden Node Problem

2311 Solution Approaches to the Hidden Node Problem

Virtual carrier sensing [21] is used to solve the hidden node problem. This
approach requires the handshaking of control frames between two MS’s in order to
acquire the channel. Additional function of the control frames is to inform other
MS’s within the sender’s sensing range of its intention to utilize the channel. The

802.11 uses three types of control frames:

2.3.1.1.1 Request To Send frame
An MS with a data frame to send tries to acquire the channel by

broadcasting a Request To Send (RTS) control frame into the channel. The



broadcasted RTS frame notifies all MS’s Within the sender’s sensing range that
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the channel would be- acquwed fora certam penod of tlme The MS’s in the network

respond to thlS request by suspendmg any attempt to acqwre the channel. The

broadcasted RTS is also used to inform the intended destination MS to be

prepared to receive the data frame.

Fig. 2.2 shows the RTS control frame structure and its control field. The

frame control, duration, transmitter address (TA) and the receiver address (RA) are

called the MAC header.

. The frame control is 16 bits long and cdntains the following fields [14]:

a.

Protocol Version field is 2 bits long and it functions as a way to alert
MS’s to the presénce of an incompatible MS in thefnet\:Nork.

Type field is 2 bits long and the Subtype field is 4 bits long and are used

~ to’indicate what type of fra’me is_’ being sent or/and received. Typical

~frame types are data frames, control frames and. management frames.

To DS field ts 1 bit long and is set to 1 in data type frames destined for

. the distribution system (DS). The DS s used to interconnect WLANS to

integrated.loc_al area networks (LANS).

From DS field is 1 bit long and is set to 1 in data type frames exiting the
DS. it is set to 0 in all other frames.

More Frag field is 1 bit long and is set to 1 when the sent data has more

fragments, else the valueis 0.
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f. Retry field is 1 bit long and is. set to 1 when the data frame to be sent

is a retransmission of an earlier unsuccessful transmitted data frame.
Otherwise, the retry field has a value of 0.

g. Pwr Mgt is 1 bit long, is set to 1 when an MS is in power saving mode
and Olwhen the Mé isin gctiye mode. , |

h. More Data is 1 bit long and is used'in infrastructure-based WLAN to
inform an MS in poWer saving mode that there is more data for it.

i. WEP is 1 bit long and is set to 1 if the WEP algorithm has processed the
data frame. |

j- Order is 1 bit long and is set to 1 if a data type frame that contains a
fragment is being transferred using the StrictlyOrdered service class.

Il. Duration field is 16 bits long and is u_sed to update the Network Allo,cation
Vector (NAV) and its value is the time it takes to transmit a Clear To Send
(CTS) frame, 'the peﬁging data fréme, an ACK frame and thfee short_
interframe space (SIFS) inter_vals. ‘

il Receiv.er‘address (RA) field is ,‘32 bits long anci‘_contains the IEEE MAC
address of the MS Whe(e the RTS frame is destined.

V. Transmitter address (TA)_ﬁeld is 32{,bi_ts long and contains the IEEE MAC
address of the MS that the RTS frame originated from.

The frame_ check sequence (FCS) contains an IEEE 32-bit cyclic redundancy

code (CRC) and is used to check the integrity of theh frame received. The FCS

helps a destination MS detérmine if a collision occurred.



23

Octets 2 2 "8 6 4
Frame . ‘“ ‘
Control | Buration | RA - TA ECS
T —
/- : ——
Protocol To | From| More

' Pwr| More |
Frag Retry Vgt| Data WEP Qrc!er_

Bits 2 2 4 1 1 1 1 1 1 .1 1

Version:| TP | SubtyPe| pg | ps

Figure 2. 2 RTS Control Frame Structure

23112 Clear To Send frame

The Clear To Send (CTS) frame, like the RTS, is used to inform all the MS
within the sendér’s sensing raiige that the channel will be occupied for a certain
length of time. The main fdr;c;'tion of the CTS control frame is to inform the MS from
whence the RTS originated tﬁat the destination MS is prepared to receive the data
frame. - - ' - | .

‘The frame "strucitlu;e‘ and fields of the CTS cbﬁtrol. frame, sden' in F'ig‘. 2.3,
are the same as that of ihe RTS control frame but with one exceptioﬁ; there is no
TA field. The RA of the CTS frame is copied from the TA field of the RTS frame to
which the CTS frame is a response. The duration value is the value obtained from
the duration field of thf: RTS frame being replied. It is the time to transmit the

pending data frame, an ACK frame_and two SIFS intervals.
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Qctets 2 2 6 4,
Frame on : ' ‘
Control Duration RA FCS

i’igure 2.3 CTS Control Frame Structure

Only upon the completion of this handsh_aking“ can the data frame be
broadcasted into the channel. After the RTS control f.rame has been transmitted
the sending MS expects the CTS controll frame to indicate successful handshaking.
If the CTS control frame is not received within a specified time the CTS centrol
frame times out. The sending MS enters the backoff state and the exponential
backoff algorithm is implemented to choose the backoff period. The backoff
algorithm chooses a randem integer frem.a‘uniformﬂ.dist‘ribution over the interval [0,
contention Windew (CW)]. The eize of the contention window varies depending on
whether the frame to ee tranemifted is“a he\}v‘ fransrriission or a retransmission.

The CW has an initial ‘size of 7 for IEEE802.1 and up to 31 for
IEEE802.11b.L The CW increa_ses a‘fter‘ each, ufxsuceessful transmission to a
maximum permitted by‘ the standard fer 0-é55 for IEEE862.11 and up to 0-1023 fer
IEEE802.11a. Once the maximum value for the contention window is reached, the
CW will stay et this value until the data frem‘e is successfully transmitted or
discarded Wheh the maximum number of retransmission atter_npts’is reached.

‘ .The backoff time is obtained by multiplying the random integer with the
duration of a slot' fer the pa_rtic’:ula'r IEEE802.1 1 .series. The baekeff slot begins after

the channel has‘;been idle for a time greater or equal to the VDIFS period. Slot



duration is set to 9 and 50 microseconds in IEEE802.11a and IEEE802.11b,

respectivély. The backoff procedure 'wili dgérement its backoff timer by a slot
duration, if nci activity is é'ensed in the ciiannél. Tiie backoff timer is suépended
when any actiyity is sensed in the chénnél with tiie‘ BacKoﬁ'timer resuming after the
channel has been sensed idle for a time greater or equal to the DIFS period. The
transmission is started when the backoff timerh“reaches‘ zero. After the data frame is

successfully transmitted the CW is reset back to the initial size.

2i3. 1.1.3 Acknowledgement frame

The Acknowledgément (ACK) frame is broadcasted upon the successful
receipt of the data frame and is useci to ackn_ovil.ledge a succe_ssful .data'
transmission. If the ACK is noi broadcasted within an ACK tiihe limit,'the, sending
MS assumes that a collision has ‘occ.urrr‘e_d‘ and ente‘r,sAth'e backoff state. The MS
would have to contend for the qhannél be'i‘ore' it can retransiit the data frame.
’ : Fig. 2.4 slj_iows the,‘frgme. structure:an_q :ﬁelcifs of the ACK frame. The bits of
the frame confrql fieldraire~ thg same as that described in Fig. 2.2. The More frag bit
(a sub-ﬁeld_ of frame control ﬂgld) isvset to 1 when therg are more fragments of the
message (being acknowledged) to be transmitted. If the More ffag bit is set to 1,
the value of the duration field becomes the time to transmit the new data frame, the
corresponding ACK frame_ and a SIFS interval. ‘:The c‘iur‘_ation‘field and the:More frag

bit are set to 0 when there: are no more fragments of the message expected.
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Figure 2. 4 ACK Control Frame Structure °

Fig 2.5 illustrates the use of the control frames to solve the hidden node
problem. Using the earlier scenario depicted by Fig. 2.1, MSVA broadcasts an RTS
and then waits for the CTS from MS B. After a little while MS C, unaware of RTS
transmission by MS A, also sends an RTS to MS B. MS B first receives the RTS
from MS A before receiving that from MS C. MS B then sends a CTS to MS A
accepting its request. MS C receives the CTS from MS B to MS A and stops its
aftempt to acquire the channel for a certain perio,d of time. MS A sends the data
frame after receiving the CTS frame and Mé B sends the ACK frame aftér the data

frame has been received.

2.3.2 Exposed Node Problem

The expo'sed' nbde problem[13, 23], unlike the hidden node problem, has not been
addressed in the 802.11 standard. The exposed node problem occurs when an MS
is within 'sensing range but out of ihterferénc’:e range of another MS. The 'exposed
node problem is further intensified by the use of the control frames. Fig 2.6 is used

to show two scenarios when the ‘exposed node problem can occur.
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RTS C->B

CTS B>A CTSB->A
FRAME A->B '
Backoff

Channel
ACK B->A I

Figure 2. 5 Timing diagram illustrating the use of RTS and CTS frames to solve the hidden

Time

node problem

In scenario 1, MS C is transmitting to MS D and MS B can physically sense
MS C’s transmission in the channel. The CSMA/CA protocol stipulates that if the
channel is sensed busy, the sensing MS must backoff from the channel to prevent
the occurrence of collision.

From Fig. 2.7, MS B senses MS C’s transmission before receiving a CTS
from MS A. MS B should be able to successfully transmit to MS A without
interfering with MS C’s transmission in the channel but instead refrains from

transmitting. MS B is “exposed” to the transmission of MS C. The transmission by
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MS B to MS A will then have to be rescheduled and MS B would have to contend

for the channel before it can transmit the rescheduled frame. The effect is

underutilization of the wireless channel.

Figure 2. 6 A WLAN with the exposed node problem

In scenario 2, MS D is transmitting to MS C but MS B is “hidden” from MS D
and cannot sense this transmission. If virtual carrier sensing is used to acquire the
channel, and solve the hidden node problem, MS B now becomes “exposed” to the
CTS transmission by MS C to MS D. In Fig. 2.8, MS A has successfully negotiated
the channel but before MS B can receive the data frame, the CTS from MS C to
MS D arrived.

MS B then backs off from the channel. MS A, not aware of the change in the
channel, transmits its frame to MS B. Although MS B has backed off the channel, it
would receive the frame from MS A but does not send an ACK frame to MS A
acknowledging receipt of the data frame. MS A, after waiting for a period of time

without receiving the ACK frame, reschedules the data frame for retransmission.
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MS A then contends again for the channel to retransmit an already successful

transmitted frame instead of transmitting a new frame.

e

Sensed MS C
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Figure 2. 7 Timing diagram illustrating exposed node caused by the CSMA/CA protocol

The exposed node problem causes the underutilization of the channel
bandwidth. With the popularity and continuous deployment of the 802.11 networks,
the exposed node problem stands to be a major hindrance if not addressed. There
is further need to optimize 802.11 networks because the radio spectrum available

for wireless networks is limited.
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Figure 2. 8 Timing diagram illustrating exposed node problem observed from virtual carrier
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24 Types of 802.11 Networks
There are two types of 802.11 network configurations available for data
transfer. These two configurations are used under different operating conditions.

The configurations are explained below:

2.4.1 Infrastructure-based 802.11 WLANs

The infrastructure-based [14] WLAN is a borrowed concept from the
Wireless Wide Area Networks (WWAN) and WLANs. The WWANSs have a BS that

coordinates all traffic within a certain region called a cell. Only one BS can exist in
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a cell. This is the same with the infrastructure-based WLAN, which has an

Access Point (AP) that all MS’s in a certain region called a basic service set (BSS)
must communicate through. The AP routes data to MS’s within its BSS. If the
destination MS is not within the BSS, the AP tries to locate the AP where this MS is
located and then routes the data to that AP which then transmits the data to the
destination MS. All MS’s, on entering a BSS, must register with the serving AP so
that the MS’s can be associated with that AP before it can be allowed to send data.

In Fig. 2.9, MS A, MS B and MS C are associated with the AP in the BSS.
MS A generates a frame for MS C and sends the frame to the AP, which then

checks if MS C is in its BSS table. Since MS C is already associated with the same

BSS, the AP then sends the frame to MS C.

MS IN BSS
MS A

T MS A MS B T MSC
Figure 2. 9 lllustration of an infrastructure-based WLAN, (one BSS)
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2.4.2 Infrastructureless-based 802.11 WLANs

The infrastructureless-based [14] networks, as the name implies, have no
centralized AP. In this type of networks, shown in Fig. 2.10, an MS can transmit to
or receive data by directly communicating with the receiving or sending MS. Also, if
the destination MS is not directly reachable, the sending MS creates a virtual map
to the destination MS that includes one or more intermediary MS’s. The MS then

routes the data to the destination, via the MS’s in the virtual map.

“MS

Figure 2. 10 lllustration of an infrastructureless-based network

The infrastructureless-based networks can implement different types of
routing protocols to aid in constructing the virtual network map, stored in a routing

table. There are three ways a routing table can be constructed:
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2421 _ Proactive Routing Protocol

Proactive routing protocols are also known as table‘ driven routing protocols.
Networks create a routing table and this table is consulted to determine the
location of the destination MS before the data can be transmitted. The routing table
is constructed at the time of entering into the network and is updated at periodic
intervals or if there is a change in the network topology. The proactive routing
protocols are effective in a network with a constant topology with less periodic
updates required. Proactive routing protocols are not very efficient in a network
with a chénging topology, for every change in the topology results in an update of
the routing table. This can result in the network being flooded with routing
information and less time spent on act‘ual data transfer. The Deétination-
Sequenced Distance-Vector ;(D‘SQ\'/)_ [24] routing pl‘”otocol' is an example of

proactive rquting.

2422 Reactive Routing Protocol

'I'_he.reactiye routing __pro_tgcol can also be called on-demand routing. The
reactive routing protocél does nbt maintain a ljouﬁing table but creates a route only
when r_equired. These types of rqutin_g pno_’gq_colg are usually L;sed in‘ networks. wi’gh
changing topologies and less routing information are sent into the channel but
suffer from the delay ilj setting up the routgs. This protocol is less favourable in a
network with no mobility because the same route will have to be rediscovered each
time before the-data can be trénsmitted. The Ad Hoc On-demand Distance Vector

(AODV) [24] routing protocol is an éxample of reactive routing.
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2.4.2.3 Hybrid Routing Protocol

The hybrid routing protocol combines botn proactive and reactive routing
protocols to build efficient routing tables regardless of the network top_o.log.y. The
hybrid routing uses the proactive routing to construct a routing table for its direct
neighbours. This helps when there is a topology change and the amount of routing
information sent into the channel is reduced compared to only using a proactive
routing protoco'l. Also, there is no need to reqdes_t the route for the direct neighbor
as would have been the case if a reactive protocol is implemented. The hybrid
routing protocol uses the reactive routing protocol to route its data to MS’s that are
out of range from direct communication. The Zone Routing Protocol (ZRP) [25] is
an example of hybrid routing.

The infrastructureless-based networks can be used to extend the coverage
of an rnfrastructure based network or can be used to set up a network where an
mfrastructure based network is not available. Infrastructureless based network are
easy to setup and are usually temporary (ore ad -hoc) networks.

| The MAC layer |ssues discussed earlier in this chapter, :hidden node and
exposed node | problems, are more. pronounced under the rinfrastructureless
network configuration. The work carried out ln this thesis is focused on the

infrastructureless network configuration.
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25 80211 Medium Access Control Algorithm for Infrastructureless-

based Networks

This section des'cribes the lEEE802'.11: MAC'ieyer algorithm [14]. An MS
listens to the channel to access the turrent state of the channel before it can
attempt to transmit any data. If the channel is physically sensed busy the MS
defers its. transmission. The channel is presumed idle, after the Distributed
Coordinated Function interframe space (DIFS) has elapsed without interruption
since the last frame detected in the channel was received correctly. If the last
frame was not received correctly, the channel is considered idle after the extended
interframe space (EIFS) has elapsed without interruption.
At.the end of the DIFS, if.the channel is sill sensed free, virtual carrier sensing is
used to establish a virtual connection. Virtual carrier sensing uses the RTS/CTS
frames to perform handshaking between the sending and receiving MS'’s. The
sending MS fransmits an R_TS frame to the:‘des_tination MS. _VVhen the RTS has
been receivec_i succeesfully,, the destination MS sen,ds a CTS frame to the sending
MS. The sending MS then transmits each data frame to the destination, which
sends an A,CK_eﬁe_r receiving each data frame succ;essfull‘y. If no ACK is received,
the sending MS has to retransmit the data frame at a later time and also has to go
through this handshaking scheme each time it tries to tranemit. rl\,lo actual data
transmission can commence without the full completion of the two-way
handshaking scheme. The algorithm used when the channel is sensed idle is

shown in Fig. 2.11.
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The channel is a broadcast channel and the control frames are also used

t'or warn other MS'’s Iinked to the channel of the ch_énnel’s current status. Any MS,
other thqnthg MS'’s nego‘tiati.ng_ t_hee\./irtu_al connection, upon he_a'r_ing‘ the RTS frame
in the channel defersr its attémpt of using ‘thcie bchan'n'el. Thé_deferring MS’s then
adjusts their Network Allocation Vector (NAV) if the time épeciﬁed in the RTS frame
is greatef than the current NAV time._.The NAV time indicates to the deferring MS’s
how_long the ongoing transmis’éion will occupy thé channel. The same procedure is
performed if the deferring MS’s received the CTS frame. The NAV time of the MS
receiving the CTS frame is shorter than the MS that réceived the RTS frame. An
MS that is kept from using the cﬁannel has to contend for the channel before

making another attempt to use the channel.

Source _ '_ . | - ,
“Node DIFs| RTS | | FRA,ME}
Destination RE : : .
Node .| siFs] CTS |siFs SiFs| ACK
Other - - T )
Nodes NAV (RTS) DIFS |CW
| NAV (CTS)

Figure 2. 11 IEEE802.11 Algorithm when channel is sensed idle
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If the channel is sensed busy, each deferring MS shall enter the backoff

state and randomly selects an integer from the contention window. The backoff
timer is determined by multiplying the random integer with the slot time. The
deferring MS would choose the correspondinq backoff slot after the channel is
sensed idle for a periee grea.ter.' than the DI.FS or EII;S time. The MS reduces the
backoff timer by a factor of the'siot time, whenever the backoff slot is physically
sensed idle. If the backoff slot is sensed busy, the MS suspends the backoff timer
and does not reduce the tlmer for that slot The backoff timer would not resume
until the channel has been sensed idle for a period greater than the DIFS or EIFS.
The MS attempts to set up a virtual connection with th;e destination MS when the
backoff time rea_ches zero. Fig._ 2'.12' shows the steps taken b_y_ an MS before it can

attempt to transmit its frame if the yvirel_ess c;hann_el was sensed busy [14].

-
el

. . .1 SIFS
Busy Mediumf«—> / / Backofanndow/V Next Frame

Slot Time
— L———»

Defer Access ‘| Select slot and decrement backoff as long
>l . as medium is idle

DIFS . L DIFS - Contentlon Wmdow»l

Figure 2. 12 IEEE802.11 Algorithm when channél is sensed busy



o 38
2.6 Summary

This chapter presented an overview of thé IEEE8OZ.11 standard. The data rates
and the operating frequency availablef for the different 802.11 series at the physical
Iéyer were described. Next, the MAC layer is described and the issues affecting the
bandwidth utilization, namely, the hidden ho'oe and exposed node problems are
presented. The mechanism used to solve thé hidden node problem is discussed
but the exposed node problem:is yet to be addressed and the IEEE has proposed
no solution. The 802.11 networks can operato under two different configurations,
infrastructure-based and infrastructureless-based networks. It is explained that the
exposed node problem is more pronounced in the infrastructureless-based network
because thero is no central MS and all MS’s in the network have to coordinate their
transmiosions. ‘The next chapter presents tho proposed solution to the exposed

node problom‘in_lEEE802.11 networks. .



. 39
CHAPTER THREE

PROPOSED ENHANCEMENT TO IEEES02.11 MEDIUM
ACCESS CONTROL ALGORITHM

3.1 Introduction

In this chapter én algorithm is proposed that improves thé performance of
IEEE 802.11 networks. The main features of the algorithm are presented, followed
by a description of its operation. A mathematical analysis of the performance of the
proposed algorithm is presented. Numerical results obtained from the

mathematical analysis are presented and discussed.

32  Proposed Enhanced 802,11 MAC Algorithm
3.21 Featurés -

The main feature of the proposed algorithm is to add an extra function to the
RTS-CTS control frames. MS’s will use the channel access information obtained
from this new function to iﬁtérpret the current channel condition. In the IEEE802.11
aigorithm the key control frames channel access functions inciude: |

I. Setting a virtual connection between the transmitting and receiving MS’s.
il lnfbrming the neighbdring MS’s that the channel is occupied.'

. Informing MS’s how long the channel will be occupied.
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The purpose of the added function is to add intelligence to the ways MS’s

interpret the RTS control frames. MS’s will use transmitted control frames to help
decide if it is safe to fransmit when activity has already been sensed in the
channel. The MS will rely 'on the RTS control frame ndt only for information about
the ongoing transmission in the channel but also a major component in determining
whether the MS is an “exposed node”. By implementing this new function to the
IEEE802.11 algorithm the exposed node problem can be tackled. The rest of the
chapter describes the proposed algorithm and the mathematical analysis to

evaluate its performance.

3.2.2 Intelligent RTS Algorithm

In this approach" an expoéed MS Iistené;‘to the control frarﬁes in the channel
and from this iﬁformation decides whether it can attémpt es’tablis"hing a connection
with another MS. This‘proposéd solution modifies the existing MAC layér protocol
as follows. | |

The exposed MS compares the address from .the RA field ahd the TA
address field contained in the RTS control frarhé,"wiih’tﬁe address of its destination
MS in determining whether to transmit. If any of the éddr'esses in the control frame
is the same ‘as that of its intended destiriation address; the exposed MS refrains
from uéing the channel. However, if the addresses are different the exposed MS
can use the channel alongside the transmission in the channel.

An MS, on receiving an RTS control frame, first checks the RA field

contained in the control frame. If the MS is not involved in the ongoing channel
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negotiations and has no data frame to send, the MS enters and sets its NAV

time or stays in the backoff stéte. If a data packet arrives from the higher layers,
thé MS retrieves the addréss ‘informatior.l ‘storéd from. the contrbl frame Eeceived for
the ongoing transmission(s) in the channel. It then compares the RA and TA
obtained from the RTS control frame with its intended destination. If any of the
addresses match, the MS remains in the backoff state and cbmpletes the backoff
routine. The MS will contend for the channei, as stipulated in IEEE802.11 MAC
algorithm when next the channel is deemed idle. |

If none of the addresses rmatch, the MS waits an additional DIFS time as a
precautionary measure to ascertain that it is up to date with the channel activity. If
a new RTS control frame is received within the waiting period, the MS will have to
repeat the whole procedure. The MS will execute the backoff routine if a CTS
frame is received. The C.T'S‘frame only c’ontains the RA field and the MS will not be
able to accurately access the channel. If no further control frame is received, the
MS will then attempt to establish a virtual connection with its intended destination.
Fig. 3.1 shows the new MAC algorithm qse_d when the channel is sensed busy.
The italics in bold font indicate the modification in the algorithm that an MS would

have to execute to solve the exposed node problem.

3221 Optimized lntelliger_)t RTS
Introducing a destination preventive scheme optimizes the Intelligent RTS
algorithm. The destination preventive 'scheme prevents an exposed MS from

transmitting its déta fra‘m,e if its iniended destination MS, is within transmission
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range of an ongoing transmission. Before this scheme can be implemented,

each MS wpuld have .tq make a table of the MS’s it can access and this table can
be brqadcasted in the chénnel with the ro‘dting infofn%aﬁon. An MS on rece‘i\}ing the
table creates é new iablé ‘calléd the nei‘g.ht;or"s table that keeps track of the MS
neighbors and that nei_ghbor“s'neighpors. The ZRP routing protocol creates and
maintains a proac‘tive EOl.;iil‘{g fable‘at éach MS, which contains the éddregs bf MS’s
that are 1 hop reachable. Thé routing protocolica‘n be modified to broadcast the
routing téble at periodié intervals! or if there is a. change to the routing information..
From Fig. 3.1, an“ exposed MS implements the exposed routine after
comparing the contents of RA and TA fields with its intended destination MS. The
exppsed MS consuits the neighbor’s table.and then reﬁr{eves thg addresses of the
MS’s that are the neighbors of the destination MS. The eqused MS compares the
neighbors addresses of the degtinatiqn MS with the RA gnd‘TA. The exposed MS
continues to process the ‘exposed rc_:_utine,c jf‘ none of the addregses match. On the
other hand if a ma?ch is found, the b_apkoff gxponential algorithm (section 2.3.1.1 2)

is executed.
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Step 1

Receive RTS control frame.

Step 2

Retrieve RA from the RA field. -

Step 3

If the RA is the same as the MS address send CTS frame.

If RA is not the same as the MS address, check if any data frame fo transmlt
Step 4

If no data frame to transmit, execute backoff routine.

Step 5

Execute exposed routine, if there is a data frame to transmit.
Step 6 |

/*Exposed routiné*/

Retrieve TA from TA field.

Compare TA and RA with destination address.

If the deétinatibrn‘ addreés maiches neither the TA nor RA, wait DIFS.
If a new RTS frame is recelved before the DIFS explre, go to step 1.

If CTS frame recelved execute backoff routine.
If DIFS expire without receiving a.new control frame, use channel.

If the destination address matches either the TA or RA, execute backoff routine.

Figure 3. 1 Proposed MAC Algorithm for solving the exposed node problem

3.3 Impact of Proposed Algorithm on IEEE802.11 Network Elements

‘This section looks at the impact of introducing RTS control frame

intelligénce to ‘the‘lEEE802.11 Elements. The areas being looked at where the

propose_d algorithm would have an impact i,n,clude:
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+ The IEEE802.11 MAC Layer: As no new control frames or control frame

44

element is being introduced, there will be no added processing overhead in

the channel. The cost to be paid will be the additional processing required

-when the intelligent algorithm is implemented. The proposed intelligent MAC

and |IEEE802.11 MAC algorithms access the channel the same way when
the channél has been sensed idle hence there Will be no increase to the
processing cost.’In the case when the charinel is busy and the proposed
intelligent MAC "algorithm is enabled, there is an increase of up to 400% to
the computing process. This increase is mainly due to the additional steps
thét have to be processed in the proposed intelligent MAC algorithm. With
the processing §peed of micropr'odesso:r_s on the risé_, the increaséd
processing cost will not hamper the MAC Idyer.

Compatibility with the IEEE sﬁandard: ‘The proposed intelligent MAC
algorithm can be implemented via a software patch and should not require
external hardware. Thet virtdal CS is an .integral part of th_e proposed
intelligent MAG algorithm ‘and hag to-be always on. In networks where the
virtual. CS is switched, off the Intelligent. RTS- cannot be .implemented. There

are no compatibility issues if the virtual CS is switched on.

Performance analysis of the Intelligent RTS algorithm

The performance of the proposed _MAC_ algorithm is evaluated using the

original CSMA/CA with virtual CS but is modiﬂdd to account for the features of the

proposed enhancements. This approach simplifieé the performance analysis of the
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MAC protocol but produces results that should hold for all MAC protocols that

implement CSMA/CA with virtual CS. The key metrics of the performance channel

throughput and average frame delay, are analyzed mathematlcally

3.4.1

Analysis Assumptions

The assumptions used for the performance analysis are listed below:

A1
A2.

A3.
A4.

A5,
AB.

AT.
A8.

34.2

Frame arrivals to the channel are random and follow a Poisson process.

A complete channel cycle time consiste of a busy period and an idle period,
where:the idle period can have a ﬁme Ienéth of zero.

RTS/CTS frames are used to acquire the channel.

The propagation delay, T, is the maximum time it takes for all nodes within
hearing range to hear the transmission on the channel.

Two or more stations can successfully acduire the channel simultaneously.
All transmissions after the channel has been ’alcquire'd using the RTS-CTS
control frames are successful. |

RTS and CTS have the same lengt.h.'

Maximum backoff limit is fixed.

Throughput analysis

The throughput, S for the Intelligent RTS algorithm is obtained using

renewal theory arguments [26]:

s==Lo o @
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where U,B,T are the average length of successful, busy and idle periods,

respectively. In CSMA/CA with virtual CS the probability of a successful
transmission, P, is the probability that there is no other transmission in the
channel during [0,-27].1'll'he time interval 2r is the tirhe taken to send a RTS frame
and receive a CTS frame acknowledging successful channel acquisition. Based on

the Poisson arrival process, the expression for P, is given by:

Pes=e~ 2/ (3.2)

where Gi is the channel nom'lalrzed offered Ioad T is the propaga'uon delay and f
is the successful channel time. The successful channel time, f, is the sum of
transmlssmn time of the RTS and CTS control frames requlred to acqu1re the
channel and the actual data. frame transmlsslon tlme jf,a,a |

For the exposed node scenario the probability of success changes, since an
exposed node occurs when a node has"a frame to transmit and should be able to
transmit but defers trahsmission because' the channel is sensed busy. The

probability of success under exposed node condition, P, is the probability of at

least one transmission already in the channel during [0,27] and the probability that

the new transmission is successful. Mathematically,

].)ES — (1 _ve—ZGT/f)e—Z‘GT/f . DR ) o F (33)
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Note that pzs only considers the occurrence of exposed nodes, but this

does not give a complete analysis 01_’ the‘ channel sir_me there are s?tuations where
only one node has a frame to transmit and the other nodes within hearing range
are idle. With these in mind, the channel probability of success, P, becomes the
probability that the channel is idle when a framé érrives or tr;at at least another

néde within hea;ring range is trénsmitting a.nd fhe new arrival is successful. Hence,
Ps=Pes+Pss | (34
Substituting Equations (3.2) ar?d (3.3) into (3.4) gives

Py= % +(1— 207 )g 7207 e : (3.5)
The average length of s'ucc_éséful transmission periqd,- Uis given by:

I e (36)
An idle period occurs when there are no arrivals in the channel or after the
conclusion of a busy period. The idle period ends as soon as the first arrival enters
into the channel. By assumption A1, the arrivals into the channel follow a Poisson
process and the channel al‘sp inhérits- the niemoryless property of the Poisson
process. The average wait time for a new arrival from any random chosen point is

equal to the mean of the inter arrival time distribution. The station also waits an
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additional time greater or equa_l to 7 before transmitting in the channel,

preventing its frame from colliding with an _ongoing transmission. The average idle

period is then given by:
I=(f1G)+T . (3.7)

In analyzing the busy period, two types of busy period are considered:
successful transmission and contention busy periods. A successful transmission is
the successful exchange of control frames (RTS+CTS) followed by the successful
transmlssmn of the data and ACK frames In the analy31s the ACK frame is
|gnored since by assumptlon AB once the control frames are successful the data is
transmitted without errors. Hence channel time f is the sum of transmlssmn tlmes
for control frames and the data frame,
= fuw+2f4, Where £, is the transmission time for a data frame and f,,, is
tne transmission time of a control frame.

The contention period is the period when the channel is vulnerable and any
interfering arrival can corrupt the frame in the channel. The control frame in the
channel is vulnerable until all stations within hearing range sense the control frame,

the time it takes. for the stations to sense a control frame is known as the

propagation delay, 7. The length of £, , is-assumed to be as long as 7, but much

smaller than f,... T< fu < foua SO that as little time as is necessary is ‘spent
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exchanging control frames. The expression for the average busy period Bis then

written as;
.§=PAf+¢}+ﬂ—PQ5 (3.8)

where C is the average length of the contention period. In the analysis of the
contention period, the length of the vulnerable period is considered to be less than

or equal to the total length 6f the control frames. The vulnerable period is random

and has an average léngth denoted by)? .‘ The averagé contention period Cis

hence given by,
C=X+r S I . 39)

The random variable X is calculated when any interfering arrival or arrivals
collides with the control frame being sent or received by an MS trying to acquire

the channel. The distribution function for the random. variable X, r.(x)is defined
asP(X <x), where 0<x<27. The maximum vulnerable time length of 27 is the
time it takes for a sending MS after sending a RTS control frame to successfully

receivé a CTS control frame. The average vulnérable period X is derived as:

1 —4e_g
1— e_zg

y:T{l
g

_ :J - . : @A@
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In Equation 3.10, g=G7/f.

Hence,

- _g_2g+1} R | @11)

Substituting Equations (3.5) and (3.11) into (3.8) the average busy period gives

Equation (3.12) below:

1[1-¢®
gll—¢™

B =(e"2g +(1—e_2g ) e_?'g) (f-+7) +(1—(e"2g +(1-e—2g) e_zg» T{ ] i 'H]’ (3.12)

1—¢7%

Finally, subst@tuting Equations (3.6), (3.7) and (3.12) into (3.1) and after simplifying
gives Equation (3.13) where a represents the normalized propagation delay %
and b is the normalized frame transmission time fdf%p.

§= G”Psg.(l—.e'zg)v
g(1 —e‘zg)(l +(g +Ps(G+g))) +g(1 —Ps)(l —e¥—get+g(l —e‘zg))

(3.13)
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From Equation 3.13, the key parameter that affect the throughput of the

CSMA/CA algorithm with the proposed enhancement to mitigate the exposed node

problem is the normalized propagation delay, a.
3.4.3 Delay analysis

Obtaining the average frame delay [26] for the CSMA/CA model with
exposed node is basically straightfon/vard, it is the time spent sending a successful
frame and the time the frame has to be retranshitted due to retrénsmissions. The
time to send a successful frame is the average transmission délay, Ts. A frame
that does not collide with any ;)ther control frame spends at minimum the

transmission delay. Hence,

To=f+r S . (3.14)
or '
Ty =1+a L | | (3.15)

where 7, is the normalized successful transmission delay.

A data frame is unsuccessful at timé of arriVaI if either one of the cibnditions
listed below occurs:
. The channel is sensed busy at the time the frame arrives at the MAC layér

from the upper layers, the frame transmission is deferred for a random
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amount of time by the MS. This deferred period is also known as the

backoff period.

ll. The data frame collides with another data frame causing corruption of the
frame. The frame will have to be retransmitted and the MS defers the
channel for a random backoff period.

The backoff period Z is a random ‘number uniformly distributed over [0, K]

where k is any integer greater than zero.
The average backoff period is given by [27],

k+1

Z:[T]f y L (318

whose normalized value is Z = —

The average déléy is the ave.rage successful fransmission time and the

average delay spent on retransmissions. Hence, '
D=1+a+R(Z+2c+24) (3.17)

where R is the average number of unsuccessful transmission attempts, ¢ is the

normalized transmission time of a control frame, f,,/fand (2c+2a) is the
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maximum time taken for a transmission to be deemed unsuccessful, barring the

channel being successfully acquired. Finally, the expression for R is given by [26]. .

R=(%—-1] | (3.18)

where % is the average number of transmission attempts to successfully transmit

a frame. From Equation 3.17, the key parameters that affect the delay of the
CSMA/CA algorithm are
1) Normalized propagation delay, a.

2)  Maximum backdff period, k. -

3.5 RESULTS AND DISCUSSION

The assumed parameter values used in obtaining the results presented in
this thesis are comparable with values used in other literature analyzing the
performance of CSMA based protocols [26, 27].

Fig. 3.2 shows the throughput obtained when the MAC algorithm is modified
to offer stations in fhe exposed node situation access to the channel. The result
shows an im:provem_ent in the efﬁciency of the channel when intelligence is
introduced to the RTS _cpntroil, frame. This result indicates that stations using
CSMA/CA vyith virtuai- CS to gain access to channel underutilize the available

channel spectrum by about 15%. The proposed algorithm changes the way
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stations react upon observing the channel busy and also having a frame to

transmit. The changes help mitigate the occurrence of the exposed node problem

and thus improve the channel capacity [28]‘."’
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Fig. 3.3 illustrates the effect of the normalized propagation delay, a, on the
maximum channel throughput. It is observed that small values of a corresponds to
a higher throughput and there is little difference between the standard and modified
MAC algorithms. As a increases the performance of the modified MAC algorithm
starts to outperform thét of rthe standard MAC algorith.m. The results indicate that

the performance of the channel is dependent on the distanée between stations in
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the network. When stations are close together, detection of frame transmission is

almost instantaneous.AWhen ihe distance between stations gets larger, it takes thé
channel a longer time to transmit a frame and this in. turn reduces the channel
throughput. The modified algorithm allows more than one sending station, within
hearing range of each other to use the channel. simultaneously. This in turn

eliminates the exposed node problem and improves the efficiency of the channel

[28].
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Figure 3.3 Impact of normalized propagation deléy 6n_maxirﬁum channel throughput
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Fig. 3.4 displays the results for the average frame delay for the standard

and modified MAC algorithms. It is noted from Fig. 3.4 thafc, as the throughput
increases, the average fransmission delay‘ex“perienced by a frame increases, this
is caused by frame retransmissions and babkoff periods. It is also observed that
the proposed enf;(anced MAC élgérithm hés a lowér ave;age frar;'le delay than the
standérd algoritdhmu and this is possible because of a décrease in frame

retransmissions thus redLlcing the contention for channel access [28].
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In Fig. 3.5 increasing the maximum backoff period, k, changes the éverage

backoff period Z. The average deléy, D, increases with increasing k. The higher
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the value of k the less the probability of collision but this translates to a longer

backoff time. If a station sensing the channel busy picks a long backoff period, the
station does not check the'channel until the end of the backoff period. If the
channel becomes free before the end of the backoff peri'od the station would not
contest for the channel and this means the channel resources are wasted and

adds unnecessary delays to the network.
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"Figure 3. 5 Effect of maximum backoff period on the average frame transmission
delay

Fig. 3.6 studies the effect of changing the normalized propagation delay on

the average frame transmission delay. As observed from the throughput
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performance results, the lower the propagation delay the better delay

performance. achieved by frames transmitted on the channel. This makes sense
because if the propagation delay is small, all stations are immediately aware of the
channel condition hence reducing the amount of time needed for the exchange of

. control frames and more of the channel time is spent on transmission of data

frames.
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Figure 3. 6 Effect of propagation delay on the average frame transmission delay

As the popularity of WLAN increases and the channel becomes
oversubscribed implementing the proposed algorithm, improves the efficiency of

the channel. This is important because the radio s'pectrum éssiénéd for WLAN is
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fixed and all transmissions must be curtailed within this radio spectrum. Thus, by

allowing more transmissions in the channel the point at which the channel begins
to saturate can be increased. This in tum improves the perfofmance of the wireless

channel and also reduces the number of transmissions contending for the channel.

3.6 Summary

This ‘chapter proposed an algorithm.for improving the channel performance
in 802.11 networks. The Intelligent RTS algorithm added an extra function to the
control frames currently being used in the IEEE802.11 MAC to solve the exposed
node problem. MS’s will be able to use information obtained from the control
frames to create a virtual picture of the channel state. An exposed MS can then
implement the proposed algorithm to gain access of the channel. With the
implementation of this algorithm more multiple MS’s can simUItaneously use the
channel. A performance evaluation of the propgsed algorithm is also presented.
The obtained results are then compéred with the CSMNCA with virtual CS
protocol, the‘:same protocol used in IEEE802.11 MAC. The performance of the
proposed _alg,o‘ritr:\m‘ shows . an. improvement in. t,hen key channel performance
metrics of throughput. and delay. Although _t_heu_propo,seq algorithm results in an
increase in its processing cost, this s_hou]d not be a major issue with faster

processors available.
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CHAPTER FOUR

SIMULATION ENVIRONMENT

4.1 Introduction
In chapter three the mathematical analysis for the proposed enhancement to
the MAC algorithm was presented. In this chapter, the mathematical results will be
validated by means of discrete-event computer simulation. By developing a
computer-based ‘simulation, the proposed algorithm can be tested under a more
realistic operating environment: The virtualr network environment will be created

using the optimized network performance modeler (OPNET) [29].

4.2 . OPNET Modeler - |
There are different simulators used in simulating the WLAN environment but
the two 'commonly used are the Network Simulator 2 (nvs-2) [30] and OPNET. Ns-2
is free simulator and different modelers develop most of its model but the ns-2
simqlator does not provide any end. user suppgrt., Unljkc_a‘ ns-2, the OPNET
sir_nqlator is not free and requires the _end‘ user to pay for a license before being
able to g'ai‘n access tq th_e simula_tqr. The ag_qg_ireq ,Iicgnse‘ also gives the end user
access to OPNET support center. . ,
, T<h‘e MAC simulator will be implemented under the OPNET modeler

environment, due to the amount of support available. The OPNET modeler uses a
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three stage step to simulate any network: Network Domain, Node Domain and

Process Domain, as illustrated in Fig. 4.1.

4.2.1 Network Domain

The Network domain defines the top-level characteristic of the network to be
investigated, type of devices, number of devices, topology, network size, et cetera.
The interfacings required between the different network components are defined in
the Network domain. This stage can also be considered as the testing stage of the
simulator, where different devices are connected 'to simulate different types of
network. The network performance parameters to be investigated can include
delay, throughput, and so on, and these are. set and the results collected in the
Network domain, The OPNET simuilator allows for muitiple scenarios to be created
and simulated consecutively With little import from the user, after the initial
configuration have been stated for the first scenario, and this is accomplished by

using the Simulation Sequence tool.

4.2.2 Node Domain

. The Node domain is Used to define the specific elements or modules that
make up a device defined in the Network domain and the hierarchy in which these
modules are connected. Queues can also be implemerited in this domain. The

node domain has“diffe're‘nt types of connections.
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The Node Domain can be regarded as the implementation stage where

different modules when connected make up a device that is then tested in the

Network Domain.

4.2.3 Process Domain :

The Process domain defines the finite state machine describing each
module of the node domain. The logic of each state and transitions is implemented
in C/C++ code. In the Process domain all the orocesees for the modules defined in
the node domain are executed. The Process Domain is the point where all the
functions for the different modules are designed. The process domain uses state

machines to model the stages required by the module.

4.3  Network Configuratioh

The MAC: simulator will be implemented ona network structure that supports a
single channel with multlple users as obtamed |n a practlcal IEEE802 11 WLAN.
The essence is to capture a network topology that emulates an MS behavior in a
‘VVLAN The Moblle Ad Hoc Network (MANET) envrronment requires the MAC
simulator to 'operate r.n: the ‘Dl_strrlouted Coordrn,ated Fun'ctroh_ (DCF) mode. The
MAC simulator modifies the I‘E'EE802.11 ,MAC to reduce the probability of exposed
nodes occurring, recalll_‘ that exposed nodes occur when stations are within hearing

range but out of interference range.
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4.3.1 Node Model for MAC Simulator

Application
Manager
ZRP Routing “ *
4 ‘ 4
' T —» MAC Interface
A
4

Medium Access
Control

A

y

Receiver/
Transmiter

Mobility

Figure 4. 2 Node Model structure in OPNET

Figure 4.2 illustrates the no,de model structure for each MS in the IEEE802.11
WLAN |mplemented for MAC simulator. The relevant jayers of the OSI stack and
their functionalities are captured in the model

The Application manager is in charge of g’ener_ating ;the traffic load that will
be used in the simulation. MS’s in the network 'are designed to support only data
traffic and the data traffic is composed of file transfer using file transfer protocol
(ftp). The application manager randomly chooses an MS and then generates traffic
that will be sent to that MS. The application’manager is the end point of all data
traffic in the network excludmg dropped data traffic. The session inter-arrival time

for the data traffic is exponentlal because a data session is assumed to arrive
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following a Poisson process, Table 4.1. - The mean number of packets per

session is 300 per node second and a reading time of 1 second between sessions.
Two frame arrival rates of 10 frames/sec and 1000‘ frames/sec are used to
generate light and heavy network loads, respectively. In addition, the number of
MS’s in the network: generating traffic in the network is varied to increase the
offered traffic, .at a fixed mean session arrival rate. A fixed packet size of 2048
bytes was chosen to increase the load on the channel; packet sizes greater than

2048 bytes did not produce significant impact on the channel throughput.

Table 4. 1 Data Traffic Parameters

Parameter File Transfer (ftp)
Session arrival process Poisson

Number of packets per session - {1300

Mean inter-arrival time between frames 100ms, 1ms

Time between sessions 1s

Packet size , Fixed — 2048 bytes

The MAC interface handles incoming data packets from the upper and the
lower Iayers When data is received from the application manager the MAC
mterface quenes the ZRP routlng process to obtain a valid route to the destination
MS. Slmllarly, if a data packet is recelved from the Iower layer that has a dlfferent
MS as its final destination, the MAC interface also queries the ZRP routing process
for a valid route. If the ‘data packet is received from the lower layer and is destined
to this MS, the MAC interface forwards the packet to the application manager
The funct|ons of the ZRP routing process w1th parameters shown in Table

4.2, include mamtalnmg a routmg table of- MS s that are a hop away, ﬁndmg valid
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routes to MS’s that are not within 1 hop to the MS, removing stale routes from

the routing tab‘le, broadcasting a beacon at speciﬁ_c intervals to alert other MS’s of

its presence in the network.

Table 4. 2 ZRP Routing Information

Routing Parameters Value
Periodic broadcast beacon update | 1s

Number of périodic updates missed | 3
before route link broken
Table hop limit - [ 1hop

The Transmitter process is a physical layer process and it gives MS’s the
capabilities of transmitting data frames in the channel. The transmitter process
defines the physical layer characteristics such as the transmitter power, the
chan_nel_trartsmitting rate and the transmitting freqdency..:Tab‘Ie 4.3 shows the

parameters for data transmission. '

Table 4. 3 Transmitter Parameters

Transmitter Parameters .| Value:

Transmitting Frequency : 2.4 GHz
Maximum data rate : 11 Mbps
Transmitter Power - | 100 mW

Every frame transmitted by an MSA_is transmitted at the operating frequency
of 2.4 GHz and with a power of V'IOOmW.‘ These parameters correspond to the
specifi catlon of the IEEE802 11b standard |

The operatmg frequency and the transmlssmn rate of the receiver and the

transmitter have‘to match to setup a virtual connection between the MS’s in the



network. The Receiver process is also a physical layer process and its main

functionality is to receive data frames from the channel. The characteristics defined
at the receiver include the receiver power, the signal-to-noise (SNR) ratio, bit error
rate (BER) and any other fector that affects the reception of the data frame. Table

4.4 lists the models used at the receiver.

Table 4. 4'Receiver parameters

Receiver Parameters Value
Receiver Freguency 2.4 GHz
Maximum data rate 11 Mbps
Receiver Power dra_power
SNR dra snr
BER dra_ber
Interference noise dra_inoise

The received power is calculated ueing the dra_ power model, which utilizesq
free space propagation because ‘the‘en‘vironm.ent being looked at is an office layout
and the major cause of degradation will be path loss. The dra_snrmodel calculates
the strength of the frame signal over the background noise seen in the channel.
The interference caused by other frame transmissions is obtained from the
dra_inoiee model. The dra_'ber-modeljcal'cu!afes:‘ the prObapiIity of a blt being

received in error.

4.3.2 MAC Simulator Process Model

The MAC simulator process model F|g 4.3 models all the functlonahtles of the
lEEE802 11 MAC and also models the proposed modification to the MAC that are

lmplemented when the exposed node problem arises.
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Figure 4. 3 Process model structure in OPNET

A description of the states and transitions is given as follows:
A. Initialization (Init) -
All simulation parameters, variables, constants, characteristics, et cetera,

are initialized in this state.

B. Idle
The idle state ‘ié entered when an MS is idle and is not receiving or

transmitting any frame. The idle state is returned to if the buffer is empty.
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C. Higher layer arrivals -

When a packet is‘sent from the higher layer to the MAC interface, the higher
layer state is called. Packets received from the higher layer are then placed in the
MS’s'buffer. The buffer system implemented is the First In First Out (FIFO) queue
system. The buffer is of finite size and l'}as a finite size limit of 1.4 Megabytes.
Packets are dropped if the buffer size is exceeded. Based on a packet size of 2048

bytes (from Table 4.1), the buﬁer can accommodate a total of 716 packets.

D. Prepare frame to send

This state is executed just before a frame can be transmitted. The main
purpose of this s?ate is to format the next trahsmission into a legal frame format.
Legal frames sent to jch‘e transmitter progess include ‘RTS_, CTS control frames,

DATA frame (Fig. 4.4) and ACK frame.

Octets 2 2 6 6 6 2 6 02312 4

Frame | Duration/| Address | Address | Address Sequence | Address| Frame

Control] 1D |. .1 2 3 .| Control: |- 4 | Body |- FCS

Figure 4. 4 DA‘TA Frame Structure

E. Frame TX
The frame transmission (TX) is' used to deliver formatted frames to the

transmitter process for immediate transmission. An MS switches to this state under



: 70
the condition that the channel is idle or the MS is “exposed” to an ongoing

transmission.

F. Wait for response
Aifter a frame is transmitted the MS waits in this state until either the right

response frame is received or a frame timeout is reached, whichever comes first.

G. Backoff
The backoff state is implemented when an MS has to contend for the
channel. The backoff period is uniformly distributed between [0, CW - 1], where

CW €{CW,yn....CW,,, } Where CW depends on the number of times the MS has

tried to transmit the data frame. For IEEE802.11b, CW.

nand CW,_ are 31 and
1023, respectively. The MS sets é timér th;t decreases the backoff interval after
each idle slot with the.timer expiring at the end of the backoff period. The timer is
suspended if a frame is received-during backoff period. The backoff state is exited

at the expiration of the backoff timer or if the backoff timer is suspended.

H.  Defer

The defer state.is executed when the MS.has to defer transmission for a
period of time. The length of the defer period is dependent onthe NAV time. If a
frame arrives from the receiver process: while in the defer state, the frame is

ignored.
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l. Exposed

When a frame is received from the reCe'iver process and the defer state has
not been invoked, the exposed state is executed. The exposed state implements
the Intelligént RTS algorithm and resolves the conditions under which an MS can
transmit when a contr.ol frame is received from. thé recéiver proceés. .The
cdndition§ are listed bélow: | a o |

"+ The received frame is an RTS frame and the MS is the destination MS and

a CTS reply is needed.

» The received frame is an RTS frame and both the source and destination
addresses contained in the RTS frame do not match the destination address

-of the next outbound transmission from the MS.

J. Collect Statistics
This state collects the gtatistics that will be required in analyzing the overall

performance of the IEEE802.11 WLAN.

Tr'arisitign of one sFat’e to another is triggered by different events without any
simulation time"p_assing. The.events that trigger the state transition are as follows:
e The collect statistics and higher layer arrivals are global states and can be
triggered within any state. '
e The simulation starts from the initialization state and then proceeds to the

idle state.
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The Idle state transition to the exposed state is triggered when there is a

data frame to transmit and under éither of this conditions:

» The channel has been idle for a p'eriod'equal to or greater than the DIFS
- period.

= The RTS control frame is received from the channel.

The Exposed state dhénges its state to the fPre‘pare frame to send state to

format the frame that has to be sent.

The Prepare frame to send state moves to the Frame Tx stéte after the

frame to be sent has been formatted.

The Frame Tx state to the wait for response state occurs after the frame has

been transmitted.

If a frame is received within the: specified time period, this triggers the

transition of states between the wait for response .and the Exposed states. -

The Wait for response and defer states are triggered by a frame timeout.

A match of the RA and TA fields with-destination MS or if the frame received

is not the expected frame switches the Exposed state to the Defer state.

The Defer state to the Idle state occurs after the NAV time has expired.

The Idle state to the backoff state is triggered when there is data to transmit

and the MS has to contend for the channel.

The transition back to. the Idle state froh the backoff state is done after the

expiration of the backoff timer or if the backoff timer is suspended.



4.3.3 MAC Simulated Network Environment

Figure 4.5 shows an éxample network structure of the simulated WLAN,

configured with parameters listed in Table 4.5.
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Figure 4. 5 Simulated WLAN Structure showing 't.he initial node pfacement
(Distance Unit is in meters) :

Table 4. 5 OPNET Network Simulation Parameters: - -

Network Parameters

Index
MS 12 (maximum)
MS transmitting Variable [3,6,9 and12]
Data frame size Fixed — 2048 bytes
Topology Office
Size 1000mx500m
Wireless range 250m
Routing Protocol ZRP
MAC 1. 802.11 DCF

2. MAC simulator (Thesis proposal)

Mobility Random waypoint mobility
Inter-arrival rate Variable - 100 ms, 1ms
Max speed Variable [0, 1, 3, 5 m/s]
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44 MAC and Channel Simulation Parameters

4.4.1 .Radio Channel Environment

The distance be’tweeh the transm_itter.'a_‘hd the receiver, as well as the office
| Iayout affects transmissions over the wireless channel. As the distance increases,
the more likely the transmissions becorhe'“Vt_'J:lnerabl'e to phenomena’s like path
loss, multi-path, etc. The WLAN eonfiguratien ‘beihg_simulated only considers
transmission distortion due to path loss. Table'4.‘6 specifies thie propagation' model

chosen and its path loss coefficient.

Table 4. 6 Simulated Channel Parameters

Radio Channel - - = |Valuew =~ - - Comment

Parameter ,

Free space propagation |2 . Assuming an  office
' ’ environment

' 4 4 2 Slmulatlon Parameters Def mtlons and Representatlve Values

Table 4.7 lists the major parameters of the MAC srmulator specrfymg therr
representatrve values and comments where necessary The values for the

parameters for the IEEE802 11b are taken from [14, 15].
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Table 4. 7 Simulated IEEE802.11b Parameters

Physical Layer .| Value Comment
Parameter 3

Slot time ; 20us.

SIFS time 10us

DIFS time -| B0us

Min. Contention Window | 31

Max. Contention Window | 1023

Backoff Random [0,CW - 1] | CW,,, <CW < CW,,,, Min.
* Slot time

Data Frame rate, 11Mb/s

RTS . 20 octets

CTS 14 octets

DATA 2048 octets Support for variable data
frames without preamble
0-2312 octets

ACK 14 octets

4.5 |EEE802.11 MAC-level Performance Metrics
The required-performance metrics from the simulation are as follows:
o . System throughput
- 'Frame delay

The formulas for calculatmg these metrlos are as follows

Total correctly recezved frames

system throughput = (4.1)

. Simulation time .

- Frame delivery time - Frame arrival time

Average frame delay = 4.2) -

Total correctly received frames - .

4.6 \Verification of Slmulatlon Software
Verifi catlon of thé SImulatlon software is necessary to ascertain that the

simulation model is performlng as des:red The SImulatlon sequence was verified
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by tracing the simulation steps for a small fraction of time to make sure the

simulator was performing the right functions at each point in time. The simulation
was run with random seeds to ensure the simulation was in the steady state region
before the results were collected.

Simulation runs of duration 600, 900, 1800, 3600 minutes were performed,
the simulation output obtained betWeén 71 800 and 3600 minutes varied between +/-
10%. The simulation was deemed to‘ be in st'eadyc stete region between these
regions and a simulation length of 3600 minutes was chosen. The simulation
parameters codnters are reset after 1800 minutes and data for analysis is collected

in the steady-state period.

4.7  Validation of Simulation Outputs

The simulation outputs were validated by “comparing' with the results
obtained through mathematical analysis in Chapter 3. A confidence interval of 95%
for the simulation results was used when comparing with the mathematical
analysis. Fig. 4.6 shows the plot of the fhroughpUt obta'ihed through mathematical
analysie and the simulation throughput with a 95% confidence interval. Fig. 4.7
also shows the same type of plot for the transmission delay. It can be observed
from Fig. 4.6 and Fig. 4.7 that the analyﬁcal results fall mostly within the 95%
confidence fimits of the simulation. In Fig. 4.7, it is seen that, at high throughput,
the simulation results are different from the analytical results. This is expected

because the system is experiencing instability resulting in high delays. In the stable



region, there exists very good agreement between the analytical and simulation

results.
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Simulation Experiments

Two results were designed and conducted to study the performance
of the proposed MAC algorithm. The experiments are summarized as

follows:

Experiment #1: Impact of the probosed MAC enhancement algorithm on
network performance of the IE‘EE802.1 1b

Objective: Determine the effect of the Intelligent RTS algorithms on the
efficiency of the wireless channel and the influence on the average frame

delay.

Experiment #2: Impact of mpbjli_ty .on the Intelligent RTS algorithm.
Objective: Investigate the performance of the network when mobility is

introduced.

SUMMARY

This Chapter describes the environment that will be used to run and obtain

results from the simulation scenarios. First the OPNET. simulator, which is used to

build the virtual WLAN, is described with detailed explanation provided for the

different stages implemented. Next, the network configuration to be simulated is

outlined along with the simulation parameters used. This Chapter shows how the

performapce metrics, channel throughput and average frame delay, will be

collected. The simulation logic Wash verified using tracing technique and the
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simulation outputs are validated by the results obtained from the mathematical

performance 'analysis. Finally the Chapter concludes by outlining the simulation
experiments that were performed to generate performance results for the proposed
MAC algorithm. Presentation and dis“cuséion of the results form fhe topic of the

next chapter.'
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CHAPTER FIVE

SIMULATION RESULTS AND DISCUSSION

5.1 Introduction

The objective of this Chapter is to present the simulation results obtained
from the experiments performed in Chapter 4. This Chapter graphically presents
the key WLAN performance metrics of throughput and delay collected for different
network loads and for different mobility levels. Also, the factors that attribute to the

variations in the simulation are discussed.

5.2 Results and Discussion
5.2.1 Lightly-lo‘aded‘ht;tu./ork |

~ The results obtained from simulating a lightly loaded network are shown in
Figs. 5.1 to 5.4. The goal is to study the network performance as the probability of
the MS’s vying for the channel at the same time increasés while MS’s remain
stationary. From Fig. 5.1, it is observed that the channel th"i'oughput performance
increases as the number of MS’s generating traffic increases for the algorithms
presented. The channel thfoughput rate of change is aﬁpr'oximatély identical for the

three algorithms and this similarity is aftributed to the frame arrival rate. The frame

arrival rate is low with 10 frames arriving every second and hence reducing the
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probability of the channel being occupied when a frame arrives. Since each MS

is likely to transmit its frame when it -arrives, the network channel throughput
increases linearly as the load increases.

While Fig. 5.1 does not show any difference in the channel, the opposite is
the case for the transmission delay normalized with respect to successiul chanhel
time, presented in Fig. 5.2. It is observed from Figure 5.2 that as the number of MS
trgnsmitting increases the average delay a frame sees increases. Also, as the
number of MS transmitting increases thg qelay performance “of the proposed
algorithms is better than that of lEEEéOZi‘H. Since the'proporsed algorithm is
modified to solve the exposed node problem the imprbvement can be attﬁﬁuted to

the probability of exposed node being small in the simulated network configuration.

'0.022

— |EEEB02.11
" 0.02E — Intelligent RTS- S
— - Optimized Intelligent RTS

0.018

ghput

’ 0.016
0.014
0.012

0.01

Nar;-naliz'ed Channel Thmﬁ

0.008

0.006

4 5 6 7 8 9 10 1N 12
' Numberof‘MSTransmitting‘ S ’

0.004
7 3

Figure 5. 1 Channel throughput (low load) .
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Figure 5. 2 Average frame delay (low network load)

Figé. 5.3 énd 54 e>’<ami‘ne the networkr performance when 12 MS’s are
trarnsmitting but mobflity is introduced into the network. In Fig. 5.3, the channel
throughpui drops as the speed of the MS increases. By allowing MS’s to move
randomly in the network makes it difficult for virtual connections to be set up
betwéen MS’s. This could be due to diffeljent factors such as MS’s moving out of
transmission range, increase in the probability of exposed node, invélid routing
information, and increase in the probability of collisions if an MS moves within
interference range of an ongoing transmission. From Fig. 3.3, there are 1.4% and
1.5% improvement over the IEEE802:1'1 channel throughput using the Intelligent

- RTS and the optimized Intélligent RTS approaches, respectively. Although this
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shows a small improvement, it is noted as the network begins to change the

modified algorithms are able to take advantage of the exposed algorithms to

improve their throughput performance.
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) Figu-re 5. 3 Channel throughput with.moﬁility (Ibwi‘ngtwork load) -

Fig. 5.4 shows that the average frame delay increases asZMS speed
incu;eases. In addition, Fig. 5.4 shows a better average delay performance with the
Intelligent RTS and the optimized Intelligent RTS compared to the IEEE802.11.
The two proposed enhancement algorithms have very similar average frame delay.
This affirms the earlier conjecture that the probability of exposed nodes occeurring

in this network configuration is small.
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Figure 5. 4 Average frame delay with mobility (low network load)

5.2.2 Heavily-loaded Network

Figs. 551058 investigéte the effects the exposed node prbblem has on the
performance of a heavily loaded network. In Fig. 5:5, tr{e channel throughput
increases as the network load inc.reases and the Intelligent RTS and Optimized
Intelligent RTS show. a throughput improvement of 4% and 6% respectively. The
frame arrival rate for a heavily loaded network is 1000 frames/second and thus the

probability of exposed node occurring increases.



From Fig. 5.6, it is observed that as the load increases there is a rise in

the avérage frame delay." The Optimized ‘I':n‘telligent RTS and Intelligent RTS
algorithm offer a better average frame delay performance as opposed to the

IEEE802.11.
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Figure 5. 5 Channel throughput (high network load)

. Figs. 5.7 t0 5.8 Iook at the highly loaded network when MS’s are allowed to
move about in the network at different speeds. It is observed that the network
performan@:e of the nétwork deteriorates. The channel throughput (shown in Fig.

5.7) drops and the average delay (Fig. 5.8) increases as the MS speed increases.
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In Fig. 5.7 an improvement of 59% in the channel throughput is observed

for both the Optimizepl RTS _and the Intelligent RT_S as MS speed increases. The
Optimized Intelligent RTS and‘lnte-lligent R;TS also show performance improvement
in the average frame delay, as seen from Fig. 5.8. This shows that as the MS
speed increases the probability of expesed node.occurring also increases.

From the resulfs shown in this Chapter, it.is concluded that the exposed
node problem.has a negative impact on the performance of the IEEE802.11 WLAN
network, the network performance worsening with increased network load and
introduction of mobility. By implementing the Optimized Intelligent RTS and the
Intelligent RTS exposed node problem is solved, demonstrated through an

improvement in the efficiency of the WLANSs.
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5.3 Summary

This Chapter presenits and discusses the results obtained from the
simulation environment. The results presented looked at how the channel
throughput and the average frame delay were affected by exposed node problem
when different network loads were used. Also investigated was how the exposed
node problem affected the network performance when the mobility feature was
included. The proposed MAC algorithm exhibit an increase of up to 1.5% and 6%
in the channel throughput for a lightly-loaded network and a highly-loaded network,
respectively compared to the IEEE802.11. Increase in the channel throughput was
also accompanied with better aveéage frame delay. These results signify that by
implementing the proposed MAC algorithm fhe network performance efficiency of

WLANS is improved.
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CHAPTER SIX

CONCLUSIONS

6.1 Thesis Summary and Conclusions

In this thesis, the access problems affecting the performance of the
IEEE802.11 WLANS are addressed. There are two known issues: the hidden node
and exposed node pfoblems that have an effect on how MS’s gain access to the
channel. The IEEE802.11 standards commitiee has proposed a solution to the
hidden nod_e problem, however the exposed node problem remains to be solved.
The pﬂrpose of this thesis is to investigate the impact the exposed node problem
has on the IEEE802.11 by prdposing a technique, the 'lntelligent RTS to solve the
exposed node problem.

The Intelligent RTS uses information stored in the RTS control frame to
determine if its intended de‘sti_nat'ion is thg same as that in the TA and RA fields.
The MS then decides if a new fransmission can be established alongside an
ongoing transmission. A mathematical performance analysis on the Intelligent RTS
is performed. One of the performance metrics investigated was the throughput,
which showed a theoretical improvement of 15% to the maximum throughput
achieved by CSMA/CA with virtual CS, the protoc_oliused by IEEE802.11. The
other'perfo_rma‘nce metric investigated was the average frame delay, whigh also

showed a reduction in average frame delay when compared with IEEE802.11. The
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Intelligent RTS is optimized by also using routing information to assist in

predicting the destination identity.

A virtual . WLAN was built using the-OPNET simulator Vto investigate the
network performance of the Intelligent RTS and optimized Intelligent RTS under
real-life conditions. The. netyvork pgr_formancé was tested with varying network
loads and also with different levels of mobility. The simulated results obtained
showed that as the network load increased.the. maximum channel throughput
improved by up to 4% and 6% for the Intelligent RTS and optimized Intelligent
RTS, respeqtively. With the improved channel throughput, a reduction in average
frame delay is obtained with optimized Intelligent RTS scheme.

When mobility is introduced into the network, a .drop in the channel
throughput is observed. This drop in channel throughput performance can be
attributed.to MS moving out of range and MS Having stale routing information. The
optimized Intelligent RTS and Intelligent RTS adapt be_atter to the changing network
environment providing up to 59% improvement in throughput com:pared to
IEEE802.11 networks. The optimizéd Intelligent RTS and Intelligent RTS
approaches provide a finite average frame delay as the MS' speed increases. Iﬁ
contrast, fqr the IEEE802‘.11 scheme, the average frarﬁe delay increases with MS
épeed. _ |

~ Based on the‘ results obta_ined‘fo_r ‘thr_e lntglallligent RTS and optimized
Intelligent RTS schemes, it is concluded thaf the proposed schemes offer solution
to the exposed node problem resulting in imprO\}ed éfficiency ‘o‘f the IEEE802.11

WLAN. IEEE802.11 WLANS utilize the unlicensed ISM band, which has a finite
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radio spectrum regardless of the network load and by implementing the

proposed algorithms more hetwork traffic can be handled. The limitations of the
proposed algorithms include:
. Higher processing cost

* Requires the-virtual CS to be always switéheq on.

6.2, Suggestions for Future Work
In this section, future works that can be performed on the modified
algorithms are suggested as follows:

Building a WLAN test bed and implementing the proposed algorithms.

Redoing the mathematical analysis to account for thé DIFS and SIFS times
assigned by the IEEE802.1 1'.
. Analyzing the impact of the modified algdrithms on the power consumption
of IEEE802.11 devices. o
e Study the effect of changing the CTS control frame Structure to include a TA

field and introducing intelligénce to both tﬁe CTS and RTS contfol frames.
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