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ABSTRACT 

A theory of estimation of the regression parameter vector in 

the linear model, suitable for asymmetric departures from a symmetric 

error model distribution, is presented. 

Let F be the class of distributions that have the density 

(y) = (2 7r) 2 exp(—) for y E [-d,dj, where d is a specified number, 

and are arbitrary outside [-d,d]. This F reflects the type of departure 

from normality that is common in error distributions. Our model is 

= Ce + 

where X = (x1,. . ,X is the observation vector. C = ((c..)) is a given 

T 
matrix of n rows and  columns, 0 = (01,...,e)I5 the unknown regression 

parameter vector to be estimated and T = (c 1,...,) where the e 
.11 are 

independent identically distributed random variables with distribution 

0 E F. Let 'I' be the class of smooth skew-symmetric functions that vanish 

outside [ - c,c] where a depends on d in a realistic fashion. 

In the case where a is known (say a = 1), we estimate 0 by solving 

the system 

n 

i X 1 cj7 - 0.) = 0 k= 1, . . ., p 

iteratively, using an 

estimator T = T (p) 
n n 

where p E 1Y, 

appropriate initial value. We show that the resulting 

satisfies 0 and T is asymptotically multi-

variate normal with mean 0 and covariance matrix given by 

iii 



i2 (y) y)dy cTc 
c_i  -c  
0 Ic 

-C 
7(y)dyJ 2 where CO = fl 

l— 

The The problem of identifying robust members of the class E Td 

is considered when G E F and also when G has, in addition, small contami-

nation of its normal centre. 

In the case of scale unknown, we proceed in two ways, both of which 

ensure scale invariance of our estimators of 8. The first involves getting 

a prior estimate a of a and solving iteratively the system 

P 
2- - .. e. 

C. 
a n 

The second involves the simultaneous estimation of 0 and a by solving 

iteratively the system of p + 1 equations 

I. 

C.k 

Z. - .. e. 
j=l c a 

a 

X. -  C.71  
j=l a 

a 

where p(y) = 

- 

0. 
a 

-0, k=l,...,p 

( p 
X. - c.. 0. 

j=i 1-a a 

a 
P 

Z.-c..0. 
j=l e a 

a 
-a n =0, 
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INTRODUCTION 

A class of estimators of a location parameter was introduced by 

Huber (1964). The asymptotic properties of these estimators were 

studied and members of the class which are robust against symmetric 

departures from a symmetric model distribution were identified. 

Collins (1976) adapted Huber's theory to allow for asymmetric departures 

from the model distribution. Several authors have extended Huber ts theory 

to the estimation of the regression parameter vector in the linear model. 

A serious inadequacy of the theory in the literature is either an assump-

tion that the distribution of the errors is symmetric or else an assump-

tion is made that is not much weaker than the assumption of symmetry. 

The purpose of this work is to present a theory of estimation of the 

regression parameter vector in the linear model that is suitable for 

asymmetric departures from a symmetric error model distribution. We first 

give some essential background material. 

In the location problem, Hubar's P4-estimators are defined as 

solutions of equations of the form 

n 
(1.1) X-O) = 0 

i=1 

where p belongs to some suitable class of functions. If the distribution 

of the independent identically distributed random variables is only 

approximately known, Huber's minimax criterion is to choose that estimator 

1 



of the location parameter which minimizes the supremum of the asymptotic 

variance over all distributions in a neighbourhood of a model distribution. 

Collins (1976) considered the location problem when the distribu-

tion of X. is an asymmetric departure from a model distribution. We give 

some of the elements of Collins' work. 

Let F be the class of distributions defined by 

(1.2) 0 E F => 

( 4(y), y E [-d,d] 
G(y) = 

t arbitrary, otherwise, 

where is the standard normal cumulative and 

d = 4)-1 (l -  ) for some "reasonably small" a. 

Let 'P be the class of all mappings of 1R- -9- such that 

(1.3) i4 E  -_ i is smooth, skew-symmetric, vanishes outside 

{-c,c], is non-negative on [O,c] and not identically zero 

on [O,c] 

The choice of c is determined judiciously - for example, the "influence" 

exerted on (1.1) by tail observations is cut to zero. 

When p K 'Iç, (1.1) has multiple roots. Using a good starting 

value in the iterative solution of (1.1), Collins derived estimators 

T  that are consistent and asymptotically normal. The asymptotic 

variance turned out to be 

fC 

I p2(y) y)dy 

i(y) 4'(y)dy 2 
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where 4) is the standard normal density function s Note that (1.4) is 

independent of G E F. Its infimum was shown by Collins to be attained by 

( .r if IxI C 

(1.5)  

1 0 otherwise, 

so that 4) (or, equivalently, the estimator corresponding to *) is most 

robust in the sense of Huber's minimax criterion, but only formally since 

EIP 
C 

Then Collins extended the class F in (1.2) to consider, in addition 

to completely unknown tails, a small amount of symmetric contamination of 

the normal centre and solved the minimax variance problem. Collins (1977) 

gave mild necessary and sufficient conditions for the parameter to be 

identifiable in this model. (By identifiability of a parameter 0 in 

a model {G(x-0), G E H, H some class of distributions}, we mean that there 

do not exist OP e2, el i 02 and G1,G2 E H such that 

G1(x-0 1) = G2 (x-02) for all x.) 

Collins (1976) extended the results to the case where an unknown 

scale parameter is present in the model. 

Now consider the linear model 

(1.6) X. = 

where 

X = (X1,...,X)T is the observation vector (T denotes 

transpose), 0 =  

vector to be estimated, C = ((c ij )) is the design matrix and 

is the unknown regression parameter 



= (E131 . . is the error vector. The c are assumed to be 
P 21 

independent identically distributed random variables. 

In estimating 0, there are, of course, several assumptions that 

can be violated, e.g., the error distribution may have longer tails than 

supposed (this can be caused by a few grossly erroneous observations, for 

example), the model may not be quite linear, there may be deviations from 

the assumption of independence of the errors, systematic inhomogeneity of 

variance, etc.. In our work, we shall be concerned with distributional 

robustness, i.e., in deriving estimators that behave well under small 

changes of the distribution of the errors. 

The classical solution to the problem of estimating 0 is to rainimi ze 

the sum of squares: 

n P 
(1.7) (x. - C1. e.) 2 = mm! 

i=l j=l .1 a 

or, equivalently, to solve the system 

IL P 
(1.8) Cik (X - ' c. Os.) = 0  

i-1 7=1 

This classical approach is highly sensitive to heavy tails in the distri-

bution of the errors. The resulting estimator may not be consistent and 

is not efficient. Note that, by the Gauss-Markov theorem, (robust) 

alternative estimators must be non-linear in the observations. 

One method studied by Relies (1968), Huber (1973) and Yohai (1972) 

is to replace the square function in (1.7) by some less rapidly increasing 

function p. The resulting family of estimators (Huber 14-estimators) are 



then the solutions of 

n P 
(1.9) ' p(X - C... 0.) = mini 

i=l j=l 

If p is convex and has a derivative i, (1.9) is equivalent to 

solving the system 

(1.10) C (X - c. 6.) = 0  

The assumption that the error distribution be symmetric or that 

EiP(c) = 0, where E denotes the expectation operator, has been made. 

(The consistency condition EP() = 0 is not easy to satisfy as and 

the error distribution G range over some classes unless we assume G is 

symmetric.) 

Under a. variety of additional regularity conditions, various authors 

(Relies (1968), Hubr (1973), Ybhai and Naronna (1979)) have proved the 

consistency and asymptotic normality of the estimators derived from (1.10). 

fluber's robustness results carry through due to the form of the asymptotic 

covariance matrix. Bickel (1975) introduced one-step (M) estimators in 

the linear model.. (hese are solutions of a linear approximation to the 

system (l.10))and showed that their behaviour is much like the actual 

roots of (1.10). Results corresponding to those above were obtained when 

scale is also unknown. The case where p, the number of parameters, is 

allowed to increase with n, the number of observations, has also been 

treated, but in our work we shall consider only fixed p. 

We shall take as our starting point the model (1.6) and extend the 

current theory of estimation of 6 to allow for error distributions that are 



asymmetric departures from a symmetric model distribution. With 4 E 'F, 

where 'P is given in (1.3), we consider the system of equations (1.10) 

(note that p2- corresponding to our are not convex). Now, the system 

(1.10) has multiple roots when ilj E 'F. One procedure open to us is to 

solve (1.10) iteratively with some good starting value. This is the 

procedure we adopt, making a restriction on the design matrix C to give us 

our initial value. We consider first the case where Var(c.) = a2 is known 

(so that, without loss of generality, a = 1), deferring the case of unknown 

scale to Chapters 7 and 8. The distribution G of e. is first taken to be 

a member of F, with F given by (1.2). We obtain estimators T = 

of 0 that are consistent and we find that 

(C 

J p2(y)(y)dy 
-C  

2 

(y)dy) 

T 
where C0 = lim , the limit being 

n--co 

shown to exist and be positive definite. 

The efficiencies are independent of the design matrix and (see 

(1.4)) the optimality results of Collins (1976) apply. 

In the case of symmetric contamination of the normal centre, the 

miniinax results of Collins in the location case apply to our linear model. 

In the case of scale unknown and G E F we separate our treatment into 

two sections. In Section 7, we propose an estimator aA of a which satisfies 



a (following Collins (1976)) where the biasing factor is unknown, 

but close to 1. Solutions of 

(1.12) 
i=l 

X. 
2-

p 
- C. 

j=l 2-s-'  

a 
n 

0. 
a 

=0, k=l,...,p 

then yield scale invariant estimators of 0. We solve (1.12) iteratively, 

with in some appropriate class, using the same starting value as in the 

scale known case. We again derive a class of consistent and asymptotically 

normal estimators of 0. The asymptotic covariance matrix of n2 T is 

given by 

-1 fC 0 2(y) (8y)dy 

(1.13) C0 
(') 

In Section 8, we ensure scale invariance by solving a certain system 

of equations simultaneously for 0 and a. This system is 

(1.14) 

I P 
X. - C.. 0. 

fl 2- 
r J. 

•L C < 7 ) 

i=l a 

-, p 
X.-7 C. .0. 

n 11 1-
J) 

r-y 
where p(y) = j x)dx 

a n - = (n-p)E[Ui(U)-p(U)] 

and where 

=0, k=1,....,p 

p 

p 

X.- : . .0. 
2- j=l a a 

a 
-a = 0 
n 
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U has the standard normal distribution, or, what turns out to be equiva-

lent as far as the value of a n is concerned, U has the standard normal 

distribution in [-d,d] and arbitrary outside [-d,d]. We use the same 

starting value for 0 as in Section 7 and the scale known case, and we 

use the a n of Section 7 as our starting value for a. We contend that 

for n finite the estimators of 0 derived from (1.14) are superior to 

the corresponding estimators of 0 from (1.12) because, instead of using 

a fixed estimator of a throughout the iteration process, as (1.12) does, 

we, in (1.14), improve our initial estimator of a at each step of the 

iteration process. Finally, optimal estimators in the scale unknown 

case are proposed. 



BASIC MATHEMATICAL CONCEPTS AND RESULTS 

In this short section, we will review some basic concepts and 

results from linear algebra and p-dimensional calculus, for we shall have 

recourse to use them frequently in our work. (See e.g., Simmons (1963) 

and Ortega and Rheinboldt (1970).) 

We first recall that any two norms, jjl and on a finite-

dimensional linear space N generate the same topology. This is equivalent 

to saying that there exist constants c2 > 0 such that 

(2.1) c llxll jjx 2iIII for all x E N 

This usually permits us to use an arbitrary norm in our work and we will 

do so, except where we specify otherwise. 

Let L(I1') denote the (linear space) of all linear operators on 

where is the set of all (ordered) -tuples of real numbers. 

becomes a normed linear space under the operator norm: 

(2.2) 11EII = sup UNtil 
UtI!=l 

and this equals 

N E L(i) 

sup J!EtII = sup UNtil 
!!ill iltlkl 

= inf{K:K 0 and UNtil Xiltll for all t} 

L() 

In our work, context will indicate whether a letter denotes a linear operator 
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or its matrix representation. 

For E,F E L(IR'), the multiplicative property 

(2.3) IIEFI IIEIIIIFII holds 

If we equip /RP with the 11-norm: 

IIIIl = j1ltil then, if e.. denotes the (i,j) th - entry of the 

matrix E, we let JJEfl 1 denote the matrix norm and have the result 

(2.4) JEI! 1 = max 
1j i=l 

Next, we have the perturbation lemma: 

(2.5) if E,F E L(W) , E invertible with IIE 1fl a and if 

where t3ct < 1 , then F is invertible and IF II 

It follows from (2.5) that: 

< a  
- l-a3 

iiIE-Fil fi 

(2.6) if E :/RP -- LQR') is continuous at to and E(t 0) is invertible 

then there exist 6,y > 0 such that E(t) is invertible and 

IIE(t) -'II <y for all t E 

Moreover, E(t) 1 is continuous in t at 

Here,S(to)6) = {t : 

P 

For the remainder of this section, F will denote a mapping from 

DC/R into fl?. We recall that 

(2.7) F is Gateaux- (or G-) differentiable at an interior point 

t of D if there exists a linear operator E 

for any (2 E,?-

L(fl) such that, 
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(2. 8) urn (-)JlF(t+ah) F(t) - aEhl! = 0 

The linear operator E is denoted by Fl(t), is unique and, by (2.1), 

is independent of the particular norm on II#. 

If F is 0-differentiable at each t E D0 mt D, then for each 

t E P OI F'(t 0) is a linear operator; that is, F' is a mapping from 

D0 into LE). In particular, F' is continuous at t E D0 if 

(2.9) JjF'(t+h) - F'(t)jI + 0 as IhIJ + 0 

We recall further that 

(2.10) F is Frechet- (or F-) differentiable at t E int(D) 

if there is an E E L() such that 

(2.11) urn (--)IIF(t+h) - Ft - Eh 11 0 
+o IL 

This E is again denoted byF'(t). 

If we write F = (f1,f2, ... ,f)T (T denotes transpose), then the 

matrix r.epresentation of Fl(t) is given by the Jacobian matrix: 

(2.12) F'(t) = 

where 6 AM 

- S1f(t), . . .th - 

is the partial derivative of f(t). 

We note that: 

(2.13) if F is F-differentiable at t, then F is 0-differentiable at t. 
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On the other hand, 

(2.14) if F has a G-derivative at each point of an open neighbourhood 

of t and if F' is continuous at t, then F is F-differentiable 

at t. 

We observe also that: 

(2.15) if F is F-differentiable at t, then F is continuous at t. 

The last statement is false for G-differentiability. 

We also note that: 

(2.16) F' is continuous at t <>.all the partial derivatives 

5.f. are continuous at t. 

The mean value theorem for mappings f:1R° +' does not have a direct 

analogue for mappings F:ll? -ii (p > 1). An alternative that we shall 

use on a few occasions is: 

(2.17) F:D c/fe /R' is G-differentiable on an open convex set D0 c D 

and t,s K D0, then Ft - Fs = B(s,t)(t-s) , where B(s,t) E L(') 

is given by 

,6f1(s+a 1(t-s)) - 

B(s,t) = 

- 1f(s+a(t-s)), . . . ,f(s+a(t-s)) 

for some a1 .. E 

In general, the a. will all be distinct and B(s,t) will not be the 

G-derivative evaluated at an intermediate pcint. 
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(2.18) (Corollary to Leray-Schauder theorem.) 

Let C be an open bounded set in e and assume that F:C C kip --

is continuous and satisfies (tt0)TF(t) ? 0 for some t E C and 

all t E C, where C denotes the boundary of C. Then F(t) = 0 has 

a solution in C. 

(Note that the same result holds if (t_t0)TF(t) > 0 is changed to 

(t_t0)TF(t) 5 0.) 

(2.19) Assume that F:DC is continuously differentiable on the 

open convex set D and that for any p points ti,. . .,t, E D, the 

matrix 

1./ 1'.. 
4:. 't), . . . 

is invertible. 

- S1f() I sf(t) -. 

Then F is one-to-one (see Ortega and Rheinboldt (1970), p. 140.) 
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MODEL AND CLASS OF ESTIMATORS 

We fix a, 0 < a < .5 and set 

(3.1) d= _1(l -.) 

Y '-2 _.2 
where y) = (t)dt and t) (2ff) 2exp(-j---) . A class of distri-

-00 

bution functions F is defined as follows: 

(3.2) G E F if and only if there exists y E (-. , ) such that 

G(y) = y + y) for all y E [-d,d]. 

We set 

(3.3) k = + 

and 

(3.4) c = d-k 

Our model is: 

(3.5) X = Ce + 

where X = (X1, ... ,X)T is a vector of n observations, C = ((ci .)) 

is a given matrix of n rows and p columns (the design matrix), 

)Tis the unknown regression parameter vector to be 
P T 

estimated, and c = E; n) is the error vector. 

We assume that the e. are independent, identically distributed random 

variables with distribution function 

14 
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G(-) where G is known to be a member of F. 

We shall assume a to be known here (so that, without loss of generality, 

a = 1,) deferring the case of scale unknown until chapters 7 and 8. 

We will now make a restriction on the design matrix. 

Let q1 ,.. . ,q be fixed positive weights and for each positive integer n, 

let q 1(n),. . . ,q(n) be weights such that q(n) + q• Since the theory 

we present is asymptotic and since we can arrange q(n) -•- qj through 

a sequence of rationals, we may assume nq(n) to be an integer. 

Now assume that the first nq1(n) rows of C are the same, that the 

next nq2(n) rows of C are the same, and so on. That is 

C= 

C 11 , . . . ,C 1 

• . 

C ,.. 

fll np 

a , . . . 

11... iP 
an, . . . 

a21, : : • a2 

a21, . . . a 2P 

,a 
P ••• pp 
a ,... ,a 
P pp_ 

} 
} 

} 

-'-nq 1(n) times 

+ nq2(n) times 

+ nq(n) times 

(Repeating rows of design matrices is not a serious restriction (see 

Draper and Smith (1966), P. 28). For our purposes it will help us in 

getting a good initial value for solving a certain system of equations 

that has multiple roots. The problem could be overcome by minimizing a 

certain functional instead and there are other possibilities also.) 

We let A be the matrix whose (i,j)-- entry is aii , that is, 

A = ((a..)), and we assume that 
p xp 

B = A1 = ((b..)) exists. 
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Now set 

(3.6) = median of {X1,.. . ,Xnql } 

}, = median of nq1+1,...,x nq2 

M = M = median of {x ,...,X } 
P p,n nq 1+l nq 

and set 

(3.7) M= M = 

Next, let 0* = 0 = (O,...,OpT be the solution of the system 

Ae=M, so that 

P 
b.. M. 

j=1 

(3.8) = BM = 

Strictly, we should write 0(X) in place of 8. Such notational brevity 

is common in our work. 

Now let 

(3.9) m(G) be the median of the distribution 

(3.10) ** = m(G) 

'p 

b.. 
j=l 

p 
b. 

j=1 

G and set 

m(G) 

which equals B 

1. m(G) - 
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We note that whatever the distribution G may be, 

(3.11) ly = m(G) for all j=1,...,p. jn 

[One way of seeing this is to recall that the variance of a sample 

quantile is of ordern 1 for largen:(seeCramer (1946) p.369) and 

then Chebychev ts inequality gives the result.] 

Then using the l - norm or iá', we have - 

P p 

= b. {M. - m(G)] 
i=lj=1 a a 

pp 
51 1 b JM - m(G) 0, by (3.11). 
i=l j=l 

Thus, we could have defined e by: 

(3.12) Plim e* 

where P1im denotes limit in probability. 

We define a class T of mappings from h?' top?' as follows: 

(3.13) DEFINITION: 

P E T if and only if is smooth (continuously differen-

tiable), skew-symmetric., vanishes outside [-c,c] and satisfies 0 

on [O,c] but ip 0 on [o,c] 

We propose to estimate 0 by solving the system 

(3.14) (Xi j=l 

for 0,where iIE!'. 

Clearly, since I' vanishes outside {--c,c], (3.14) has multiple 

roots, with probability one, even asymptotically. We shall first show 
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that any solution of (3.14) is location invariant, so that later, in ana— 

lysis of the behaviour of the estimator we shall propose for the true e, 

we will be able to assume without loss of generality that the true value of 

B is 0, for the purpose of simplifying notations and calculations. 

We are to show that if 01(X) is a solution of (3.14) then 

(3.15) 01(X + Ct) = 01(X) + t where t E 

To prove (3.15), we replace A' by A' + Ct in (3.14). Then (3.14) becomes 

(3.16) 

(3.17) 

n 

i=l 

n 

i=l 

Cik (Xi + • c t - j1 cij  eJ = o. k = 

(x1 - j1 c (e_t)} = 0 • k = 

But (3.17) is of the same form as (3.14) with e becoming e.—t.. 

.th 
0— 

Thus the j-th  component of the solution of (3.17) minus t. is the 

component of the solution of (3.14) 

i.e., solution of (3.17) minus t = solution of (3.14); 

i.e., solution of (3.16) minus t = solution of (3.14); 

i.e., 81(X + Ct) - t = 01(X), proving (3.15). 

Thus, 

(3.18) any solution of (3.14) is location invariant. 

In vector form, the system (3.14) reads 

(3.19) 
1=1 

n 

Cu 

C . 

-i-p 

P 

j=1 

p 

j=1 

C .. 
Si 

C. 
-i-a 

0. 
a 

0. 
a 

=0. 
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We set 

P 

(3.20) D= {t E: max I Y a . t.I k } 
j=1 

= {t E E 

rj C 

and introduce the process {F(t):t E D} where 

(3.21) F(t) = 

n 
1 
n. 

n 
1 
n. 

C. 
2-1 

C. 

14) 

lj) 

1x. P 

- 

j=1 
C. 
2-C 

•1;. 
C 

t.) 

Note that the set of solutions of F(t) = 0 coincides with that of (3.19), 

trivially. 

We further introduce the mapping F:D +1R' defined by 

(3.22) F(t) = 

(j1 ail qjE k_.1aijtj 

a. q E0 (x - j=1 tJ1 

31 

p 

where X - a.. t. has distribution C and where E denotes the expectation 
j=l 2-0 C C' 

operator under the distribution G. We call F(t) the asymptotic deterministic 

version of F(t). 

In solving the system F(t) = 0, we would like to ensure that .the 

resulting estimator is a consistent estimator of the true 0 

We require a "good" starting value for some iterative method of 
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solution. Now, we will show in Section 5 that 

(3.23) sup {IIF(t) - F()II:t E DI 0 

For the moment, we interpret this loosely by saying that the process 

IF (t), t E D} resembles the function {F(t), t E D} asymptotically. 

Further, in Chapter 4, we will show that: 

(3.24) the solution of F(t) = 0 

by Newton's method with starting value e** is the true 0 

Then (3.12), (3.23) and (3.24) lead one to suspect that if we 

solve the system F  = 0 by Newton's method with starting value 0, we may 

arrive at a consistent estimator of the true e. (This turns out to be true, 

as we show in Section 5.) Accordingly, for a fixed p E T, we define the 

sequence IT = n = l,2,...} of estimators of the true e as follows: 

(3.25) DEFINITION: 

0 1 Set  0 and form the sequence 

= - F(tk) F(t <) , k = 0,1,2,... 

Then set 

i k . • m t , if thi s 1imi_ t exists 

otherwise 

In Section 5 we will be required, of course, to examine if the iteration 

process is well-defined - in the sense of establishing the invertibility 
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of F'(O <) and the boundedness of IF(O7<)-1II , k = 0,1,2,... 

k 
We note that since convergence of the sequence {O } can never be 

determined, (3.25) 

tion of a location 

is not actually an algorithm. In the case of estima-

parameter, Collins (1976), P. 71, gives an approximate 

algorithm, which can be applied here. We remark also that the idea of 

first solving F(t) = 0 (instead of immediately tackling 

is a mathematically very simplifying technique. 

Finally we make the remark that we chose to use Newton's method of 

solution for the elegance and simplicity of its form, in addition to its 

- fast rate of convergence (e.g., quadratic convergence  lit k+1 

11 k 

- which holds 

difficulties can 

<+' 

under quite natural conditions). In actual practise, 

arise in applications of this method. In specific 

the system F  = 

- toll 

provided the t  are sufficiently close to a solution 

cases, it should be possible to make suitable modifications. 

(see (5.6).) 



NEWTON'S METHOD SOLUTION OF THE 

ASYMPTOTIC DETERMINISTIC EQUATION 

As outlined in Section 3, for a first step in showing that 

defined in (3.25), is a consistent estimator of the true parameter vector 

0 in the model (3.5), we intend to show here that the Newton iteration 

method of solving the system F(t) = 0 with starting value 6 is the true 0 

(see (3.22), (3.10) and (3.11)). Because of (3.18) ewill, without loss of 

generality, assume from now on that the true value of 0 is 

We have 

(4.1) F  = 

p 
a. q. 

i=l 1- 

E  (x 
P 

- a.. t. 
j=1 147 

- a.. 
1/ t. --1 -t7 3 

0. 

tED, 

where D is given by (3.20). We note first that for each i. = 

(4.2) E  j1 t.J - j=l tJdG() 

a 13.. 

since 'p vanishes outside [-c,c] (see (3.13)). 

t .idG() 
3) 

From (4.2), (3.20), (3.4) and (3.2) we see that 

22 
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P C 

j l ii fc (4.3) EG - a 1=  (x) j + l a t j]dx 
=.. = 

Noting that (4.3) is independent of G E F (this was partly the motivation 

for defining c as we did), we may drop the subscript G in (4.3) from here on. 

Observe next that for any i,k where i, k1, 2, ..., p , 

P p 
4.4) E(X - a 1 = f (x)—ft  x 1-ti+ a.. 

j=l j -C   

p 
This follows from the continuity of p(x)f + a 1 and the 

j=l 

(existence and) continuity of the partial derivatives of 

"x)( + a.. t.] with respect to t  (k1,...,p). 

P 

We now check the continuity of f E+ -  . a. . t. 
k i-i ti ti 

let r K D. Then for s in a neighbourhood of r, we write 

p 
oEpfX- a.. t. 

j=l 1-7 

6t  

f-C I(x)I 

P 
ô E ijX - a11. t. 

j=l  

t=s U-  

t 4 1- 
1 

j=l  

Stk 

t=r 

p 

6• + I ( a.. t. 
j=i i- a 

o 
t=S tl 

I-

in t K D 

dx 
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(4.5) 

We write 

Ia kI 

( p 
jJ a. .t 1 

13  
Cl  

fStk t=s 

-( p 
a.. t. 

' j=l •' 

6t  t=r 

whenever js-rJ < 

(X j=l ii J 
+ a t 3... 

6t  t=s 

P 

++ a. t 1 
j=l i 

6t1 

<S 

p p p p 

(X+J = 1a. .r. a. .r.l - a. .8i (X+,l a. .8. 
) . ) -i 1-17 

f 
+ 

p 
a. .r. 

j=l 
(.ajjrjJ - (ajjsjJ 

p p 
a. r. a..e. 

j=i' ' 

(p 
fx+ a. .s. 

3 

and the rest of the proof is elementary using continuity of the functions 

I P P 
a.. tJ and t± a.. t. 

J j=l ?IJ 0 

Next, we observe that each of the p components of our function F is 

I P 
just a linear combination of the E - a.. t .J , i1,. . . Ip 

j=l 

Accordingly, we have: 

(4.6) LE•1NA: 

The partial derivatives with respect to t1,.. .,t of the p 

components of the fw'zction 
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(x 
jP1 ?-j J 

F(t) = 

E(X _jx 1aijtjb 

(exist and) are continuous on D 

We now prove 

(4.7) THEOREM: 

a) F is G-differentiable on D ; 

b) F' is continuous on D ; 

c) F is F-differentiable on D ; 

d) F is continuous on D 

Proof: 

Let t E D and let Pd = M(t) be the matrix of partial derivatives 

of F, i.e., 

aq Ep(X- 1. a. 1q Ei(X-. t 
i, ) 1 p 

(4.8) N = 

o - 

-— aq Ep(X- pi •1.0 a.1-p q. Ei(X- a.. 7 t.) 
1- - 

To prove a), we will show (see (2.7)) that this U satisfies 

(4.9) urn ()DF(t+ah) - F(t) - aAthll = 0 , h E EP 
a+0 

I V Using, e.g., the 11-norm: IJsfl = Ejs.J , s E9  , we have 
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IIF(t+ah) - F(t) - aMhll1 a 

a <q Ep(X- a. .(t.+ali.)) - a <q Eip(X- a. .t ) 
1-a j 1_a 7 a i j 

k  ik 

ah r aq E*(Iy a t ) ii j I r L r 7 j 

a (t.+ah )) - Ep(X- a. .t.) 
ii ê a aa 

- a I h a. .t.) 
r 

r r j 

so that, to prove (4.9), it suffices to show 

(4.10) 

1 
a 

1 
a 

a. .(L .+ah.) - Ei(X- a. .t.) 
1-a a a aa 

a a 

hr 6-  E (X- a1 .t.) -+ 0 (a •+ 0) , 

for each i = !,.. . ,p 

Now, from (4.3) and (4.4), the expression in (4.10) equals 

C 

I )x+ a. (t +ah )) - f (x)+ a. t.) 
i -C j 1a -c 

IC 

-ah (x)--(x+a t) 
r 6t . jjj 

r --c r . 

a (t.+ah )) - (x+ a. .t. 
f -C a a Ii aa 

- a (x+j a. .t.) I a. h 

j l-aa 

a (t.+ah ))- 4(x+ a..t. 

a a 
- a a. .t.) I a. h 

j Ij J irr 
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Thus, to prove (4.10), it suffices to show: 

(4.11) a. .(t. a i +ah )) 1- a. .t.) 

. 

- a a. .t.) . a.. h. 
1-aa 2-ê a a 

-) 0 (a -•- 0) , 

for each x E [-c,c] 

When ij = 0, (4.11) is trivial. 

a 

For those values of h for which ah. r 0, set 

a 
h=a..?-ah., t=x+a..t., =ah 

J a a 
and then proving (4.11) is equivalent to proving 

=0. 

But this is the definition of 4'(t). Thus a) is proved. 

Now b) follows from (4.6) and (2.16); 

c) follows from a), b) and (2.14) 

while d) is proved by c) and (2.15). 

This completes the proof of (4.7). o 

(4.12) REMARK 

We are now in a position to state and prove the main result of 

this section concerning the Newton's method solution of the system 

F(t) = 0. A careful examination of the theorems in Sections 10.1 and 

10.2 of Ortega and Rheinboldt (1970) (in particular 10.1.3, p. 300, 
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10.2.1, P. 311 and 10.2.2, p. 312) show that, under certain conditions, 

certain iteration processes, in particular Newton's iteration process, 

will converge. The key point, however, is that while these theorems are 

instructive they are most non-constructive. Their drawback lies in the 

fact that while they guarantee convergence if we start in a sufficiently 

small neighbourhood of the target value, they do not guarantee convergence 

if our starting value is in a "pre-chosen" neighbourhood (see Ortega and 

Rheinboldt (1970), P. 302, p. 317 and p. 381). 

We aim to show that the Newton's method solution of F(t) = 0 with 

starting value O** (see (3.10)) converges to 0. Now, with D given by (3.20), 

we shall see that O** E D = jut D (O** may be any point of D), but we should 

have no reason to suppose that D is a small enough neighbourhood of 0 to 

permit convergence of the Newton iterates to 0 if we start anywhere in D 

(although, as we will soon show, D is sufficiently small). Originally, 'we 

thought of using the Newton-Kantorovich Theorem (see Ortega and Rheinboldt 

(1970) and Ortega (1972)) to give us our neighbourhood. However, we decided 

against this in view of the fact that the conditions of that theorem are 

usually very difficult to verify in practise. In any case, the importance 

of that theorem perhaps lies more in giving us error estimates and in 

ensuring that a given system does have a root, than in giving us a "starting 

neighbourhood". Our choice of D was suggested by an examination of the 

corresponding situation in the case of a location parameter (Collins (1976)) 

and the starting neighbourhood (-k,k) found there. 

For notational convenience in future we shall often write: 

Ei(X-j a.t.) = Eip. 
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and 
a1-a. .t.) 

a j  
a1_a. .ta.) 

- Ep 

in cases where no confusion can arise. 

We now have: 

(4.13) THEOREM: 

a) F(0) = 0 

b) O**ED; 

c) F'(t) is non-singular for all t E D 

d) The Newton iterates 

tk+1 = tk - F (t) 1F(tk) , k = 0,1,2,..., 

with starting value t = are well-defined) remain in D and 

converge to 0 

Proof: 

so that 

We have 

F(t) = 

F(0) = 

a 1q EiI.i(X at.) 

a. q. E\b(X- a. .t.) 
1_p 1_ 

a. q. E* (X) 

a.q. E(X) 
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so, to prove a) we will show that Eqi(X) = 0. But, 

C 

Ep(X) =  x)4(x)dx , by (4.3), 
-C 

and the result follows by symmetry of and skew-symmetry of . 

We next prove b): it is easy to see from (3.2) and (3.3) that 

m(G) E (-k,k). Then 

'm(G) 

= B 

m(G) 

E D because 

E (-7<,k) 

To prove c), fix t E D and write 

a. q. EiJ.(X-j at) ' - aq E1P 

F  = 

P 1- q. E*(X-Z a.t.) 
l-

ajPqj EtP 

in a notation previously introduced. 

We have, by (4.7), that F'(t) exists and its matrix representation 

is given by (4.8): 

F, (t) = 

a. q. 'S 
'St 1 

Eb. 31 

' aq ----- E* 
, . . . , aq -s-- E 

31 
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which equals 

- a. q.a. . . . , - a. a.a. 
1-12.1-1 1- . 1-1L2-2 .p 1-

1- 1. 

aq. 2-a. E J1. • - a. q.a. - 

i 2.p11-p 2- , , 

which factors to 

a 11 q a  P1 qP 

• • • ' a ppq p 

and this further factors to 

- AT Diag((a)) Diag((E)) A 

a , . . . , 

11 1 IP 

a 
p1 p 

• . , a 
pp p - 

.th .th 
where Diag((q)) is the matrix with q in the 1.—  row and 1--  column 

and zeros elsewhere. Similarly for Diag((Ep')). 

We thus have 

(4.14) F'(t) = - AT Diag((q1 )) Diag((E)) A 

Hence, the determinant of F'(t) is 

(4.15) det F'(?) = 

p LII (qE)(det AT)(det A) 

Now, 0 , i1,. . . 'p and 

T 
det A = det A 0 , by assumption. 
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Thus, to show F'(t) is non-singular, it is sufficient to show 

(4.16) E 0 ip(X-.' a .t.) 
a .t.) 

- - Now, - E*j E  
E   d(X- a -ijt.) ( a t.) 

j j 

Now also t E D and so t = a. .t. satisfies 

(4.17) t E (-k,7<) 

By (4.17) and Lemma 2.1 (iii) of Collins (1976), we have 

- E < 0 , establishing (4.16). 

(Note that Collins (1976) uses the notation X(t) for E(X-t).) 

This proves c). 

Finally, we prove d). Set 

(4.18) H(t) = t - F'(t) 1F(t) , t E D 

To show that this is well-defined, we must show that exists and 

that JIF'(t) 1 11 is bounded (in t) on D. 

By c), F'(t) 1 exists V t E D and we now sketch two different 

proofs of the boundedness of IF'(t)-' II I on D. 

Proof (i): 

We use the 11-norm for vectors in 9, so that, by (2.4), the 

corresponding norm of a matrix E is 

(4.19) liEu1 = ma;x eij 
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We have 0 , 1=1,... 'p for all t E D , by (4.16). In fact 

we have 0 for all t E D. Further, it is easy to check that 
11 

is continuous on D. These two facts imply that 1/R ,r is continuous 

on D. Since D is compact, is bounded, that is, for each i, 

i=1,...,p, there exists M. such that 

(4.20) 

Then, 

i.e, 

"I'' M11 

F' (t) 1Iii 

= I(-l) A 1 Diag((4-T)) Diag((----)) (AT )-1 by (4.14) 
q 

hA 1i1 1llDiag( (-)) 1flDiag ( (2__)) 11 111 (AT) -1 11 1 , by (2.3) 
i q 

11A 111 ii AT_hul (max 1 i J -r) , by (4.19) 

11 

flA 1 111(ATY1II CUT, M ) 
1 pnj j j ti• 

his" (t) -1 is bounded. 

Proof (ii): 

By extending the domain of definition of F from D to any open set 

containing 'T (or even f) one can easily modify (4.7) to show that the 

results there hold when D is replaced by D (after all, vanishes outside 

[-c,c]). In particular, F is F-differentiable on D and F' is continuous 

on D. We remark that the statement that F is differentiable on a closed 

set must be interpreted in the sense of F being differentiable on an open 

set containing D, for we do not discuss differentiability on boundary 

points of the domain of definition of a function if this domain is closed. 

Now also, F'(t 1 exists on D. 
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Then, by (2.6), for any t E D, we can find a ball S(t 1,S) 

and a number y such that 

IIF'(t)111 < for all t E 

The collection of balls {S(t,)} E is an open covering of the 

compact set D and hence a finite subcollection 

{S("-, t covers In 

If yj is the y corresponding to It. , we then have 
'4, 

IIF'(t) 111 max Yi for all t ET , 

i.e., IIF'(t) 1D is bounded. 

To show that the iterates remain in D, we first show 

(4.21) II - F'(t)1F(t)lI < II for allt ED 

for some norm to be specified shortly. 

We have, for t E D, 

' aq E2 

F(t) = 

a. q. E. 
S i 11_ 1' 

- a11  a 
P1 

q1 EJi 1 

q EiP 
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or, 

(4.22) F(t) = AT Diag((q)) 

Now, from (4.14), we have 

(4.23) F'(t) 1 = -A 1 Diag((,)) Diag((—)) (AT)_lqj 
E•j 

(4.24) 

From (4.22) and (4.23) we have 

F'(t) 1F(t) 

= - A 1 Diag((-7)) Diag(())(ATyl Diag((q)) 
q 

= - A 1 

E 1 

EC 
p 1 

= A 1 

Now, for each fixed t E D, we write 

E'L' 1 

t = I a... , so that 
j ?-a e 

Ep. 4(X-t) 

(4.25) - -E'(X-t) with t K (-k,k) by definition of D 

In the notation of Collins (1976), (4.25) equals   and 
XIM 

Collins showed that 
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(4.26) 
A(t) 

A'(t) 
< 21'41 for all t E (-k,k) 

Further, it was shown in Collins (1976) that 

(4.27) X(t)A'(t) is > 0 or < 0 according as t > 0 or < 0, respectively, 

(4.28) 

(4.29) 

A (t)  
retains the same sign as t. 

XIM 

(At t= 0, A(t) -0.) 
XI(L) 

In our notation, (4.26) and (4.27) read 

and 

- -Ep 

Ep. 
(The function and many others are thoroughly examined in Chapter 8.) 

71 

(4.30) 

< 2JtJ and 

has the same sign as t = a1 .t. 

C, 

0 if t a..t. = 0. 

In proving (4.21), the appropriate norm to use is 

lit 'A = max 
llp 

p 
a .t. 

j=l 

(The  invertibility of A is necessary for (4.30) to be a norm.) 

We now have 

lit - F(t)1F(t)h1 
1A 
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tl 

t 
p 

= II 

t 
P 

= max 
1 

= max 
1 

< max 
1 

= 

a 

a 

a. 

f_Eli) 

k P< 1. Eu)7 

I t - 

a .t. - 

la a 

f El 

"A from (4.24) 

"A where ((b)) 

by (4.30) 

since ((b..)) ((a i  . ))_1 
.va 1 

by (4.28) and (4.29) 

This proves (4.21) for the norm (4.30). 

We are now in a position to prove that the iterates 

(4.31) tk+i = - F(tk)_lF(tk) , k = 0,1,2,..., 

remain in D and converge to 0. 

By (4.21), there exists a < 1 such that 
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(4.32) l - F'(t) -1F(t)IIA all -1- 11 for all t E D 

Now t° = O E D i by b) of this theorem. 

Hence, the first iterate 

t1 = to - F(t 0) 1F(t 0) satisfies 

= ii O - F'(t0) 1F(t°)JIA alt "A < lit 0A 

max a,jtl J < max I I a1.t J by (4.30) 

But a1jt E (-k,7<) , by the definition of D and the fact that 

** 
t 0 ED and so 

max a1 .t? I < k 

Thus 

t1 E D 

By induction, all iterates t' , j = 0,1,2,... lie in D and satisfy 

lit i a HA  

Since a < 1 , we have 

urn IItIIA = 0 which implies , 

urn tj = 0 , since any norm is a continuous function. 
t7-

This completes the proof of (4.13). o 
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CONSISTENCY AND ASYMPTOTIC NORMALITY 

In this section, we will show that the system of equations 

(5.1) 

where 

F(t) = 0 

11 

(5.2) F(t) = 

Cu 

p 

X2- . - 
j=1 2-ê 

(Xi 

P 

C.P  - . .t11 . j=1 0 J () n,p 

say, 

solved by Newton's method with initial value e* (see (3.8) and (3.25)), 

yields, for each p E 'Y,a consistent and asymptotically normal estimator 

the true 0, which without loss of generality we have assumed to be 0. 

We had 

(5.3) .F(t) 

r 

i1 a 1q E*[X - j1 a,,. t.1 

say,-

aq ip E(X - j=1  j) 
f(9 

and in Section 4, we showed that the Newton's method solution of 

F(t) = 0 with initial value 0 (see 3.10) is 0. 

39 
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(5.4) REMARK: 

We note that for each w in the underlying sample space of the 

random variables Xi , an identical version of (4.7) holds for the mapping 

F:D (or D or even IRE') IR' given by 

(5.5) = 

n c P 

;: • ptX.(w) - 

i (Xi (w) - 1 

1 
C. .L-. 
1-a a 

Since the proof of this fact is so similar to, only easier than, 

the proof of (4.7), we omit the details. 

(5.6) REMARK: 

We cannot discuss the iterates 

(57) tk+1 = - F(tk)_lF(tk) , k = 0,1,2,..., in (3.25) 

unless we show that they are well-defined. We thus ask if 

exists and if IIF(t)11 is bounded in some appropriate neighbourhood of 0. 

In the proof of (4.13) we showed that 

(5.8) for all t E D , F'(t) 1 exists and JJF'(t) -10 is bounded. 

Now, in this section, we will soon show that 

(5.9) sup{JIF'(t) - F'(t)jj:t E D} 0 
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Let a satisfy a for all t E D. Choose any 3 such that 

1 
Then, by (5.8), 

(5.10) limP{w: sup {flF' (t) - F'(t)II:t E D} < P  = 1 n+o, n,w 

By (5.10) and the perturbation lemma (2.5), we see that for any 

6(0 < 6 < 1) we can find N(6) such that n N implies F(t) is invertible 

on '25 and IF(t) 1U is bounded (by l-cLi3' with probabi1ity 1 - 6. 

Thus, in this sense, (5.7) is well-defined. Note that in showing 

is bounded in probability, we avoided explicitly calculating the matrix 

FIM In all our future work we shall avoid doing this, simply because 

does not have the kind of factorization we found for 

(see (4.23)). 

(5.11) DEFINITION: 

Let c(Th be the space of continuous functions from D into &?' 

We equip C() with the uniform topology, i.e., the topology induced by 

the metric d defined by 

d(g,h) = sup{Jg(t) - h(t)j:t ED), where g,h E C(Th 

Thus, a set E C C(D) is open (i.e., in the topology) if each point (function) 

g E E is contained in a ball 

Bg (6) = {h E C(D):d(h,g) < 6) contained in E, 

i.e., g EBg (6) C E 
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It is elementary to show that (C(D),d) is complete. It is also 

separable: one countable dense subset consists of the polygonal functions 

that are linear on each of the sets [a 1,b 1] X [a2,b2] X...X [a,b] where 

a.,b. E D fl Q and each function takes a rational value at each face 

(hyper-rectangle) of each of the sets [a 1,b 1} X [a2,b2} X ... X [ab]. 

Here X denotes Cartesian product and Q the set of rational numbers. 

We make one final remark before commencing the consistency proof. 

(5.12) REMARK: (In this remark, all references to theorems and pages 

are to Billingsley (1968), as well as the notation we use.) 

In the Arzela-Ascoli criterion for tightness in Theorem 8.2, p. 55, 

there is nothing special about the point 0 in condition (i) of that theorem. 

To see that we could just as well use tightness at any point t0 ( [0,1], 

we go to the proof of the Arzela-Ascoli theorem on p. 221 and note that the 

uniform boundedness of A could be got from the inequality 

1< 
Ja,(t 0) I + - 

Now we note that for each i = 1,...,k , -[t -t0] + to and i 1[t-t0] + 
to 

lie in [0,1] when t and to do (e.g., both are convex combinations of t 

and t0 and so lie in the convex set [0,1]). Hence, if condition (9) on 

p. 221 holds and condition (8) on p. 221 holds with 0 replaced by t0, 

we get, from the inequality above, the bound (10) of p. 221 in exactly the 

same way as it was derived there. The rest of the proof of the Arzela-

Ascoli theorem is then identical with that given on p. 221. 
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An obvious generalization of the above comment to our space 

C(D) holds - but if our space was D[0,l] (see p. 109 - we are still 

referring to Billingsley (1968)), or p-dimensional version of D[0,l], 

then the condition (i) of Theorem 8.2, p. 55 must be replaced by a 

stronger one. 

We now start on a long chain of lemmas leading to our consistency 

proof. 

(5.13) LEMMA: 

sup{IIF(t) - F(t)jj:t E } .•-+ 0 

Proof: 

From (5.2) and (5.3) we have 

(5.14) F(t) = 

f (t) 

and F() = 

We prove the lemma in several steps: 

Step I: 

(5.15) 

We show 

P 
for each t E D 

Jk 

for each 7< = l,...,p 

Note that f 7< : sample space ≥ -m- C(D) is measurable, i.e., for 

each w E is a random element of CCD), because: 
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a) each projection lIt defined by 
'r 

t ,...,t = n,k  1'n,kr is easily seen 

to be continuous by continuity of V. a) says that all sample 

paths are continuous, 

b) for each fixed t E D, fn,k T is a random variable 

and c) CCD) is separable (see (5.11) and Billingsley (1968), p. 57). 

To avoid undue length in some of the future lemmas, we will often not 

even state that a given function is random, because, it will be clear. 

Proof of (5.15): 

We have 

(5.16) 

(5.17) 
k) = 

1 C1 - j1 C. t.) and 

aikqi 1 E(X - 

jp=l 7-i 0) 

Note that the W.L.L.N- for i.i.d. random variables does not immediately 

apply to the average in (5.16) since the coefficients c ilk of 4 are not all equal. 

We write 

(5.18) ffl ,k(t) = 

1 
nq 1 7, 

•1. 1 1P(X"' 
j=1 

n p 
+ I c. c .tiJ+. . .+ Ck  t 1} 
S9q 1+l j1 p-i S j1 S7 ii 

s=n q +1 
- r 

r=1 
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1 
nq. na..+na .. 

YIX- Y a + a, y Ix - y at.] +. 
s=1 - j=i ' aJ Z<s=nq1+1 s 

n p 

+ aPk S - a .t 
P-1 =1 pt7 a) 

s=n V a +1 1.. 
r=l 

n 

r=l P a j1j) 

sfl I q +1 
r=l r 

1-1 
where I q is defined to be 0 when i = i. 

r=l 

Now, the term in square brackets after the last equality of (5.18) 

is the average of nqj independent and identically distributed random 

variables with expectation 

By the W.L.L.N- , this average converges in probability to 

( p 
a. .t. 

' j=l 

(Note that partitions like that in (5.18) areneeded frequently in our 

work before applying the W.L.L.N-. However, we will not always mention 

that this partitioning has been done.) 



46 

Then, by an elementary result on convergence in probability, we see 

that 

P p 
a tl 

i=l j=l ii i) 

i.e., ffl k(t) _+fk(t) , completing Step I. 

Note that the method above, of showing that .Jk' also 

shows that 

(5.19) E 1'n ,k = 

and so, 

(5.20) E F(t) = F(t) 

Step II We show, for each t E D , that 

(5.19) F(t) -L- F(t) 

Proof of (5.19): 

This is actually trivial: e.g., using the 11-norm, we have 

flF (t) - F()II = - P ) 0 , by (5.15). 
1 k 

This completes Step II. 

Of course, component-wise convergence in probability of a sequence of 

random vectors can be taken as the definition of convergence in 

probability of the random vector (see Cramer (1946), p. 299). 
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Step III: (Convergence of the finite-dimensional distributions 

of F to those of F.) 
n 

We shows for any 1'2' ' E D , 

(5.20) (F (t ),. .. ,F (t )) (F(t1),...,F(t)). 

Here htVrt denotes convergence in distribution. 

Proof of (5.20): 

By (4.24), for r = 1,2,... 's 

Equivalently, since F(tr) is a degenerate random vector, 

(5.21) F (t ) F(t ) 
fl2 

From (5.21) we get 

S S 

(5.22) a F (t ) r=1 -2- r=l a F(t ) for any scalars a (r-1,...,$) r nr r r r 

By (5.22) and the Cramer-Wold Theorem, (5.20) holds. 

This completes Step III. 

Step IV: (Relative compactness of the sequence of distributions 

corresponding to the F. Equivalently (-Prohorov), tightness 

of the sequence of distributions corresponding to the F, 

i.e., tightness of the sequence {F}.) 

To establish this tightness, we use the p-dimensional analogue of Theorem 8.2 in 

Billingsley (1968), As shown in (5.12) we can replace the point 0 in 
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that theorem by an arbitrary point. 

We split Step IV into two parts. 

Step IV, part a): (Tightness at a single point t0 .) 

We show, for each positive ri, there exists a such that 

(5.23) P{IIF(t0)II > a ii V n 1 

Proof of (5.23): 

Let e > 0. By Step II, F(t0) + F(tc) and so, B n0 such that 

(5.24) n n0 > P{IIF(t0) - F(t0)U > e} 

Now, for any W, 

lip (t - ? 11F (0 

so that the event 

!IF(t0)II - 11F(t0)II > c implies the event !IF(i 0) - F(t0)Jf > 

Thus, 

(5.25) P{(IF(t0)jj - IIF( 0)Il > P{IIF (t0) - F( 0)JI > c} 

By (5.24) and (5.25), we have 

(5.26) P{IIF(t0)fJ > & + IIF(t0)II} V 

Next, for i = 1,.. . ,n 0-1 , we chose s. so that 

(5.27) P{IIF. 1- O(t )JI > &.} 5 T 
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[(5.27) is clearly possible since a random variable is, by most 

definitions, finite a.e. - of course here we could, if we prefer, 

appeal to the fact that F is continuous on D, so that F is bounded 

on D. But EF.(t0) = F(t 0), by (5.20) with i replacing n. Thus 
71 -

IJEF.(t0)II < 0 

Thus jEfjk(to)J < , k = l,2,...,p where the fi are the 

components of F.. 
11 

Thus Ef.k (to) < and by e.g., Chung (1974), p. 41, we have 

Ejjjk(to)j < . Thus EIIf(t0)iJ < and this implies clearly that 

!IF(t0)II < a.e. so that (5.27) is possible.] 

Now choosing a max{e + IF(t 0)II l' •• '4-1 

from (5.26) and (5.27), 

P{IIF(t0)iJ > a} r V n 1 , proving (5.23). 

This completes Step IV, part a). 

we have 

Step IV, part b): (With arbitrarily high probability, the random functions 

are each - for large n - uniformly equicontinuous.) 

We show, for each c > 0 

(5.28) urn urn sup P{sup{IIF(s) F()JI:I!s -tII < 6, t,s E D} ? e} = 0 
60 j->o 

Proof of (5.28): 

For convenience here, we use the i-norm for vectors in/RP CO 

i.e., if a = (a1,a2, ... ,a) , then llafl = max !ai l 

Let e > 0, r > 0 

lip 
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-  Since is uniformly continuous as a mapping from D to -I , 3 5 > 0 

such that 

(5.29) sup {Itp(a) - P(b)I:IIa-bIL 

Then, for IIs-tiI, < 6 , s,t E D 

I!F n n (s)-F (t) = max 

5 max 

& 

rmax 

n 

n L C. . 
1-=l 

icikl) lSlSpmax  

1 
n 

& 
< 61<  max I C. 

-i-k 

1515p 
15k5p 

XCj (Y'i-C..S.J - +i-cijt.] 

ix .- 
P 

-i' j=l Sic 
- i p x.- c. .t. 

•' j=l 

by (5.29) 

n n 
S  max jc.   1 L maxJc. I = 
max C.kj n . ik max Ic.. n . . - i.k 

=l k . I i-k -z.l,k 
i,k 

and so, 

P{sup{!IF(s) - F(t)JI:lls-tll < , s,t E D} &} = 0 < q for all n 1 

so certainly (5.28) holds. 

This completes Step IV, part b) and so Step IV is completed. 

Step V: The proof of the lemma now follows from Steps III and IV and 

the p-dimensional generalization of Theorem 8.1 in Billingsley (1968). 

This completes the proof of the lemma. o 
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(5.30) LEMMA: 

(5.31) sup{flF(t) - F'(t)II:t E D} 0 

Proof: 

Here we will use the maximum column sum norm for matrices, as 

given in (2.4). For the remainder of this section, we adopt the 

notation: 

(5.32) ( in Ey'place of - j=l a..t.) X 

With this notation we have, (see (4.8), 

(5.33) FY(t) = 

We also have 

(5.34) F(t) = 

P SX(t) 
a. lqi 6j  

P 

a1q cSt 
p 

p SX.(t) p 
.., a iv qj 6t  

P P 
.. C. .. 

I ' I n (  j=lltl 
n LCjlt  •••n LCjlô.t 

1 i-=1 

P P 
1 1 C ; - C ip 6• (Xi-i C ijtjj  i   

ot ,..., 1  6. 
. • 

p 
1 p 

We now proceed with the proof of (5.30) in a manner similar to the proof 

of (5.13). 



E 
i=l iz-zi 

P 6x(t) 

= 1a1q1  tk 
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Step I: We show, for each t ET 

P 
.t.I n 

•1..  (5.35) j=l 1-a ê) 

i=l iz 6t  i=l 

for all 7-,k = 1,. ..,p 

Proof of (5.35): 

We have 

( fri 

6p x 11 .- .X C. .t. 
1 

L C1_ c5t 
k 

'p 
= a. 1q 
i=1 

1-

n r r=lr 
ji 
Inq. 

1- 1--i 
s=n I q,,+l 

r=1 

(X,- i a -i,,j tJ 

6t  

( V 

p piX-a1- ) ..t.I 
' =i  

] (sea (5.18)) 

by W.L.L. applied to each of the 

terms in squared brackets above 

proving (5.35). 

This completes Step I. 

Step II: We show 

(5.36) for each t E D , F'(t) -L- F'(t) 
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Proof of (5.36): 

We have 

IF'(t) - F'(t)lI = max 
1 15k7l=1 

C. .tn 6+i-j• . 

;!L:. 

fli l iltk 

from (2.4), (5.33) and (5.34) 

max 0 , by (5.35) 
1k2 1=1 

= 0 , proving (5.36). 

ox. (t) 
Zqj  

6t  

Again, Step II is a bit superfluous, since we could have defined 

convergence of random matrices by element convergence. This completes 

Step II. 

Step III: We show, for any  

V 
))-5-(5.37) (F(t1),. 

Proof of (5.37): 

By (5.36), for r=1,...,s , F'( ) F' (-& ) 
n r 

Equivalently, since F'(t) is a degenerate random matrix, 

(5.38) F'(t) ±F'(r) 

From this we get 

S V S 

(5.39) 1 a F' (t ) a F'(tr r) for any scalars a  r n ..r r=l r=l r 

By (5.39) and the Cramer-Wold theorem, (5.37) holds. This completes Step III. 
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Step (IV): Relative compactness of the sequence of distributions 

corresponding to the F1, . As with Step IV of Lemma 4.1, we split 

Step IV here into two parts: 

Step IV, part a): We show, for each positive , 3 a such that 

(5.40) P{flF'(t )lI > a} S ii for all n 1 
n .0 

Here t is any point of our choosing for which we can get (5.40) 

to hold, but since (5.40) actually holds for each t E D, the t in (5.40) 

above is arbitrary (but fixed). 

Proof of (5.40): 

Let e > 0 . By Step II, F,(t0) --3- F'(t) and so, there exists 

such that 

(5.41) n n =. P{IIF' (t ) - F1(t )II > e} 5 r 
0 n0 

Exactly as in the calculations leading from (5.24) to (5.26), we have 

from (5.41), 

(5.42) P{IIF(t0 )JJ > c + JfF' (-)I1 } TI for all n n0 

Next, for i = l,...,n 0-1, we chooses. so that 

(5.43) P{IIF(t0)II >  

(5.43) is justified in exactly the same way as (5.27) (see the bracketed 

comments following (5.27)). 
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Now choose any a such that 

a max{e + IIF'(t0)II ' 

and then we have, from (5.42) and (5.43), 

P{JIF(t 0)II > a} r for all n 1 proving (5.40). 

This completes Step IV, part a). 

Step IV, part b): We show, for each e > 0 

(5.44) urn lim sup {sup{F'(s) - F'(t)II:fls-tll <, t,s E IV}it ej = 0 
+0 n-,.o, 

Proof of (5.44): 

Let e > 0, i > 0 . Since ' is uniformly continuous on D 

so is 

since 6 k Y, (1y, i - 

(5.45) 

6t k 

C (xi -j• 1C. i tj 1 J = - Cik ' -71 

Thus 3 6 > 0 such that V i,k = l,2,...,p 

sup (x.-c..a.J - 6 0 (Xj-j•lcjjbj 

p max C. 
z-r 

1- ,r 

:Ia-bl! < 6} 
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Then for IIs-tll < 6 , we have 

DF'(s) - F'(t)r n n Ii 

= max 
lk r=1 

:5 max 2. 
k r= 

< ( k max 

1 n 
Cik(Xi 

i nr 
- L C. n =1 t.r 

C. ..} - c. (x.- c..t.} 
fl i=1 ir K •l- j=l 'i-a a 

by (2.4) and (5.34) 

i- 1ijjJ - 6k (X._c..t.} 

I J r=l i=l ir J p maxjc.i-r I 
' 

n 
1 

i=1 Cir l)  p InaxIcjrI 
z ,r 

max Jc I 
r=l i=1 i• ir J 

=1! 
(P 

= 

Max 

Tax I C. 
ir 

1- ,r 

C 

p rn:xlcjrlj 
-&,r 

,p max ic.! 
z ,r 

C  

p max lc. I 
?- ,r 

Thus, 

P{sup{IIF, (s) - F (t) fl1:IIs-tfl < 

and so certainly (5.44) holds. 

by (5.45) 

5, E D} = 0 < r1, V n > 1 - , 

This completes Step IV, part b) and so Step IV is completed. 
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Step V: The proof of the lemma now follows from Steps III and IV and 

a generalization of Theorem 8.1 in Billingsley (1968). 

This completes the proof of the lemma. a 

(5.46) LEMMA: 

F is continuous on D and satisfies t F() 0 for all t E D 

where b denotes the boundary of D. 

Proof: 

Continuity of F was shown earlier (see (4.7) and the second proof 

of the boundedness of IIF'(t)'lI in (4.13d))). Now, for the second 

assertion, we have 

so that 

(. 

F(t) = 

ill Eb X_ajjtjJ 

i=l IT ( j=1 ii 0 

tTF(t) j1 t a <q E*(X- ajt. 

if [E• (X- • a ii t [Iiktk]} iJJ la 

Now 

a..t. >0 -_ E4X-a.i-t:7.toJ j <0 
j=l i-7 a .  

while a..t.<0 EfX-a..t.1>0 
a j=l 

This is clear from (8.29) further out with a = 1. (Note that in (8.29) 

denotes ay of the X - a. .t. and t is written for any of the a. .t. 
i_3D j=l 
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i=l, ..., p .) It also follows from the work of Collins (1973). Thus each 

term in curly brackets in the expression above for tTF(t) is negative and 

the lemma follows. Note that we actually have 

tTF(t) 5 0 for all t E D , not just t E 

and we have strict inequality except when a t .t. = 0 for all I = 1,...,p, 
j=l  

i.e. except when t = 0 (since A is invertible). o 

(5.47) LEMMA: 

Let the event E l,n be defined by 

(5.48) E = {w:tTF (t,w) 5 0 for all t E D 
l,n n 

and F(t1 w) = F(t2 ) implies 

= 2' l'2 E D} 

Then 

(5.49) 

(5.50) REMARK: 

as n+. 

We observe that the event 

{tTp 5 0 for all t E bi 

implies, by (2.18) witht0 = 2, that the equation 

(5.51) F(t) = 0 has a solution in D 
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Further, the event {F(t 1) F(t 2) 4 t1 2' t1 ,t 2 E D} 

(one-oneness) implies 

(5.52) F(t) = 0 has at most one root in D 

Thus the event E can be stated as saying that 

(5.53) the system E(t) = 0 has exactly one root in D 

When E l,n obtains 

(5.54) we denote the unique zero of F(t) = 0 by Z 

We define Z to be 0 otherwise. 

We remark also that there are many other events that imply the existence 

and uniqueness of a root of F(t) = 0, but since our consistency proof is 

already laboriously long, we shall omit a discussion of them. 

Proof of (5.47): By (5.13), 

(5.55) sup{IJF(t) - F()II:t E D} -L- 0. 

Since 

ItTF (t) - tTF(t) = T(F (t) - F(t)) I 

ijtTji JIF (t) - F(t)Ii (Schwarz) 

supjtTjj suIIF(t) - F(t)II 
tED tED 
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= M supjIF (1) - F(t)J! , say, 
tED 

we have, for a given 6 > 0 

P{su.2JtF(t) — t2F(t)J > 

tED 

P{supJF(t) - F(t)lI > 

t ED 

— i- 0 (n 

M 

-+ 00) by (5.55). 

That is, for all s > 0 

(5.56) P{suItTF(t) - tTF(t) J > s} —+ 0 (n • o) 
tED 

From (5.56) and (5.46) it is elementary to show that 

(5.57) P{sup{tTF(t):t E D}2E 0  —+ 1 (n + co) 

In particular, 

(5.58) P,{sup{tTF(t):t E 0} —+ 1 (n + 00) 

Next we show that the event 

(5.59) {F (t1) = F(t2) > 1 = ' 1'2 E D} 

has probability tending to 1 as n -'- 00 • 

Here is just one method of proceeding: 

let ED and let l'••'4' as usual, denote the 

components of F. The matrix (where as usual 6. denotes partial 
71 

derivative), 
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1fl( l), 2fl( l), . . . f1(1 - )  

1f2(t2), 2f2(t2), . . . 

• • ,ôf() - 

can be written as 

N = - AT Diag((q)) Diag(( j (X_ajjt)JJA 

(see the analogous expression for F'(t) in (4.14)) 

and the invertibility of N follows from (4.16) and the invertibility of A. 

From this and (2.19) we have that F is one-one on D (note that D is 

convex). Now replace D by an open convex set C D D such that (4.16) holds 

for t E C. (An examination of (3.3) and e.g. (8.72) shows that such a set 

C exists.) Then by the argument just used in showing the one-oneness of F 

on D, we see that F is one-one on C and hence on D. From this and (5.55), 

we get (5.59). Combining (5.58) and (5.59), we arrive at (5.48). This 

completes the proof of the lemma. a 

(5.60) LEMMA: 

(5.61) sup{IJF(tY' - F'(t)'II:t E D} -4 0 

and 

(5.62) sup{ 

Proof: 

By (5.30), 

I!?' (t) 1jJ - IFr () lJ! :t DI P40. 

(5.63) sup{!JF'(t) - F'(t)II:t E D} --- 0 
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(5.64) 

(by-, e.g., 

IF' (t)111 - IF' (t) 1J1 

IIF(t) - F, (t) 

Simmons (1963), p. 212) 

11F1(t)hIFt(t) - F(t)lF7(t)hjI , clearly 
n L n.J 

JJF'(t)II IIF'(t) - F'(t)II IIF'(t) 111 n 

Let M < oo be such that 

(5.65) IIF'() 'II s M for all t E D 

exists by our work following (4.23).] 

Next, by our work in (5.6), there exists M < oo such that 

(5.66) pfsupfjjE'(t) -1 11 :t E D} 5 M2} - 1(n-)' 

Now, let 8 > 0. Then 

• p{su 

tED 
hF' (t) hh - IF' (t) 'll 

5 P{su IF' (t) 1 - F' (t) 1IJ 
tED fl 

tED tED 

> 0 , 

> 61 

by (5.64) 

_1 
(t 

tED 

by (5.64) again 

> E} , 

5 p{su IIF'(t) 1 11 sup IF'(t) - F'(t) JIM 1 > &} , by (5.65) 
tED tED 
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£ } 
= P{suJIF(t) 'JJsupIIF'(t)_F'(t)JI > n supfjF'(t) 111 M 

tED t 

1J } + P {sup IF'(t) 1 supJp'(t) —F'(t)jI > -C— ' supjF'(t) > M 
tE7J 

P{M supfF'(t)-F'(t)jj > 
tE M1 tE -p-- + P{supjIF(t)'IJ > M} 

fl-)-o 
> 0 + 0 , by (5.63) and (5.66) 

We have shown that, for each c > 0 

P{sup 
tEV 

IIF (t) - JJF' () _1II 

P{ sup JJF'(t)1 - 

tED _ 

> 

> 

-- 0 (n -)- °') . Thus (5.16) and (5.62) are proved. 

This completes the proof of the-lemma. 0 

clearly ; 

[Note that in the above proof we again (see (5.6)) avoided explicitly 

computing the matrix 

(5.67) LEMMA: 

(5.68) sup{LIF'(t) 1F(t) - F'(t) 1F(t)jj:t E D} 0 

Proof: 

We have 
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IIF'()'F (t) - F'(t)1F(t)II 
n . n. 

IIF'(t) 11? (t) - Fr(t) 1F(t)fl + hF' (t) 1F(t) F'(t) 1F(t)(j 
n n n n 

(5.69) 

= IF ) 1 [F(t) - F(t)III + hI.[F(i)-1 - 

IjF(t)'I! IIF(t) - F(t)hI + hIF(t)' - F'(t) 1 11 JIF(t)II 

The last inequality follows from the fact that if E:H + G is a linear 

mapping between normed linear spaces H and G, then 

(5.70) for all t E H:hIEtII lIED IItD 

(5.70) is easily seen to be valid upon looking at the last equality in 

(2.2). 

[Note that when E is continuous, hEll in (5.70) is a finite number - this 

follows from the fact that continuity and boundedness are equivalent for 

linear mappings between normed vector spaces - e.g., Simmons (1963), 

p. 220, Theorem A.] 

Now, let e be given, say 0 < & < 1. Let M E 1 be such that 

(5.71) IIF(t)ll 5 M V t E 

[M1 exists by continuity of F on the compact set D.] 

Next, find M2 EJR and N1 EI7 so that 

(5.72) for all n N P{supjlF'(t 1 ll > M } < - 

1 2 

[This is possible by, e.g., (5.66).] 
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Next, find N2 ES so that 

(5.73) n N2 . P{ sup IlF(t) — F'(t)'Jl > 
CD n 

[This is possible by (5.61).] 

Finally, choose N3 E 1t7 so that, 

(5.74) •v- fl N3: P{supIIFt - F(t)II > 
tED 

[This is possible by (5.13).] 

&  

2 ii 

Now let N EVbesuch that N max{N 1 ,N2,N 3). Then, for all n > N 

P{supljF () 1F () -F' () 1F () II 
tED 

S P{supJIF(t) 1!Isu.jF(t)-.F(t)jl + 
tED tED • _ 

s P{sujF(t) 
tED 

5 P{suF(t) 
tED 

< P{sujF(t) 
tED 

= P{suflF'(t) 
tED 

+ P{su2 lip' 7,,(t) 
tED 

5 P{M2 supJIF 
t ED 

& 

-1 IsupjIF (t)-F(t) II 
tED 

'IIsuJIF(!)-F(t)II> 
tED 

1IsuIIF(t)-F(t)II > 
tED 

1IJ sup IIF n (t)-F(t) II •> 
tED 

-1 lsu.pjlF, (t)-F(t)Jj > 
tED 

> 61 

suJlF (t) 1-F' (t) —1 11 supjJF (t) 11 
tED tED 

by (5.69) ; 

U su2jIF(tY1—F'(t) 
t ED 

+ P{supjlF,(tY'—F' 
t ED 

--} +j- , by (5.73) 

fl sup IJF(t) 1II SM2) 
t ED 

fl sujjF(t)'Ij > M} 
tED 

(t)—F(t)II > +P{supjF'(t) 1fl >M2} 
tED 

- , by (5.74) and (5.72) 

> 

'llsu2ilF(t)fl > 
tED 

(t)-1su2jF(t)II > 
•' tED 

3 
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We have shown that 

P{suIlF'(t)_1F(t) -F'(t) 1F(t)JJ > } < e V n N 
tED 

This proves (5.68) and the lemma. o 

(5.75) LE1A: 

Let E Zn be the event 

0* < II0**!I + (k  

Then 

(5.76) 

Proof: 

P{E2 } -+ 1 (n + co) 

This is immediate from (3.12). 

(5.76) LE1A: 

(5.77) 

Proof: 

Let & be fixed, 0 < & $ k . Then 

P{IIZII$e} >1. 
"fl 

Let = {t E/1 ': max J ak.t.J 
1$k$2, j-1 a 

$ k See diagram below. 

Let E l,n - be the event 
, C  

tTF(t)$o V  EC 
n 

and F is one-one on C 
n 

} Then CCD, since 
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The event E1 implies the existence and uniqueness of a root 

Z 72 in C (see 5.50). Further 

(5.78) P(E -) ---+ 1 (n + co) 
l,n ,C 

The proof of (5.78) is exactly the same as the proof of (5.49) — all we 

have done here is replaced D by C. The key point is that C contains the 

point 0 and CCD [the former because, in fact, if C does not contain 0 

then there does not exist t0 E C such that (t_t0)TFt 0 V t E C , so 

that we could not apply (2.18) to ensure the existence of a zero in C; 

and the latter, i.e., C C E so that (5.49) applies with C replaced by C]. 

Since Z = (Z ,Z2,. ..,Z)T E C , we have 

IiZn IIA = max J kj Z 
lk5p j=l jn 

by definition of C. 

From this and (5.78), we obtain (5.77). 

This completes the proof of the lemma. o 

Diagram showing C and C (defined in (5.76)) for p = 2. 
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(5. 79) LEI1I4A: 

k - IIJi 
Let 0 < fi 1 4 > 0 . Then, 

(5.80) P{su 

Proof: 

and 

Set 

h(t) = 

h(t) = 

n 1 JJF' (t +Z n )F n n (t+Z )II -   

jle**Ii + k 
0 < 11th  •' < n liz II < _____ 1 

2  Zn if 

ile**li + k 
p11hlF'(t) 1F(t)ll 0 < hJhI 2  

1 
t 

1 , otherwise 

lle**hl + k 
llFYt+Z ) 1F (t+Z,,)Il < 2 

and E obtains, where E 
1,n 1,n 

is defined in (5.48) 

1 , otherwise. 

By (5.47) and (5.76), we will have proved (5.80) if we prove that, 

for each 6 > 0 

hle**hi + k 
(5.81) P{suP {Ih (t) - h(t)l:hhthl 2 

fl 
  1 
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with the same use. 

Curly brackets around the number of an equation or statement 

will mean that we are referring to or calling to mind the equation or etc. 

with that number in Lemma 2.6 of Collins (1973). 

The main complication that arises in our proof is that the 

expressions {2.57} and {2.59} for the h(t) and h(t) of Collins (1973) 

do not have quite as simple an analogue for our h(t) and h(t). This is 

because the mean value theorem for (differentiable) mappings g:&? 1 --R 1 

does not hold for (G-differentiable) mappings G:P° --Rn (p > 1), as 

statd. in Chapter 1. However, we may write (see (2.17)), for our F and 

(5.82) F(t) - F(s) = B(s,t)(t-s) 

(5.83) F(t) - F(s) = B(s,t)(t-s) 

for all s,t EIRP , where. 

- 

B(s,t) = 

S f (s+a (t-s)), . . . ,f(s+a(t-s)) 
- 1p ,', p 

B(s,t) 

,f 1 (s+ 1 (t-s)) - 

- lfnp (s+ (t-s)), . . . ,f (s+(t-s)) 
p 

and where 

the f (i=l,...,p) are given in (5.2), 

the f (i=l,...,p) are given in (5.3), 
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the a. and (i-1,...,p) satisfy U < a, f3 < 1 

and 5. (i.=1,. .. ,p) denotes i. th—  partial derivative. 

(We are now writing f instead of 

In particular and using F(0) = 0 (see (4.13a)) and F(Z) = 0 (see (5.54)), 

we may write, from (5.82) and (5.83), expressions such as 

(5.84) F(t) = B(0,t)t 

and, e.g., 

(5.85) F (t+Z ) = B (Z ,t+Z )t 

where (5.84) is from (5.82) with s = 0 and (5.85) from (5.83) with t 

replaced by t+Z fl and s replaced by Z 

Using (5.84) and (5.85), we may now write 

+ k 

11II?'(t) 1B(0,t)tII 0 < 2 

(5.86) h(t) = 

1 otherwise 

and 

!Je**H + k 
- 11--JJF' fl r.fl (t+Z )1B fl (Zt+Z)tII 0 < t1i 2 11  

(5.87) h(t)= 

1 , otherwise 

To apply weak convergence theory, we show that 
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(5.88) {h(t):t ED) E CCD) and 

(5.89) {h(t):t E D1} E CCD,) 

where C(D)is defined in (5.11) and 

(5.90) 1 = ft E max 
J!eIj + k + k 

2 ' 2 D . 

Proof of (5.88): 

(5.88) is easy for t E DI {O} , by continuity of F and F' and 

the fact that LIF'(t) 111 is bounded on  (proved earlier). 

Note that "IIF'(t)'Il bounded" is the analogue of the statement "X' is 

non-zero" on p. 36 of Collins (1973). 

We must now check continuity of h at 0 . We give three proofs 

of this fact. 

1st proof of continuity of h at Q 

In a neighbourhood of .t = 0, write 

II' (t) 1F()II  
'It" 

(note that h(0) = 1, by definition) 

JJF' (tY 1F(t)Ij hF' (t)1F' ()IJ 

JI,I - hIII 

JjF'(t) 1F(t) -  F'(t) 1F'(t)tJ 

- hltll 

IIF() - F.'(t)tjj 

supllp'(t)'hI   11t 11 

clearly ; 

since (ha II - hl III iI-IJ for 

a,bE /lip ; 
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M 1  JIF(O+-L) - F(0) - F'(t)tll , since F(0) = 0 

here M is a bound for IIF'(t)111 
>0  

t+0 on, say, D 

by definition of F'(0) (see (2.11)) 

2nd proof of continuity of h at 0 

HF' (t) 1F(t)II 
11tH 

JF'(t)'B(O,t)tJl 1 

lit II II 

IF' (t)'B(O,t)tll flIII 
II II Ii II 

IIF'(t) 'B(Q,) .- I.II 

'It'! 

by (5.82) 

where I is the pxp identity matrix 

!IF'(t) ' B(O,t) - I!! , by (2.2) with E = F'(t) 1B(0,t) - I 

I'"F' (0) 1F' (0) - Ill 

=0. 

since from the definition of B with a = 0 

it is trivial that B(0,t) FTO B(O,0) = 

of course continuity of all partial derivatives 

is used. 

3rd proof of continuity of h at 0 

(5.91) 

Set 

0(t) = F'(t) 1F(t) 

We claim that 
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(5.92) G is differentiable at 0 and G'(0) = .T 

The proof of (5.92) is simplified by the fact that F(0) = 0 (see (5.13a)) 

and does not require that the second derivative of F exist at 0. We omit 

the proof of (5.92) since it is entirely similar to the proof of (2) in 

(10.2.1) p. 311 of Ortega and Rheinboldt (1970). 

From (5.92), our third proof of continuity of h at 0 follows 

easily as follows: 

IF'(t)'F(t)II 

lit ii " 

- U) F(0U))III! 

lit ii 

since F(0) = 0 

hF' (t)1F(t) - Fr (Q) 1F(°)II - u_z-thl  
lit 11 

JiF'() 1F() - F'(0) -1F (0) 
- itJ 

'It" 

0 , by (5.92) 

This completes the proof of (5.88). a 

clearly , 

To establish (5.89), we merely check continuity at 0 (and give 

just one proof of this): if E1 obtains, then by (5.54) there exists 

Z such that F (Z ) = 0 . 
n 

Then for t in a neighbourhood of 0, we get from (5.87) 
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(5.93) 1  (t) - ii 

I 
_1 IF' (t+Z ) 1B (Z ,t+Z )tjl - 1 
-  

- iu 

—i-- IF' (t+Z )B (Z ,t+Z )t - ItII fli11 nn n -n 

JJF, (t+Z) 1B (Z t+Z) - III 

Now it is almost trivial from the expression for B, that 

, p',nln+ 1V 

B n n (Z ,t+Z ) = 

,ôfnp (Z+t) 

n 'fl 

From this and (5.93) we see that 

h(t) - ii 
t40 

proving continuity at 0 of 

- 'II = 0 

We remark that the type of proof used as our first proof of 

continuity of F at 0 could have been used here and wouldhave been easier. 

We now give the analogues of some of the equations etc. in Lemma 2.6 

of Collins (1973) that we need in proving tightness of the sequence 



75 

{h(t):t E D, CD, is defined in 5.90)} 

(Note that convergence of the finite dimensional distributions of the 

h to those of h is proved in exactly the same way as [a], p. 38 of 

Collins (1973), using (5.13), (5.30) and (5.76) of the present work to arrive 

at the analogues of the expressions on pages 38 and 39 of Collins (1973).) 

(Note also that some of the analogues below are stronger statements than 

the corresponding ones in Collins (1973) . This is because we need 

stronger statements to combat the complications arising from the non-

existence of a direct analogue of the mean value theorem for mappings 

/1?' to mappings F:l1 +lLZP (p > 1).) 

(5.94) 

(5.95) 

(5.96) 

{2.74} -<--p{sup{Ih n n (t) -h (s)I:IIt-slj < < 2c} > 1- 4n 

{2.75} --+ sup ljlF'(t+Z ) 1F (t+Z )Il -IlF'(t) 1F(t)IJJ --- 0 

a 1 a P 
{2.85} •• supflF(S)'B(0,t)_Fr(S) B (0,t) 0 

for all a = (a1,.. .,a) such that 

0< a <  

where B and B are defined below (5.83). We put the superscript a on 

the B and B in (5.96) to indicate that we insist the same vector of 

constants appears in the expression for B and B in (5.96). 

Note that (5.96) is a stronger statement than 

(5.97) supllp'(s)-'F'(t)-F'(s)1F'(t)lI P -3- 0 
t,s n 

because (5.97) follows from (5.96) by continuity - let a - 1 
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(where 1 
= (11)T) 

pxl 

Of course, (5.97) can be established independently of (5.96). 

We will indicate the proof of (5.-96) in a moment. 

The key inequality we are getting at is the analogue of {2.89}: 

(5.98) {2.89} - 4- sup {Jh (1)-h(s)J:IItIJ,llsll 

I IIFt(t)1B(O, t)tII -  1  IF' (s) 1B(O,$)sIJ 
tJII I!&I n 

a a 

5 2 suP jthllFt (t)'B'(O,t)tII - 1j1j1IF'(t)'B(Ot)tII 

+ sup 1111 IIF' (t)1B(O,t)tII j1jIIF' (s)1B(O,$)sJI 

= sup 

We extend this inequality further to 

a a 

(5.99) 5 2 sup  1JF'(tY 1B(O,t)t Y -F'(t 'B'(O,t)tjj} Iltu fl 

+ sup   '' (t)'(0t)t1I - 111 IIF' (s) -'B(O,$)sJI 

and still further to 

a a 
(5.100) 5 2 supjJF'(t) 1B(O,t)-F'(t) 1B(O,t) 

n 

+ SUP jj11IF1(t) _1B(O,t)tJl jJ IF' (s) 'B"(Os)s!! 

The first term after the inequality sign can be made less than, say, 2 - 

by (5.96) and the second less than by uniform continuity of the function 

IItIflIF'(t) -1BX (O,t)tII 

This establishes the analogue of {2.90}: 
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(5.101) {2.90} { sup {h (J-)-h (s)I:JjtI,IjsII < &} >1 - n n 

The rest of the proof of the lemma is identical with that of Lemma 2.6 

in Collins (1973). For example, the analogue of {2.96} is 

{2.96} +-' h(t)-h(s)I 

jf.ffIF, (t+Z ) (t+Z ) II - --- IIF' (s+Z ) (s+Z ) 
fl,.n 

<6. 

This inequality and the analogues of {2.94} and {2.95} lead to the 

analogue of {2.97}: 

(5.102) {2.97} ++ P{sup{h 71 (t)-h (s)I:JItJ!,JJsI S,JJ-II < 61 < c} > 1 - 

and, exactly as on p. 46 of 'Collins (1973), we get from (5.101) and (5.102) 

(5.103) {2.101} ++ P {sup {(7i (t)-h (s)I:jjt-slj < 5} < 2c} > 1 - 4-0 

establishing (5.94) 

To complete our discussion of this lemma we sketch a proof of (5.96). 

We have, from (5.61), 

(5.104) sup{F'(t)' - F'(t) 1fl:t K D} 0 

T 
We also have, for any a = (a1 ,.. .,a) , 0 < a. <P 71 

a a 
(5.105) sup {JIB (0,t) - B (0,t)lI --- 0 
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The proof of (5.105) is exactly the same as that of (5.30). For example, 

the analogue of (5.45) is 

p p 
sup {lôklp(X._ak c. eJ .a.) - olp(X_a c .b )I:Ua-bll < 5} 

- . i- ê 

6.  

p max C. 
ir 

From (5.104) and (5.105), we arrive at (5.96) by an argument similar to 

that used on pages 41 and 42 of Collins (1973). 

This completes the proof of the lemma. o 

(5.106) Given the vector x = we shall denote the 

component of the vector Ax by [Ax]1 . Thus 

P 
[Ax ]1 =I a1 .x., l=1,...,p 

(5.107) LEMMA: 

Let 

(5.108) 

Then 

(5.109) 

= {w 
in 

0 for all t K D , 1=1,. ,p I. 

P(E)—*1 (nln -co) 

We note that 
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[A(t-Z)][AF'(t)'F(t)j1 a , 

says that each component of the vector AF(t)'F(t) lies on the same 

side of the origin as the corresponding component of A(tZ). 

Proof of (5.107): 

We must show that 

P{inf[A(t-Z )1 1 [AF'(tY 1F (t)] 0  
1 tED n 

or, equivalently, we must show that 

(5.110) P{su[A(Z -t)] [AF' (t) -1F (t)] 1 5 0 , l=l,...,p 
tED 1 } n 

since inf x = - sup(-x) 

and, by linearity of A, A(-x) = -A(x) 

Now, for all 1, 1 5 1 5 p 

sup [A ] [AF1 () 1F () 

= sup {1A [A(-AF' ') 'i 

+ [A(-t)] 1 {AF'(t) 1F(t)] 1 + {A(Zfl 1 [AF'(t) 'F(t)] 1} 

[AF' (t) -'F (t) -AF '(t) 1F(t)] 
n n 

+ EA(-t)]1[AF'(t)1F(t)]1+ I {A(z)} 1 [AF'(t) -1F(t) 

and now, taking the sup inside and recalling from the definition of' 

"A IIXJIA = max [A (x) , we get that the last expression above is 
l5lSp 
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(5.111) 5 SUpt supIIF'(t)1F(t)F'(t)1F(t)JJA 

+ sup [A(-t)]1 [AF '(t) -1F(t)] 1 

+ JLznhIA sup jIF(t) 'F(t)J!A 

The first term in (5.111) approaches zero in probability, since 

SUPIItIIA < on D and supllF' (t) F(t)-F'(t) fl - F() - 0 

(with respect to any norm, of course) by (5.68). 

Now also the third term in (5.111) converges to zero in probability 

because 

IIZll 0 , by (5.76) 

and sUPIIF,(t) 1F(t)Il 5 supIJF(t)II 1 (t) II 

and the last two terms are bounded in probability by previous work. 

Finally, the middle term in (5.111) is 

,sup [A(-t) ] [Al?' (Y 1F(t) ] 
tED 

= - inf[A (t) I [Al?' (t)1F(t) ] 

= - infi a .t.J 
t j=1 

AA 1( 

= - inf 1 at   
t ii j EJJ 

p 
= - inf ) a .t. -+ 

t j=1 l7 Ej1 

50. 

(see the note preceding (5.13) 

and see also (4.24)) 

, (by (4.29)) 
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Thus we have that 

sup[A(Zt)] {AF(t)-'F(t)]1--- non-positive quantity. 

This proves <5.110) and the lemma. o 

(5.112) REMARK: 

We will be omitting t = 0 from our domain in the following final 

lemma and so we note from our proof above that we have strict inequality 

(> 0) appearing in the event (see (5.108)) if D is replaced by 
E* In 

I { because (a jtjJ - 0 if and only if a1 t = 0 (see (4.29)) 

so that [A(t-7,  = 0 for all 1 if and only if 

a.t. = 0 for all 1, i.e., if and only if At = 0, i.e., if and only 
j=l 

if t = 0, since A is invertible. 

In the following lemma, the norm (4.30), without the subscript A, 

is understood. 

(5.113) LEMMA: 

The events 

E 1n (defined in (5.47)) 

(defined in (5.107)) 

E Zn (defined in (5.75)) 

(5.114) E3:IIZJI < mm 
4 I 

where 1<y<2 
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and 

1 1 k + e**II 
(5.115) E: SUP{J!F (t+Z) F (t+Z) I. tfl E (0,  2 <1 

jointly imply 

(5.116) T = Z , where T is given in (3.25). 

Note that it makes sense to discuss Z above, by the comments in (5.53). 

Note also that 

P(E) + 1 by (5.47) 

P(E) - 1 by (5.107) 
In 

P(E2 ) -+ 1 by (5.75) 

P(E3 ) -+ 1 by (5.76) 

and P(E4 ) -9- 1 as a consequence of (5.79) and the fact that 

IIF(t)'F(t)JI < 2jjtfl , t E D 

(Note that this last inequality follows trivially (triangle inequality) 

from (4.21).) 

Thus (5.113) may be re-stated as 

(5.117) 

Proof of (5.113): 

P{T = Z } -- 1 (n-co). 

If < JIeH + k_II**lI  
4 

k 

11Z 11 < Is 4 

then, since 

by (5.114), 
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we have 

iit-ji jt + I!jI < Ie + k-IlII - k+W*II  
2 2 

Thus (5.115) implies 

(5.118) JJF'(t) 1F (t)II <yIIt-zII, JIII < IIII +   
n , n 

an Ilf-Z j4 0. 

We now claim that 

(5.119) Jjt-Z - F'(t ) 1F (t)II < Ilt-Z 11 
_n n 

IIt-z 11 E (o .n 
7< + IIr*lI 

2 

Using the notation introduced in (5.106) and recalling that our 

norm is the norm (5.30), we have that (5.118) reads 

max [AF'(t)'1F(t)) 1 < y max 
ll 15l 

which, since y < 2, implies 

(5.120) max [AF 1(t)1F (t)] < 2 max [A(t-z)]1 
l$lp 1 1<lp 

Then (note the analogy between the following lines and the few lines 

following (4.30)) 

II -Z - F'(t) -1F (t) II 
n n 

= max [A(t -Z )] - [AF'(t) 1F(t)]11 , (by definition of our 
1 l 47 

"n 1 

norm in (5.30) and linearity of A) 
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< max [A(t-Z )] , (by (5.120) and E* ) 
15Z5p "a - in 

= Ilt—Zil , proving (5.119) 

We write (5.119) as 

(5.121) - F'(tY 'F (t)IJ S aIJt-ZJI 

for Util < JIecIJ + 
4 

k _112**II 
some a < 1 

so that the first iterate 

= - F(e*)lF(e*) (see (3.25)) satisfies 

since 

llt'—Z JJ 5 aj-Z II 
,.In ,.,n ,.n 

= e satisfies < IIIJ +I In In 
4 

k - 02**lI 

by definition of E 
2,n 

To show that this and the remaining iterates remain in 

7< - !!e**II 
{t:jltll < JI**I! +   4 

IF(t)'F(t)Il < iIIt—zIII In 

observe that, by (5.118), 

- -r 
so that IIF(t)'F(t)II <i(Jle**Ii + 4 

7< - jJe 
  + 2  

(by definition of E and (5.114)) 

-7< - -riIeii  
= YII**II + 4 + 2I6**fl - 1iI**II 
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(5.122) 

y(7< - JJe**JJ) 

8 ] 
k - 

+ 4 ] (since y < 2) , i.e., 

IIF) 1F(t)JI <2[Jfe**JJ + 

From (5.122) and the fact that 

- i12**II  
4 

k - 
= satisfies < II**J! + 4 

one sees by the same argument as used in deriving (5.119) from (5.120) 

that 

lit 1II = - F(t°)'F(t°)IJ < Jje ** JI +  - 
4 

so that the first iterate remains in the set 

Then, 

k - JIe**I 
+  4 } 

By induction, all iterates remain in this set and satisfy 

aa+hljeo -ZlI , j = 0,1,2..... 

Z = urn tj = T and this completes the proof of the lemma. o 
n 

(5.123) THEOREM: (Consistency of T) 

Consider the model (3.5) and let {} be given by (3.25). 

Then 

(5:124) 
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Proof: 

Let c > 0 and write 

P{JTD S 

= P{CT = *] fl [iTi! 5 &]} + P{[T = Z] fl [IITlI 5 e]} 

= fl [IITII 

=Pf = fl [flI!  

— )1 (n-.>-o') 

by (5.113) (see (5.117)) and (5.76). 

This completes the proof. 

(5.124) THEOREM: (Asymptotic Normality of T) 

For the model (3.5) we have 

(5.125) 
V 

n 2 21 —+MVN (0 
-1  p2dG 

j ( ip 'da) 2 

where the sequence {} is given by (3.25) and where CO liin CTC 
---

n+o, 

(Note that, by this result, the efficiencies (of the components of T) 

are clearly independent of the design matrix and, further, the limiting 

covariance matrix is independent of G E F, since, clearly, 

(5.126) 
p2dG 

'dG) 2 - 

f
 c -C *'-(y) •(Y)dy 

(C)t (x)dr)2 
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Before proving (5.124), we give the following lemma: 

(5.127) LEMMA: 

C = lim cTc — 
0 n 

n->-

and, further, 

urn max 
n+co i,j 

Proof of (5.127): 

Then 

exists and is positive definite 

c. 
  = 0 
½ n 

We have (see the conditions given after (3.5)) 

C 1 C12, 

021 022 . 

• • 

'p 

C 

0n1 0n2' • ' • - rip 

2 

a ll , 

a11 , 

a21, 

= a21, 

a 
p1 
a 

- p1 

• 'n L qa lakP 

2 
aklak , . • • 

((nk•qa.a. 
=1 JJ 

= n AT Diag((q))A 

} 
} 

} 

times 

times 

times. 
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Put 

(5.128) 

so that 

CO = AT Diag((q))A 

lim - C 
n+­

and note that C0 is positive definite since 

C0 = (Diag((q))A)T (Diag((q'?))A) 

and the matrix Diag((q))A is non-singular, by assumption. (Recall 

that if E is any matrix, then ETE is always positive semi-definite and 

is positive definite if and only if E is non-singular.) 

The last assertion of (5.127) is trivial since 

Ic. .1 
lim max 1-a  

fl--°'l-,,J fl 

This completes the proof of (5.127). o 

Proof of (5.124): 

Write 

(5.129) FI(t) = 72F (t) = 

rilci1 1xij 

fl-)-co 

C. .t. a 

1 2 
plx.— c. .t. 

1=1 i-a a 
I 

h 1 (t) 

Ii np (t) 

say 

and note that H(t) is the sum of the n independent but not identically 

distributed random vectors (Ci IX._ C. 
JJT 
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We may write (see (2.17)) 

(5.130) H (2' ) = H (0) + B (0,T )T 
nn n n 

where B n (0,2' ) denotes the matrix 

(5.131) 

(5.132) 

B n (0,2' ) = 

h ( 2' ), . . . ,S h ( 2' ) 
- lnp pn pnp pn - 

for some I3 , 0 <i <  

We write (5.129) in the form 

n -n = - (B(0T ) 1 [nh (0) fl ½ Y H(T )] 

31 

Note that the proof of the invertibility of Bn (0 Tn) (in the sense 

that it converges weakly to •an invertible matrix, namely F'(0) is entirely 

similar to the proof of the invertibility of F(t), so we omit it (see the 

work following (5.6)). 

Now 

(5.133) nH(T) 2• 0 

since, for any c > 0 

P{n ½11H(T)JJ < 
P{T n n = Z } ,.  

[because 2' = 2 =:> 2JJp (2' ) 11 < 
n ...n nn 

owing to H (2 ) = F (2 ) = 0 (see (5.54)) 
nn nn 

and P{T n n = Z } 1 (n -->- co) by (5.113) (see (5.117)) ,.  
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Next, we consider the term nH(0) in (5.132). 

For each r,k where r,k = l, ... ,p, the covariance of 

n n 

ci.-. ip(Xr •z-.) and C 7< p(X) is 
j=l 

q(inc (X.)1I c. (X1 )}] rE c. (X) [Eil .=1 ji=1 L1 l ir -i-r i  

= EFI C . (X.) C . (X ) (in J] - , since Eip(X) = 0 (see the 
H. -z-r -  vk - 

L=l 

proof of (5.13a)) 

n 
= C C.k Ep2 + C. C.  , again using Ep(X) = 0 

i 1=1 r i. 

(5.134) Thus the covariance matrix of 

H(0) is. OTCF*2 

We now claim: 

(5.135) Lindeberg's condition applies to each of the p components 

Proof: 

i n 

llcik (x) of n 21(0) 

Let r > 0 and let a be a bound for 4'.. Then, by (5.126), as soon 

as n is large enough we will have 

C, 

- - 
n ½ i Ic.- 4'(XJ ½ n Ic. a '  

so that, with -½ C.  4'(X.), we have 
ikn Ilk S. 

2 d  (y) = 0, 
ikn 
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where G 
ikn 

denotes the distribution of . 

i-kn 
from which 

Lindeberg's condition is immediate (see Chung (1974), p. 205). 

(5.136) 

From (5.134), (5.135) and (5.125) we conclude 

-½ V C0 Eib 2) n T —MVN (0, 

Finally (see (5.129) and (5.131), 

- (B(on n ,T)} -1 = 
-1 

Olhn11 n) . Ophnii n 1 

- 1 n pi' oh (S p   T), . . . ,Oh np ( pTn) 

n 
--•1 ' I 

- L c. 0 ilnX.- n. •vllii-

1 n 
- - i1ipo1  (Xi _ 

c. .T 
10 nj P (Xi- 1 • C 

n 
C. c T 1 

i__l ipp i pj __ l ijnj) 

(where we have written T . for the component of 
no 

1 nr 
- L c. li. c. 1 ip 
n . •z- i, j=1 i-o no 

C. C. '(Xi-'l c..Tn'. 1 i1i.p 

ifl 

c. .T .1,..., c. C. 
p' (Xi _ 

no) n j.1 11p  

-1 

--1 

.11.7fl:7 - 

F) [(urn JE*'J using uniform continuity of ' on compact sets, 

(5.123) and a partitioning similar to that in (5.18); 
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that is, 

(5.137) -I T)J_1 p   
B(O i co_i n 

From (5.137), (5.136), (5;133), (5.132) and Slutsky Ts theorem, 

we obtain 

½ n 
TMVN W-1, _i1 29  j cp 

½ V (2 , 1E )T —9-MVZt7CO (EpF)2J 

completing the proof of the theorem. o 

2) 
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ROBUST ESTIMATORS AND MODEL EXTENSIONS 

For the model (3.5): 

(6.1) X. = 
'2-

C. .O. + e. 
'2- i=1,. ,?2 

with ClCn being i.i.d. random variables with distribution function 

G E F (where F is the class of all distribution having normal centres 

and arbitrary tails) and C = ((c..)) having the form given in (3.5), we 

a) defined a class of estimators IT = 27 (*): p E 

of e = (01, ... ,0)T (see (3.13) and (3.25)) 

and b) investigated their asymptotic properties. 

We found that for each ip E 

(6.2) T n = T(p) E' o (see (5.123)) 

and 

(6.3) V 
T =T(p) --MW 
-.n ••-n 

where CO = lim 
cTc 

n 

fC 0, C 1 
- 0 1C 2 

IP(y)'(y)c 
C 

(see (5.124)) 

, and without loss of generality, the true 

value of 0 is 0 (see (3.18)). 

93 
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In this section, we consider the problem of finding the optimal 

estimator T = T(p) (optimal according to some criterion we shall specify.) 

We will then extend our class of distributions F to consider, in addition, 

a small amount of symmetric contamination of the normal centre and will 

give the optimal estimator in this case. Again, the case of scale unknown 

is deferred to sections 7 and 8. 

Consider the case of estimation of a location parameter first. Huber 

(1964) proposed judging the "goodness" of an estimator (or "robustness", 

meaning, roughly, good performance when reasonably small deviations, from 

the assumptions made in the model, occur) by it's asymptotic variance. 

Huber (1964) says: 

"Since ill effects from contamination are mainly felt for large 

sample sizes, it seems that one should primarily optimize large sample 

robustness properties. Therefore a convenient measure of robustness fo 

asymptotically normal estimators seems to be the supremum of the asymptotic 

variance (n-oo) when G ranges over some suitable set of underlying 

distributions . . ." and goes on to give reasons why, even for moderate 

sample sizes, the asymptotic variance is a better measure of performance 

than the actual variance. We shall adopt Huber's criterion in our work 

(of course our 'asymptotic variance" is a covariance matrix.) 

The model (6.1) with p=l and c 1=l, i=l,. . .,n was studied by Collins 

(1976). It is clear that any optimality results of Collins carry over 

to our model because of the form of our asymptotic covariance matrix. 

For example s order matrices by positive definiteness, so that M < IV means 



95 

tT(N.M)t ? 0 for all t E lip and 

(6.4) 

tT(iv_M)t = 0 if and only if t = 0 

Then, noting that we may use the phrases "optimal estimator" 

synonomously with "optimal -function" we suppose that is optimal 

for the model (6.3) with p=l, c. =1, i1,...,n, meaning that, according 

to our criterion above, 

•(6.5) minimizes sup V(,G) where 
GEF 

(6.6) V(p,G) - 

IC 

IP2 (y)y)dy 
C 

I 
f c 

Y) (Y) d,] 

Note that, of course, (6.6) is independent of G E F so in this 

case, the supremum in (6.5) is redundant. 

It follows immediately that 

CO 1 V( ,G) 5 Col V(b,G) in the sense of (6.4) so that the 

optimal in the model (6.1) coincides with the optimal in the same 

model with p1 and c 1 l i=l,...,n. 

It thus suffices to give the results of Collins (1976) and we will do 

this briefly: 

The infimum of V(ip,4) for i ET is 

1  

x(x)dr 
C 
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* 
This infimum is attained by ij.s where 

= 

fx. 2 E (-c,c) 
0 3 otherwise 

,i T , clearly,but 

P(x) 

any dominated sequence 

* 

(x) a.e. as jco will satisfy V(P4) 

in T satisfying 

Next, define a class of distributions.? as follows: fix 
C 

0< c< land say that 

(6.7) G E P if the density g of G satisfies 

g() = (l-) 4(x) + Eh(x) for all x E [-d,d] 

where h is symmetric and smooth. 

Collins showed that, according to our criterion above, any 

discontinuous p (in particular p*) cannot be robust, for we have 

sup{V(p,g): G E Pr ,j = i is discontinuous. 

Collins next defined a class 

(6.8) iç by replacing, in the definition of 'P.o , the condition 

that i be smooth by the condition that p has a piecewise 

(6.9) 

continuous derivative and showed that if 

C 
< 2c 4(0) - 2(c) + 1, then 

1-c 

ip E minimizes sup{V(ip,g): G E P} if and only if 

i is a nonzero multiple of 
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H x0 

= 

0 

tanh [ xi(c_IxI)] sign(), H c 

where x and x are uniquely determined by 

= tanh [- x1 (c_x0)] 

and fC [g0 (x) - (1-c) •(x)ldx = s and 

where 

(].-)(x), lxi 5 x 
0 

) 
0  cosh2 [+xi (c_H)],  

cosh 2 1 X I (C-- 0)] . 

Collins (1976') validated this minimax result in the sense that under 

certain conditions, V(,g) is the asymptotic variance of a consistent 

estimator for all G. 

The problem of estimating 0 in the linear model with p E and 

G E P & has not been undertaken but we have no reason to doubt that with 

our conditions on C and the conditions of Theorem 2 of Collins (1976') 

that consistent and asymptotically normal estimators of 0 can be found. 
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In any case, a comparison of the matrices 

sup 
GE? 

2 j_ i1(y)g(y)dy 
C  

[C 
f c 1(y)g1)J 
V 

and -1 C 

f 2 

I 
sup 1c 2 
GE? 2 (Y)t(Y)dYJ 

is a natural way of comparing two estimators so that 

the minimax results of Collins (1976) apply. 
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EXTENSION TO THE CASE OF SCALE UNKNOWN 

As in section 3, we fix a, 0 < a < .5, we define d = '(1 - and 

G E F if and only if there exists y E (- -, -) such that G(y) ''(y) + y 

for all y E [-d,d]. Our model is 

(7.1) j=l + c, i=l,. .. 

where the c. are i.i.d. random variables with 
1-

distribution function G(y), where 

(7.2) 0 (y) = G() , 0 E F, 
a a 

and e = (01, •• T 8 ) and a are unknown. 

The design matrix C has the same restriction we imposed on it in 

section 3. Our problem is to estimate e 

In the case where a was known (a = 1 without loss of generality), 

we proposed estimate 0 by solving the system of equations 

(7.3) c (x. - jl ce)  

for ip E T where T was given by (3.13). 

Unfortunately, the resulting estimators are not scale invariant. 

(Recall that an estimator 0  of 0 is location invariant or equivariant 

if 01 (X + Ut) = 2() + t, t E iF? and scale invariant j 01 (XX) = X81 (X) 

99 
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where X is any scalar. An estimator a5 of a is location invariant if 

&(X + Ct) = &(X) and scale invariant if &(XX)  

In fact, unless the function 4' in (7.3) is of the form 

= Jxfl sign(), solutions of (7.3) are not location 

invariant and, clearly, such *=- do not vanish outside a compact set. 

To obtain acceptable procedures, we must estimate 0 so that the estimator is 

scale as well as location invariant. There are two common procedures for 

doing this. One is to estimate a simultaneously with 0. This is the method 

we shall use in section 8 and shall comment further on it there. The, other, 

which is the method we employ here, is to first estimate a from the 

data and then to solve the system 

p 
X. c.. 

- 8. n . 1 

C.k j) O".  - 0, k-1,...,p for 0. 
• 

Accordingly, following Collins (1976), we let G be the empirical 

distribution function of the sample and set 

(7.4) 

= 1 (l-a) - 

(1-a) - G 1 (a) 

where G 1 (t) = inf{y: Gr (y) t}, 0 < t < 1. 

Also put 

thl (l - ..) - ,1 (3a) 

(7.5) b =   

1 (l-a) - 
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Then it was shown in Collins (1976) that 

(7.6) there is a number 3 E {1,b) such that 
I 

' 

(7.7) cr P—+cr. 

is given by 

(7.8) (l-a) -  

The upper limit on the biasing factor is small for reasonably 

small a. 

Now set 

(7.9) C' - and define 

(7.10) T , to be the class of (3.13) with c replaced by Ct. 

We propose to estimate the true e by solving 

X.- c..O. 
(7.11) ik [ j=i  ] 0, k = 1,... 'p where E 

a. 
n 

The proof of location invariance of solutions of (7.11) follows in 

exactly the same way as our proof of (3.15). We will check that any 

solution of (7.11) is also scale invariant. 

(Note that â is location and scale invariant.)" 

We must show that for any scalar X 

(7.12) 01(Xx) = X91(x) where 01 (X) is any solution of (7.11). 

To prove (7.12), replace X by AX in (7.11). (We may assume X j6 0, 
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since the result is trivial otherwise.) 

& = &(X) becomes &(XX) which, by scale invariance of 

equals lxi &(X) = jxj 

Then (7.11) becomes 
t 

(7.13) 

i.e. 

(7.14) 

i.e. 

n. 
(7.15) 0. J) 

ill i..k 

C. .0. 
j=l ê 

( 

A 

TT 

X. 

lxI& 
fl 

= 0, k = 1, . . . ,p 

= 0, k = 

= 0, k = 1,... ,p, 

by skew-symmetry of , 

from which we see that the j th component of the solution of 

(7.13) upon division by X is the j th component of the solution 

of (7.11) 

i.e. 

= 01 (X), proving (7.12). 

We may thus assume throughout this section that the true values 

of 0 and a are 

(7.16) 0 = 0 , a = 1. 
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For 1) > 0, set 

(7.17) F 11 (t) = 

(7.18) F.(t) = 

r - . a..t. 
p - 

a2-1 1. q.Ep 0-1  
i=1  

a. q.E j=1 
i=1 2-pl-

a..tj 

C. .t. 
1 2'j=l  
- 1. ) n C.i=1 11 

n 
.2. V j=1 
fl cj] 1) •fl 

/ 

p 

f.I11 () 

(7.19) DEFINITION: 

For [i E the sequence of estimators {T} = {T.(p)} 

of the true 6 is defined as follows: 

set t =e (see (3.8)) and then form the sequence 

tk+1 = t  - F (t k)_1 F (t k) k  
fl& ncy 

n n 

in analogy with (3.25). 

Then set 

fla 
n 

51 if this limit exists 

otherwise. 



104 

(7.20) THEOREM: (Consistency of T ) 
-no-

n 

(7.21) T . 0 
-fla 

n 

Proof: By (7.16) and (7.7), there exists 

= 3 E [1,b) such that 

(7.22) 

Elementary properties of 

a..t. 
2-7 7 

and B p'   can be derived, 

as previously for B - a t and B 1x - a t 1 
j=l - j=J. 

in section 3 (see Collins (1976) section 4 and see also chapter 8 

of this work.) 

In particular 

(7.23) 

a..t. 
j=1  

p 

a t 
i=i ii  

<2 a t I for all t K D (see (3.20).) 

j=l 11 
The analogue of (5.15) in this case is 

(7.24) sup{ F ,. (t) - F(t) : t K D } P ) 0. 
no- - 

n 
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To check this, write 

(7.25) sup{ iIF&() - F(t)JI : t E } 

5 sup IIF & (t) - F(t)JI + sup IF (t) - FII 
tED tED nP 

The first term on the right hand side of the last inequality tends 

to zero in probability by uniform continuity of F (or just i, say) 

P 
and the fact that & -) 3 (we omit details since several proofs of 

this sort have been done previously in this work.) 

The last term in (7.25) tends to zero in probability by exactly the 

same argument as used in (5.15), and so we arrive at (7.24). 

The rest of the proof of consistency is the same as our previous 

consistency proof so we omit further details. 

This completes the proof of (7.20) II 

(7. 26) THEOREM: (Asymptotic normality of T ) 

We have for i E T i and T 
-no-
n 

(7.27) T nO- -* MI'W 
- 

n 

In the proof below 

as given in (7.19): 

tc' 

fc P2(y)L3y)dy 
c_i 0 p [fC l (yr(py) ] 2 

(7.28) the first p componentsof T na will be denoted by 

i (i1,...,p). 
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Proof: We set, for any 1) > 0 

tl 

t 

(7.29) II 
Ti 

=11 
n 

n :Cil 
i=1 

p 
x. - c..t. 

j1 1-aa 

TI 

-C. j1  

i=1 i.p TI 

a mapping from 

D X IR+ - IF? (here IR+ = Jq E 1R 1  
p+1 dimensions 

Following notation similar to that in (5.130), 

write 

(7.30) fi 

nl 

T 
np 

a 
n 

' 

'0 

0 

0 

P 

n 

0 

0 

0 

P 

I T 
J 711 

T 
np 

a 
n 

T -0 
nl 

T -0 
np 

& -p n 
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Here, 

T 
nl 

0 

(7. 31) B 

T 
np 
a 
fl 

equals 

n 

I 
i=l 

- jl  

ijapT 
0=1 nj 

ip 1 

, 

ai some a., 0 < <  

This may be written as 

(7.32) B 
n 

0 

0 

p 

'7, 
nl 

T 
np 

a 
n 

nl 

np 
A 

an 

I 
(x. - C . 

j=1 27 a 1 T na1 

P+a1 (&-P) 

(x. - 

j=1  
ip 5p+1 [ +a(&-p) 
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£ 
n 

0 

0 

p 

T 
nl 

T 
np 

0• 

T n + n 

0 

0 

p 

= £ (x,y) T + M (x,y) (6-p) , say, 
-fl n 

n 

where we have written 

(7.33) 0,...,0,p) as x 

(7-34) (T 1 ,... A T 
np = as y 

n 

(7.35) = 

and 

c. .a T 
n ' j=10 lnj 
i1ci151  P+a1(a-P) 

nl 

T 
np 

a 

n 
i1ci1op 

Xi_ci aiT] 

C. .a T . rip+ap(^n-P) - c.aTi.vneC. 5 l j=1  I•..• . j=1  

1_p 1 P+a(â_P) j, 1_ p  J 

p X  
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X. c..aT .' 

n z- . 

il C11 6p+l P+a1(â_P)  

(7.36) 

Ix. - C .aT 
ib j=1 iapnj 

C. 6p+1 +ap  (&n -p) 
I 

On re-arranging terms in (7.30) and multiplying through by fl½ 

we get, using the last equality in (7.32), 

(7.37) 

Now, 

(7.38) 

(n n non = 

4-
n 2 

-½ 
= n 

1-1 H (x) + -½ M(x3y)(&-P) - -½ 

H (x) = n H ((O,...,O,)TJ (from (7.33)); 

(x. 
C. 
zl J 

C . 
.1-p 

(from (7.29)); 
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  MI/N (Q, E urn 
by C.L.T. W  n+OD 

• = 14 V (o, a 
0 
E ,2 

Note that in arriving at this limiting distribution, we used the fact 

that for r,k = l,...,p , 

4- n 
2 ' C. 

ir 

1 
= 1=1 0ir Cik 

(x.} n 1 
1) 1 -i 
-, c.. 

iI< 
i=1 

1 L. - . 2' c. (0) 
fl ZZ  

to give us the expression for the variance - covariance matrix. The 

condition (5.126) is used to ensure that Lindeberg's condition holds 

(see (5.135).) 

Next, 

(7.39) -½ H(y) = n-'-2 H from (7.34) 
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Cu 

n 
C. 

P 
>0, 

C. -T 
71 j=1 l-e n 

0• 
n 

I 

X. - c. .T 
j=l 17 na 

CT 
n 

since PIT = zero of F] 1, by (7.20). 
Iflo.fl nJ 

(Note that we have been writing 

T for the kt' nl< component of T 
n 

instead of the more accurate 

Tnk , but we dropped the & n for reasons of 
-  

notational brevity.) 

Next, we examine the term 

(7.40) M (x,y)  
n n 
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½ =n - 

ii il 8p+1 

ip 5p+1 

X.- - C. .a 2' 
j=1 1-0 1 n3 

3 +a(-3) 

2- j=i 1-L1 P no 

I 

-1 
Splitting the n4- 2 as n2 times n and recalling that 

1) P+l means partial derivative with respect to 

(7.42) 

we get from (7.40) , 

- 

n 19 lvi (x,y)(&fl -3) = 
n"  

n 
1 
n. I 

X.-' 1-c..aT . 

2-. 1n 
e=i C I 

i3.   

X.- I c. .a 2' 
1- . 1-0 C.  01 P'0 

i-1 [+a p (&-p)]2 

• X.-c..aT 
I 2- 1 2-31flj B +a (â-) 

in 

c. .a 2' 
2-. 

I   

I 

We see that each component of the vector in (7.42) approaches zero 

in probability, using (7.21), (7.22), uniform continuity of ' on 

0 (see [-c', c'] and the fact that E[Xp'()J = fc? 
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Collins (1973), p.101). (Of course, a partitioning such as that done in 

(5.18) is done here before applying the W.L.L.N-). 

Also, n½ (&-P)   0 since P is the normalized difference of two 

quantiles and & the normalized difference of the corresponding sample 

quantiles. Thus 

(7.43) -½ P n M(x,y) (&_P) -• 

(7.44) - 

(.n' n -

n 

n 

i=1 
C. 
i1 

Yl 

C a  
H. j=1 ijlnj 

81 

- c a 21 

C. 
n j=1  

8 
j.:J ip 1 !) 3+a(&-p) 

Finally, 

•••• i1 

n 
C . 5 

i=1 P 

c. .a T 
j=1 2.Oln.j 

+al (& n -P) 

C..aT. 

i3+a(&-P) 
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n I C. C. 
I ' I  i-1il  
n . I 2-1 

n 
1 
n. 

C. C. 

-1 
p 

fl-co 

=C71  1  

° Eip'(f) 

c. .a 21 -a 1 nj 
13+a (&-13) 

n 
1 

,...,,.. 

a T .Lcij p ne CC ,7=1 ip ip 

n j=, 13+a(&-13) 

1lirn [13+a (a^  n   
P  E*' 

1 
x 

Urn Efa (8-13)] 
P . 

X.- c i .a 21 
j=1 1 na 

p+ai(ap) 

X.-. c. .a 21 
j=1 l-a p n 

13-f-a (&-p) 

From (7.38), (7.39), (7.43), (7.44) and (7.37) we have, using 

Slut sky's theorem, 

½ V n 21 — M1'W 12, Co 

and this is easily seen to be the same as 

C , 

I 2(y)y)i 
21 ZZ9 o, c1  c'  

0' C 

[ y)'(y)dy] fc f 2 

and this completes the proof of the theorem. 0 

.1 
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CONTINUATION OF THE CASE OF SCALE UNKNOWN - 

SIMULTANEOUS ESTIMATION OF THE REGRESSION VECTOR AND SCALE PARAMETER 

In this section, we retain the model 'of section 7 and consider the 

problem of estimating 0 by estimating simultaneously with it the scale 

parameter a. We shall defer comparison of this method and the method 

of the previous section until after we have done the analysis. A 

discussion of the ranges allowed by certain parameters will be given 

in (8.120). 

(8.1) Fix c, 0< c5 .05 

and 

let d, k, O, e', , and b have the same definitions as before 

(see section 3 and section 7.). We let denote the true value of 

and a0 denote the true value of a. 

Let c be any number satisfying 

(8.2) c fi .90 

We set 

(8.3) c 

and define the class 

(8.4) T C r = -*P 1 such that i,i is smooth, 

C 

- 2b-1 

j vanishes outside [-c',c'], is 

non-negative on [O,c] and is not 

identically zero on [O,c].} 
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Now define 

(8.5) p(x) = J11)(y)dy , i E 

(8.6) a = (n-p)E[Uip(U)--p(U)] where 

U has the standard normal distribution, 

and put 

(8.7) A =  X - i=1,.. . 'P E 1 

where each A has distribution G EF (see(7.1) and (7.2)). 

Sometimes, when the index i is unimportant in X - a .t, we 
j=1 

will write 

(8.8) 
j=1 IIL7 

Finally, set 

(8.9) 
a 

a = urn n- 
n4co n 

We propose to estimate 0 and o jointly in the model (7.1) by 

solving the system 

(8.10) 

where 

HI"i= 0 
fl \O) (p+1)x•i 
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ft 
(8.11) Hn j = 

.!:. C. J) 
n. •71 

a 

n 
1 
n . 

C. .t. 
i-a a 

-rxi-i1Ciiti 
- a 

I 

P 
X.- C. t. 

2_7 j 

a 
P 

It is clear that (8.10) has multiple roots so we make the following 

definition: 

(8.12) DEFINITION: Set 

(8.13) 

rat 

en set 

n 
'-
0 

n 

(note that we dropped the subscript nIV 

from - see (3.8)) 

and form the sequencerc, 

k+1 k 
(t 
v'J 1 

= 1) 

Th 

T 
,-.-n =T(P)= 

(p+l)xl 

k-i d k 

-fi f.]  

k 

a 

ron 

if this limit exists 

otherwise 

-1 -1 
(8.14) REMARK: The existence of H) and boundedness of JH(t) II, 

in the probability limit sense in some range will follow from 
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the existence of and boundedness of where 

is defined below (see the argument in (5.6).) 

Set 

il ajijEP[_) 

(8.15) 
(t 

= 
i=1 apqjE11_] 

rL ). q.E ; [--- •'I) 

It is easily checked that 

(8.16) 

and the fact that 

t t 
(8.17) sup 0 

over all L' . in some appropriate closed neighbourhood of 

f i 
a ) a 

where the supremum is taken 

f  
is proved by the same argument as in (5.13). 

We shall call (8.15) the asymptotic deterministic version of (8.11). 

(8.18) REMARK: We remark that any solution of (8.10) is location and 

scale invariant. This can be checked as follows: 

Replace X by X + Cs in (8.10), s E F. We get 
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;:. 41 1 CF C. 

(8.19) 

or 

Ti 
1 , 
- 2. C. ) 
Ti i=1 2p 

a 

i1 [[X+CoS._ 

-p 

a V 

CS3.- 2. 
1.3 .. 

a 

79 

1 
a 

n— i I , [[X 

a 

-p [Xi C.(t._S.)]1 - 

it 

J] 6n, 
- 

a Ti 

) 
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so that any solution of (8.19) minus (31,...s ,0)T equals the corres-

ponding solution of (8.10), proving location invariance of solutions of 

(8.10). 

Similarly, if in (8.10) we replace X by AX we get the system 

(8.20) 

or 

(8.21) 

n 
lr C. 
j' i=1 IT I) 

1 
n 

x 

1AX. C. 

a 

Ax.- . C 13 . .t. 
. 3 

a 

i n 

IP 

n 
C .   
1,p A 

AX Cjt) 1AX 

I - 

a 

t. 
Ci 

a/IA! - 

xi-i1Cijt 

a/tAr 

t t 
xi_Cij xi_jIlCij  

a/IA! 

cijtjll an 

a 

Ci j 

a/IA! 

n 
I 

a 
n 
n 
J 

=0. 
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so that any solution of (8.20) with tj replaced by 111./X and a replaced 

by dlxi equals the corresponding solution of (8.10) proving scale 

invariance of the solutions of (8.10). 

We may thus assume in what follows that the true value of 

i.e. 

(8.22) 

is 

e 01 

Cr 0) rl" 

r  

We shall show that the estimator of 0 resulting 
r.J 

from (8.12) is consistent and asymptotically normal. 

As a first step in doing this, we will show (following the 

technique we used in the scle known case) that the Newton's method 

solution of H() = 0, with starting value is 

Note that 

** 

0 (8.23) J E DX [i,b), where X here denotes Cartesian product, 
(see (4.13b)) and (7.6)). 

Now D X [1,2,) is a closed set. We shall have to perform our 

analysis in an open neighbourhood of (') ) for, otherwise, the 
attraction theorems we wish to use fail. 

It is easy to check that H is continuously F-differentiable on 

any neighbourhood of () that we wish to work in (s ee (4.7) for the 

proof of smoothness on D of the function F there.) 
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We will see later that H'(Pd') is a symmetric matrix. Consequently, 

by Theorem'4.l.6, p. 95 of Ortega and Bheinboldt (1970), H is a gradient 

mapping. This fact is of considerable interest in the solution of non-

linear equations in general. It turns the problem of solving systems 

of equations into minimization of non-linear functionals (although, in 

fact, there is a way of doing this in general.) In all our work to 

date, we have solved systems of equations rather than minimized func-

tionals and will continue to do so in the present problem. For our 

purposes, symmetry of H'() will serve to simplify o.ur analysis. 

Now we shall need expressions for expectations of various func-

tions. We summarize these in a lemma. 

(8.24) LE11MA: (In this lemma, U denotes a standard normal random 

variable, so that 

P(U 5 x) 

We have: 

(8.25) Ep(U) = m - 

where p(x) = in for all X such that IxI 

(C 

(8.26) E[Uip(U)j = 2J iP(x)x4(x)dx 

(8.27) Ep Cr () = in - J(x)[(at) - 

> C 

C' 2j 

(6.28) E )] = 2oexp(-t2/2) I *()x(ax) (ort)  dx 
j=0 (2j)! 
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C 1 00 2 i 

(8  dx fo .29) E1 = 2aexp(-t2/2) (x)(a)axt ()  
j=O (2j+1) 

(8.30) = 2a2 2 exp(-t2/2) fo ((ax)ax (axt)((2)I (2j±1)!3 dx a 
3=0 

(8.31) = 2a2exp(-t2/2) times 

C 1 00 
2  1  1-(ax) 

0 j=O j 2  j (x)(ax)axt (oxt) (2j) + 2j+1)! ) dx 

(8.32) = 2a3 _t2/2) times 

fc l [(x)-p(x)]a) (axt) 2 { (a) 2-1 (a) 2t2  
o j=O (2j) (2j+1)) 

(8.33) 2a2exp(-t2/2) times 

0c 2 (a2x2_2 (c5) 2t2) 
dx J (x)(ax)ax (axt) (2j) 

j=0 

(8.34) = 2aexp(-t212) times 
a a a 

fC , [x()-p(x)](ax)cosh(axt) -  

(8.35) = (8.28) - (8.27) 

(8.36) E[p(U)-p()] = fo 
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(8.37) REMARK: Perhaps the easiest way to prove some of these results 

is to use integration by parts. For example, write 

C
E[L2 I-CI ip'] = a3 xIi'(x)(ax+t) dx. 

Then set du = p'(x)dx, v = x24(ax+t) to arrive rapidly at 

the result (8.33). 

Proof: 

1CO 
(8.38) Ep(U) = pp(OW) du  

= J p(U)(U)du + m f (U), since p(U) = m for 

IUIc' IUI>c' 
1 U > 

= J p(U)(U)s + 
IUI 5 c' 

Applying integration by parts to the last written integral in 

(8.38), we get that (8.38) equals 

J (U)(U)& + m[(-c') + 1 - 
IUc' 

= M4(C l) - m(-c') - 5 (U)(U) du + m[(-c') + 1 - 

=m -
C 

[fo p(U)(U)du + ) VU) 40) duj 
-c' 

(C , 

= m - j p(U)[(u)-(-u) du 

proving (8.25) 
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Next, 

E[U(U)] = T CO u • W  • (u) dit 

I 
= J up(U)(U)du + 0, since (x) = 0 for 1XI > 

I Uc' 

2 10  x(s)(s)dx, since x(x) is even, 

proving (8.26) 

REMARK: It is easy to see from the calculations just done that 

Ep(tJ) and E[Uip(U)] have the same values as given above even 

if U has distribution function G E F, where F is given at 

the start of section 7, so that in defining a in (8.6), we 

could have put a = (n -.p)E[Up(U)--p(U)J with U having distri-

bution function 0 for any 0 E F. 

Next, 

oo  '• 

Ep) = J p)dO(s) (see (8.7)) 

= + 
CF 

{s:J-c'}  
1 p()dG(s) 

{s:I -j>c'} 

= J P (-•• x 
{x:i — lc'} + {s:14>c' } 

dG(x) 

a' a 

since c' si fi d 
a' 
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(C 7 

= ° I p(x)(ax-ft)dz + 

(Put u = p(x), dv = (ax+t)c1 du = (x)d, v = I 

(C 

[p (x)(ax+t)j1C , - j ip(x)(ax+t)dx + 
-C , 

=rn 

=rn 

(C , 

- I 
-c' 

rc ' 

- j 4'(x)[(ax+t) - 

Next we prove (8.36): 

E [p (U) -p (' NJ 

=rn - 

proving (8.27) 

Jc I c I 
0 (x) [(x) ()]d - [rn_f (x) [ (x+t) 4 (x)] dx 

(from (8.25) and (8.27)) 

(C' 

jo i(x) 

j=   (x) [ (at) -{1-4) (ax-t) }- (x)+{1-1) (x))] dx 

proving (8.36) 

We now prove (8.29) and then (8.30). Note that these two expressions 
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have been derived in Collins (1973) and (essentially in) Collins (1976) 

but we enter the proofs here for completeness and also because our 

notation differs a little bit. 

We have 

= 

= + 0 
{X: 14C r} 

= a f-C, C  )ax+t) dx 
, 

a 

C , 
t, 

= aexp(-t2/2) f 0 -t )[e - ax Jd 

C 00 , ≥j+1 
axt)  

-2aexp(-t2/2) j (x)(ax) (2j+l) 
0 

which is the same as (8.29). 

Next, 

E'() =E-( 
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IC , 
= —a2 

(St 

= - CY 2 f(X) [• (Crx+t) —• (CFX—t)] dx 
at o 

= -CT 2 Ic'• (x)[—(ax+t) •(crx+t)—(cFx--L"-) •(ax—t)]dx 

C r 

= a2exp(-t2/2) f (x)(ax)[a -axt at {e +e } + t{ -axt -e axt 

= 2a2exp(-t2/2)JO L 
CO 2j CO (X4)2a+1 

0   t (2j+1) 
j=0 

Cr CO 2  1 t2  
= 2a2exp(-t2/2) fo (x)(ax)ax (acct) L(2i)! (2j+1) ]dx  

(8.39) REMARK: 

which is (8.30). 

Since we are dealing with a -function that vanishes 

outside an interval, the interchange of integral and 

partial derivatives above and in future calculations 

is most easily justified by the existence and con-

tinuity of the integrands involved. 

Next we prove (8.28): 

00 

= p()dG(x) 

= {x:I4c7}a 
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f—C 
C , 

a 'x(a)4(ox+t)d.xr 

= a ICI x•W [a-t) + (ux-t)jdx 

C, 
r 

= aexp(-t2/2) fo x(x)a)Le -cYst +eaxt1 jdx 

= 2aexp(-t2/2) jo WxMax)cosh(axt) 

agreeing with (8.28). 

Next, 

- 

= 2aexp(-t2/2) f [X* W  -P W] • (ax) cosh (cjxt) 

+ , {4) - pdG(x) 
{X: >C } 

(where the first term on the right of the equality sign is 

derived from calculations exactly the same as those in the 

derivation of (8.28)) 

f2aexp( -t2/2) [x(x)p(x)iiJ(ax)cosh(axt)dx - 

aC 

since I—I > C , - J)( = 0; 
l.a1 
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= 2aexp(-t2 /2) fo [x (x) (x)] (a)cosh(axt) dx - 

- 1(ac'+t)a , proving (8.34) 

Of course, (8.35) is trivial from (8.28) and (8.27). 

Next, we have 

-'--Eii(-) (clearly) ôa a 
Ce' 

-ce' 2 (x)(ax+t)dxJ = [Cr L 

= -a2 .fax [(a+t)-(a-t)J dx Cy 0 

= -a2 J (x){a - (at)-(ax-t) + 2}dcy 

= -a2 
f 

c I + (a+t) 

- 

= a2 I ){[( ) )(t)(xt)j + (ax-t) 
- 

C , 

= 02 I o (x)axexp(-t2/2)(ax)[(at)e-a.t -(ax-t)eaxt ] 
J 

+ a2 
(C , 

- act axt-J I.(x)exp(-t2/2)(ax)L -e- jdx 
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C , 
= a2 Io a (x)exp(-t2/2)(ax)ax[ax(e -axt axt ) + t(e-axtaxt ) dx 

)o 

+ a2 I (x)exp(t2/2)(ax) (2)sinh((Yxt)dx 

C 2 
= 2a2 I (x )exp(_t2/2)(ax)ax () 7 

0 (2j)! L 

(C 03 () 2i+1 

+ 2a2 p(x)exp(-t2I2)c)(ax) Y. (2+1)!  dx 
j=0 

00 
ax 

j=0 

(axt)21_ 

(2j+1)! 

C0 ' 2j   l-(ax) 2] 
= +1)J 2a2exp(-t2/2) J (x)(ax)axt (ax  [(2,•J) ! + j0 (2j 

proving (8.31). 

(8.40) REMARK: We could have expressed E[I.iI'(-)] in terms of p by 

writing Ep'(—j = a2 ---C •a  {a -Ep(---)) and showing 

that this equals 

1 

a2 fo p () [th(at) {a2 (ax+t) 2x-2a (at) -a2x} 
+ (ax-t){-a2 (ax-t) 2x + 2a((;x-t) + a2x} 

dx 

Of course, this last expression could be derived from 

(8.31) also, by parts or otherwise, but the fact that 

it is so messy leads one to suspect that we are better 

off expressing everything in terms of i. 
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Note that as a check on the calculations that led to (8.31), we can 

A £5 A 
also write EAip'(—) = -a A - Ep(..) and, proceeding as above, 

this leads us to (8.31) again. 

Finally, we derive the expressions (8.32) and (8.33) for 

E [ 2 ) J = -o E' -- (  () - p 

= -a 

= 

IC r [x(x)-p(Yl f- [ox+t)]dx 
j -C' 

3 ( £5 A A A 
Ai' , i - p ()] dF(x) 

{x: '—>c 
'a 

-a 3 [x(x)-p(x)] - [o(ax+t)J d + 0, 
-C' 

(since j vanishes outside [-c',c'Il and p, 

being constant outside [-C r ,C'J,has zero 

partial derivatives) 

f 
c I 

[x  (x) -p (x) - [a{(a*t) + ax-t)}J&c 

= -G3 JC l [xip(x) -p (x)j (a [-x(at) (ot) -x(ax-t) (ox-t) 

+ (ax+t) + '(ox-t))dx 

= (T3 JC I[x•(x)-P(X)I fax(ax+t)  (a-t)x(ax-t) (ax-t) 

- [(ox+t) + ax-t)] }dx 
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= a J [x (x) -p (x)] { [(a X) 2J (U r  

- xt ['(a-t) -(ox+t)J}dx 

C , 
r -C.Xt Cxt-, 

= ae(-/2) I L J 

r axt -axt-- 
-e - }dx 

C 

= 2C 3exp(-t2/2) [x(x)-p(x)](ax){[(ox) 2 -lJ fo 

- Cxt (axt)2'} d. 

j=O (2j±1) 

C' (Cx) 2-1 (ax) 2t2} 
= 2a  3exp(-t2 /2) fo [x(x)-p(x)](ax) (axt)2i{  (2) (2j+1) 

j=O 

proving (8.32) 

(8.41) REMARK: The expression (8.32) just derived for 

does not make clear at all the range of integration 

(or portion thereof) for which the expression is 

positive (or negative.) The expression (8.33) will 

be more useful for this purpose. Later, we will be 

interested in comparing E[, 2tp4)J and E1-1I.l(-)-p(4-)J 

We can do this by comparing (8.32) and (8.34) or else 

(8.33) and (8.35). The latter comparison seems to be 
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the more fruitful. 

To derive (8.33), we write 

L Y] =  _2o2E[p(]_a3 E[(-)ip(. Cr) ] 

(which is easily seen to be true by working out the 

partial derivative) 

C l I-C 
' 

-2a I (x)(at) - , 

IC , 
-2a iD x)[4(x+t)+(cix-t)Jdx 

C , 

a4 6 
- J X2 V  [(ot)-(ax-t)] dx 

=  CI -2a 3 J 

fo x2 (x) [-(ot) (t) - (at) (x-t) 

fo x2 ) [(t) t)+(ox-t) (-t)] dx 

(C , 

- J xp(x)[(a.I-t)+4(ox-t)]dx 

-  2a' f 0 x•(x)[•(ax+t)+Wx-t)jdx 
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- a2 •CI CFX•(X) [(02X2-2)(•(ax+t-)+ x-t))-axt( (ax-t)-(at) )] dx 

cY2exp(t2/2) 
C , 

O 
I ax(x)(ax){[a2x2-2] [e -axt oxt- 
) 

r axt -axt -ax-Le -e J}dx 

C 00 

(axt) 2  
= 2a2exp(-t2/2)fo  ax(x)(ox){[a 2x2 -2 (2 

j=o 

() 2O+1 

 (2j+l) }dx 

C 2j-a 2x 2 2t2 - 2 a2x  
2a2exp(-t2/2) fo  ax(x)(ax) (axt) L (2j )! (2j+1)I1 

j=O 

proving (8.33) 

As a further check (see also (8.37)) on (8.33) , we derive the same 

expression for E[ 2p1] as follows: 

E [ 2 s -02 E [ (4fl = -a 2 E [a ) - 

CF) 6a  a 

2 
- a 
a f-Cr 

(C 

-a2 J xp(x){-a2x(o-x+t)(ax+t) + 2a4(axft)}dx 

2 JC xt(x) {-a 3x (ax+t) -a2xt(ax+t)+2a (ax+t) }dx 
- C , 

= -a2 jo x(x) {_a3x2 [ (ax)+ (ax-t)] -a2xt (at) - (ax-t)] 

+ 2a[cI(axft)+4,(ax-t)] }dx 
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= 2 J 0  (x){ [3x2+2a] [ ot)+ at)j _2 [ot 

-4(ax-t)] }dx 

C , 
-ast axti 

= 2exp(t2/2) fo -e 

2j+1 
(axt)  (C (0)2a 00 + axt (2j+l)! dx 

= -2c 3exp(--t2/2) I x(r){[-a2x2+] j=0 (2j)! j=O 
0 

cc' 00 
(aa) 2-2 (x) 2t2- 

23exp(-t2/2) j x(x) j0 (oxt)2i[ (2j) (2j+l) 

returning us to (8.33) again. 

This completes the proof of (8.24). 0 

Before proceeding, we equip ourselves with a table of parameter 

values and some functions of interest. 

All entries are rounded to four decimal places. 

(8.42) TABLE: 

0. .001 .01 .05 

-) 3.2905 2.5758 1.9600 

+ -v-) .0012 .0125 .0627 

1.0126 1.0200 1.0334 

[b-l]/k 10.5000 1.6000 .5327 

2b-1 l.O22 1.0400 1.0668 

-2b+3 .9748 .9600 .9332 

cosh(.9k)/[1-k2j 1.0000 1.0003 1.0055 
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(8.43) DEFINITION: Let V be the region in defined by (see (8.119) 

for comments) 

(t' 
(8.44) p = E ':Is-11 + 2(b -l) ma 

]_<i =' a. p 0 

< 2(b_l)} 

Note that this region is "well-defined" even when k = 0. Clearly, 

(t 
E V implies (but not conversely) 

(8.45) 

and 

(8.46) 

or, equivalently, 

(8.47) 

I a..t4 <7< 
j=1 03 

s-li < 2(b-1) 

-2b+3 < s < 2b -1 

Now define a norm on as follows: 

(8.48) 
t 

S 

- Isi + 2(b-1) a t - max 
k lip j=l ii i 

Throughout the remainder of this section, this norm is the one under-

stood to be-in use. 
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(8.48) Diagram showing V (defined in (8.43)) and DX[1,b) (see (8.23) 

and recall that {0J E D x [l,b)) for the case.p = 1 and, for 

convenience 

Scale 
axis 

2h-1 

D(parallelogram) 

-2b+3 

DX[ l,b] 
(rectangle) 

Location axis 

(0) F1 1 (t\ 
(8.49) THEOREM: We have Hfl'j = 0. Also is non-singular for 

t. (4 
all E V. Finally, the Newton iterates 

k+i 

ral 

k ç r)kI tk 
(8.50) rcr  =  -  R , k = 0,1,2,... 

c  'c 

with starting value ) all lie in V and converge to [j. Note that 

the starting value '' ) may not lie in V! (see the diagram in (8.49).) 
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Proof of (8.49): 

We have, from (8.15), 

j1 aqE( -  
-) 

We first check the non-singularity of H' 

(8.52) 
çt 

= 

L. p q. . p q. I. - 

a 1a 1 - -EiP'(—),  ' a 1a a. -jELAi 'I---31 
a 

aip. a. 1 - Ep'(- -),   a. a. Eip'(-- 
j= 2- a a  -i-p a a 

a. 
a. 
1p2 L. a) 

p a / a L a L p .a 
q,E [- ci 

—i.i ' (-f-) + --- (--) —1--ij (--fl,... )' a a .E L-- -ib' (2::) 
.'i. a a  1=1 

a. £. 

a HOLT 

—J 
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or 

It 

(8.53) H' r) = 

0 

q , 

a• 1a. --- bii. , La 1 Z E[L..tpj 

qj  
a a -i- EiP ', a E [ ] 1,P -"P 0 j =1 jp 

i 
E [LiP] 'i1 [pJ 

where, for brevity, we have written in place of We also 

shall use the notation fdr 4,(— ).and pi for  

Notice that S'()is symmetric. It has the following factorization 

as the product of three matrices: 

(8.54) 5' " = 

0' 

where 

(8.55) A 

and 

- 

[ a11 , a12 , ... a 

EEA p,J 
a1 a, ... a 

aEip' P 
0,... 0, l_ 
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cr 
•q2 

0 

(8.56) 8 = 

0 
P E2 [1 q ip '] . 

r - 

L •-- fEri]  i i J 

and where 0 denotes a triangular block of zeros (so that B is diagonal.) 

Consider now the invertibility of H . We have 

det AT = det A = det A, 

clearly, and since det A 0 by assumption in our model, we are left 

with checking the invertibility of B. Now also q 0 by assumption 

and we have, from (8.30),o C r 

2a2 exp (-t2 /2) 
 Co 

 f (xMCF,)arn ( .)2i1 
2 j=0 

where we have written t for any of the a .t.. 

Hence, o 

E [2o 2exp(-t2/2) J (x)(ox)xdx] [l-t2] 
Thus EiI>0 because i $ 0 on [0,c'] (see (8.4)) and 

i-t2 = i-( 
j=l 

2 

a. .t.) 
1-3 3 
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and furthermore a > 0 by (8.47) and (8.42). This leaves us with 

checking if we can invert the last entry of B. Now > 0 by work 

just done and since E2[.ipJ 0, we have 

-j1 
E2 [ 

qE[ 2 J 
Ep! J i=l 

and it it suffices to show -E[ip' > o, 
1-

a t , we have from (8.33), 
j=:L SO 3 

Again writing t for 

2j(02x2-2 - 02X2t2)d 
= 2a2exp(-t2/2) 11 fu j=0 (x)(a.)cx 2J)! (2j+1) 

and so 

C I Co 
> 2a2exp(-t2/2) J (x)(ax)ax 2j (2-a22  (axt) (2j) 

j=O 

and it will suffice to show that 

(8.57) 2-a2x2 > 0 for all x E [o,c'] and a E (-2b+3,2b---1) (see 8.47). 

(8.57) is equivalent to a2x2 < 2 and this is implied by 

< 2 which in turn is true if ((2b-l)c') 2 < 2 (since (-2b+3) 3 < 

(2b-l) 2 —see (8.42)) or c2 < 2 (see (8.3)) and this is true by (8.2). 

(Of course, c2 < 2 is true for c < 2½ but the restriction on c in 

(8.2) was chosen much sharper than needed here, for bounds computed 

later on.) 

We may now proceed and invert our matrix H' (J 
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We have 

where 

(8.59) 

so that 

(8.60) 

Then, 

(8.61) 

A 

a11 11P]'J /(aEi, 

a   a E 1 pp' [pip]/(oE') 

0 1 

_pxp px1 

A 

= 1 

lxp lxi 

-1 

-A 1Z5 

LO 

(AT) ' 

(A T) 1 = (A 1)T = 

, say 
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•• -1 

and so H'1) = (_ATBA)_l = -A l8 l(AT) 1 becomes 

(8.62) 

H' 

Now also 

11 H 

a 

-A 11, 

1 

¼ 

a. q.Ep. 
1-12- 2- 

J1 aipqil i 

q1E 

0 

qi (E -  Ep) 

[a11 a21 ... a 
p1 

a1 a2 ... a 
pp 0 

L 0 

0 

a 

1 

q1Eip1 

q E 
pp 

p 
0 ... 0 1 q(E[- - J - - a 
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or 

'A 0 
(t 

(8.63) = 

cr 
qE4 

q  (EL -- ip - Ep.) - a 

From (8.63) and (8.62) we have 

(, 1 

a ra) = 

'A 1 -A 1b 

1 

a 
q1E 

0 

0 

1 

a 

2   

—E -P *it 
i 

I 2' rp 

1T(AT1 1jT iJ 

times 
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a  
q1E4i{. 

0 

a 

0 

1 

E[*J- E2[A21p. 

j1a 

(where I is the pxp unit matrix), that is, 

(8.64) HI ç 1 = 

r), a) 

a 
qE 

0 

0 

1 

* [ - E2Lj1 
i=la Eip. ) 

where b. is the ith component of 1, i.e. 
1-

= 

(8.64) equals 

(E[ 1 j) 1J T 

1a '"' a' ) 

10 

1 

' q1EP1 

). q 

q1EJ. 1 

- +.• qjE[--44 .- -p  _aj 

(see •(8.59)) 
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Cr 
L 

-a 

i.e. 

(8.65) 

H' I t_1 H ra) -,_.,  

a 

We now check that 

(8.66) 

Since 

1 

E( r A •,] +a [pi+*i .) qiE : 
i 

E2[ p'] 
3 [E -  ui 

i E4" 
i 

(O' 
Hfl = 

1 

J 

(compare with (4.24).) 
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a. 1qE ( cy -) 

we have 

H = 

1 

(-) 

Al . q,E - 
i=1 

2a.7 1q.E*(X) 

qE[Xip(X) - p(X)J - a, 
i=1 

(X) 

a 

The first p co-ordinates of Hçç) are thus zero by (4.13a)) and 

it remains to show that 

(8.67) qE[x(X)-p(x)] - a = 0 

We have 

qE rX (x) -p (X)] - a 

= E[Xp(X)-p(X)J - a 
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= E[X(X) -p(x)] - E [Up (U) -p (U)] 

(see (8.6) and (8.9)) 

= E[x(x)] - E[Uip(U)] + Ep(U) - Ep(X) 

= 2 fC r C r o X•(XWX)dx - 2 fo x•(x)• (x)d 

+ fc'• (x) [P (x)•4 (x) -24• (x)] dx, 

(from (8.28), with a = 1 and t 

(8.26) and (8.36)) 

= 0 , proving (8.67). 

This proves (8.66). 

= 0, 

Before proving the last assertion of (8.49), namely that the 

iterates lie in V and converge to (), we will need several lemmas. 
For reasons of brevity a great deal of analysis of the functions in-

volved below will be omitted. It is unfortunate that some of the 

lemmas rely on numerical techniques for their ttproofst! —where this 

occurs it is almost an understatement to say that the functions in-

valved are extremely difficult to treat mathematically. 

In these lemmas, t will denote any of the so that, 

from (8.45) we have Itl < k. Also, the points t = 0 and c = 1 will be 

omitted since if t = 0 and a = 1, the inequalities appearing will 

become trivial equalities. Finally, frequent appeal is made to (8.24) 

for expressions needed. 

j=1 
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(8.68) LEMMA: 

t - •-E'O) 

Proof: We have 

.00551t1 

= 2exp(-t2/2) fo •(X) •(Cjx)axt 

Then, for t > 0, 

(8.69) -E 2 2texp(-t2/2)(1) 

and 

CO 

j=0 

()2i dx 
(2j+1): 

(8.70) -E < 22taxp(-t2/2)cosh[2(b-1)c't] fo x* (x)• (cFx)d 

using the facts that 

CO ()2i < cosh[xt] 

j=0 (2j+1) - 

and 

< 2b-1 (see (8.47).) 

(8.70) is the same as 

(C , 

(8.71) -Ei < 2o2texp(-t2/2)cosh[ctj A xiP(x)4(ax)dx (see (8.3).) 

Also, 

C'CO 
2j 

EV fo 0 [ 1 t2 dx = 2a2exp(-t2/2) (x)(ax)ax (oxt) (2j) (2j+1)  
j= 

and so, 
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(8. 72) 

and 

(8.73) 

> (1-t2)2G3exp(-t2/2) jo x• (x) • (cy x) dx 

< (cosht-t2)2o 3exp(-t2/2) Jx(x)(ox)dx 

From (8.69), (8.71), (8.72) and (8.73) we get: 

t > 0 implies 

a (8.74) -Ei  > t  

Thil' cosht-t2 

and 

(8 75) -EiJ,a cosh(ct)  

l-t2 

Now cosht-t2 is decreasing in t for t less than (about) 2.1 because 

its derivative sinht--2t is negative for t< (about) 2.1. (Note that 

we have t < k so that t < .0627, from (8.42).) Thus cosht-t2 < 

coshO (0) 2 = 1 and (8.74) then gives 

(8.76) 

Also 

-EJx  
Epf>t 

cosh(ct) cosh(ck) < cosh(.9k)  

i-t2 1-k 2 

< 1.0055 (see (8.42)) 

and so from (8.75) we have 

(see (8.2)) 
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(8.77) -EtJG  
< (l.0055)t 

From (8.76), (8.77) and corresponding inequalities when t < 0, we 

get 

(8.78) Iti 1. 00551 tj 

Since, clearly, EI' > 0 and -E retains the same sign as t, we get 

from (8.78) 

t _(_EPcY I 
I " < .0O55t EV r 

(8.79) LEMMA: 

1.19 
Cr 

Proof: We have 

EJp'I  

proving (8.68). o 

< 2(1.0055) Iti 

C ' CO 2j1  1  1_() 2  
2a2exp(-t2/2) jo )axt (GXt) (2j)! + (2j+l)! dx 

j=0 

and, taking t > 0 first, we get 

(8.80) E['1 > U •(X) •(ax)xdx)t(2)a3exp(-t2/2)(2-c2) 
O 

because 
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CO 

(axt) 2t   1(2j) 1-(cix)2]j=O  I + (2j+1) 

2 
= cosh(axt) +  sinh(oxt) 

axt 

1 + 1 - [2(b-1)c'J2 sinh(aat)  
axt 

> 1 + 1 - [2(b-1)c'] 2 

= 2 - (from (8.3).) 

Further, 

(8.81) 

since 

EIL'J < 

(JO 
C )ox)x)t(2)a 3exp(_t2/2) [cosh(ct) + cosh(ct)J , 

sinh(cxt)  
o'xt 

< [l-(cix) 2] cosh(cjxt) 

< [1-c2] cosh(axt) 

< cosh(cyxt) since c .9 (see (8.2).) 

Then, for t > 0, we get from (8.80) and (8.81), 

t[2-C2]   2tcosh(ct)  

a(cosht-t2) aEip a(1-t2) 

which implies 
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t Er1 'J t 
(8.82) (2-c2) -< aEi' < 2(1.0055) - 

using again cosht-t2 < 1 (in our range of t), and using (8.42) for the 

upper bound. 

From (8.82) and corresponding inequalities when t< 0, -we have 

(2-c2) 1i .L < IE[p'J a Ep' < 2(1.0055) a 

which implies, since c .9, 

1.19 

(8.83) LEMMA: 

E[p'l < 2(1.0055) iL 
EiP a 

proving (8.79). 

0< (1 ' 
2at2exp(-t2/2) c' 

osht-t2 c(x) < 
(ax)dx] 1T aE' 

< 4(1.0055)at2exp(-t2/2)cosh(ct) Jx(x)(ax)51 

Proof: Note that the first inequality above is trivial. Since, from 

the expressions for E, E[ii'] and E7ip' in (8.24), it is clear that 

 > 0 for all t 0, and is symmetric in t, we may restrict 

ourselves to .t > 0. 

We have 
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(8.84) 

and 

(8.85) 

= f-E  1E[L\i ,']  

a2 

< 1.0055t 1E1'  

  >  t  _ 

cosht-t 2 a2 

From (8.84), (8.85), (8.80) and (8.81) we have 

(from (8.77)) 

(from 8.74).) 

C , 

[t)t(2) aexP(t2/2) (2-c2) [J -EE[Lp'J  

< 1.0055t(t[2]aexP(_t2/2)( 2) cosh (CO )[Jx(x)(ax)dx 

and, using 2-c2 >1, this can be weakened to the result stated in the 

lemma. 

This completes the proof of (8.83). o 

(8.86) LENNA: 

2a(exp(-t2/2)--1) < 2a[exp(-t2/2)cosh(axt)-1] < 2a[exp(-t2/2)cosht-1 < 0 

Proof: The first two inequalities follow from the fact that cosh is 

an increasing function, so that 1 < cosh(at) < cosh(ct) < cosht (see 

again (8.2).) The last inequality, negativity of exp(-t2/2)cosht - 1, 

is easily checked by elementary calculus. 
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This completes the proof of (8.86). o 

(8.87) LEMMA: 

(c+t)+(c-t)-2(c)  
c'(c) 

< 2c (exp(-t 2/2)-l)> 0 

Proof: The last inequality is trivial. The others have been verified 

by computer. D 

(8.88) REMARK: We note that 

2 [exp(- f urn   
ax 4(ax) 

This is most easily seen by using L'Hpital's rule: 

set f(x) 

and g(x) = ax 4(ax) 

Then urn f(x) urn f'(x) 
X4O g(x) x-*0 g'(x) 

urn a(at)+a(ax-t)-2c(ax)  
x-*0 Wax)- 3x2c(ax) 

- 

t2 
= 2 [exp(- —)-1] 
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(ax+t)+(ax-t) -24(ax)  
We note that ox) h(ax), say, is not monotone in 

ax for fixed t. Further, for each fixed t, h has at least one zero 

which depends on that t. 

We remark finally that h has an inflexion point at ax = 0 (this 

can be verified by computing the second derivative of h and applying 

1'Hospital's Rule) but, as (8.87) says,h takes its maximum value at 

x = 0 for the range under consideration. 

'(8.89) LEMMA: 

 + x) 
x4(ax) a (OX) 2 Ia-lI 

Proof: This again is computer verification. o 

(8.90) REMARK: It is easy to get bounds on a  (X) usingelementary 
(ax) 

calculus, but the function  x(ax) is not easily tackled. 

a - i $(x) increases n x while   decreases in x. The sum of 
cp(ax) x9 (ax) 

the two functions changes sign at a point close to 1.4 (the critical 

point varies with a, of course.) This was one reason why we ruled out 

large values of x from our analysis. From numerical work, we state: 

(8.91) LEMMA: 

G(ax) -G(x) + 
x4(ax) a 4(ax) 

retains the same sign as a-l. o 
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(8.92) LEMMA: 

2G(exp(-t2/2)-1) + 1(c+t)+(ct)2(c)  
c'q(c) 

+ 2at2exp(-.t2/2)  
>0 

cosht-t2 

Proof: Again, this had to be verified by computer. o 

((8.91) is not absolutely necessary, but does simplify our work later.) 

(8.93) LEMMA: 

('i + E*r ) 

(t 0, of course) 

> 2(l.19)exp(-t2/2) fo x•(x)•(ax)dx 

>0 

Proof: We need only check the second inequality. 

We have 

C 00 1(2j) = 2exp(-t2/2) xp(x)(ox) (oxt) 2j2_cj2r2 i2x2t210 j0 ! + (2±1)TJd 

C' 2-i2x2  
> 2exp(-t2/2) jo x(x)(ax) (t) 2i   (there is little loss of 

j=0 (2ê) sharpness here) 

> 2exp(-t2/2) (2-c2) J x(x) (ax) cosh(ot) dx 
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2exp  (2_c2) fo x• (x) • (ax) dx 

2(l.19)exp(-t2/2) jo 4 (xMax) dx by (8.2) 

and this completes the proof of (8.92). o 

We now have all the equipment we need to finish our proof of 

(8.49). 

We write 

-  E LP i +•j 
ELLP] A 

a J a 

Eip.E[1pfl 
= 2- 2- -(U)][(U)-P] - 2- 2-V  

aE La 

(from (8.6) and (8.9)) and, using (8.24) , this equals (dropping the 

subscript i and writing, as usual - a. 0.t.) 
2- 0 

2aexp(-t2/2) J xP((ax) cosh (ax t) - 2 ax 

EvI E [A. J 
2-

+ fo - aEyl 

which in turn equals, upon adding and subtracting certain quantities, 

f: xx) (am) {2a [exp (-t2 /2) cosh(axt) -ij 

+  + 

L x(dx) * (ax)] • 
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= + 2 ' say where 

(8.94) = f' x(x)(ax){2a[ex(_t2/2)cosh(axt)_1] 

+ ( t)+(ax_t)-2(ax)\ dx 
x(cx) J 

- EiJE [j"] 
crEp' 

and 

, r (ax) - (x)  
(8.95) = 2 J C x(x)ax)[ xax) +a 

By (8.89), we have 

C , 

(8.96) k21 < 41 a-11 fo $(x)th(ax)d 

By (8.86), (8.87) and (8.83), 

] (o > [2a(ex-p(-t2/2)-l) +   C ' 
c'(c) j x(x)(ax)dz J 

and hence 

(8.97) 

+ 2at2exp(-t2/2) , CJ xi(x)4(ax)dx 
cosht-t2 

> 0, by (8.92) 

Then, since in (8.94) the term in curly brackets is negative (by 

(8.86) and (8.87) again) , we have 
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(8.98) 

and so, by (8.83), 

< -EE[Ip']  Ic1! =  

(8.99) = < 4(1.0055)at2e(-t2/2)cosh(ct) jo x•(x) •(ux)d 

From (8.93) and (8.96), we have that 

1 

c3 

I I  

3 [- [ 2 '3 + E2 [Alp I]] 

41a-1I  < 2-1 
2(1.19)exp(t2/2) 

2 -]4 exp( (.0627) 2/2) 

1.19 

1. 0020  
< 2-1 1.19-

< 2o.-1 

i.e. 

(8.100) Ic2! < 2 1a-1 I 

2 
exp(k /2)  

1.19 

(see (8.42)) 

E[A2p'] E2 [AV ,] -  
3 
a 

Also, from (8.99) and (8.93) we obtain 

JcI 
.1 

U3 

4(1.0055)at2cosh(ct)exp(--t2/2)  

2(1.19)exp(-t2/2) 
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2(1.0055)[ 2b-1]kcosh(. 9k) Itl  (since a < 2b-1 and t < k) 
1.19 

2(1.0055)[2(1.0334)-1](.0627)cosh[.9(.0627)] Iti (see 8.42)) 
1.19 

< .1133 ItI 

Thus 

(8.101) k11 < .1133 ItI 
E[ 2ip'J - E2['3  

CF 

From (8.100), (8.101) and the triangle inequality, we have that, for 

each i, i1,. ..,p, (recall that we have been writing t for any of the 

a. .t Cl .) 

r ELpj + q)   cYEA 

< (2la-11 + .1133 1j1 aijtjll 

+a 

E2 r 
- L 

from which which it follows that 

i 2-E [ t 
q  • aE a I-i-a 

j =1 I-  
(8.102) r = < 210-1 I+. 1133 max I p a •t 

q. E2 lip j=l 
- EE 

i=1a 3 2-I- EIf 

Returning now to (8.65) we write 
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'-E* 1 ' 

Eip{ 

(8.103) H'I"i(t\ fal H =kcy)  

and we now recall our norm (8.48): 

(8.104) 
S 

- 2(b-.1)  

k 
max 
1i5p 

0 

a. t. 
j=1 

If we write 1Xj to denote the absolute value of the 4th co-

ordinate of a vector x, then it is easy to see that (8.104) is 

equivalent to: 

(8.105) 
(S i 

2(b-1)  
k 

+ max 
1ip 

Note now that 

• 2(b-1)  
k 

2(2-1)  
7< 

1 

ii 

1 

V 

AO 

L-

t3. 

t 

5,. 
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(8.106) 

A 

0T 

2 

1 

(8.106) follows from 

A 1 

-Eip 1 
  a 

Ti 

A 2 

1 

A 0 

0T 
1 

0T 

TI 

'-Ep 1 

  Ti 
p 

  TI   a 

p p 

-Epp 
a 

Ti 

a 

1 

Ti j 

(from (8.60)) 
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-E* 1 E[A 1iP] - 

a 

11 
1 

From (8.103), (8.105) and (8.106) we have 

t ra 1t1 - H' (8.107) II - 1 H H 

= Ia-i-ni +   max 
15ip 

(from 6.42).) 

Fa t 
i=1 j - ip' ° - GE, 71 b J 

Now, by (8.91), 2' given in (8.95) has the same sign as a-i. Also, 

0 (see (8.97)) and 

- [E. 2 pJ  (TY I > 0 

Now write 

(8.108) 

p +ip 
i i aEi a 

'2-

- q.1j IC 1i + 

-j14 (E[] - 

-a 

(here, in an obvious notation, for each 1, i=1,. .. IP 3 is the of 
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(8.94) corresponding to t = 

and we have that 

a ij. .ta .) 

qj (E has the same sign as ci-l. 

(1 3  71 

From this, this, (8.102) and (8.108), we have 

(8.109) Ia-i-nI 

II 

o-1 

1-1-  
j 

•1 c; 3H. iiE E2 IA4 I I 
2- 

q r. E2  ii] 
71 

•1 
03 - 

(no absolute value sign is required on the last term) 

< Ja—i + .1133 max I • a. .td 
li2 j=l 'i-a a 

From (8.107) and (8.109) we have (using the triangle inequality) 

( a t' r -1L1 (2] - H' i H  
1  a 

< la-11 + .1133 max a. .t.J 
j=1 -a a 

+ 21) { max a t - 

ii5p j=l I E Ia I. 

< a-1 + .1133 max 
1 

a..t. 
j=l -a a 

+ T1 max 
lip 1• 
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± 2(1) {.0055 max a t 

lzp j=1 

< la-1J+.1133 max 

1v2 j= 
• .t. 
2-0 0 

+ [2la-ll+.1133 max 
1i j= 

= Ic-1I+max I a..t. 
15i j=1 1-0 0 

+ f2I-1I + .1133 max 

< i-1I+ max 
1, j= 

+[2I_1I+.1133 max a. .t. 
l7p j=1 2-0 j 

(using (8.68) and (8.102)) 

+ 2(b-1) /.0055 max a 
Ls Ijj 

a. .t. 
1-0 0 
] (2) (1.0055) max I a. .t 

ii 2-0 i 

(using (8.79)) 

{.1133 + 2(b-1) [.0055 k 

..t. 
2-7 0 
J2(1.0055)]} 

11133 + 2(b-1) [.0055 
k 

+ (2[2b_1)] + .1133 k)2(1.0055)l} J (-2b+3) J 

< k-I+ max 
1ip 

a. .t. 
j=1 2-0 0 

max 
E 

71 

(using (8.45), (8.46), (8.47) and (8.42)) 

{.1133 + 2(b-1) [.0055 k 

+ (4[.03341 + .1133 [.0627) 2(l.0055 )fl 
) .9332 

(using (8.42)) 

< + [.1133 + 2(b.1) (3033) max ]at 
lzp j=1 

that is, 
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(8. 110) II l_ll_HtH] H(1II < I a_iJ+[ 1133 + 2(b_i)( 3033)1 max a t 
J ) J J k j=1 

We note now first that 

.1133 + 2(12-i) (.3033) < 2(12-i)  
7< 

if b-i  .1133  
2(i-.3033) 

and this is true if 

> .0814 

and this is easily true (see (8.42)). 

Thus, (8.110) implies 

(t\ M t1 rJ (8.111) rILE'(l HjJ < k-it 2(12-1) a t + max 
&  J  k 3 

or equivalently, (by (8.48)), 

t  -l(2)-H'i HJI <i -cii 0J c-.iJ 

that is, 

(8.112) 
(t ]- ( 0 (tl (t (t' (0' (t- ) -H' H jlJ - U" 'for all a E V. 
cr 1 1 

From (8.112), we get 

(8.113) II 
(tO (Q\ 

-1 <!Ih 
t. '1 G) 
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(t' 
Now (8.113) does not imply that the first iterate belongs 

(t (O** a 

to V because the starting value () = J only satisfies 
a 

(O** (0 (O** 

1 

that is 

+ 2(b-l)  
k max 

1--i 5P 

< b - 1 + 2(b-l)  k (see (8.23)) 
k 

3(b-l) 

(see (8.48)) 

(* (0 

II (Q J - II < 3(b-1) and we cannot deduce from this and 
1 

1 

(8.113) that E V (see (8.44) and (8.49)). 
LJ 

However, (8.110) does imply that the first and all remaining 

iterates lie in V, for we have from (8.110): 

t 1 0 
2 r7_1 N 1 

(8.114) J -U" < + [.1133 + k  (3.033)1 max a. .O 
-; 

0 =1  

- 1 + [.1133 + 21) (3.033)] k (from (8.23)) 

< 2(b-l) so that E V (see (8.44)). 

The last inequality here follows from 

.5327 (see (8.42)) 

b-i  .1133  
so that, certainly, > l-2(.3033) 
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or .1133 + k 20-1) (.3033 b-i ) < 

or I 1133 + 2(b-1) (3033)]k < b - 1 k 

From (8.112) and (8.114) we have 

t2 (0) (t1 (0) 
- <IIJ - II <2(b-i) 

L0 1 a 1 

Thus the second iterate lies in V and a simple induction as used before 

0 
shows that all iterates lie in V and converge to 

1 

This, finally, completes the proof of (8.49). o 

We have shown that the Newton's method solution of H 0 with 
(CT) 

starting value J is 10 Using this we can show, among other things, that 

Ijng T nl (see (8.12)) as (T ,.. . +l) T,l (T 1 ,.. .,T np )T 

is a consistent and asymptotically normal estimator of the true 0, 

which we have assumed to be 0. We shall not write out the proof, for 

it is entirely similar to our proofs of (5.123) and (5.124). Indeed 

consistency and asymptotic normality of (T1, .... T np )T should be obvious 

from (7.20) and (7.26). Accordingly, we shall merely state the results 

(note that (8.49) plays the same role in their proof as (4.13) played 

in the proofs of (5.123) and (5.124)). 



171 

(8.115) THEOREM: 

Let E T cr (defined in (8.4)). Then 

(8.116) -) 0 
P 

.th 
where T . is the 1— co-ordinate of T (in) (see (8.12)). 

n-i-

P 
Furthermore T ' 1. 

(8.117) THEOREM: 

We have 

( 

(8.118) fl½(T ni p. ..T np )T() --+M7 

I P2(y)(y)dy 
a, 1 i -cr 
- CO [fc' I •(y)610y)dyl 

Furthermore nk 7 () N (1, E[X2']VarEX(X)-p(X)]) and the estimators 

(T1,. . .,T nP )T(li) and T+1(iI) are asymptotically stochastically independent. 

(8.119) REMARK: 

A few points concerning our choice of norm (8.48) and 

neighbourhood (8.44) should be made. Recall first that in Section 4 

our neighbourhood D (see (3.20)) was chosen there because it was the 

natural p-dimensional analogue of the interval (-k,k) used by Collins 

(1976) in the location case. In (4.13) we were able to show that the 

starting value and all iterates belonged to D. In our work in 

Section 4, we used the norm (4.30). This was definitely the most 

appropriate norm since the p-dimensional ball of radius k for the 
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norm (4.30) coincided with the region D. If, in Section 4, we had 

used, for example, the elliptic norm jItJIT 

have defined D to be a hyper-ellipse (otherwise one can run into 

we would then 

difficulty in showing that the iterates belong to D). But this choice 

of D would not be as good as the hyper-parallelograni actually used, 

p 
for we would have no reason to allow the range of a. .t. to be 

j=l 7-11 J 

different for any two values of i. Now in Section 8, the situation is 

much more complicated. It is impossible to show that the iterates lie 

in D X (2-b,b). ((D X (2-b,b) is an open neighbourhood containing the 

starting value This is because of a flaw in the nature of 

things - it just happens that the last co-ordinate of 
-1 ft 

HI 
Cr Cr 

last component a of 

has a component which does not go to zero as the 

t 

Cr 

goes to zero (see (8.65) and notice that the 

bound in (8.102) could not be chosen to involve a only - unless, of 

course, we put a numerical upper bound on max a.t. 
1 E j=l 

). Our 
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(8.120) COMPARISON OF THE METHODS OF SECTIONS 7 AND 8 IN ESTIMATING 0  

In Section 7 the range of a was taken to be 0 < a < .5 while in 

Section 8, a was not allowed to exceed .05. By refining our inequalities 

in Section 8, we can get our results to hold for larger values of a and 

by another method that we shall outline below we can get our results to 

hold for much larger values of a again although this method may involve 

additional assumptions on the class of p-functions used. Now also in 

Section 8 we made the restriction c 5 .9 (see (8.2)). This is a serious 

restriction because when a is small, d is large, so that the errors are 

normal except in small tails. Thus it is unreasonable to truncate the 

-functions in (see (8.4)) as severely as the restriction c 5 .9 

forces. An examination of the analysis in Section 8 shows why we made 

this restriction on c. It was necessary to put a lower bound on 

(see (8.93)), for it occurs in the denominator of n (sea (8.103)). 

Now, 

C 2jf2 2r2 i2x2t2 1 
(8.121) -E[ 2 '3= 2a3 exp(_t2/2) J x((ax) (st) L(2).r (2j+l)! 

0 j j=O 

and it is clearly impossible to tell even the sign of this function of 

t and a when ax is "large". When a2x2 exceeds 2 we can, by ruling out 

certain *-functions, ensure that (8.121) is positive. We chose, in our 

analysis, not to make any additional assumptions about the i-functions 

than we made in (8.4). On the other hand, it is clear that we can get 

an adequately large positive lower bound for (8.121) for large values 
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of c' by making (not very restrictive) assumptions on the fr .. This allows 

us, in addition, to increase the values allowed by the parameters k and b. 

For example, we could have defined our class of -functions so that each 

ip in our class satisfies, in addition to our usual conditions, 

-E[L 2 p'] > x(2 3e(_t2/2)JJ x (x)() dx in- some range of values of t and cr 

0 

and some range of the parameter c' (all depending on cx), for some 

appropriate positive A. We chose not to do this since this is not a 

condition that can be easily verified without knowledge of the functional 

form of . However, the following is a most interesting idea. First 

recall the analytic result: 

(8.122) let f,g,h be real functions defined for x in some set S. 

Suppose f,g are integrable and h measurable and bounded on S. Put 

A(y) = {x:h(x) y} , 3(y) =A - A(y) = {a:h(x) < y} 

If fA f(x)dx f g(x) for all y E [O,) 
(y) A(y) 

and if f f W dx 5 1 g()dx for ally E (-,O) 
B(y) B(y) 

then S fS f(x)h(x) (see Mitrinovi (1970), p. 307) 

Consider the problem of applying this result with a view to getting 

a suitable bound for ri (see (8.102)) without making serious restrictions 

on c',k and b. We note that it is sufficient to get a suitable bound 

for 
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(8.123) 

E[1p] ii  1,., .z_1_I [ i aE crj 
1- 1 [ E2[Li.ip ] E [t2i']  .z. •z-

ii + E ] 
2-

a 

for each i = 1,.. 

and, as usual, we shall drop the subscript i and write t for 

Now, 

_E [.2r (-)] + E2[t )] 

_E[z 2*1()] > 0 

and this is true if 

(8.124) 

a 

> 0 if 

(recall that Ep'() > 0 if t2 < 1) 

, (C 

J ax) (2-a2x2)cosh(axt) > 0 (see (8. 33)) 
0 

a. t. 
a 

Note thateven for "large" values of c', this condition will be 

satisfied for a large class of *-functions of the type in view of 

the rapid rate of decrease of 4. 

Now an examination of the proof of (8.24) shows that we may 

write 

E[P() &p()1 - - -   - a = El a 1 - E[U(U)] -Ep() + Ep(U) 
a LaJ CY 

in the form 

f-C l 
C' 

xp(x)4(ax+t)dx -f xb(x)r)dx + J p(x)(ax+t)dx - p(x)x)dz 
c' i-c' J-c'  

that is, 

(8.125) P, =  ._E[P() -  ° ]_a = f I V(x){x[a•(ax+t)-•(x)]+4(ax+t)-•D(x)ldx 
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Now also it is easily seen that 

can be written as (using integration by parts or otherwise) 

(8.126) 

Now 

11 - f_C?*(-) x[-2x2+2 xt](c+t) dx 

112 
A for some "suitably small" A which 

depends on t and 

if (assuming (8.124)) 

(8.127) 
- 

We shall give a condition under which the right hand inequality 

in (8.127) is satisfied. Applying (8.122) with 

f(x) = x[-a2x2+2-axt](crx+t) 

g(x) = x[ (x+t)-4(x) ]+(cix+t)-(x) 

and h(x) = x) 

we see from (8.125) and (8.126) that 

II I < A.i2 if 

fA (y) {x[(t)-(x) ]+(t)-(x) 

(8.128) 

fx [-a2x2+2-axt 
A(y) 

and 
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fB (Y) 
(8.129) 

]+(+t)-(x)}dx 

x Jx[-2x2+2 -cTxt](ax+t)dx 
B (y) 

We shall deal with the simplification of (8.128) only, since 

the simplification of (8.129) is similar. Write A(y) = [a(y),b(y)]. 

Then the condition (8.128) reads 

(8.130) 
(y) b(y) 

x[c(i.+t)-4(x)]dx + J 
a(y) a(y) 

ra (y)x x[-2x2+2-dt]4( +t)dx 
(y) 

fb(y) 
Noting that 

fa (y) 

= 

and that 

b(y) - fa b(y) 

a(y) (y) 

1b (y) j x[-a2x2+2-xtJ4(o+t)d. = x2q(ax+t) 
a (y) 

(8.130) reads 

(8.131) x[G(àx+t) -G(x)] 
b (y) 

X 
a(y) 

In a suitable range of parameter values, this condition seems to be not 

difficult to check. Note that (8.131) in no way says that 
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Xx2 (a+t) x{G(axFt)-G(x)] is an increasing function. 

Conditions similar to (8.131) can be given to ensure the boundedness of 

Eip()   
CY 

Conseqdently, relatively easy conditions can be given under which (8.123) 

(and hence n) is bounded by an appropriate function of t and a (to aid in 

ensuring that the iterates (8.50) converge) without assuming c' is small 

and without knowing the functional form of p. 

As a final remark in our comparison of the methods of Sections 7 

and 8, we make the point that we feel the estimator of 0 found in Section 8 

is superior to that in Section 7. We make our contention on the basis that 

the method of Section 8 improved the initial estimator CA (which was fixed 

in Section 7) of a at each step of the iteration process. •Note also that 

the method of Section 8 supplies us with a consistent and asymptotically 

normal estimator of a. 

In conclusion, let be the class of (6.9) with c replaced by c'. 

Then when G E P (see (6.8)) and the errors have distribution G( -), we recommend 

statistics of the form (T 1,...,T nP )T(), for ip-functions given by (6.10), as 

estimators of 0. 
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