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MANUFACTURING CELL FORMATION USING SPREADSHEETS

Abstract

Many algorithms have been proposed to form manufacturing cells from component routings. 
Most of these methods require specialized algorithms for implementation.  Some others use well
known procedures such as Integer Programming.  However, these may be difficult for practising
managers to comprehend.  In this study we propose a simple method that can be implemented
using spreadsheet software. The method is based on similarity coefficients and a pair-wise
interchange procedure. We describe the method and the spreadsheet implementation.  In addition,
we also compare our procedure with many existing procedures using eight well-known problems
from the literature.

The results using  three evaluation measures show that the proposed procedure is effective. 
Given its simplicity and effectiveness, it  may be useful to practitioners and researchers.
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MANUFACTURING CELL FORMATION USING SPREADSHEETS

INTRODUCTION

In order to be successful in today's competitive manufacturing environment, managers

have had to look at new approaches. One such approach or philosophy is called Group

Technology (GT).  GT is based on the principle of grouping similar parts into families. This can

lead to many benefits in a manufacturing facility.  This paper focuses on Cellular Manufacturing

(CM), an important part of GT.  CM concentrates on the formation of groups of machines (cells)

that process one or more part-families. Various approaches have been suggested for forming

manufacturing cells.  Many of them may be too complicated for practising managers to

comprehend and to use.  A recent survey (1), suggests that managers are interested in simple cell

formation procedures.  In our paper, a procedure called Spreadsheet Cell Formation Algorithm

(SCFA) is developed.  It forms manufacturing cells effectively, and is easy to understand and to

use.  It also uses software, specifically LOTUS 1-2-3, Release 3.0  or later, that many1

practitioners are already familiar with, thus eliminating the learning requirements of new

software.

BACKGROUND

An extensive review of cell formation procedures can be found in Offodile et al. (2) and

Cheng(3).  A brief review of the more relevant and recent research is discussed here.  Askin et

al. (4) identify a Hamiltonian Path Heuristic (HPH) approach to machine grouping.  They report

results superior to the well known ROC2 approach of King and Nakornchai (5).  Wei and Gaither

(6) use a 0-1 Binary Programming (BP) approach to obtain an optimal solution.  This method is

 Lotus 1-2-3 is a trademark of the Lotus Development Corporation.1
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quite flexible since it can incorporate many different types of constraints. Miltenburg and Zhang

(7) compare nine well-known algorithms using popular test problems from the literature and an

experimental data set.  Based on their results, they suggest the Ideal Seed Non-hierarchical

Clustering (ISNC) algorithm of Chandrasekharan and Rajagopalan (8) as a good general

approach for forming cells. In order to determine a variety of factors about group technology,

Wemmerlov and Hyer (1)  surveyed companies that had been using manufacturing cells .  Some

of their results that are relevant here are: (1) companies preferred simple techniques to form cells,

(2) over one third of the companies had used formal algorithms, and, (3) many companies also

did manual analyses such as modifying part routings. Other similar algorithms include the

assignment model based approach of Srinivasan et al.(9), and MACE by Waghodekar and Sahu

(10).

The SCFA procedure proposed here is similar to the ones described in review papers such

Offodile et al. and Cheng.  But it has the advantage of being visual and simple.  Also, since the

results are in a spreadsheet,  it  easily allows the decision maker to analyze the effects of

rerouting or purchasing additional machines.  The SCFA also provides more than one solution

so that decision makers can choose from among different  solutions.  Given  the results in (1),

this procedure may be useful to practitioners.

THE SCFA PROCEDURE

Determining Similarity Coefficients 

Similarity coefficients (SCs) define relationships between pairs of machines or parts.  The closer

the relationship, the higher the SC.  The SCs are determined for both parts and machines from

the part-machine incidence matrix.  A '1' in a part-machine incidence matrix indicates that the
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machine processes that part (see Figure 1).  The SCs used here are McAuley's (11) for machines

and Carrie's (12) for parts. Mosier’s study (13) compared different similarity coefficients in

which McAuley's SC performed quite well. McAuley's SC for machines is as follows :

13 klFor example,  from Figure 1, m  = 0.2 .  An m  is determined for all possible pairs of machines. 

 Carrie's SC is similar to that of McAuley's except that it is for parts.  

A B C D E F G H I
               41

42 Machine Part

43  1 2 3 4 5 6 7

44 1 1 1

45 2 1 1

46 3 1 1 1 1

47 4 1 1

48 5 1 1 1

49 6 1 1

50 7 1 1

Figure 1
A part-machine incidence matrix
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Using Similarity Coefficients in a Pair-wise Interchange Algorithm

The pair-wise interchange algorithm used here is  a modification of CRAFT (Buffa et al., 14)

which provides heuristic solutions for the facility layout problem.  Given a set of departments,

such as work areas in an office, CRAFT attempts to minimize the total cost of material handling

between departments.  For example, two departments that  interact extensively with each other

would be placed close to each other. As a result,  the cost of material handling between the two

departments, which depends on the travel distance and the interaction between them, would be

reduced.  For an extensive overview of the facility layout problem and the various algorithms

available to solve it, see  Kusiak and Heragu (15).  CRAFT is a popular technique because it is

simple and effective.  If parts or machines are considered to be departments, then similarity

coefficients are analogous to  the material handling flow.  The intention is to have machines with

high similarity located near each other. Although the parts are not placed close to each other in

a physical sense, those parts with high similarity should be grouped together to identify common

machines.  Groupings for parts and machines are solved separately.  The initial sequence for the

parts or machines is generated randomly.  SCFA will rearrange the sequence of parts (and

machines) so that similar parts (machines) are close to each other in the final sequence. 

Obtaining Part and Machine Sequences Using SCFA

SCFA uses a similarity coefficient-distance (SCD) measure to determine the best sequence.  For

example, assume that the best sequence for a three-machine problem needs to be solved.  The

similarity coefficients are given in Table 1
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Machine 1 Machine 2 Machine 3

Machine 1 1.0 0.10 0.50

Machine 2 0.10 1.0 0.50

Machine 3 0.50 0.50 1.0

Table 1

Similarity coefficients for SCFA example

1 2 3

Figure 2

Initial layout for SCFA example

1 3 2

Figure 3

Switched layout for SCFA example

SCFA might initially start with a layout of 1-2-3, where the distance between adjacent machines

is assumed to be one (Figure 2).  Thus, the distance between machines 1 and 2 is 1.  The SCD

measure between machines 1 and 2 is the product of the SC and distance, i.e., 0.1x1 or 0.1. 



6

Similarly, the SCD between machines 1 and 3 is 0.5x2 or 1. The SCD between machines 2 and

3 is 0.5x1 or 0.5.  Therefore, the total SCD for this sequence is 0.1+1.0+0.5 or 1.6.  SCFA then

switches machines 3 and 2 to obtain a new sequence 1-3-2 (Figure 3).  The total SCD now

reduces to 0.5+0.2+0.5 or 1.2.  Thus, the sequence  1-3-2 is considered a better sequence. 

In larger problems, since many pair-wise switches are possible,  all the possible pair-wise

switches are evaluated based on the SCD measure and the best switch is carried out.  Given

'M' machines, it requires [Mx(M-1)]/2 evaluations.  The pair-wise procedure is repeated for the

new sequence.  SCFA terminates when no improvement is obtained by the pair-wise switches. 

The same procedure is repeated for the parts.  The new part sequence (horizontal) and

machine sequences (vertical) resulting from the pair-wise interchange procedure are used to

rearrange Figure 1. This results in  the final part-machine matrix in Figure 4.

A B C D E F G H I

                421

422 Machine Part

423  2 7 4 1 6 3 5

424 2 1 1

425 4 1 1

426 1 1 1

427 7 1 1

428 3 1 1 1 1

429 5 1 1 1

430 6 1 1

                431                1.18

Figure 4
Final part-machine matrix showing manufacturing cells
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Machines 2 and 4 form the first cell, machines 1 and 7 form the second cell, and machines 3,

5 and 6 form the third cell.  The processing of part 4 on machine 3  is the only operation that

is not assigned to a machine cell. This results in an inter-cell transfer and is called an

exceptional element. Inter-cell transfers are undesirable in cellular manufacturing since they

result in material handling and management complications.

Visual Analysis of the  Solutions

The final sequence using SCFA is sensitive to the initial sequence.  For example, if two different

initial machine sequences are used, the final machine sequences could be different.  To ensure

a good solution, five random different initial sequences generated by SCFA for the parts and

machines  were used in the test problems.  This gave 5x5 or 25 different final part-machine

incidence matrices, some of which were identical.  The best five of these based on bond energy

(16) were then visually analyzed in order to determine the cells.  Bond energy measures the

proximity of the ‘1's with other ‘1's in the matrix.  Since closer  ’1's make it easier to identify

cells, higher bond energies indicate better results.   Figure 4 shows the cells identified in one

of the five final matrices for the example problem. 

SPREADSHEET IMPLEMENTATION

User input screen

Figure 5 shows the input screen.  The numbers shown in bold are entered by the user.  These

are; the number of machines (cell B1), the number of parts (B2), the number of rows shown on

the screen (B3), and the number of different random initial sequences,N (N1). The other cells

in the Input Screen update the user on the status of the procedure. Cells H1 and H2 show the

number of lines reserved to display the matrices for rows and parts respectively, and depend

on B3.  The purpose is to allow the user to  page down from matrix to matrix, in this case it

would page down by 20 rows.  J1 indicates whether parts or machines are being solved

currently.  L1 indicates the initial sequence number  being performed.  L2 and N2 inform the

user of the pair of machines or parts that are being exchanged; for example, in Figure 5,  part
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2 is being exchanged with part 6.  N3 indicates the number of swaps that have already been

carried out.  

               A     B     C    D    E    F    G    H    I    J    K        L    M     N  

    1    Mach    7  Machines windows =   20    Part Order  1   of      5

    2    Part      7      Parts windows =      20   Swap =>      2  with   6

    3    Page    20                                     Working on pass             3

Figure 5

Input Screen in  Lotus 1-2-3
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Spread Sheet Computation

Figure 6

Steps in the SCFA algorithm
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Figure 6 shows the flow chart for the SCFA.  The user has to enter  the parameters of the

problem as described above.  Then, the location of macro STEP1 starting at cell P5 needs to

be defined. This creates the working space of SCFA.  This is done by /Range Name Create

STEP1 P5.  STEP1 is executed by ALT-F3 STEP1.  This creates the part-machine matrix 

starting at row 41 as shown in Figure 1.  The user has to complete the matrix by entering ‘1's

and ‘0's. Each cell must have a ‘1' or a ‘0' for the procedure to work.  STEP1 also defines

ranges for other macros such as the pair-wise interchange procedures, creates formulae  and

writes headings.  

STEP2 is then executed (ALT-F3 STEP2).  STEP2 creates the machine cells as shown in

Figure 4.  In this case, the twenty-five machine cells start at row 421. Additional solutions can

be seen by paging down. STEP2 takes the initial part-machine incidence matrix and calculates

the similarity coefficients described previously.  The machines are put in random order and the

SCFA procedure is carried out.  This is repeated as specified by the user in cell N1 to get the

required number of final machine sequences.  This analysis is carried out for parts also. The

user input screen is frequently updated to inform the user of the status of the algorithm.  STEP2

also creates many temporary matrices to store the intermediate calculations.  The machine and

part sequences are combined to form the final matrices of machine cells.  At the same time the

bond energy is calculated. The bond energy measure can be found just below the matrix, as

shown in Figure 4.  The matrices with better bond energies can be visually analysed to select

alternate solutions.  The LOTUS 123 SCFA code is available from the second author.
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COMPARISON WITH OTHER ALGORITHMS

Problem Set 

To test the effectiveness of the SCFA procedure, eight problems from the literature were used

as test problems.  Table 2 shows the different problems and their characteristics.  Problems 

1, 3, 4, 5 and 6 were solved by Miltenburg and Zhang (7) using nine different algorithms.  In

these problems, the SCFA procedure results are compared to their results.  In addition,

problems 2, 3 and 4 were solved by Askin et al. (4) using the HPH method.  They reported

better results than the ROC2 algorithm.  So the SCFA results from these problems are also

compared to the HPH method results.  Finally, problems 7 and 8 were solved optimally by Wei

and Gaither (6). The optimal solutions to these two problems serve as benchmarks to evaluate

the SCFA performance.

Number Problem

Parts

(N)

Machines

(M)

Matrix

 Density1

1 Chan & Milner (17) 10 15 0.31

2 De Witte (18) 19 12 0.33

3 Chandrasekharan and Rajagopalan (8) 20 8 0.38

4 Burbidge (19) 43 16 0.18

5 Carrie (12) 35 20 0.19

6 Chandrasekharan and Rajagopalan (20) 20 8 0.57

7 Kumar and Vanelli (21) 41 30 0.105

8 King  (22) 24 14 0.175

ij The matrix density is given by  where a  = (0,1), one element in the part machine1

matrix.

Table 2

Test problem set
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Performance Measures for Cell Formation Solutions

The results are presented in the form of part-machine incidence matrices which by itself cannot

convey the quality of the solution.  Therefore, a method is needed to compare these matrices

using evaluation measures.  The three measures used by Miltenburg and Zhang (7) are used

here.  They are: (1) The Grouping Measure (e); (2) The Bond Energy Measure (b); and (3) The

Clustering Measure (c).  These measures were chosen because together they measure the

within cell utilization and inter-cell movement; the ability to cluster the '1's together; and the

ability to convert a random matrix into a diagonal form, respectively.  Thus, they are

comprehensive in their evaluation of cell formation. 

The Grouping Efficiency Measure

1 iLet n  denote the number of '1's in the diagonal blocks (which form the cells) in the matrix. P

iand Q represent the number of parts and machines in each cell i respectively. Then

1where K is the number of cells in the matrix and e  is an indicator of the within cell density of

1a cell.  Higher values of e  indicate greater similarity between the parts or machines in this cell.

Ideally, we would want the whole cell filled with '1's. Also

0 0where n  is the number of '1's outside the cells or inter-cell transfers. Lower values of n   and

2thus lower values of e  indicate  fewer inter-cell transfers and better solutions. The grouping

efficiency, 'e' is then given by

1 2e = e  - e            -1 # e # 1      
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1 2In Figure 4, e  is 16/17 or 0.941, and  e  is equal to (1- (16/(16+1))) or 0.059, leading to a

grouping efficiency (e) of 0.882. 

The Bond Energy Measure

When algorithms form clusters, the '1's are placed close to each other. The strength of the

clustering can be computed by 'b', the normalized bond energy measure of a matrix where 

The more closely linked the '1's are, the higher the total bond energy measure will be and in

turn the higher and better the 'b' will be. In the example in Figure 4, 'b' is 1.18.
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The Clustering Measure

Cell formation algorithms cluster '1's from a random matrix along the diagonal as shown in

Figure 3 so that it becomes easier to identify the cells. In addition the further the distance of a

'1' from the diagonal, the more likely it is that inter-cell travel will result. So the normalized

clustering measure of a matrix, 'c' calculates the average distance of a '1' from the diagonal.

The closer a '1' is to the diagonal, the less is the Euclidean distance to the diagonal, and the

lower and better 'c' is. In  Figure 4, 'c' is 0.99. Note that this measure is based on the north-west

to south-east diagonal. If the cells are formed along a south-west to north-east diagonal for

example, the rearranged matrix will have a poor clustering measure. This can be rectified by

rearranging the cells along the north-west to south-east diagonal.
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RESULTS

Of the five candidate solutions resulting from the application of SCFA and the bond energy

calculation, the one in which the cells could be most clearly identified was selected. Often, more

than one solution had clearly identifiable cells.  In these cases, two solutions were selected for

comparison with the other algorithms.  The results are shown in Table 3 where the SCFA is

compared to the SC-Seed of Miltenburg and Zhang (7), the HPH method (4), and 0-1

Programming (6).  Not all of the four procedures solved all eight problems. In the Miltenburg

and Zhang study (7), with respect to the five problems included here, the SC-Seed performed

best. The actual cells formed are shown in Appendix 1.  The results show that SCFA performed

quite well.  In addition, by generating multiple solutions, the decision maker is presented with

different solutions, some of which may be better than others under different situations.

The SCFA performed well even when compared to the 0-1 Programming algorithm of Wei and

Gaither .  The comparison was made between the unconstrained versions of Wei and Gaither

and SCFA.  However, 0-1 Programming is more flexible than SCFA because different types of

constraints can be incorporated.

CONCLUSION 

The tests conducted indicate that the SCFA procedure is an effective one regardless of matrix

density.  In seven out of the eight problems, it performed well on the grouping measure.  This

good performance is a result of the SCFA performing extremely well on the two other measures

in all the problems.  These two measures indicate the ability of an algorithm to rearrange

random part-machine incidence matrices such that it becomes easy to identify cells.  As

reported in (1), many companies performed manual analyses.  The ability to form diagonal

matrices will ensure that a decision maker has good solutions to perform the manual analysis

needed to create cells that suit the particular environment.  The manual analysis may include

factors such as the capacity of the machines and the capabilities of the employees. In addition,

since multiple solutions are generated, the decision maker now has the flexibility of choosing
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from many solutions so that the best solution for a particular situation can be selected.  For

example, as seen in Table 3, the three-cell solution for Problem 2 has higher within cell

utilization than the two-cell solution, but has more inter-cell movement also. If parts can be

rerouted or machines duplicated, the inter-cell movement can be reduced and the three-cell

solution may be preferable.  If part rerouting or machine duplication is expensive, or inter-cell

movement will cause significant problems, the two-cell solution may be preferable. The same

can be said for problem 6.  So it is important to have multiple solutions to choose from.  Another

advantage of the SCFA procedure is its simplicity. This is useful given  that companies prefer

simple cell formation procedures.  Many of the other cell formation algorithms would be difficult

for practitioners to comprehend.  The SCFA procedure is also simple to set up using a

spreadsheet package.

In summary, the effectiveness of the SCFA approach, along with its simplicity, and its low cost

of use,  make it useful for practising managers and researchers alike.  Further research could

involve using an expert system along with this procedure for analyses such as modifying part

routings, duplicating machines or subcontracting. 
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SCFA SC-Seed HPH Method 0-1 Programming

Prob-

lem

N M Matrix

Dens-

ity1

No.

of

cells

1 2e e e c b e c b e c b e c b

1 10 15 0.31 3 0.92 0.0 0.92 2.06 1.41 0.93 2.13 1.37 - - - - - -

2 19 12 0.33 2 0.57 0.12 0.45 3.78 1.27 - - - - - - - - -

3 0.64 0.28 0.36 3.78 1.29 - - - 0.37 4.69 1.29 - - -

3 20 8 0.38 3 1 0.15 0.85 3.99 1.33 0.85 4.26 1.31 0.85 3.87 1.38 - - -

4 43 16 0.18 5 0.64 0.24 0.40 6.74 1.17 0.45 8.24 1.02 0.42 8.44 1.11 - - -

5 35 20 0.19 4 0.78 0.02 0.76 2.94 1.56 0.76 3.83 1.40 - - - - - -

6 20 8 0.57 1 0.57 0 0.57 5.16 1.33 0.57 6.20 1.21 - - - - - -

2 0.79 0.31 0.48 5.16 1.33 - - - - - - - - -

7 41 30 0.11 5 0.52 0.15 0.37 23.4 1.10 - - - - - - 0.16 3.83 0.912

8 24 14 0.18 2 0.33 0 0.33 3.01 1.24 - - - - - - 0.33 2.91 1.08

4 0.66 0.03 0.66 3.01 1.24 - - - - - - 0.66 2.91 1.08

ijNOTE:  The matrix density is given by  where a  = (0,1), one element in the part machine matrix.1 

 Two cell solution                       2

 Table 3
Numerical results of the comparative study
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Appendix 1

Cells Created by SCFA

CELL

PROBLEM 1 2 3 4 5

1 Parts 8 5 2 9 6 3 4 1 7 10

Machines 8 5 3 15 13 4 14 9 6 1 7 2 10 11 12

2 Parts 1 3 6 8 13 2 7 4 5 10 15 14 16 17 9

11

19 18 12

Machines 12 11 10 7 1 6 9 8 4 2 3 5

Parts 1 3 6 8 13 2 7 4 5 14 15 10 16 17 9

11 19 18 12

Machines 12 11 10 7 1 6 9 8 4 2 3 5

3 Parts 7 18 4 20 6 3 10 12 15 1 5 9 17 11 14 13 19

8 2 16

Machines 2 8 4 7 5 6 1 3

4 Parts 22 4 18 10 42 32

40 38 28 37 2

30 11 27 24 3 20 12 1 8 15 9 23 43

19 41 21 33 14 5

29

13 25 26 31 36 35 17 34 6

Machines 1 16 9 2 12 11 8 6 5 4 15 10 7 3 14

5 Parts 34 16 8 14 19 26

22

12 24 13 2 27 7

10 18 31

29 17 5 15 1 3 23

25 20

35 32 28 30 9 11

4 21 6 33

Machines 5 6 10 9 20 13 4 14 2 18 3 17 8 7 1 19 11 16 15 12

6 Parts 6 11 12 20 7 5 8

13 17 19 16

2 1 10 15 14 3 18

9 4

Machines 7 3 5 6 8 1 4 2

7 Parts 4 37 5 17 18 2 20 11 41 33 39

23 12 32 31 10 40

22 3 21 1 30 13 24 25 28 15 35 7

8 29

14 36 34 16 17

Machines 5 15 14 25 11 1 2 21 22 3 23

10 12

9 29 19 20 30 8 28 27 4 18 17 26 7

8 Parts 19 20 17 2 1 23 7 6 18 8 24 3 4 21 11 14 22 16 10

12 9 15 5 13

Machines 4 5 7 13 12 1 10 11 3 2 14 9 8 6

Parts 19 20 17 21 23 7

6 18 8 24

3 4 21 11 14 22

16 10 12 9 15 5 3

Machines 4 5 7 13 12 1 10 11 3 2 14 9 8 6
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