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Abstract

This thesis first investigates the performance and near-wake characteristics of a full-scale vertical-axis tidal turbine
under a uniform inflow and turbulent inflow with a 5% and 10% turbulence intensity. The governing equations of
the flow field are the incompressible Navier-Stokes equations. As the turbine rotates throughout the simulation, these
equations are expressed in a slightly different form referred to as the arbitrary Lagrangian-Eulerian (ALE) framework.
The purpose of the ALE framework is to allow the mesh to move arbitrarily while the fluid moves independently of the
mesh motion. From the available large eddy simulation (LES) formulations in the literature, the variational multiscale
(VMS) formulation is used to discretize the system of equations. Unlike classical LES, the VMS formulation does not
have any problems with specifying an appropriate filter for different flows. To study the effect of a turbulent inflow,
a turbulence generation method referred to as Smirnov’s random flow generation (RFG) is used. From the numerous
turbulence generation methods available, Smirnov’s RFG was chosen as it can generate a turbulent velocity field
that is divergence-free. A divergence-free velocity field ensures compatibility with the incompressible Navier-Stokes
equations that govern the flow field and results in good numerical stability.

While the performance of the turbine slightly reduced under a turbulent inflow compared to a uniform inflow, there
was a negligible difference in its performance between the two turbulent inflow conditions. A turbulent inflow also
resulted in large fluctuations of the instantaneous power coefficient. Lastly, the wake recovery was notably improved
under a turbulent inflow. Next, the effect of a free surface on the performance and flow field of the turbine with different
blade-strut configurations is studied. There was a negligible effect of the free surface on turbine performance and the
flow field during deep immersion. Moreover, the tip-struts configuration was 15% more efficient than the quarter-struts
configuration under deep immersion. Under shallow immersion, the performance of both blade-strut configurations

reduced.
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Chapter 1

Introduction

1.1 Overview of tidal energy

To mitigate the threat of climate change, various goals have been set that promote the advancement of renewable
energy technologies. For instance, the Paris Agreement, an ambitious global agreement intended to mitigate global
warming, will require significant contribution from the renewable energy sector (Rogelj et al., 2016; Teske, 2019).
According to Teske (2019), the renewable energy sector is expected to contribute approximately 9,500 GW by 2030
and 25,600 GW by 2050 to the total electricity generated. From the various renewable energy sources available, tidal
energy has garnered attention due to its high energy density, predictability, and regularity (Pelc and Fujit, 2002; Widén
et al., 2015; Melikoglu, 2018).

Tidal stream technology consists of horizontal-axis (or axial-flow) turbines, vertical-axis (or cross-flow) turbines,
and oscillating hydrofoils (Laws and Epps, 2016; Nachtane et al., 2020). Among these devices, horizontal-axis and
vertical-axis turbines are the most mature. Compared to horizontal-axis tidal turbines that have been extensively
studied, vertical-axis tidal turbines pose certain advantages that make them an attractive topic for further investigation.
For instance, vertical-axis tidal turbines are more suitable in tidal sites with weaker currents (Laws and Epps, 2016;
Melikoglu, 2018; Nachtane et al., 2020). Due to their design, they can also generate energy from any flow direction
normal to their axis of rotation (Laws and Epps, 2016). In the context of turbine arrays, arranging vertical-axis turbines
strategically can lead to significantly larger power densities compared to an array of horizontal-axis turbines due to
differences in wake characteristics (Dabiri, 2011; Brownstein et al., 2016; Hezaveh et al., 2018; Brownstein et al.,
2019). Although vertical-axis turbines are generally less efficient than horizontal-axis turbines, these advantages merit

further investigation of vertical-axis turbines to improve their viability.



1.2 Effect of turbulence on tidal turbines

1.2.1 Studies of vertical-axis tidal turbines under a uniform inflow

This thesis begins by providing a literature review of vertical-axis tidal turbines under a uniform inflow and then
discusses studies with a turbulent inflow. Although most numerical studies of tidal turbines are focused on horizontal-
axis designs, much work has been done by Marsh et al. to improve the understanding of the complex hydrodynamics
of vertical-axis tidal turbines (Marsh et al., 2015b,a, 2017). In Marsh et al. (2017), two- and three-dimensional un-
steady Reynolds-averaged Navier-Stokes (URANS) simulations of two vertical-axis tidal turbines are done to deter-
mine if two-dimensional simulations are suitable for predicting turbine performance. The results indicated that two-
dimensional simulations overpredict the power coefficient as they do not account for the performance reduction due
to strut and blade tip effects. Similar findings are reported by Bachant and Wosnik (2014, 2016) who also performed
URANS simulations of a vertical-axis turbine. Despite these limitations, two-dimensional URANS simulations may
be useful for optimization studies such as investigating the effect of blade pitch angle on the performance of the turbine
(Nguyen et al., 2021) and the effect of the number of blades on start-up performance (Sun et al., 2021) due to their
low computational cost. A comprehensive study was performed by Gosselin et al. (2016) in which the performance of
an H-Darrieus turbine was evaluated as a function of multiple parameters such as Reynolds number, tip speed ratio,
solidity, number of blades, blade pitch angle, and blade thickness using two-dimensional URANS simulations. This
study also quantified the effects of blade aspect ratio on the efficiency of the turbine using three-dimensional URANS
simulations. Some findings of this study include a greater efficiency for turbines with low solidity operating at high
Reynolds numbers and a reduction in maximum efficiency for blades with a low aspect ratio. In addition to studies of
individual turbines, URANS simulations are also commonly used to study the interaction among turbines in an array
(Zanforlin, 2018; Jin et al., 2020; Nag and Sarkar, 2021).

Large eddy simulation (LES) has also been used to study vertical-axis tidal turbines as a more accurate alternative
to URANS, although fewer studies are available due to its high computational cost. In Guillaud et al. (2020), LES
was used to analyze the effect of solidity on the performance of a vertical-axis turbine. There was no clear benefit
in reducing the solidity of the turbine; instead, it was suggested that the optimal solidity is highly dependent on the
turbine design. Additionally, simulations were done to investigate the components of the turbine that contribute to its
efficiency losses. The blade tips, struts, and blade-strut junctions were found to be the major components responsible
for the performance losses of the turbine. Boudreau and Dumas (2017) used Delayed Detached Eddy Simulations
(DDES) to compare the wake recovery rates of axial- and cross-flow turbines. The wake of the axial-flow turbine was
dominated by the flow instability associated with the tip and root vortices of the blades, which led to enhanced turbulent

mixing that promoted wake recovery. Alternatively, the wake dynamics of the cross-flow turbine was strongly affected



by the flow velocity induced by the tip vortices shed during the upstream half of the turbine’s rotation cycle, which
resulted in a contraction of the central region of the wake in the spanwise direction. Applying the DDES methodology
to analysis of the wake dynamics of oscillating-foil turbines, Boudreau and Dumas (2018) revealed similarities to the
wake dynamics of cross-flow turbines, where the wake recovery was dominated by the velocity induced by the tip

vortices.

1.2.2 Numerical methods of generating a turbulent inflow

One area left for further investigation in numerical studies is the effect of a turbulent inflow on the behaviour of a
vertical-axis tidal turbine. In the context of horizontal-axis tidal turbines, experimental studies have been done to
investigate the influence of turbulence (Mycek et al., 2014a,b; Blackmore et al., 2016). There are fewer experimental
studies available that investigate the effect of turbulence on the behaviour of a vertical-axis tidal turbine. The effect
of turbulence intensity on the performance of a Gorlov Helical turbine was studied in Bachant and Wosnik (2011).
Under a turbulent inflow, the mean power coefficient was slightly smaller at higher tip speed ratios and slightly larger
at lower tip speed ratios. The performance of full-scale turbines in real sea conditions has also been studied although
these studies are scarce. In Sentchev et al. (2020), the power production of a full-scale four-bladed H-Darrieus vertical-
axis tidal turbine under real sea conditions is investigated. In agreement with the aforementioned experimental studies
(Mycek et al., 2014a,b; Blackmore et al., 2016), the fluctuations of the power generated increased when the flow
became more turbulent. Moreover, the magnitude of the power fluctuations was found to scale linearly with the
integral length scale with a large increase in the magnitude when the integral length scale was similar to the turbine
size.

The behaviour of a vertical-axis turbine under a turbulent inflow can also be studied numerically, although some
thought must be given to prescribe an appropriate inlet velocity field. The two common techniques of prescribing
a turbulent inflow are performing a precursor simulation or using a synthetic turbulence generation method. When
using the precursor simulation technique, a dataset of inlet boundary conditions for the main simulation are obtained
from a section of an auxiliary simulation with the desired flow characteristics. Although the inlet boundary conditions
generated from a precursor simulation are highly accurate as they satisfy the Navier-Stokes equations, the precursor
technique has certain drawbacks that limit its use. Due to limitations in file storage, a set of inflow data is typically
reused which may introduce an artificial low-frequency behaviour into the domain (Dhamankar et al., 2015). This
approach is also inconvenient as a different precursor simulation must be run when a different inlet boundary condition
is required. Lastly, it may be prohibitively expensive to perform a precursor simulation for certain applications.
Synthetic turbulence generation methods offer a flexible alternative as a turbulent inflow can be generated directly in

the main simulation. Moreover, most synthetic turbulence generation methods are capable of generating a turbulent



inflow that matches desired properties such as Reynolds stresses and length scales.

There are several methods of generating synthetic turbulence such as using a Fourier series, proper orthogonal
decomposition, digital filtering, and synthetic eddy methods (Tabor and Baba-Ahmadi, 2010). A Fourier series was
first used in Kraichnan (1970) to study the diffusion of a particle in an isotropic turbulent velocity field. This method
was later modified by Smirnov et al. (2001) and termed the random flow generation (RFG) method. It provides
the capability to generate an inhomogeneous, anisotropic turbulent velocity field by applying scaling and coordinate
transformations. The resulting velocity field is divergence-free for the case of homogeneous turbulence and nearly
divergence-free for the case of inhomogeneous turbulence. Methods using proper orthogonal decomposition have
limited applications as they require suitable reference data that is generally taken from experimental measurements or
a direct numerical simulation (Tabor and Baba-Ahmadi, 2010; Dhamankar et al., 2015). In digital filtering methods,
originally proposed in Klein et al. (2003), a filtering operation is performed on a set of random numbers to obtain
a turbulent velocity field with the desired spatial and temporal correlation. This method was modified by Xie and
Castro (2008) and Kempf et al. (2012) to improve its computational efficiency, especially for flows with large integral
length scales. In contrast to the approaches above, the synthetic eddy method (SEM) (Jarrin et al., 2006, 2009) — an
extension of the vortex method (Benhamadouche et al., 2006) — opts for a more physical description of turbulence by
populating a virtual box encompassing the inlet with synthetic eddies. These eddies induce a turbulent velocity field at
the inlet with specific first- and second-order one-point statistics, spatial and temporal characteristics, and a two-point
autocorrelation function (Jarrin et al., 2006). A comprehensive review of synthetic turbulence generation methods can
be found in (Tabor and Baba-Ahmadi, 2010; Dhamankar et al., 2015). Apart from proper orthogonal decomposition
methods which are limited to simple cases where experimental data is available, the remaining synthetic turbulence
generation methods are all used for various applications. They are all sophisticated enough to satisfy the desired
properties of the turbulent inflow. Selecting a method comes down to the ability of the method to gracefully adjust to

the incompressibility constraint of the Navier-Stokes equations and personal preference.

1.2.3 Numerical studies of tidal turbines under a turbulent inflow

Various numerical methodologies with different synthetic turbulence generation methods have been used to study the
effects of turbulence on the behaviour of a tidal turbine, although these studies are limited to horizontal-axis designs
(Gant and Stallard, 2008; Afgan et al., 2013; Ahmed et al., 2017; Ahmadi, 2019; Ebdon et al., 2019; Gajardo et al.,
2019; Choma et al., 2020; Togneri et al., 2020; Faizan et al., 2022; Grondeau et al., 2022). The wake of such a
turbine under a turbulent inflow has been studied using a blade element momentum model (Togneri et al., 2020),
Lagrangian Vortex method (Choma et al., 2020), actuator disc model within a URANS framework (Gant and Stallard,

2008), actuator disc model within a detached eddy simulation (DES) framework (Gajardo et al., 2019), and actuator



line model within an LES framework (Ahmadi, 2019). In (Choma et al., 2020), SEM is used to generate a turbulent
inflow, while in (Gant and Stallard, 2008; Togneri et al., 2020), both SEM and the von Kdrman spectral method (Veers,
1988) are used. The study by Gajardo et al. (2019) uses Smirnov’s RFG to generate a turbulent inflow. Alternatively,
instead of using a synthetic turbulence generation method, the study by Ahmadi (2019) uses the mapping technique
described by Baba-Ahmadi and Tabor (2009) to prescribe a turbulent inlet. As a higher-fidelity alternative, fully-
resolved simulations have been done using RANS, DES, and LES to study the wake and loading of a horizontal-axis
turbine under a turbulent inflow generated using SEM (Afgan et al., 2013; Ahmed et al., 2017; Ebdon et al., 2019;
Faizan et al., 2022). As can be seen, these studies are all limited to horizontal-axis turbines. To address this gap in the
literature, the current work investigates the effect of turbulence on the performance and near-wake characteristics of
New Energy Corporation’s 25kW vertical-axis H-Darrieus tidal turbine using the ALE-VMS framework and Smirnov’s
RFG method. Using VMS instead of classical LES eliminates any challenges with specifying an appropriate filter for
different flows. Moreover, with the residual-based variational multiscale formulation, traditional eddy viscosities that
are used to represent turbulent dissipation are not introduced. Although many of the studies discussed above use SEM
to generate a turbulent inflow, Smirnov’s RFG is chosen in this work as it can generate a turbulent velocity field that
is divergence-free in the case of homogeneous turbulence and nearly divergence-free in the case of inhomogeneous
turbulence. This feature provides a great advantage in this study as the governing equations of the flow field are the

incompressible Navier-Stokes equations.

1.3 Effect of a free surface on tidal turbines

1.3.1 Methods of modelling a free surface

The second objective of this thesis is to discuss the effect of a free surface on vertical-axis tidal turbines as the depth
at which the turbine is installed may affect its performance due to interactions with the free surface. Although studies
have been done investigating the effect of a free surface on turbine performance, these studies are mainly limited to
horizontal-axis designs. In free-surface flows, the interface separating two fluids is generally a moving and deforming
boundary (Katopodes, 2018). As such, in a numerical setting, the location of the interface is determined at every time
step. Various methods exist for determining the location of the interface. These methods can be broadly categorized
as interface-tracking or interface-capturing methods (Elgeti and Sauerland, 2014).

With interface-tracking methods, the interface is represented explicitly as a set of nodes in the computational
mesh (Elgeti and Sauerland, 2014). The location of these nodes is then free to vary depending on the flow velocity.
Although interface-tracking methods provide an accurate representation of the interface, certain flow conditions may

distort the interface significantly resulting in the need for remeshing (Tezduyar et al., 1998; Elgeti and Sauerland,



2014). Minimizing the frequency of remeshing is highly desirable as it can introduce numerical errors and increase
the computational cost of the simulation (Tezduyar et al., 1998; Elgeti and Sauerland, 2014). As a more flexible
alternative, interface-capturing methods can be used. With interface-capturing methods, a fixed mesh is used on which
the interface is defined implicitly (Elgeti and Sauerland, 2014; Bayram Mohamed et al., 2022). The two fluids and
the interface separating them are defined by a scalar field such as the Heaviside function or a signed distance function
(Elgeti and Sauerland, 2014). The motion of the free surface is then modelled by an advection equation for this scalar
field. Some examples of interface-capturing methods are the marker-and-cell method, volume-of-fluid method, and

level set method (Elgeti and Sauerland, 2014).

1.3.2 Studies of tidal turbines with free-surface effects

Most studies that investigate the effect of a free surface on turbine performance involve horizontal-axis tidal turbines.
In Whelan et al. (2007), a two-dimensional analytical model was developed to investigate the effect of free-surface
proximity on a horizontal-axis turbine. A significant increase in the power coefficient was observed under condi-
tions of high blockage. Similar findings were observed by Consul et al. (2013) where two-dimensional unsteady
Reynolds-averaged Navier-Stokes (URANS) simulations were done to investigate the effect of blockage and free-
surface deformation on turbine performance. In Bahaj et al. (2007), an experimental study was done to investigate the
effect of free-surface proximity on turbine performance. The thrust and power coefficients were found to be lower for
the case of shallow immersion compared to deep immersion. Three-dimensional numerical simulations of horizontal-
axis turbines under a free surface have also been done. A large eddy simulation (LES) was done by Bai et al. (2014)
where the free surface was modelled using the level set method. The results were compared to experimental data with
good agreement. In Riglin et al. (2015), a URANS simulation was done where the free surface was modelled using
the volume-of-fluid method to investigate the effect of free-surface proximity on turbine performance. The results
indicated a large drop in turbine performance near a Froude number of one. Similarly, a URANS simulation with the
volume-of-fluid method was done by Hocine et al. (2019) to determine the change in performance between a partially-
submerged and fully-submerged Darrieus horizontal-axis turbine. As expected, the turbine was more efficient when it
was fully submerged. A comprehensive experimental and numerical study was done by Kolekar and Banerjee (2015)
to determine an optimal depth of turbine immersion and investigate the effects of blockage and seafloor proximity on
the performance of a horizontal-axis turbine. The experiments were done in a water channel and the numerical study
was done using URANS simulations with the volume-of-fluid method. The turbine performance was found to increase
as the turbine was moved away from the seafloor up to an optimal depth after which a reduction in performance was
observed due to interactions with the free surface. As these studies are focused on studying the effect of a free surface

on a horizontal-axis tidal turbine, the present study aims to expand on this body of research by investigating the effect



of free-surface proximity on a vertical-axis tidal turbine.

1.4 Effect of struts on vertical-axis tidal turbines

As horizontal-axis turbines are generally more efficient than vertical-axis turbines, this thesis also studies ways to
improve the performance of vertical-axis turbines. There are numerous design parameters that affect their performance.
Many studies have been done investigating the effect of solidity, blade design, number of blades, and blade pitch angle
on the performance of vertical-axis turbines (Gosselin et al., 2016; Rezaeiha et al., 2018; Guillaud et al., 2020; Nguyen
et al., 2021; Sun et al., 2022). The components of a vertical-axis turbine that are detrimental to its performance
were also investigated by Guillaud et al. (2020). These components were found to be the blade tips, struts, and
blade-strut junctions. To minimize the performance losses due to these components, the effect of strut profile, strut
position, and blade-strut junction geometry has been studied (Marsh et al., 2015¢c; Strom et al., 2018; Villeneuve
et al., 2021). In Marsh et al. (2015c), three vertical-axis turbine designs of different strut profiles, blade-strut joints,
and strut position were studied using three-dimensional URANS simulations. The strut profile and blade-strut joint
design were found to significantly influence the power output while the strut position had a smaller, albeit noticeable
impact. The effect of strut position and junction geometry on turbine efficiency was comprehensively studied by
performing three-dimensional URANS simulations of various single-blade turbine designs in Villeneuve et al. (2021).
In this study, struts located at the tips of the blade (tip-struts) with rounded blade-strut junctions were found to give a
higher power coefficient compared to other designs. As this study only considered single-blade turbine designs, future
work was suggested to explore performance improvements for multi-bladed turbine designs. Since the performance
improvements reported by Villeneuve et al. (2021) are significant, the present study aims to further the work initiated
in that study by performing simulations of a full-scale four-bladed vertical-axis tidal turbine with different blade-strut
configurations. The effect of a free surface on the performance of each blade-strut configuration is also studied by

considering a case of shallow immersion and deep immersion.

1.5 Variational multiscale formulation

From the available LES formulations in the literature, the variational multiscale (VMS) formulation is used in this
study. The residual-based variational multiscale (RBVMS) analogue of LES was developed by Bazilevs et al. (2007a).
Unlike classical LES which involves filtering of the Navier-Stokes equations, the variational multiscale theory of
turbulence modeling is based on a projection of the solution and weighting function space into a coarse- and fine-scale
subspace. Resorting to scale separation instead of filtering eliminates any challenges with specifying an appropriate

filter for different flows. The fine scales can then be given algebraic descriptions and substituted into the coarse-scale



equations to close the system. With this approach, traditional eddy viscosities that are commonly used to represent
turbulent dissipation are not introduced. This formulation was later extended to account for mesh motion using the
arbitrary Lagrangian-Eulerian method, hereinafter referred to as ALE-VMS (Bazilevs et al., 2008). Recently, ALE-
VMS was used to simulate a vertical-axis tidal turbine under a uniform and turbulent inflow (Bayram et al., 2020;
Dhalwala et al., 2022). This study was later extended to test the robustness of the numerical formulation under the
effects of cavitation on a tidal turbine in Bayram and Korobenko (2020). A similar study is done using ALE-VMS
by Bayram and Korobenko (2021) to study the cavitating flow over a marine propeller. To model a free surface,
the ALE-VMS formulation is supplemented with the level set method. The level set method was used successfully
within a VMS framework in the context of a horizontal-axis tidal turbine (Yan et al., 2017) and in the context of ship

hydrodynamics (Akkerman et al., 2012a,b).

1.6 Organization of thesis

The remainder of this thesis is organized as follows. A description of the computational methodology consisting of the
Navier-Stokes equations for incompressible flows, level set method, formulation of the ALE-VMS framework, weak
imposition of Dirichlet boundary conditions, and a review of Smirnov’s RFG procedure is presented in Chapter 2.

The effects of turbulence on the performance of a vertical-axis tidal turbine is studied first in Chapter 3. In Section
3.1, the implementation of the RFG method within an ALE-VMS framework is validated by comparing to the results
of Mannini et al. (2017) and Ricci et al. (2017) for the turbulent flow over a rectangular cylinder with a 5:1 aspect
ratio. The performance of the 25kW vertical-axis turbine is studied in Section 3.2 including a validation of the power
coefficient with experimental results for a uniform inflow and an investigation of the effects of a turbulent inflow on
power production. In Section 3.3, the near-wake characteristics of the turbine under a uniform and turbulent inflow
are studied using a multi-domain method.

The effect of a free surface and different blade-strut configurations on a vertical-axis tidal turbine is studied next in
Chapter 4. In Sections 4.2 and 4.3, the effect of a free surface on the performance of two blade-strut configurations is
studied. A case of deep immersion and shallow immersion is considered for each blade-strut configuration. Moreover,

the effect of immersion depth on free-surface deformation and turbine performance is discussed.



Chapter 2

Methodology

2.1 Strong and weak forms of the Navier-Stokes equations for incompress-
ible flows

The governing equations of the flow field are the incompressible Navier-Stokes equations expressed within an arbitrary

Lagrangian-Eulerian (ALE) framework as

Uj; = 0 (213)

p(@,ui|@+(uj—itj)u,-,j—f,-)—0',-j,j:O, (Zlb)

where Egs. (2.1a) and (2.1b) are the conservation of mass and momentum, respectively. In these equations, p is the
density of the fluid, u; is a component of the flow velocity vector field, #; is a component of the domain velocity vector
field, f; is a component of the body force vector field, and o;; is a component of the Cauchy stress tensor which is
defined as o; = —p6;; + p (u; j + u;;), where p is the pressure, u is the dynamic viscosity of the fluid, and ¢;; is the
Kronecker delta. The notation |z indicates that the partial time derivative of the flow velocity is taken in a reference
domain with coordinates £ which is a result of the ALE description of the continuum.

The weak form of the governing equations is obtained by first defining an infinite-dimensional trial solution space
S for velocity and pressure, and an infinite-dimensional weighting function space V. The weak form can then be stated

as follows. Find {u;, p} € S such that V{w;, ¢} € V, the following bilinear form is satisfied

Bns (iwi, g}, {ui, pY) — Fns ({wis g}) =0, (2.2)



where

Bns (twi, g} {ui, p}) = f Wip(azu;‘i + () = )y ;) AQ + f wij oij dQ + f quj;dQ (2.3a)
Q Q Q
Fs (i a) = [ wipsids | wihar. (23b)
Q r
In Egs. (2.3a) and (2.3b), Q c R? denotes the three-dimensional spatial domain with a piecewise smooth boundary
I' = 9Q. The boundary is further decomposed into two non-overlapping subsets I'* and I'* such that I' = T'* UT” where

'8 and I'" denote the subsets on which the velocity and traction 4; are prescribed, respectively. The functions ¢ and w;

are the weighting functions for the conservation of mass and momentum equations, respectively.

2.2 Level set method

2.2.1 Overview of the level set method

To model the free surface, an interface-capturing method, referred to as the level set method, is used. In this method,
the interface separating the air and water sections of the domain is represented as the zero level set of a level set
function. The motion of the interface is then modelled by a scalar advection equation for the level set function. During
this step, the level set function may not retain its original definition. Therefore, the function is reinitialized at every

time step to preserve its identity.

2.2.2 Level set function

The level set function ¢ is defined as a continuous scalar function that divides the air and water sections of the domain

with a zero level set. The zero level set can be written as

I={x|¢(x1) =0} 24

The level set function is first given a simple definition where ¢ is arbitrarily defined to be positive in the air section

of the domain (€2,) and negative in the water section of the domain (Qy,). Therefore, the level set function becomes

>0, xeQ,
¢(®,0)=490, xel - (2.5)
<0, ey

where the zero level set I represents the free surface. The level set function can then be used along with the Heaviside
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function H to write the density and viscosity as,

p=pw (1 —H@)+p. H($) (2.6a)

p=pw (1= H@)) + pa H). (2.6b)

2.2.3 Level set equation

During a numerical simulation with an air-water interface, the interface is generally a moving and deforming boundary.
To determine the position of the interface at each time step, the level set equation is solved. The level set equation is

an advection equation for the scalar level set function ¢ and can be expressed within an ALE framework as

3¢, + i~ ) 6, =0. @7

With this equation, the level set function is advected by the flow velocity vector field. Therefore, the zero level set
— the only level set with a physical significance as it represents the free surface — is deformed according to the flow
velocity. That is, the zero level set may consist of different points x at each time step as the free surface is deformed

by the flow velocity.

2.2.4 Smoothed definition of the Heaviside function

Due to the Heaviside function used in Eq. (2.6), there is a discontinuity in fluid properties at the free surface. Such a
discontinuity can present problems with stability in numerical solutions. To overcome this problem, the free surface
is given a finite width of 2¢, where € is of the same order as the element size at the interface. Moreover, the Heaviside
function is modified to provide a smooth transition of the fluid properties at the interface as follows (Akkerman et al.,

2012b)

0, ¢ < —€
H($) =11 [1 T );sin(’%”)], Bl <e - 2.8)
1, ¢>€
2.2.5 Signed distance function
To maintain a uniform thickness of the free surface, the requirement, ||V¢#|| = 1, must also be imposed. With this

requirement, the level set function becomes a signed distance function. Therefore, the level set function initially

defined in Eq. 2.5 can be written as

11



min (|| — x|]), x e Q,
¢ (x,1) = , (2.9)
—min (|lz — zrl)), T € Qy

where r is a point on the zero level set. Note that the level set function is zero by definition for all points that lie on

the zero level set.

2.2.6 Reinitialization of the level set function

Recall that the zero level set is advected with the flow velocity according to Eq. (2.7). One drawback of such a
procedure is that the condition, ||V¢|| = 1, is not enforced by Eq. (2.7). Therefore, the level set function may not
preserve its identity as a signed distance function throughout the simulation. This leads to non-uniformities in the
air-water interface thickness, and consequently, irregularities in fluid properties at the interface which causes problems
with the stability of the numerical solution (Katopodes, 2018).

To maintain the identity of the level set function as a signed distance function, a reinitialization procedure is applied
at every time step. Reinitialization is done by solving the following equation (Akkerman et al., 2012b; Katopodes,

2018)

0r ¢a = sgn(¢) (1 - 1IVedll) (2.10)

for the reinitialized level set function ¢, (x,f). This equation is integrated in pseudo-time 7 until steady-state

(0; ¢4 = 0) which ensures ||V@,|| = 1 resulting in the level set function returning to a signed distance function.

2.2.7 Weak form of the level set equation and reinitialization equation

Using the same definitions of the infinite-dimensional trial solution space S and the infinite-dimensional weighting
function space V from Section 2.1, the weak form of the level set equation and reinitialization equation can be obtained.
The weak form of each equation can then be stated as follows. Find {¢, ¢4} € S such that ¥{n, 4} € V, the following

bilinear form is satisfied

Bis(m, ¢)=0 (2.11a)

Bgi (14, ¢a) = Fri(Ma> ¢a) = 0, (2.11b)
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where

Bis(m, ¢) = f’] (3t ¢|@ + (u; — ;) ¢,i) dQ (2.12a)

Q
Bri (11, $a) = fg Na (0r ¢a + sgn(9) Vo, ¢a;) dQ (2.12b)
Fri(n, ¢a) = fﬂ 14 sgn(¢) dQ. (2.12¢)

In these equations, the functions 7 and 7, are the weighting functions for the level set and reinitialization equations,

respectively.

2.3 Residual-based variational multiscale formulation

To permit a numerical implementation of Eq. (2.2), the infinite-dimensional spaces S and V are decomposed into a
resolved coarse-scale sub-space denoted by an A-superscript and an unresolved subgrid-scale sub-space denoted by a
prime-superscript (") such that S = S" @ S” and V = V" @ V. Such a scale separation indicates that the coarse scales
are those represented in the calculation; that is, they consist of all Fourier modes below some cut-off wave number.
Meanwhile, the subgrid scales consist of all remaining Fourier modes and therefore require an approximation. The
solution variables and weighting functions are also decomposed into the two sub-spaces: u; = uf’ +u,p= P+,
d=¢" + ¢, ¢g = qﬁZ + @, wi = w? + wl,q = " +q.n=n"+1n,andn, = nZ + 17, Although such a scale
separation results in a finite-dimensional system for the coarse-scale component of the solution, the subgrid-scale
component of the solution is still an infinite-dimensional system (Bazilevs et al., 2007b). To overcome this problem,
an approximation of the subgrid-scale component of the solution must be obtained.

Early works using the variational multiscale formulation modelled the subgrid-scale component of the solution us-
ing eddy viscosities as is done in classical LES (Gravemeier, 2006; Bazilevs et al., 2007b). While such an approach has
been used successfully (Gravemeier, 2006), the residual-based variational multiscale (RBVMS) formulation is used in
the present study as it avoids the use of ad hoc eddy viscosities (Bazilevs et al., 2007b). In RBVMS, the turbulence
modelling consists of approximating the subgrid-scale component of the solution with an analytical representation.

An algebraic description of the subgrid-scale solution variables in terms of the residuals of the coarse-scale equations

is provided in (Bazilevs et al., 2007b) as
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u; ™ (rm)i

)4 TC ¥
SED (2.13)

¢’ Ty Ty

¢(/1 Tgy Tga

where (rwm);, 7c, 74, and g, are the residuals of the coarse-scale momentum, continuity, level set, and reinitialization

equations, respectively, defined as

()i = p (O], + (@t = &yl = £1) = ol (2.14a)
re = ul,; (2.14b)
rg = 0y ¢h|i + (uf’ - ﬁf’) ¢f’i (2.14c)

ro, = ;0 — (2H(¢”) - 1) (1- Véa, 80,)- (2.14d)

In Eq. (2.13), Tm, Tc, T4, and 74, are conventional stabilization parameters discussed in (Brooks and Hughes,
1982; Akin et al., 2003; Tezduyar and Sathe, 2003; Bazilevs et al., 2007b; Tezduyar et al., 2008a; Hsu et al., 2010;
Akkerman et al., 2012b; Takizawa et al., 2018). Note that in Eq. (2.14d), sgn((bh) is replaced with 2 H (qﬁh) —1to
account for the modified definition of the Heaviside function in Section 2.2.4. The decomposition of the solution
variables and weighting functions are substituted into Eqs. (2.2) and (2.11) along with the subgrid-scale solution
variables defined in Eq. (2.13). After discretizing the resulting equation in space using ng linear finite elements where
Q= UZ:II Q°, the semi-discrete ALE-VMS formulation can be stated as follows. Find {uf.’, ph, (bh, q)Z} € S" such that

V{wf’, q" ", UZ} € V", the following bilinear forms are satisfied

Bs (W), ¢") !, p"Y) = Fus (], ¢"1) =0 (2.152)
Bis(n. ¢)=0 (2.15b)
Bri (4, ¢a) — Fri (g, ¢a) =0, (2.15¢)

where the terms for the Navier-Stokes equations are defined as

Bys (W], ¢, (), ph})=LW?/J((%M?’@JF(”?_@]})”@) de

ho_h hoh
+fg2Wi"io-ij dQ+Lq u;; dQ
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+Z€ILKTM((M’; u}j)wlj—i-pq )(rM), dQ

e=1
el

e|
+pr‘rcw”rcd§2 ZIFTMW (rM)Jul]dQ

nel

f —w};Tv ()i Tv () j AQ (2.16a)
Fns ({W?, qh}) - fwf'lpf;‘h dQ + fh Wff h; drI’, (2.16b)
Q T

the term for the level set equation is defined as

Bus (i 9" = f . (a, o+ (ul - i) ¢fﬂ~) aQ
Q
+Z fg 7y (= a") 1 ry A+ 2 fg 1" kae ¢ A, (2.17)
1 e=1

and the terms for the reinitialization equation are defined as
BRI(UZ» ¢Z)=f (6 ¢d+c ¢d> dQ

le]

+ Z; fg tg il (9 4+l gl ) d

Tel
ho7 h
+Z fg i, Kae 8, 40 (2.18a)
el

FRI(nZ)=fnd (2H( —1 dQ+Zf 74, 1)4?;731, dQ, (2.18b)

where ¢; is a component of the advection velocity vector field of the reinitialization equation defined as

¢
¢ =(2H o —1) S (2.19)
( ) b ; Pa;
The stabilization parameters in Eqs. (2.16) — (2.18) are defined as
A ) -1/2
~h " H
™ = [E + (uf’ - u,}) Gij (u’; - I/ljh) +C; (;) Gij Gij (2.202)
e = (Giity)™! (2.20b)
4 1/2
vy = (E s (= i) Gy (- Lijh)) (2.200)
4 h h o
o, = (E ey c.,.) , (2.200)

15



where At is the time step, At is the pseudo-time step of the reinitialization equation, G;; is a component of the element
metric tensor, and C; is a positive constant equal to three derived from an element-wise inverse estimate (Bazilevs
et al., 2007b). To improve the stability of the level set and reinitialization equations, residual-based discontinuity
capturing operators (Tezduyar, 2003, 2007; Tezduyar and Senga, 2007; Tezduyar et al., 2008b; Codoni et al., 2021,
2022) are used. They are defined as

ko = Cptl (2.21a)
\,¢fli Gij ¢,h]
Fie = Cy, 7o (2.21b)

V¢, Gii b,

where C, and C, are positive constants of the order O (-1).

2.4 Weak imposition of Dirichlet boundary condition

The ALE-VMS formulation is augmented with a weak imposition of the Dirichlet boundary condition u; = g;, where
g; is a component of the prescribed velocity vector field at boundaries where a Dirichlet boundary condition is imposed
(Bazilevs and Hughes, 2007; Bazilevs et al., 2007c). This approach serves an analogous purpose to using wall functions
in RANS or conventional LES frameworks; i.e., for cases in which a highly resolved boundary layer refinement is not
feasible, the Dirichlet boundary condition can be weakly imposed to relax the mesh resolution requirements at no-slip
surfaces. To weakly impose the Dirichlet boundary condition, the following terms are added to the left-hand side of

Eq. (2.15)

Neb Neb
2 e a3 [ oy o ) 6l g ar
b=1 b=1
Mep
_ Z frbn(m wi?p u]; n; (uf»’ - g?) dr
b=1
Neb
3 [ - ghar, (222)
=1 JIrenre

where ne, denotes the number of boundary elements, n; is a component of the outward unit normal vector, and 7p is
a stabilization parameter discussed in (Bazilevs et al., 2007c). Note the boundary I'* has been decomposed into 7y,
boundary elements where each element is denoted by I'” and the part of I'! corresponding to an inflow is defined as

T ={z| (uff - ﬁlf’) n; <0,V c I'8).
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2.5 Smirnov’s random flow generation

As with classical LES, some technique must be applied to prescribe a turbulent inflow in the ALE-VMS framework. In
this study, a synthetic turbulence generation method referred to as Smirnov’s random flow generation (RFG) is used.
From the numerous synthetic turbulence generation methods available, Smirnov’s RFG was chosen as it can generate
a turbulent velocity field that is divergence-free for the case of homogeneous turbulence and nearly divergence-free for
the case of inhomogeneous turbulence. A divergence-free velocity field ensures compatibility with the incompressible
Navier-Stokes equations that govern the flow field. A brief review of Smirnov’s RFG method (Smirnov et al., 2001)
is provided below. The method consists of generating a continuous intermediate velocity field, whose components
are denoted by v;, using a superposition of harmonic functions. A scaling operation and orthogonal transformation is
then applied to this intermediate velocity field to obtain a velocity field that satisfies the specified velocity correlation
tensor. The result is a time-dependent velocity field, whose components are denoted by u;, with a specified velocity
correlation tensor with components r;;, integral length scale of turbulence £ which can be thought of as the size of the
eddy, and integral time scale of turbulence 7. In the equations below, parentheses around indices preclude summation.

First, an orthogonal tensor with components a;; that would diagonalize a specified velocity correlation tensor

expressed in component form as r;; = u; u}, where u; is the fluctuating component of the flow velocity vector field, is

found

Qi A Tij = C(z,,) Ormns (2.23)

where the coefficients {c,,}iz1 constitute a vector with components equal to the square root of the eigenvalues of the
velocity correlation tensor, respectively.
An intermediate velocity field at a position & and time ¢ is then generated using a superposition of harmonic

functions

N
2 ~ R ~ 2
Vi (€,1) = + /N Z |1 cos (K2 % + wa 7) + g sin (2 % + w, )] (2.24)
n=1
- Xj . 1 ~ /T
=2 f==, K=K L, 2.25
VT L) (2:29)
p? = €ijm é"; klrz, q? = €ijm f’; k:ln, (226)
OLE w0, € NO,1), K eN(©,1/2), 227)
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where N is the spectral sample size, € is the Levi-Civita symbol and N (M, S) is a normal distribution with mean
M and standard deviation S. The parameters £ and £ represent random numbers taken from a normal distribution
with a mean of zero and standard deviation of one. The modeled turbulence spectrum below is characterized by the

components k' of the wave-number vectors and values w, of the frequency,

E(k) = 16 2/m)"? k* exp (=2k%). (2.28)

A scaling operation is applied in Eq. (2.29) to obtain another intermediate velocity field whose components are

denoted by w; before the final velocity field is obtained in Eq. (2.30) from an orthogonal transformation

Wi = C(i) V(@i)» (2.29)

Ui =dajjwj. (230)

Smirnov et al. showed that the generated velocity field is divergence-free in the case of homogeneous turbulence and
nearly divergence-free in the case of inhomogenous turbulence (Smirnov et al., 2001). To maintain consistency with

Smirnov et al. (2001), a spectral sample size of N = 1000 is used in this study.

2.6 Numerical implementation

Equation (2.15) forms a semi-discrete non-linear time-dependent system of partial differential equations that is ad-
vanced in time using the second-order generalized-o method (Chung and Hulbert, 1993; Jansen et al., 2000). The
discrete non-linear system of equations at each time step is linearized using the Newton-Raphson method and the re-
sulting linear system is solved iteratively using the sparse generalized minimum residual (GMRES) algorithm (Saad,
2003). The stopping criteria of the GMRES algorithm is based on a specified tolerance of the L,-norm of the linear
system while the stopping criteria of the Newton-Raphson iterations is based on a specified tolerance of the L,-norm

of the residuals of the mass and momentum conservation equations.
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Chapter 3

Performance and near-wake analysis of a
vertical-axis tidal turbine under a turbulent

inflow

In this chapter, the effects of a turbulent inflow on the performance of a vertical-axis tidal turbine is studied. In Section
3.1, the implementation of Smirnov’s random flow generation (RFG) method within an arbitrary Lagrangian-Eulerian
variational multiscale (ALE-VMS) framework is validated by comparing to the results of Mannini et al. (2017) and
Ricci et al. (2017) for the turbulent flow over a rectangular cylinder with a 5:1 aspect ratio. The performance of a 25kW
vertical-axis tidal turbine is studied in Section 3.2 including a validation of the power coefficient with experimental
results for a uniform inflow and an investigation of the effects of a turbulent inflow on power production. In Section
3.3, the near-wake characteristics of the turbine under a uniform and turbulent inflow are studied using a multi-domain

method.

3.1 Validation of Smirnov’s random flow generation method

3.1.1 Overview of validation case

The implementation of Smirnov’s RFG method in the ALE-VMS framework is first validated by simulating a turbu-
lent flow over a rectangular cylinder with a 5:1 aspect ratio. This validation case is referred to as a benchmark on the
aerodynamics of a rectangular 5:1 cylinder (BARC). Although the geometry of a rectangular cylinder is incredibly

simple, the resulting flow field is complex as it consists of unsteady flow separation at the leading edge and reattach-
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ment downstream (Bruno et al., 2014). A review of the contributions to this benchmark study is provided in Bruno
et al. (2014). Recently, Mannini et al. (2017) investigated the effects of freestream turbulence on the aerodynamic
behaviour of the rectangular cylinder in a wind tunnel. Ricci et al. (2017) also studied this benchmark case under a
turbulent inflow using LES with a similar synthetic turbulence generation method. The present results are compared

to those from (Mannini et al., 2017; Ricci et al., 2017) to validate the implementation of Smirnov’s RFG method.

3.1.2 Computational setup

As in Ricci et al. (2017), the flow is characterized by a depth-based Reynolds number of Rep = U, D /v = 5.5 x 10%,
where U,, is the freestream velocity and D is the depth of the cylinder. The reader is referred to Fig. 3.1 and Table
3.1 for the dimensions of the cylinder. Additionally, the turbulent velocity field is assumed to be homogeneous and
isotropic with a turbulence intensity and turbulence length scale of 7; = 2.9% and L = 1.3D, respectively (Mannini
et al., 2017; Ricci et al., 2017). Following the procedure of Yan and Li (2015) and Buffa et al. (2021), a simulation is
first performed in an empty domain to evaluate the streamwise decay of turbulence intensity. The turbulence intensity
prescribed at the inlet is then scaled such that the desired turbulence intensity of 2.9% is obtained at the axis of the
cylinder.

The computational domain matches that of Ricci et al. (2017) and a slice in the xy-plane is shown in Fig. 3.1. The
aspect ratio of the rectangular cylinder is B/ D = 5 and the distance from the inlet to the front face of the cylinder is
A = 16B. The dimensions of the domain are a length of D, = 40B, height of D, = 30B, and width of D, = B. The
flow characteristics and geometric parameters in the current study are compared to the numerical study of Ricci et al.
(2017) and the experimental study of Mannini et al. (2017) in Table 3.1 for convenience.

As a summary, the variables in Table 3.1 are described here. The variables D,, Dy, and D, refer to the size of the
computational domain along each axis. The aspect ratio (chord-to-depth ratio) of the cylinder is B/D. The distance
from the inlet to the front face of the cylinder is A. The depth-based Reynolds number, turbulence intensity, and
turbulence length scale are denoted by Rep, T;, and L, respectively. In Table 3.1, the top two rows are identical as
the size of the computational domain for the current simulation was chosen to match the size of the computational
domain for the LES simulation of Ricci et al. (2017) to allow for a fair comparison. The third row is included only for

convenience to provide details about the experimental setup.
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Figure 3.1: Computational domain of rectangular cylinder in the xy-plane (not to scale).

Table 3.1: Comparison of flow characteristics and geometric parameters.

Source D./B D,/B D/B B/D A/B Rep L/D
Current study 40 30 5 5.50 x 10* 1.3
Ricci et al. (2017) 40 30 5 5.50 x 10* 1.3
Mannini et al. (2017) 73 5 5 5.59 x 10* - 6.00 x 10* 1.3

A turbulent velocity field is prescribed at the inlet boundary according to Smirnov’s RFG method, while a traction-

free boundary condition is prescribed at the outlet boundary. At the top, bottom, and side boundaries, a no-penetration

boundary condition is imposed. The no-slip boundary condition is imposed weakly on the cylinder surface according

to the formulation of Section 2.4 to relax the mesh resolution requirements of the boundary layer.

The volumetric mesh consists of prism and hexahedral elements. To reduce the numerical dissipation of the

turbulent velocity field prescribed at the inlet, a finer mesh refinement is used at the central section of the domain as

shown in Fig. 3.2. The non-dimensional time step is At* = (Us / D) At = 5 X 1072 resulting in a maximum CFL

number less than 5.
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Figure 3.2: Slice of the computational mesh in the xy-plane for the rectangular cylinder.

3.1.3 Comparison with experimental and numerical results

A comparison of the pressure coefficient (Cj) and root mean square (rms) of the pressure coefficient (C),) over the
top-half of the central section of the rectangular cylinder with the results of Ricci et al. (2017) and Mannini et al.
(2017) is provided in Fig. 3.3. The pressure coefficient agrees fairly well for each study while some discrepancy exists
for the rms of the pressure coefficient. The rms of the pressure coefficient found by Ricci et al. (2017) is slightly over-
predicted near the center. In contrast, the rms of the pressure coefficient of the current study is slightly under-predicted
in certain regions. The discrepancies between the current study and that of Ricci et al. (2017) may be attributed to
differences in the numerical formulation and synthetic turbulence generation method. Despite these differences, both
results are in fairly good agreement with the experimental results of Mannini et al. (2017). Therefore, the RFG method

is used to study the effect of a turbulent inflow on the performance of the vertical-axis turbine.
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Figure 3.3: Comparison of pressure coefficient (top) and root mean square of pressure coefficient (bottom) to numerical
results of Ricci et al. (2017) and experimental results of Mannini et al. (2017). Lines are colored as follows: current
study (—), Ricci et al. (- - -), and Mannini et al. (---).

3.2 Performance evaluation of vertical-axis tidal turbine

3.2.1 Computational setup

The turbine is designed and manufactured by New Energy Corporation and is shown in Fig. 3.4. It is a 25kW four-
bladed H-Darrieus vertical-axis tidal turbine with a rotor diameter (D) of 3.4m, blade span (b) of 1.7m, and shaft
height (s) of 3.9m. A NACA 0021 profile with a chord length (¢) of 0.254m is used for the blades and struts, and
the blades are pitched at a 4° angle of attack. The geometric parameters of the turbine are summarized in Table 3.2
for convenience. The operating condition studied is provided by New Energy Corporation. The mean inflow velocity
(u) is 3.0m/s and the rotational speed of the turbine (€2) is 35rpm. The tip speed ratio of the turbine, defined as

A=(0.5QD)/us is 2.08.
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Figure 3.4: Geometry of 25kW tidal turbine. The dimensions of the geometric parameters are listed in Table 3.2.

Table 3.2: Geometric parameters of 25kW tidal turbine.

Parameter Value

Blade/Strut Profile = NACA 0021

Rotor Diameter (D) 3.4m
Blade Span (b) 1.7m
Shaft Height (s) 3.9m
Chord Length (c) 0.254m
Aspect Ratio (b/c) 6.7
Blade Pitch Angle 4°

A slice of the mesh in the xy-plane is shown in Fig. 3.5. In the previous studies where ALE-VMS was used to study
the performance of a SkW vertical-axis tidal turbine under uniform inflow conditions (Bayram et al., 2020; Bayram
and Korobenko, 2020), the sliding interface technique described in Bazilevs and Hughes (2008) is used. Although
the sliding interface technique has shown its accuracy and robustness in various applications, the use of this technique

significantly increases the computational cost of the simulation. Therefore, in this study, an ALE description of the
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continuum is used which allows domain motion while capturing the flow field independently of this domain motion.
The left-hand side of the boundary of the cylindrical domain is treated as the inlet while the right-hand side is treated
as the outlet. A uniform velocity field or turbulent velocity field according to Smirnov’s RFG method is prescribed
at the inlet while a traction-free boundary condition is prescribed at the outlet. A no-penetration boundary condition
is prescribed at the top and bottom boundaries of the cylindrical domain. The no-slip boundary condition is imposed
weakly on the blades, struts, and shaft such that the flow velocity and mesh velocity are equal on these surfaces.

To select appropriate parameters for the turbulent velocity field, literature characterizing the turbulence at various
tidal energy sites is investigated. Milne et al. (2016) summarized the turbulence properties at various tidal sites.
Although turbulence properties are expected to be site-specific, such a summary is useful for obtaining typical values.
In the tidal sites considered in Milne et al. (2016), the median streamwise turbulence intensities were between 5-18%.
Milne et al. (2013) also conducted a study of the turbulence characteristics at the Sound of Islay. They reported
the ratios of the standard deviations of the lateral (o-,) and vertical (o,,) velocity fluctuations to the streamwise (o7,)
velocity fluctuations which provide a measure of the turbulence anisotropy at the tidal site. These ratios were found
tobeo, : o0, : 0, =1:0.75:0.56. Milne et al. (2013) also compared these ratios to those presented by Nezu and
Nakagawa (1993) of 1 : 0.71 : 0.55 for two-dimensional open-channel flows at a Reynolds number of Re ~ 10*. It is
interesting to note that the two sets of ratios are in great agreement with each other despite differences in bathymetry
and Reynolds numbers (Milne et al., 2013). In this paper, low and moderate turbulence intensities of 5% and 10% are
considered with the anisotropic ratio observed by Milne et al. (2013) of o, : 0, : 0, = 1 : 0.75 : 0.56. Note the
turbulence intensity is defined as 7; = 2k / 3)'2 / u.., where k is the turbulent kinetic energy and u., is the freestream
velocity.

Along with the turbulence intensity and anisotropic ratios, the integral length and time scales of turbulence are also
important in characterizing the spatial and temporal structure of turbulence, respectively. Milne et al. (2013) and Mc-
Caffrey et al. (2015) evaluated the velocity autocorrelation function to obtain the integral time scales of turbulence and
then invoked Taylor’s frozen turbulence hypothesis (Taylor, 1938) to estimate the integral length scales of turbulence
at a tidal site. McCaffrey et al. (2015) found the mean streamwise integral length scale to be 11.6m and the maximum
streamwise integral length scale to be 81m suggesting the presence of a broad range of length scales in tidal sites.
Milne et al. (2013) found the mean streamwise integral length scales to be 11.3m and 14.6m during flood and ebb tide,
respectively. The ratios of the transverse and vertical integral time scales to the streamwise integral time scale were
approximately 0.2. As reports of integral scales at tidal sites are scarce in the literature, these studies are helpful in
selecting approximate values that correspond to a typical tidal site. Based on these studies, the streamwise integral
length scale (L,) was chosen to be 10m, and the transverse and vertical integral length scales were chosen to be 0.2L,
as was observed by Milne et al. (2013). Moreover, the integral time scales were approximated by invoking Taylor’s

frozen turbulence hypothesis (Taylor, 1938) as done in (Milne et al., 2013; McCaffrey et al., 2015). As research into

25



the turbulence characteristics at tidal sites continues, site-specific scales can be considered in the future to improve the
accuracy of simulations.

The mesh shown in Fig. 3.5 was built according to the study in Bayram et al. (2020) for a SkW vertical-axis tidal
turbine under similar operating conditions. In Bayram et al. (2020), a grid convergence study was done according to
the procedure of Celik et al. (2008) and the results were validated against experimental data with good agreement.
The volume mesh contains approximately 14.2M elements with triangular prisms in the boundary layer of the blades
and struts, and tetrahedral elements elsewhere. The maximum element length on the outer domain is D /20. The
height of the first element in the boundary layer is 0.45mm and a total of ten layers with a 1.2 growth ratio are used.
A time step of 1 x 107*s is used resulting in a maximum CFL number less than 10. As can be seen in Fig. 3.5, the
mesh resolution downstream of the turbine is not refined to resolve the wake. Instead, the wake is studied using a

multi-domain technique as discussed in Section 3.3.

4.4D

Figure 3.5: Slice of the computational mesh in the xy-plane for the tidal turbine.

3.2.2 Experimental validation

Figure 3.6 shows the instantaneous and mean power coefficient under a uniform inflow where the power coefficient is

defined as Cp = (T Q) / (0.5 U2, b D), where T is the torque generated by the turbine, Q is the rotational speed of the
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turbine, b is the blade span, and D is the rotor diameter. The mean power coefficient is compared to the experimental
results provided by New Energy Corporation in Table 3.3 where the numerical power coefficient is averaged after two
revolutions to allow the flow to develop. Note the experimental results correspond to full-scale field measurements at
the same operating condition as that considered here. The experimental tests were performed in open water where the
turbine was towed by a tugboat in a large circle to minimize wake effects from the boat. Future work is underway to
improve the experimental results so that instantaneous comparisons and experimental uncertainties can be provided.

Good agreement with the experimental results is found.
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Figure 3.6: Instantaneous power coefficient under a uniform inflow (—) with the mean power coefficient (- --)
averaged after the first two revolutions.
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Table 3.3: Comparison of power coefficient with experimental results.

Power Coefficient, Cp  Percent Error (%)

Experimental 0.32 -

Numerical 0.30 6.3

3.2.3 Effect of a turbulent inflow on turbine performance

A comparison of the instantaneous power coefficient under a uniform and turbulent inflow is shown in Fig. 3.7. Under
a uniform inflow, the mean power coefficient remains relatively constant with each revolution once the flow has devel-
oped. In contrast, there are large fluctuations present in the instantaneous power coefficient under a turbulent inflow
likely due to interactions between the eddies in the flow field and the turbine.

The mean power coefficient and standard deviation of the power coeflicient are shown in Table 3.4. In obtaining
these quantities, the first two revolutions are omitted to allow the flow to develop. A turbulent inflow is found to
slightly affect the mean power coefficient with a reduction of approximately 7-10%. A turbulent inflow is also found
to increase the standard deviation of the power coefficient by a factor of approximately 2-2.5.

Similar findings are observed in numerical studies involving horizontal-axis turbines. In (Togneri et al., 2020),
a blade element momentum theory model is used with SEM and the von Karman spectral method to investigate the
effect of turbulence on the power coefficient of a three-bladed horizontal-axis turbine. With both synthetic turbulence
generation methods, the standard deviation of the power coefficient increased with increasing turbulence intensity,
while the mean power coefficient was not significantly affected. In (Ahmed et al., 2017; Afgan et al., 2013), fully-
resolved simulations were done using RANS and LES, respectively, to study the loading of a horizontal-axis turbine
under a turbulent inflow that was generated using SEM. In (Afgan et al., 2013), the root mean square of the power
coefficient was found to gradually increase with an increasing turbulence intensity, while the mean power coefficient
was not significantly affected at the tip speed ratios considered in (Afgan et al., 2013). In contrast, a turbulent inflow
resulted in a larger power coefficient for the operating condition considered in (Ahmed et al., 2017). This suggests
that, at certain tip speed ratios, the effects of a turbulent inflow may be more significant on the performance of the
turbine. In the context of vertical-axis tidal turbines, there are some experimental studies that investigate the effect of
turbulence on the performance of the turbine. The effect of turbulence intensity on the performance of a Gorlov Helical
turbine was studied by Bachant and Wosnik (2011). Under a turbulent inflow, the mean power coefficient was slightly
smaller at higher tip speed ratios and slightly larger at lower tip speed ratios. The performance of full-scale turbines
in real-sea conditions has also been studied although these studies are scarce. In Sentchev et al. (2020), the power

production of a full-scale four-bladed H-Darrieus vertical-axis tidal turbine under real-sea conditions is investigated.
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The fluctuations of the power generated increased when the flow became more turbulent. Moreover, the magnitude of
the power fluctuations was found to increase with the integral length scale.

In the context of tidal turbine installations in real-site conditions, the results obtained provide some practical
findings. As the mean power coefficient is similar for both turbulent inflow conditions, it may be possible to install
turbines in sites with different levels of turbulence without a significant difference in the performance of the turbine.
The increase in the standard deviation of the power coefficient under a turbulent inflow may necessitate more robust

turbine designs as the fatigue life of the blades, generator, and gear box will be reduced.
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Table 3.4: Comparison of mean power coefficient and standard deviation of power coefficient under a uniform and
turbulent inflow.

Inflow Power Coeflicient, Cp  Standard Deviation, o,
Uniform 0.30 0.02
T; =5% 0.27 0.04
T; = 10% 0.28 0.05

3.3 Near-wake characteristics of the turbine

3.3.1 Computational setup

The near-wake characteristics of the turbine are studied using the multi-domain method proposed in Osawa et al.
(1999). This method consists of extracting the velocity field from a suitable plane in the main simulation and using
this velocity field as a time-dependent inlet boundary condition for a secondary domain. In the present study, the
velocity field is extracted at the right-most edge of the turbine rotor every 200 time steps (or 0.02s) and used as the
inflow for the mesh shown in Fig. 3.8. The velocity field is extracted after three turbine revolutions to allow the wake
to develop. To interpolate the extracted velocity field from the main domain to the inlet of the secondary domain, the
finite element shape functions are used. The width and height of the secondary domain is 4.3D and 2.4D, respectively,

and the length is 5D. The volume mesh of the secondary domain consists of approximately 6.3M elements.
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Figure 3.8: Slice of the computational mesh in the xy-plane for the secondary domain.

3.3.2 Near-wake characteristics under a uniform and turbulent inflow

The velocity deficit and turbulence intensity in the wake of the turbine is shown in Fig. 3.9. These results are obtained
in the xy-plane at the midpoint of the turbine blades. Note that the velocity deficit is defined as 1 — (#/u). As
can be seen in Fig. 3.9a, a higher incoming turbulence intensity leads to a quicker recovery of the velocity deficit. An
improvement of the velocity deficit recovery can be seen clearly at 2D downstream of the turbine. While the maximum
velocity deficit from 1D to 2D downstream reduces by only 2% under a uniform inflow, it reduces by 23% and 44%
under a turbulent inflow with 7; = 5% and T; = 10%, respectively. At 5D downstream of the turbine, the maximum
velocity deficit under a turbulent inflow with 7; = 5% and T; = 10% is 0.23 and 0.15, respectively, while it is 0.30
under a uniform inflow.

The shape of the velocity deficit profile is also affected by a turbulent inflow. At 1D downstream of the turbine,
an asymmetry between y > 0 and y < 0 exists for each case as the blades extract more energy from the flow at y > 0
where the blades rotate into the incoming flow. The shape of the velocity deficit profiles at 1D downstream are similar
for each inflow condition with slightly less asymmetry at the center of the profile for a turbulent inflow with 7; = 10%.
Moreover, the asymmetry in the center of the profile quickly becomes less evident under a turbulent inflow as the wake
expands in the lateral direction where y > 0. Under a uniform inflow, the asymmetry at the center of the profile persists

until approximately 3D downstream of the turbine.
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The turbulence intensity downstream of the turbine is shown in Fig. 3.9b. Similar to the velocity deficit profiles in
Fig. 3.9a, the turbulence intensity profiles are asymmetric with the maximum turbulence intensity occurring at y > 0.
Moreover, the turbulence intensity recovers to the ambient turbulence intensity at a quicker rate under a more turbulent
inflow. At 5D downstream of the turbine, the maximum turbulence intensity is 2.8x and 1.6X larger than the ambient
turbulence intensity under a turbulent inflow with 7; = 5% and T; = 10%, respectively. In contrast, the maximum
turbulence intensity under a uniform inflow at 5D downstream of the turbine is comparable to the intensity under both
turbulent inflows indicating a slower wake recovery for the uniform inflow. It is interesting to note the differences in
the downstream location of the maximum turbulence intensity for each inflow condition. Under a turbulent inflow,
the maximum turbulence intensity occurs approximately 1D downstream of the turbine, whereas under a uniform
inflow, the maximum turbulence intensity occurs approximately 2D downstream of the turbine. A connection can be
drawn between the location of the maximum turbulence intensity and the asymmetry in the velocity deficit profile. At
locations downstream of the maximum turbulence intensity, the asymmetry in the center of the velocity deficit profile

is less evident.
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Figure 3.9: Time-averaged velocity deficit and turbulence intensity in the wake of the turbine under a uniform inflow
(=) and turbulent inflow with 5% (—) and 10% (—) turbulence intensity. Results are obtained in the xy-plane at
the midpoint of the turbine blades.
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To visualize the shape of the velocity profile and the mixing of flow structures in the wake of the turbine, the
time-averaged streamwise velocity field and instantaneous vorticity field in the z-direction are shown in Fig. 3.10.
Once again, the improvement in the wake recovery with an increasingly turbulent inflow can be seen. Moreover, the
asymmetry of the wake is also seen to persist to a farther downstream distance under a uniform inflow. As the inflow
becomes more turbulent, this asymmetry becomes less evident at an earlier downstream distance. The mixing of the
flow structures can be visualized by the instantaneous vorticity field. Under a uniform inflow, the flow structures begin
interacting strongly farther downstream compared to a turbulent inflow, where the mixing is also more significant.
Moreover, the location where the flow structures interact most significantly coincides with the location of the rapid
recovery of the velocity deficit. The labels, A and B, in Fig. 3.10 refer to the vortices shed by the turbine and the
vortices of the ambient flow, respectively. As expected, there are no vortices in the ambient flow under a uniform

inflow.
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Figure 3.10: Time-averaged streamwise velocity field (left) and instantaneous vorticity component in the z-direction
(right) in the wake of the turbine under different inflow conditions. Slice is taken in the xy-plane at the midpoint of the
turbine blades. Note the origin is at the turbine shaft.

A slice of the turbulent kinetic energy (TKE) in the xz-plane at the center of the turbine is shown in Fig. 3.11.

It can be seen that under an increasingly turbulent inflow, the blade tip vortices above and below the turbine begin
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interacting at an earlier downstream distance. This observation is consistent with the improved wake recovery under
a turbulent inflow that was observed in Figs. 3.9 and 3.10. Moreover, the TKE expands more in the vertical direction
as the inflow becomes more turbulent. To visualize the flow structures in the wake of the turbine, the instantaneous
vorticity isovolumes colored by the velocity magnitude are shown in Fig. 3.12. Note that the isovolumes outside the
turbine rotor diameter are omitted to focus on the interaction directly behind the turbine. It can be seen that under
a uniform inflow, the flow structures remain coherent until approximately 2.5D after which they mix strongly with
each other. In contrast, under a turbulent inflow, the flow structures appear to break down almost immediately and the

improved mixing leads to a quicker wake recovery.
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Figure 3.11: Time-averaged turbulent kinetic energy (TKE) in the wake of the turbine under different inflow conditions.
Slice is taken in the xz-plane through the center of the turbine. Note the origin is at the turbine shaft.
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Figure 3.12: Instantaneous vorticity isovolumes colored by velocity magnitude in the wake of the turbine under differ-
ent inflow conditions. Note the origin is at the turbine shaft.

A turbulent inflow is found to have a notable effect on the recovery of the turbine wake. These results are important
to consider when designing a tidal array, where downstream turbines are influenced by the wake of upstream turbines.
As the wake recovery is improved under a turbulent inflow, it may be possible to use a smaller streamwise inter-device

spacing in tidal sites with a notable degree of turbulence leading to a smaller footprint.
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Chapter 4

Effect of a free surface and different
blade-strut configurations on a vertical-axis

tidal turbine

In this chapter, the effect of a free surface and different blade-strut configurations on a vertical-axis tidal turbine is
studied. In Sections 4.2 and 4.3, the effect of a free surface on the performance of two blade-strut configurations is
studied. A case of deep immersion and shallow immersion is considered for each blade-strut configuration. Moreover,
the effect of immersion depth on free-surface deformation and turbine performance is discussed. In Section 4.4,

differences in the near-wake characteristics are discussed for each case.

4.1 Computational setup

The first turbine configuration studied in this work is designed and manufactured by New Energy Corporation and
is shown in Fig. 4.1a. It is a 25kW four-bladed H-Darrieus vertical-axis tidal turbine with the struts located at the
quarter-span position of the blades. The geometric parameters of the turbine are summarized in Table 4.1. The
operating condition, provided by New Energy Corporation, consists of a mean inflow velocity (Us) of 3.0 m/s and
a rotational speed of the turbine (Q2) of 3.67 rad/s. The tip speed ratio of the turbine, defined as 4 = (0.5Q D)/U
is 2.08. The second blade-strut configuration studied is shown in Fig. 4.1b. This configuration was chosen based on
the results reported by Villeneuve et al. (2021). From all the configurations simulated by Villeneuve et al. (2021), the
turbine with struts located at the blade-tips with a curvature radius of R” = 0.5¢ was the most efficient. As can be

seen in Fig. 4.1b, the shaft height for the tip-struts configuration was increased at the bottom of the shaft since, in a
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complete design, a hub is installed to which the struts are bolted to.

(a) Quarter-struts configuration. (b) Tip-struts configuration.

Figure 4.1: Geometry of 25kW tidal turbine. The dimensions of the geometric parameters are listed in Table 4.1.

Table 4.1: Geometric parameters of 25kW tidal turbine.

Parameter Value
Blade/Strut Profile NACA 0021
Rotor Diameter (D) 3.4m
Blade Span (b) 1.7m
Quarter-struts Shaft Height (s,) 4.7m
Tip-struts Shaft Height (s;) 6.0m
Chord Length (c) 0.254m
Aspect Ratio (b/c) 6.7

A slice of the computational domain in the xy-plane is shown in Fig. 4.2. An ALE description of the continuum

is used to allow the domain to rotate at the rotational speed of the turbine while the flow field is captured using an

Eulerian description. The left-hand side of the cylindrical domain boundary is treated as the inlet, while the right-hand

side is treated as the outlet. A uniform velocity field is prescribed at the inlet, while a traction-free boundary condition
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is naturally satisfied at the outlet. A no-penetration boundary condition is prescribed at the top and bottom boundaries
of the cylindrical domain. The no-slip boundary condition is imposed weakly on the blades, struts, and shaft such that
the flow velocity and mesh velocity are equal on these surfaces. In the air portion of the domain, the air velocity is set
to zero. Moreover, the level-set function is prescribed at the domain inlet by a signed distance function depending on

the desired inlet water level.

Outlet

4.4D

Figure 4.2: Computational domain of turbine in the xy-plane (not to scale).

Two distances & between the blade tips and free surface are considered corresponding to a deep immersion case
where & = 0.8D and a shallow immersion case where 2 = 0.1D. A slice of the mesh in the xz-plane for the tip-struts
configuration under deep immersion is shown in Fig. 4.3. A similar mesh is built for the quarter-struts configuration.
Note that additional mesh refinement is applied near the free surface. For the shallow immersion case, the free-
surface refinement region is translated downwards. All volume meshes contain approximately 25-28M elements with
triangular prisms in the boundary layer of the blades and struts, and tetrahedral elements elsewhere. A time step of

1 x 10~*s is used for each case resulting in a maximum CFL number less than 10.
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Figure 4.3: Slice of the computational mesh in the xz-plane for the tip-struts configuration with a deep-immersion
depth of h = 0.8D.

4.2 Performance comparison of quarter-struts and tip-struts designs under
deep immersion

The performance of each blade-strut configuration was first studied under a deep immersion depth of 2 = 0.8D. Figures
4.4 and 4.5 show the power coefficient defined as Cp = (T Q) / (0.5 p U2, b D), where T is the torque generated by the
turbine, for each configuration. Table 4.2 shows the mean power coefficient for each case.

For the quarter-struts configuration, the mean power coefficient under deep immersion is compared to the mean
power coefficient with no free surface and to the experimental results provided by New Energy Corporation. Note that
the experimental results correspond to full-scale field measurements at the same operating condition as that considered
here. While some differences in the instantaneous power coefficient between the deep-immersion case and no free-
surface case can be seen in Fig. 4.4, there is no effect on the mean power coefficient as seen in Table 4.2. This suggests
that a free surface has a negligible effect on the performance of a deeply-immersed turbine.

The performance of the quarter-struts configuration was compared to the tip-struts configuration under the same
deep immersion depth of 4 = 0.8D. It can be seen from Table 4.2 that the tip-struts configuration is 15% more efficient
than the quarter-struts configuration. The improvement in efficiency of the tip-struts configuration is consistent with
the results of Marsh et al. (2015¢) and Villeneuve et al. (2021). Although the improvement in efficiency is not as
significant as that reported by Villeneuve et al. (2021), it is important to note that their study considered a single-blade

turbine. The improvement in efficiency is more comparable to the results of Marsh et al. (2015c¢) although no curvature
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radius was used for the tip-struts configuration by Marsh et al. (2015¢). It was suggested by Villeneuve et al. (2021)
that the struts in the tip-struts configuration act to reduce the induced drag component on the blade section. It is
important to note that the present study only considers a single tip speed ratio. Therefore, the performance difference

between each blade-strut configuration may be different at different tip speed ratios.

4.3 Effect of shallow immersion on free-surface deformation and turbine
performance

The effect of a shallow immersion depth of 2~ = 0.1D on free-surface deformation and the performance of each
blade-strut configuration was studied next. To visualize the free-surface deformation, the free surface along with the
instantaneous vorticity isovolumes colored by the velocity magnitude are shown in Fig. 4.7.

For both blade-strut configurations, there is a clear effect on the free surface when a shallow immersion depth is
considered. Under deep immersion, there is a negligible effect of the turbine wake on the free surface. Instead, the
free surface is primarily affected by the vortex shedding downstream of the shaft. For the shallow-immersion case,
the free-surface deformation increases significantly due to interactions between the turbine wake and free surface.
Moreover, the height of the free surface slightly rises upstream of the turbine and falls through the turbine as energy is
extracted from the flow (Consul et al., 2013).

A difference in the free-surface deformation between each blade-strut configuration can also be observed. As found
in (Villeneuve et al., 2021; Villeneuve and Dumas, 2021), the blade-tip vortices are affected by a rounded blade-strut
junction. It was reported by Villeneuve and Dumas (2021) that the vorticity distribution at the blade tips is spread
out over the blade and struts when a rounded junction is used which reduces the vertical velocity component induced
in the near-wake. This finding is consistent with the free-surface deformation observed in Fig. 4.7 where, under
shallow immersion, the free-surface deformation is more significant for the quarter-struts configuration compared to
the tip-struts configuration.

In addition to differences in the free-surface deformation, there are also differences in the performance of each
blade-strut configuration under shallow immersion. The performance of both turbine designs reduced under a shallow
immersion depth due to interactions between the turbine wake and free surface as is consistent with other studies
(Bahaj et al., 2007; Kolekar and Banerjee, 2015). It is interesting to note from Table 4.2 that the performance of
the quarter-struts configuration was more significantly affected with a performance reduction of 6% compared to the
deep-immersion case. Alternatively, the performance of the tip-struts configuration only reduced by 2%. This per-
formance difference may be explained by considering the differences in the free-surface deformation under a shallow

immersion for each configuration. As there is less interaction between the free surface and turbine wake of the tip-
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struts configuration due to the rounded blade-strut junction, it may be expected that the performance is affected less

significantly.

4.4 Differences in the near-wake characteristics

Although the purpose of the current study is not to extensively study the wake, it is worth discussing differences in the
near-wake characteristics for each case. For this purpose, the instantaneous streamwise velocity field and the phase-
averaged velocity deficit curves in the xz-plane at the center of the domain are shown in Figs. 4.6 and 4.8, respectively.
Note that in Fig. 4.8, the velocity deficit is defined as 1 — (#/u.), where u/u. is the ratio between the streamwise
velocity and the freestream velocity, and the range of the vertical axis is from the bottom of the domain to the specified
water level.

It can be seen from Figs. 4.6 and 4.8 that under deep immersion, the maximum velocity deficit is slightly greater
for the tip-struts configuration at 1D downstream of the turbine. Moreover, the extent of the velocity deficit is larger
for the tip-struts configuration compared to the quarter-struts configuration at this downstream distance. For the tip-
struts configuration, the location of the two largest velocity deficits are near the blade-tips where the struts are placed.
Alternatively, the peak velocity deficit of the quarter-struts configuration is located near the center of the blade. At 2D
downstream of the turbine, the velocity deficit of both configurations are similar, but it can be noted in Fig. 4.6 that
the wake of the quarter-struts configuration expands noticeably in the vertical direction while the size of the wake of
the tip-struts configuration remains fairly consistent.

Similar observations can be made about the velocity deficit under shallow immersion. The peak velocity deficit
of the tip-struts configuration is once again larger than the quarter-struts configuration. Unlike the deep immersion
case where the velocity deficit curves for both configurations are similar at 2D downstream of the turbine, the extent
and magnitudes of the velocity deficit are noticeably larger for the tip-struts configuration than the quarter-struts
configuration under shallow immersion. The differences in strut position are clearly reflected in the velocity deficit
curves under shallow immersion at 2D downstream of the turbine. Once again, the two largest velocity deficits of the
tip-struts configuration correspond to the location of the struts at the blade tips while the peak velocity deficit of the
quarter-struts configuration is near the center of the blade. Moreover, the shape of both curves is more symmetrical

compared to the deep immersion case as the wake of the shaft is negligible under shallow immersion.
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Figure 4.4: Instantaneous power coefficient for quarter-struts configuration under different conditions. Lines are col-
ored as follows: quarter-struts under deep immersion (—), quarter-struts under shallow immersion (—), and quarter-
struts with no free surface (—). Deep and shallow immersion corresponds to 2 = 0.8D and h = 0.1D, respectively.
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Figure 4.5: Instantaneous power coefficient for tip-struts configuration under different conditions. Lines are colored
as follows: tip-struts under deep immersion (—) and tip-struts under shallow immersion (—). Deep and shallow
immersion corresponds to 2 = 0.8D and h = 0.1D, respectively.

Table 4.2: Power coeflicient of each blade-strut configuration under different conditions.

Configuration Case Power coefficient, Cp
Quarter-struts ~ Experimental 0.320
No free surface 0.301
Deep immersion; & = 0.8D 0.301
Shallow immersion; 2 = 0.1D 0.282
Tip-struts Deep immersion; & = 0.8D 0.344
Shallow immersion; 2 = 0.1D 0.337
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Figure 4.6: Instantaneous streamwise velocity field in the xz-plane for each blade-strut configuration under deep
immersion (k& = 0.8D) and shallow immersion (& = 0.1D).
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Figure 4.7: Free surface and instantaneous vorticity isovolumes colored by velocity magnitude for each blade-strut
configuration under deep immersion (2 = 0.8D) and shallow immersion (A = 0.1D). Note that for the shallow
immersion cases, the free surface has been translated upwards during visualization to keep the same view as the deep
immersion cases.
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Chapter 5

Conclusions

5.1 Effect of turbulence on tidal turbines

This thesis first investigated the effect of a turbulent inflow on the performance and wake of a four-bladed vertical-
axis tidal turbine using the arbitrary Lagrangian-Eulerian variational multiscale (ALE-VMS) formulation. A uniform
inflow and turbulent inflow with a 5% and 10% turbulence intensity was considered where the turbulent inflow was
generated using Smirnov’s random flow generation (RFG) method. The ALE-VMS formulation was augmented with
a weak imposition of the Dirichlet boundary condition to relax the mesh resolution requirements at no-slip surfaces.
Moreover, the wake was studied using a multi-domain technique to reduce the computational requirements of the main
simulation.

Using VMS instead of classical LES eliminates any challenges with specifying an appropriate filter for different
flows. Moreover, with the residual-based variational multiscale formulation, traditional eddy viscosities that are used
to represent turbulent dissipation are not introduced. From the numerous synthetic turbulence generation methods
available, Smirnov’s RFG was chosen as it can generate a turbulent velocity field that is divergence-free for the case
of homogeneous turbulence. A divergence-free velocity field ensures compatibility with the incompressible Navier-
Stokes equations that govern the flow field.

The implementation of Smirnov’s RFG method in the ALE-VMS framework was first validated by simulating
a turbulent flow over a rectangular cylinder with a 5:1 aspect ratio. This case is referred to as a benchmark on the
aerodynamics of a rectangular 5:1 cylinder (BARC). The pressure coefficient and root mean square of the pressure
coeflicient over the top-half of the central section of the rectangular cylinder was compared to the numerical results of
Ricci et al. (2017) and experimental results of Mannini et al. (2017) with good agreement. Prior to studying the effect

of a turbulent inflow on the performance of the tidal turbine, the mean power coefficient under a uniform inflow was
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validated against the experimental results provided by New Energy Corporation.

The effect of a turbulent inflow on the performance of the turbine was first studied. A turbulent inflow was found
to produce large fluctuations in the instantaneous power coefficient which are likely caused by interactions between
the eddies in the flow field and the turbine. The mean power coefficient was found to be approximately 7-10% lower
under a turbulent inflow compared to a uniform inflow. A negligible difference in the mean power coefficient was
found between the two turbulent inflows of 5% and 10% turbulence intensity. Along with the mean power coefficient,
the standard deviation of the power coefficient was also investigated and found to be 2-2.5x larger under a turbulent
inflow.

To study the effect of a turbulent inflow on near-wake characteristics, a multi-domain method was used. The
velocity field was extracted from a suitable plane in the main simulation and used as a time-dependent inlet boundary
condition for a secondary domain. A turbulent inflow was found to result in a quicker recovery of the velocity deficit.
Moreover, the turbulence intensity recovered to the ambient turbulence intensity more quickly under a turbulent inflow.
Upon examining the instantaneous vorticity isovolumes, it was found that the flow structures remain coherent until a
farther downstream distance under a uniform inflow. In contrast, under a turbulent inflow, they break down rapidly
and the improved mixing leads to a quicker wake recovery.

The present study has certain useful implications in the context of tidal turbine installations in real-site conditions.
Considering that the turbulence intensity at a tidal site may vary with time, the performance of the turbine should not
be significantly affected if the mean velocity remains the same. While the mean power coefficient is not expected to be
significantly affected by the turbulence intensity, a turbulent inflow may result in large fluctuations of the instantaneous
power coefficient. This may necessitate more robust turbine designs as the fatigue life of the blades, generator, and
gear box will be reduced. The degree of turbulence present in the tidal site is also important to consider when designing
a tidal array. Namely, a shorter streamwise inter-device spacing may be acceptable in highly turbulent tidal sites.

For future work, this study can be extended to investigate the effect of a turbulent inflow on turbine performance
and near-wake characteristics under different tip speed ratios (TSR). As only one TSR is considered in this study,
such an investigation would be useful to verify if the findings of this study are the same at different tip speed ratios.
Considering the turbulent inflow, it is useful to investigate the effect of different integral length scales of turbulence on
the fluctuations of the power coefficient as it was reported by Sentchev et al. (2020) that the magnitude of the power
fluctuations increased with an increasing integral length scale. Further research into this topic may enable more cost-
effective turbine designs that are capable of handling the conditions at a specific tidal site. Moreover, it is worthwhile
to examine if changes in the integral length scale affect the wake recovery to ensure that tidal arrays are designed

effectively.
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5.2 [Effect of a free surface on tidal turbines

Next, this thesis investigated the effect of a free surface on the performance and flow field of a four-bladed vertical-
axis tidal turbine with different blade-strut configurations. Numerical simulations were once again done using the
ALE-VMS formulation. Two different blade-strut configurations were considered: quarter-struts and tip-struts with
a rounded junction. For each blade-strut configuration, a deep immersion depth of 2 = 0.8D and shallow immersion
depth of 4 = 0.1D was considered, where /% is the distance between the blade-tips and free surface and D is the rotor
diameter.

The performance of each blade-strut configuration was first studied under a deep immersion depth of 2 = 0.8D.
The power coefficient of the quarter-struts configuration under deep immersion was compared to a case with no free
surface. For both cases, the mean power coefficient was identical suggesting that a free surface has a negligible
effect on the performance of a deeply-immersed turbine. The performance of each blade-strut configuration was also
compared and the tip-struts configuration was 15% more efficient than the quarter-struts configuration under deep
immersion.

A shallow immersion depth of 2 = 0.1D was considered next to determine its effect on free-surface deformation
and turbine performance. There was a clear effect on free-surface deformation under shallow immersion due to in-
teractions between the turbine wake and free surface. Moreover, the free-surface deformation was less significant for
the tip-struts configuration due to differences in the blade-tip vortices. As the vorticity distribution at the blade-tips
is spread out over the blade and struts when a rounded junction is used, the vertical velocity component induced in
the near-wake is reduced (Villeneuve and Dumas, 2021; Bachant and Wosnik, 2015). This reduces the free-surface
deformation for the tip-struts configuration.

There were also differences in the performance of each blade-strut configuration under a shallow immersion depth.
The performance of both turbine designs was less under shallow immersion compared to deep immersion due to
interactions between the turbine wake and free surface. The performance of the quarter-struts configuration reduced
by 6% while the performance of the tip-struts configuration reduced by 2%. As there is less interaction between the
free surface and turbine wake of the tip-struts configuration, it may be expected that the performance is affected less
significantly.

The present study has certain useful implications in the context of tidal turbines. As the performance of each blade-
strut configuration reduced under shallow immersion, it may be advantageous to immerse turbines deeply enough
to minimize interactions between the turbine wake and free surface. While the tip-struts configuration offers some
improvement in efficiency, it leads to a slower wake recovery under shallow immersion. The latter is important to
consider when designing a tidal array, where downstream turbines are influenced by the wake of upstream turbines.

In such a case, the tip vortices generated by the open blade-tips of the quarter-struts configuration are beneficial in
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improving the wake recovery rate.

For future work, this study can be extended to investigate the effects of the seafloor on the performance of the
turbine. Such a study is useful for turbines operating in shallow channels, where both the effect of the free surface and
seafloor may be important. Realistic inflow conditions such as a turbulent inflow or airy waves can also be prescribed

to improve the faithfulness of the simulations to site-specific conditions.

5.3 Limitations of the current study

As with most engineering work, it is instructive to begin with simpler cases and gradually add complexity. Therefore,
there are some limitations in the current study which will be addressed in future work. In both Chapters 3 and 4, the
effect of the seafloor is ignored. When both the free surface and seafloor are considered, there may exist an optimum
depth of immersion where the power coefficient is greatest. The free surface in Chapter 4 also does not include
oncoming waves which may increase the unsteadiness of the power coefficient curves. In Chapter 3, the turbulent
statistics used for the turbulent inflow are not site-specific as this data was not available. Using site-specific data
would result in more accurate results, but the general effect of a turbulent inflow should be the same. Lastly, while
the tip-struts configuration was more efficient than the quarter-struts configuration, the effect of strut placement on the

structural integrity of the blades was not considered in the present analysis.
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