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Abstract

An in-depth look at the detection problem of both fundamental Partial Response Sig-
naling (PRS) channels; duobinary (1+ D) and dicode (1— D) used in a ternary mode
is-addressed in this diséertation from the Maximum-Likelihood Sequence Detection
(MLSD) stand-point. Literature surveys reveal that the ternary partial response sig-
naling channel detector(s) would be ver); helpful in simplifying detectors ‘for higher

order partial response signaling channels.

Literature surveys further show that the detection problem of ternary duobinary
and dicode channels have not been efficiently dealt with in either the analog or digital

domain and only a handful of research publications exist on the issue.

Mathematical derivation from first principles for a new detection étlgorithm for
both channels ffom the difference metrics perspective is presented. Analysis, inter-
pretation and characterization'of the algorithms in the analog domain were done to
provide a better insight to their fuhctipnality. The algorithms sensitivity and robﬁst—

ness to undesirable analog effects such as saturation effects was investigated.

The algorithm translation for hardware implementation was carried out and im-
plementation of an architecture was investigated. For proof of concept and also as the
first to be reported for the ternary PRS channel detecfor implementation, a inixed—
signal detector circuitry was designed using digital CMOS 0.18um technology with a
single 3.3V supply and s@mulation showed a maximum working speed of 100MHz for

the design.

The design was fabricated and experimental tests were conducted. Experimental

analysis and wproblems encountered were discussed and the dissertation concludes with

. future work.
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Chapte'r 1
Introduction

1.1 Background

A remarkable growth was triggered by a widely known detrimental, yet “obscurely
advantageous” phénomenon, when it was proposed as be@ng applicable to a type of
digital communication system; specifically the magnetic recé)rding system. Unappar-
ent was the immense benefit that would be derived from this proposition. Virtually
unknown as well to groping researchers was the reconciliation of rather under utilized
ideas of previous decadés with a relatively new but creative work of the time in his-
tory, which the proposition would eventually bring in years to comé. Prior to the year
1970, it would have sounded more of an in-ordinate curiosity than an intellectual, me-
thodical, and logical line of thought; awaiting time to unravel the imperative reality
of the tremendous wave of change that the work of Kobayashi and Viterbi brought

to the world of digital magnetic recording communication systems.

The previous paragraph is somewhat of a descriptive situation of the state of the

magnetic recording community over 30 years ago. Primitive was the state of, and
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stunted was the progress made on, modelling magnetic recording channel(s) accu-
rately and developing suitable detector(s) (high error correcting device(s)) for such a

sys’r;em that would only tolerate a low error rate level in real applications.

In the process of déveloping efficient communication systems, one of the major or
notable problems that could limit the functionality of the system is the overlapping
of bits or smearing of pulses-in a corruptive channel. This detrimental phenomenon
is ﬁsually referred to as Intef—symbol interference (ISI). Inter-symbol interference has
been studied bvgr ﬁhe years and researchers have proposed ways and means of elimi-
nating or minimizing ISI and/or its effects. It is known that ISIis a direct -.conSequence
of the corruptive nature of communication channels, since it occurs due to the am-
plitude and phase distortion of transmitteci symbols in the channel. Also known'is
the fact that it limits the transmission rate in high-data-rate communication systems
because it bécomes pronounced with increasing distance as well as frequency. Since
it seems unavoidable due to the non-existence of i)erfect communication channels,
measures to restrain ISI were studied several decades ago. Most notaLble of the re-
search work done on this issue is that of Nyquist in 1928 [1]; on how to restrict the

bandwidth requirement of a communication channel while keeping ISI at bay.

Although not exactly the topic of discussion in this dissertation, it is pertinent
to state that Nyquist’s ‘methods of controlling‘ISI served as a precedence for other
techniques used to combat ISI in a communication system. Specifically, the focus of
this dissertation will be on the Partial-Response Signaling (PRS) technique otherwise
referred to as Correlative Level Coding, which is the technique that was revolﬁtionary ”
in the art of data storége in magnetic recording systems; and in present times is finding

application in other types of data communication systems.
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1.2 Trend and Motivation

The era of Elias [2], Lender [3, 4], Kretzmer [5], and Gerrish [6], will remain indelible -
in the world of data communication for introducing the concept of signal codlng,
which utilizes controlled ISI in a way that the receiver could eventually cancel. This

. attractive concept is called Partlal—Response Signaling (PRS).

By using the PRS techmque, the resulting coded output signal is spectrally shaped
allowing a direct concentration of signal energy at specific frequencies of interest [7].
In this way, some level of immunity to noise and distortion is provided [8]. Although
not immediately obvioﬁs at the time of inveiting the tecﬁnique, partial-response
signaling was noted several years later, as being applical:ole to magnetic recording
channels to achiéve higher storage density [9] Simply put, this is made possible
because the technique inherently allows a controlled iSI and thus, it is possible to
- stuff bits closely to each other in a defined manner instead of having bit spacing that

minimizes bit interference.

Since .the inception of the PRS technique, there have been severalq classes of PRS
polynomials of varying attributes [6, 8]. However, there are only two fundamental
PRS polyndmials namely; duobinary or claés I, and dicode. polynomial. All other
PRS polynomials can be seen as a higher order combination of these polynormials.

A common “denominator” to all the PRS polynomials is that they all yield a multi-

level coded output signal with level L, which depends on the m-ary input. The

various classes of PRS polynomial provide a varying degree of approximation to the-
modeling of a physical magnetic recording channel as well as a varying achievable
storage capacity. Usually, the higher the order, the better the approximation, with

resulting higher storage capacity, at the expense of more complex detection [10].
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Due to the effect of c;hannel non-idealities such as noise, recovery of the coded
signals ih PRS channels could be cumbersome. A sub-optimal technique used in the .
data recovery ‘process from these channels is the bit-by-bit threshold detector, which
invariably results in an abysmally low error detection. The increasing queét to im-
prove on the detection technique has brought about the application of the Maximum-
Likelihood Sequence Detection (MLSD) technique to the partial-response chaﬁnel
detection problem {7, 11]. In 1971 and 1972, it was shown that MLSD would provide

optimum decoding for correlative coded signals {7, 12].

In 1967 , Viterbi proposed a revolutionary algorithm, which has now become widely
accepted as the most pré.étical means of implementing the MLSD concept [13, 14].
Since then, interest has been brewing in devising means of interpreting and imple-
menting the Viterbi algorithm (VA). Shortly afterwards, Forney and Ferguson [12, 15]
* independently provided two different interpretations of the classical Viterbi algorithm.
Retrospectively, the latter could be perceived as somewhat addressing the shortcom-

ing(s) of the former [12, 15].

Ever since, there has been tremendous application of the Viterbi algorithm to
various PRS channel detection problems. Consequently, the race to develop eflicient,

fast and cost effective Viterbi detectors was started.

1.3 Research Objectives

Despite the applicability of several PRS polynomials as viable models for a physical
magnetic recording channel, the class-IV PRS polynomial (PR4) seems to be the
dominant choice; partly due to the relative simplicity with which the detector could

be implemented for moderate density requirements. Another reason for this as well,
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is the fact that the four-state class-IV (PR4) model could be achieved by directly
time-interleaving two, two-state, binary dicode channels. However, for very high-
density requirements, the class-IV model is generally insufficient. In Vth'is case, a more
appropriate solution can be found using the extended class-TV (EPR4) polynomial or
the double extended class-IV (E2PR4) polynomial; which are respectively an order,
and two higher fhan the PR4 model. Nevertheless, the detection of the F2PR4 model
is very complex in comparison to the EPR4 model, since it has a higher number of
states; hence, the preferred choice is the EPR4 model for very high-density magnetic

recording.

Although it is preferred for very high-density recording, the number of states in
the EPR4 channel model is double that which is found in the PR4 channel model.
Hence, its detection is more involved than that of the PR4 model. Moreover, in
contrast to the four-state PR4 channel that can be directly tilme-interleaved, the
eight-state EPR4 channel cannot be directly time-interleaved; invariably ask{ng for
some sort of simpliﬁcatioﬁ that coulgi kbe carried out on the EPR4 model to ensure
the feasibility of implementation using thé maximum-likelihood sequence detectioﬁ

principle efficiently.

/

The simplification requirement for the EPR4 channel has drawn the attention of a
wide variety of researchers. However, only Wood and Friedmann’s Proposition on the
simpliﬁca.t’ion of the EPR4 channel detection seems to have been widely embraced [16,
17]). The two proposed techniques theoretically attain EPR4 detection simplification

| using either of the two fundamental partial-response signaling polynomials (duobinary
and dicode), in a binary or ternary mode. Using either of the duobinary or dicode
channels in a ternary mode would warrant an extra effort in detection compared
to the popular two-state binary dﬁobinéry or dicode channel detection. Thus, only

an efficient detection scheme for these ternary partial-response signaling channels
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would be acceptable; of course based on the maximum-likelihood sequence detection

principle.

A review of the literature on this topic has revealed the need for an effective
terﬁary partial-response channel detection scheme; while there are a whole Tot of
propositions and implementations of binary partial-response channel detectors [15, -
- 18, 19, 20, 21, 22, 23, 24, 25, 26]. Moreover, the only existing piece of work on the
detection of the ternary dicode channel [27] seems to be predominantly theoretical,

* with major emphasis on the relevant signal processing.

Thus, it is the major objective of this thesis research to delve more into the
detection of both the ternary dicode and duobinary channel with the ultimate goal of
p:esenting a1 efficient detection scheme based on the maximum-likelihood sequence

detection principle.

The major objective would be dealt with by:

. applying the difference metric approach to the development of an efficient de-

tection algorithm for ternary PRS channels.
e proposing and implementing possible design architecture(s).

o validating concepts presented via physical testing.

1.4 Overview

This section elucidates the arrangemént of the remaining contents of this dissertation.
Chapter two provides some insight into the partial-response signaling technique as well

as the maximum-likelihood sequence detection in the form of the Viterbi algorithm.
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It further explains the extended class-IV PRS channel _é,nd the proposed detection

simplification schemes.

Cﬁapter three focusses on the two fundamental PRS polynomials; duobinary and
“dicode poly'nomial. A complete derivation of a new detection scheme is présented for

" these two charmels, from first principles.

Chapter four shifts the focus from tfle signal procéssing involved in the new pro- -
posed detection ‘scheme and investigates some relevant 'issuesf about the proposed
scheme itself. Characterization of the ternary PRS channels in terms of errcr-event
occurrence is discussed. It also investiéates the feasibility of the hardware implemen-
tation of the new detector. The results of MATLAB simulations of the new detection

scheme are presented.

Chapter five discusses possible architectures for the detector implementation and
emphasizes the design of the detector in CMOS 0.18um technology. The schematic
désigns are discussed and simulation results are presented. Experimental results on
the fabricated detector‘ are also presehted along with a discussion on the g"enera.tiori

of the test vector and the test bench. ‘

Other related research works carried out are presented and discussed with the
obtained results in chapter six and the dissertation is finally concluded in chapter
seven with a brief summary of the contributions made, followed by an insight into

possible future work, and the relevant conclusion is drawn.



Chapter 2
ELiterature Review

2.1 Partial Response Signaling

It is generally known that communication chiannels are imperfect, usually exhibiting
some amplitude and phase distortion, which causes the smearing of transmitted bits.
| The phenomenon of bit smearing or pulse spreading resulting in un-warranted symbol
overlap is Wldely known as Inter-symbol intereference (ISI). ISI generally limits the

transmission rate in a communication system.

In an effort to combat ISI while efﬁciently utilizing the bandwidth in a communi-
cation channel, Nyquist in his work in 1928, proposed a zero-memory communication
model, that could achieve high data rate [1]. In his work, Nyquist assumed that the
transmitted symbols are independent and the noise at the sampier (receiver end) is
uncorrelated, such that each symbol can be recovered without the knowledge of the ,.

signal history.

However, there are several drawbacks to the Nyquist’s approach of combating ISI



2.1. Partial Response Signaling ' : 9

using zero-memory systems, namely:

e it has a high degree of perturbation intolerance.
" o zero IST condition is $00 restrictive.
e independency requirement Von transmitted symbol is stringent.

e theoretical pulse shaping filter is impractical, while practical pulse-shaping re-

* quires some excess bandwidth.

These drawbacks invariably led to the discovery of the partial response signaling

(PRS) technique.

Invented in 1963 by Lender [4], the PRS technique was developed to accommodate
pulse ar;lplitudes selected dépendently by relaxing the zero ISI criterion of the Nyquist
system. It actually utilizes the destructive ISI in a channel positively to efficiently use
the available channel bandwidth. ‘I‘p also achieves the theoretical Nyquist maximum

symbol rate by using practicable and perturbation-tolerant filters [28].

Generally, the PRS technique provides a multi-level coded output using a con-
trolled amount of ihter—symbol interference such that the receiver logic can cancel out
the inter-symbol interference [29]. There are several classes of PRS polynomials, each
uniquely combining -the two fundg,rr;ental coding polynomials, dicode (1 — D) and
duobinary (1 4+ D) to attain varying spectral properties. Available classes of useful
PRS polynomials can be found in [8]. Math(_amatically, these PRS polynomials are
generally given by: . '

P(D)=(1-D)*(1+D)*(1+(1-D)((1~-D)+(1+D)*-D)* . (2.1)

where w,z,y,z are restricted to non-negative integer values not greater than two, and

D is the unit time delay 27! in the z-domain.
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Due to the fact that the PRS technique accommodates a controlled ISI, it is easily
possible to place more bits closer to each other; hence the reason for its proposition
by Kobayashi and Tang for modelling magnetic recording channels to achieve high
storage density [9]. Ever, since this proposition, there have been various classes
proposed for achieving high storage density in magnetic recording systems; some of
which are class-IV PRS (PR4) for moderately high deﬁsity, and the extended class-IV
(EPR4) for very high density requirements [30].

.However, in other to realize the full potential of the PRS technique, in data com-
" munication applications such as the magnetic recordiﬁg system, a technique more so-
phisticated than the conventional bit;by—bit threshold detector has to be used. This
prompted the work of Kobayashi t'o propose the use of the maximum-likelihood se-
quence detection (MLSD) technique for implementing PRS channel detectors [7, 11].
By using the MLSD technique, it was discovered that even though the PRS technique
uses multi-level transmission (thought to be more susceptible to noise“effects; and de-
manding complex detection procedure), lower error rates can be achieved compared

to the conventional bit-by-bit threshold detector.

2.2 The Viterbi Algorithm

Proposed in 1967 as a mean of implementing the idea of Maximum-Likelihood Se-
quence Detection (MLSD) for convolutional codes [13]; the Viterbi Algorithm (VA)
has extended its tentacles beyond this and found application in PRS channel detec-

tion.

The Viterbi algorithm is a very efficient algorithm that can be seen as a forward

dynamic programming application [31] for figuratively finding the shortest route to a
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destination from one or more likely starting positions based on a probabilistic crite-
rion. Moreover, it is also a suitable solution to the problem of maximum a posteriori
probability (MAP) estimation of the state sequence in a finite-state, discrete-time.

Markov chain process, assuming a memory-less output noise [32, 33].

-Hypothetically, assuming a finite-state process involving more than one state,
according to the VA, each state is.éstimated as haviﬁg an initial, equal weighted
relative likelihood, referred to as t.he‘state metric. The states’ transition paths
are known as branches and their data-dependent, weighted value ié known as the
- branch metric. Each available path is also characterized with a measure of the
acquired BEuclidean distance (which is a negative log-likelihood estimate [34, 35)),

referred to as the path metric [36].

Estimation of the best possible path within the cluster of available paths ema-
) na.ting from various states then prbceeds by computing the respective branch metrics
(Euclidean distance between time-dependent received noisy symbol aﬁd idea branch
symbol) for all the transitions from all states that evolves a path to each observed
state. These are then a;dded to each state metric that is responsible for that transi-
tion to obtain the path metric. The surviving path (survivof) to each staté in'the
next time step is then determined by comparing the path metrics for all transitions
entering that particular state and choosing the minimum/maximum (depending on

the branch metric computation) of all the path metrics.

The above described approach for implementing the classical Viterbi algorithm ba-
sically involves adding, comparing and then selecting; thus the tag ACS approach and
the use of ACS units in Viterbi‘ decoders in both digital and analog domains. These
could be found in many hardware implementatiéns of Viterbi decoders/detectors in

voltage-mode (37, 38], current-mode [39, 40, 41, 42] and neural networks [43].
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Although the' traditional approach works well, the unbounded growth of the path
metri'cs is a common concern ;chat had to be dealt with in all of these implementations.
In [44], this problem was combated by the use of common-mode feedback circuitry
to monitor the path.metrics common-mode signals and keep their value equal to a
pre-determined reference voltage; thus effectively minimizing the dynamic range of
the circuits in the decoder. Also, in [42], a path metric normalization circuit had to

be used to restrain the path metric within specified bounds.

Another drawback of the traditional approach is the speed bottleneck usually
. created by the ACS units since this is where the longest delay can occur before the
survivor and path metric storage [45] and a proposition to enhance the speed can
be found in [45, 46]. However, a more promising .approach to solving the problem
of un-bounded path metric growtii and avoiding the computation of absolute state
metrics is to compﬁte the state metric difference instead; which is actually bounded

32, 15].

2.2.1 Difference Metric Approach

The difference metric algorithm, which is a variant of the classical Viterbi algorithm
was first proposed by Ferguson in 1972 [15] Ferguson’s work not only revealed that
absolute state metric computation is un-warranted, it also solves 1_;he problem of un-
bounded metric growth. The use of this algorithm in hardware implementations of
Viterbi decoders [24, 19, 23, 21] has proven how versatile the approach could be
and has also shown how it could significantly reduce the complexity of the ngeded

hardware; at least for a two-state PRS channel tréllis.

Conceptually, consider an arbitrary two-state trellis involving states ¢ and b as

shown in Figure 2.1. The true difference metric algorithm involves the computation

<.
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of a non-stationary, time-variant term Am, which can be given by:
Am =mg —my ; (2.2)

where mq, and my represent the state metric for states a and b respectively.

time >k : kel
m, & m, (k+1)’
state a state a
‘ state b state b

my () . my (kD)

Figure 2.1: Arbitrary two state trellis

The use of such a defined term (time;variant differential threshold) in hardware
implementations of Viterbi decoders has somewhat been restricted to decoders for
binary dicode PRS channels; partly because a very useful class of PRS polynomial
(class IV) 1— D? could be.formed by time-interleaving two dicode‘cha.nnels. However,
since the fundamental and higher-order PRS coding polynomials were not proposed
exclusively for binary type systems 6n1y, there is the need to inves{;igate the use of
the true difference metric algorithm concept for m-ary (where ‘m > 2) systems; if it

could be applied at all for PRS channel trellises with more than two states.

2.3 EPRA4 Channel Detection

For very high density requirements in magnetic recording systems, the extended class-
IV PRS channel is generally preferred [10]. This channel is an eight-state, three

memory element FIR-type channel (trellis as shown in Figure 2.2) with a polynomial
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model:

P(D) = (1—1?)(i+D)2
e = 1+D-D*~D° @)

Figure 2.2: EPR4 channel trellis

Thus, with a binary input (0,1), this channel gives a five level output signal
(2, ﬂ:l, 0). In contrast to the four—state: two memory element, three level "output

(1,0) class-IV (PR4) channel, which can be time-interleaved using two binary dicode

channels, the EPR4 cannot be directly time-interleaved. Hence, for this reason and - .

its high number of states, it is generally more complex to implement the detector.

Several attempts had been made by researchers to simplify EPR4 detection based

on the maximum-likelihood sequence detection concept. Worthy of note are the re-
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ported works of Wood [16], Friedmann [17], and Knudson [47].

2.3.1 Wood’s Detection Scheme

Wood’s approach [16] referred to as “Turbo-PRML” is a compromise EPR4 detection

. approach which is based on factorization of the EPR4 polynomial as:
P(D)=(1-D*(1+D). o (2.4)

~ Thus, by realizing that the PR4 channel is represented by 1 — D?, the received
signal can be equalized to the PR4 target, enabling the use of a PR4 detector; the

output error sample of which is then made to be processed by. the duobinary channel.

The major advantage of this technique is the ease of using existing PR4 detectors
with some additional low-complexity post processors. However, this approach has
two notable drawbacks which are: ‘

e more aggressive equalization is required than for an actual EPR4 detector [16].

* loss in signal to noise ratio (SNR) may result at high densities mainly because

of equalization to PR4 instead of the desired EPR4 target [17].

2.3.2 Friedmann’s Detection Scheme

In an effort to make the inherent benefit of time-interleaving (used in PR4 detectors)
- available for EPR4 detection (i.e.l speed doubling), Friedmann proposed another

simplification method for EPR4 detection based on equation(2.4), re-written as:

P(D) = (1+ D)(1 - D?). ' (2.5)
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The philosophy is that if a binary sequence is first coded by the duobinary channel,
a ternary sequence results. The EPR4 channel coding can then be completed by
allowing the ternary sequencé to pass througH two time-intefleaved ternary dicode
channels, which accoﬁnts for the remaining 1~ D? factor in the polynomial as shown
in Figure 2.3. Therefore, a backward orga,niiation of this EPR4 coding technique
should result in an EPR4 channel detector; this is depicted in Figure 2.4.

Odd bit stream processor

i
Binary EPR4

—> 1+D Int. S D. int

—>
Sequence I Sequence -
l Ternary 1 -D

Even bit stream processor

Figure 2.3: Friedmann’s form of EPR4 channel coding

Odd bit stream processor

_J“ Temary 1 -D "l— 7
Noisy ’ : Sequence Binary

——————>| Int. D. int —>

Sequence checker Sequence
. Ternary 1 - D ’

Even bit stream processor

Figure 2.4: Friedmann’s EPR4 channel detection t:,echhique

Obviously, the advantage of this method is the possibility of time-interleaving two
dicode channels, which forms the core of the detection process. A post-processor is
only needed occasionally to help correct some error when discovered in the output
of the two interleaved ternary dicode detectors. This method thus malées it possible
to Vdesign an EPR4 detector Whi&:h works at double the speed at which each ternary

dicode detector can be made to operate.
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The'only disadvantage for this method is the requirement to use ternary dicode
'aetectors, which is expected to be more susceptible to error-event occurrence than
a binary dicode channel. Nonetheless, Friedmann’s approach overcomes one of the
drawbacks of Wood’s approach since the ectual EPR4 equalization target'remains
applicable. The problem then becomes that of develeping a fast and efficient ternary

dicode detector.

2.3.3 Knudson’s Detection Scheme

. In this scheme, Knudson tried solving the EPR4 detection preblem by venturing into
a difference metric appreach. In his technique, four threshold definitions and three
quantities called "shifts”, of similar definition as the thresholds are required. Fach of

this quantities are of the general form:
Tn/Sm = 0.5Am + v ‘ (2.6)

where T,, implies threshold, S, is shift, Am is state metric d_ifference, and v is such

that for T, v € {£0.5,1.5} and for Sp, v € {0.5,1}.

It is worth noting that this technique does not really result in a simplification of
the EPR4 detection except for the fact that metrics overflow is prevented as a result
of using threshold/shift definition based on metrics difference (even though the true

difference metric approach is not used in the strict sense).

Amongst all these detection simplification techniques, Friedmann’s approach seems
to stand out and could be the best means of ultimately simplifying EPR4 detection,
if only efficient ternary fundamental channel detectors can lee developed and imple-

mented. This is the motivation for pursuing the research work in this dissertation.
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A New Detection Algorithm: The

Derivation

3.1 A Preview

As previously pointed out in the pfecéding chapter, a simplified detection scherﬁe for
the extended class-1V partial-response éignaling channel (EPR4) may require the use
of ternary duobinary or dicode channels. Also stated is the fact that, to achieve a
high-level of error detection, the maximum-likelihood sequence detection C(Sncept is
sufficient for the PRS channel. Therefore, the derivations in this chapter for what will
be referred to as the “differential threshold reliant detectors” will bre commensurate

using the Viterbi algorithm.

From the first principle, the true difference metric variation of the Viterbi algo-
rithm as originally proposed by Ferguson [15] will be employed since it has been shown
to circumvent the shortcoming(s) of the rather naive interpretation (add-compare-

select approach) of the Vit;érbi algorithm. The goal is to attain a new and very
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. efficient algorithm for both the ternary dicode and duobinary PRS channel that will
make the simplification of the EPR4 channel detection pessible.

3.2 Ternary Dicode Channel

Typically, a dicode partial-response polynomial is_a first order pdly'nomial given by:

P(D)=1-D , (3.1)

where D is the unit time delay z~! in the z-domain. In terms of a finite impulse
response (FIR) representation, the dicode channel is a 2-tap FIR structure with one
channel memory element D and weights w,; where n goes from 0 to 1, and w, €

{1,—1} is as shown in Figure 3.1 (without the bandlimiting filter).

In

+ D

Out

Ny Figure 3.1: Dicode channel FIR representation

Therefore, with a tri-state channel memory element and a ternary input sequence
8k, where s, € {£1,0}, the coded channel output z; will be a 5-level signal such

that, o € {#2,£1,0}. Thus the trellis for this channel is depicted by Figure 3.2.
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Figure 3.2: Dicode channel trellis

The problem then becomes that of finding the most appropriate path (survivor) in
the trellis which results in the noise-less symbol closest in distance to the transmitted

symbol that was corrupted by the channel at any given instance of time.

3.2.1 States Survivor Derivation

In the following derivations, let k& represent an index of time. The three states in
the trellis i.e. +1, 0, and -1 are represented by Sy1, So, S_1, respectively, and their
respective state metrics are given by m..1, mo, and m_;. Let yx be the received noisy
sample at the instance of time k. Between time instances k¥ and k+1, there are three
distinct transitions emanating from all the three states and terminating on each of the
states .S"+h So, and S_; as illustrated in Figure 3.3-3.5 with their respective branch

metrics!.

1All the branch metrics have been derived by first subtracting a common term yZ from the
original branch metric calculation for all transitions. Then, the remaining terms for all transitions
were uniformly scaled by a positive factor of 2. This is done in order to avoid the need for a

squaring operation. This approach for simplifying branch metric computation was first proposed

and vindicated in [7].
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k k+l ko y2 kel
1/0
state +1 state +1
11
state 0 - >
172
state -1

Figure 3.3: Transitions to state +1 at time time k+1 for the dicode channel trellis

k k+1 k k+1 k k+1 k k+1

state +1
0/-1

0/0
state 0 state 0

0/1

state -1

Figure 3.4: Transitions to state 0 at time time k+1 for the dicode channel trellis

Therefore by applying the Viterbi algorithm, the metrics for the three states at

" time k+1 can be expressed as:
m+1(k + 1) =‘ max[m+1(k),mo(k) - (_yk + 05), m_l(k) — (—2yk + 2)] (32)

mo(k + 1)7 = maz[mq41(k) — (yx + 0.5), mo(k), m—1(k) — (= + 0.5)] (3.3)
m_1(k + 1) = maz[m, (k) — Qui + 2), mo(k) — (yx + 0.5), m_1 (k)] (3.4)

Considering equation(3.2), if path 1 should be the survivor, then the corresponding

path metric must be greater than that for paths 2 and 3; implying that

Y < ma1(k) —mo(k) +0.5 and g < (m“(k) ;m‘l(k))+ L (35)

In a similar manner, for path 2 to be the survi\'ror, then

Y > maa(k) —mo(k) +0.5 “and  y < mo(k) — m_y(k) + L.5. (3.6)
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k k+l k k+1 k., k+l1 k k+1
state +1

state 0

()’k+.l)2

state -1

state ~1

Figure 3.5: Transitions to state ;1 at time time k+1 for the dicode channel trellis

Using the same kind of argument, path 3 will be the survivor if

> <m+1(k) — m-a(k)

) +1 and Y > mo(k) - m_l(k) + 15 (37)

2

Following a similar argument and using equation(3.3), for state Sy, path 1, 2 and “

3 will, respectively be the survivor at time k+1 if

v < maa(k) —mo(k) — 05 and s < (m“(’“) ;m‘l(k)) . (38)
Yr > my1(k) —mo(k) — 0.5 and- yr < mo(k) ~m_1(k) +0.5. (3.9) .

Yk > (m+1(lc) ; m~1(k)> and yr > mo(k) —m_1(k)+0.5. = (3.10)

Also, for S_, at time k+1, path 1, 2 and 3 will be the respective surviving path

if - 1 "

Y < m+1(k) - mo(k}) — 1.5 and U < (m+1(k) ; m_l(k)> -1 (3.11)

yk > myy(k) —mo(k) — 1.5 and e < mo(k) — m—1(k) — 0.5. (3.12)

Yr > <m+1(l$) ;m—l(k)) -1 and yk>mo(k) —m_i(k) — 0.5. (3.13)

Now, let two terms (differential thresholds) Am, and Amy that are both functions

of time be defined according to the true difference metric concept as

Amc =My — My (314) ‘



3.2. Ternary Dicode Channel : 23

“Amg =my —m_; o (3.15)

Based on these newly defined terms and the observation that all inequalities in-
volving both m4; and m_; together could be neglected? (this will enable the ternary
dicode trellis to be treated as two binary trellises with an added constraint of a feasi-
ble transition from Sy to S_; or vice versa); then the conditions and corresponding
survivor paths for all states in the ternary dicode channel trellis can be deduced as
follows: | '

I oye—05<Amg(k) then Spi(k)= Su(k+1) (3.16)

If yr—05>Amg(k) and ryk — 1.5 < Amy(k)

then So(k) = S.H(k -+ 1) (317)
I ye—15> Amg(k) then S_i(k)= Spi(k+1) " (3.18)
I oye+05< Amg(k) then Spi(k)= So(k+1) (3.19)

If y+0.5>Amyk) and yr—0.5< Amy(k)

then So(k) = So(k+1) (3.20)
If yx—0.5>Amy(k) then S_i(k)= So(k+1) (3.21)
I oye+15<Amg(k) then Sp(k)= Sa(k+1)  (3.22)

If ye+15>Amy(k) and yr+0.5< Amgy(k)
then So(k) = S_1(k+1) (3.23)

I e +05> Amg(k) then S_y(k) = S_y(k+1). (3.24)

2For instance, at the start of decoding, all state metrics assume equal value of zero. Therefore
equation(3.5) will imply that y, < 4+0.5 and yr < +1. However, as long as y; < +0.5, the second
condition will be auto.matically satisfied. Also applying similar reasoning to equation(3.7) yields

Yk > +1 and yr > +1.5 but as long as y; > +1.5, the remaining condition is invariably satisfied.
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3.2.2 Merger Observations

It would be desirable to establish conditions by which the detector will be able to
simultaneously determine all the three survivor paths during each decoding time
frame. Such feasible conditions will be advantageous and enhance having an efficient |

implementation of the detector.

A meticulous observation of all the derived mathematical relations in section 3.2.1
could lead to.a variety of interesting mergers of state transitioﬁs for the derived
conditions for state survivor determination in the ternary dicode channel trellis. Such
a feasible merger could imply that any single valid condition would lead to one or more
state survivor paths being determined during each decoding time frame. However,
it is worth noting that while some mergers will conspicuously follow from the stated «
conditions in section 3.2.1, some other m‘efgers may :be rnon—trivrial as they require
some indirect mathematical link between the inequalities based on the fact that the
differential thresholds Am, and Amy are unequal (except at the start of decoding

when all state metrics are the same and assume value equal to zero).

Recalling equations(3.16)-(3.24), four sets of possible state survivor mergers could

directly follow from the relations and these are:

If y—15 > Amgy(k) then
y— 0.5 > Amg(k) and yr+0.5> Amy(k) (3.25)

If y+15 < Amg(k) then
Y+ 05 < Amy(k) and 1y —0.5 < Amy(k) (3.26)

If yp—05> Amg(k) then i+ 05> Ama(k) (3.27)

If ye+05< Ame(k) then yx— 0.5 < Amy(k) " (3.28)
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Assuming these relations are always true (which they are);vvand then by making the,
assumption that the pair of non-stationary differential thresholds will not be equal (in
this case Ame(k) < Amy(k))3, the conditions for states survivor path determination

during each decoding time frame then finally become simplified to:

If yr+ 1.5 < Am(k) then
© Spa(k) = Syl + 1), Solk + 1), S_a(k + 1) T (3.29)

If gk +0.5 < Ame(k) <yr+15 then

If yr—05<Ame(k) <yr+05 and | Amg(k) >y, +0.5  then
‘ So(k) = So(k‘ + 1), S_l(iﬂ + 1) and S+1(k) = S+1 (k + 1) (3.31)

If ye+05>Amg(k) and yr— 0.5 < Amg(k) then
Si1(k) = Sy (k + 1), So(k) = So(k + 1), S_a(k) = S_1(k -+ 1) (3.32)

If y—05<Amy(k) <yr+05 and Ame(k) <yr—0.5 then
So(k) = Spa(k+1),8(k+1) and S_y(k)= Sa(k+1) (3.33)

If yx—15< Amy(k) <y — 0.5 then
Soa(k) = Solk+1),8-1(k+1), ond So(k) = Su(k+1)  (3.34)

3Considering equations (3.6), (3.9) and (3.12) will reveal that Amyg is involved in the relations

that set the upper condition for y; while Am, is involved in that for the lower condition in these
‘equations regardless of whether m..1(k) and m_y (k) are both set to.zero with respect to mo(k) or

Am,. and Amg are set to zero at the start of decoding,.
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If Yk — 1.5 > Amg(k) then
S_1(k) = Sy (k + 1), Solk + 1), S—1(k + 1) : ' (3.35)

All the above conditions translate to ﬁve siniple, data-dependent, well defined,
bounded rggidns over which the differential thresholdsr operate to correctly detect the
transmitted ternary sequence in a noisy dicode PRS channel. This is depicted in
Figure 3.6%. It is worth noting that the most critical region out of all the five regions
ié region Ajs since there exist multiple sets of different éombinations of survivor paths
in this region. However, it is only one set of survivor péth combinations that will

always be valid.

3.2.3 The Updates

With such clearly defined regions and boundaries for the movement of the two dif-
ferential thresholds alfea.dy defined in the previous sections, and with the conditions
for all three survivor paths to each of thé states Sy1, 5, and S_; during any time
step established, the next appropriate step will be td determine how the cﬁfferen—
tial thresholds will be algorithmically guided to help decode transmitted sequences

through the entire decoding time frame.

~ Recalling equations(3.29)-(3.35) and Figure 3.4, there exist five clearly defined
regions for Whjch the update has to be determined for both time-variant terms Am,
and Amyg simﬁltaneously. The following updates will be derived in conjunction with
equations(3.2)-(3.4); which express the three state metrics for all distinct paths en-

tering states S,1,Sp, and S_; at time k-+1.

“At this point, it should be noted that the algorithm omits the case As(iv) (condition of occur-
-rence is Amg(k) > yx + 0.5 and Am(k) < yr — 0.5) which can actually occur as discovered in our

experimental results (see Appendiz D for details).
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Figure 3.6: Region-dependency of the thresholds for-the dicode channel

Region Aj;:
At time k+1,
my(k+1) =
mo(k+1) =

Therefore based on equation(3.36),

Amy(k+1) =

M1 (k)
my1(k) — yx — 0.5

ma(k) — 2y, — 2- (3.36)

maa (b 1) mo(k +1)

= my(K) — [mya(k) — v — 0.5]
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= y+05 (3.37)
and
Amg(k+1) = mo(k+1) —m_y(k+1)
= m41(k) =y = 0.5 — [my1(k) — 2y — 2]
= yp+0.5 | (838
~ Region Ay:
At time k+1,

my(k+1) = mu(k) (‘
mo(k +1) = myy(k) —ye — 0.5
mo(k+1) = mo(k)—yx— 0.5 (3.39)

Therefore based on equation(3.39), :

Mg (k) = [maa (k) = g — 0.5]

Amg(k+1) = _
| = 405 (3:40)
and
Amy(k+1) = mya(k) —ye — 0.5 — [mo(k) — 45— 0.5] .
= Ame(k) e (3.41)
Region Aj3(2): p

At time k+1,

maa(k+1) = me(k)
mo(k+1) = mo(k)
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Therefore based on equation(3.42),
Amc(k + 1) = m+1(k) — mo(k)
= . Am,(k) (3.43)
and
Amd(k =+ 1) = mo(k) — [mo(k‘) — Yp 05]
= 1+ 0.5 - (3.44)
Region As(if):
At time k+1,
mi(k+1) = my(k)
mo(k+1) = mo(k)
Therefore based on equation(3.45),
Amo(k+1) = mya(k) —mo(k)
= Am(k) (3.46)
and
Amgk+1) = mo(k) —m_i(k)
= Amgy(k) (3.47)
Region Aj3(iis):
At time k+1,
m+1(k + 1) = mo(k) + Yk — 0.5
mo(k + 1) = mo(k)
ma(k+1) = m_i(k)

(3.48)
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At time k+1,

maa(k+1) = moy(k) + 2, — 2
mo(k - 1) = M. (]C) + 1y, — 0.5
moy(k+1) = m_i(k)

- Therefore based on equation(3.48),
= y—05 (3.49)
~and
Amg(k+1) = mp(k) —m_1(k)
Region Ay:
At time k+1,
m+1(k -+ 1) = mo(k) + Yr — 0.5
mo(k + 1) = m—1(k) +yr — 0.5
Therefore based on equation(3.51),
Amy(k+1) = mo(k) + yx — 0.5 — [m_1(k) +yx — 0.5]
' = Amg(k) (3.52)
and
Ama(k+1) = m_i(k)+ye — 0.5 — m_1(k)
= =05 (3.53)
" Region As:

(3.54) .
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" Therefore based on equatidn(3.54),

Aime(k + 1) = m_1(k) + 2y — 2 — [m_y (k) + v — 0.5]
= % Ld ‘ . (3.55)

and

Amd(k -+ 1) = m_l(k) +yr — 0.5 — 'm_1(k)

These updates are relatively simple and might render themselves easily to hard-

ware implementation.

3.3 Ternary Duobinary Channel

‘ Generally, the class-I or the duobinary PRS channellis £n_odelled by the following first

order polynomial:

P(D)=1+D | (3.57)

where D has its usual meaning as alrgady explained in the previc;us section. Thus,
the duobinary PRS channel is equivalently a 2-tap FIR structure shown in Figure
3.7 (without the bandlimiting filter). In a similar way to the dicode channel, this
channel also gives a five level coded output with a ternary input sequence, assuming
a tri-state channel memory. Its time—uhwrapped state diagram is as shown in Figﬁre
3.8. Therefore, the derivation of the optimal detection algorii;hm for this channel

using the MLSD concept will be very similar to that of the térnary dicode channel.
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In

Out

Figure 3.7: Duobinary channel FIR representation
. time —»k . - k#l

Figure 3.8: Duobinary channel trellis

3.3.1 States Survivor Derivation

Following the terminologies and terms used in the previous section, there are also
three distinct transitions emerging from all three states and ending on each of the
states S+1‘, So, and S_;. Therefore, at time &+ 1, the state metric for all three states

can be expressed as:
my1(k + 1) = maz[myi (k) — (—2y + 2), mo(k) - (—yr +0.5),m_1(k)] (3.58)

mo(k+1) = ma:zf[m.,.l(k) — (—yx + 0.5), mo(l%), m-1(k) — (yx + 0.5)] (3.59)
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m_y(k+1) = mam[m+1‘(k‘)‘, mo(k) — (gqc +0.5), m_1(k) — (2yx + 2)] (3.60)

Thus, for Si1, the survivor will be path 1, path 2 or path 3 respectively if the

following conditions are satisfied.

U > mo(k) —maa(k) + 1.5 and g > (m“l(k) ; m“@) +1 (3.61)

Yr < mo(k) —maa(k) +1.5 and yr > m_y(k) —mo(k) +0.5 (3.62)

Y < (m‘li(k) ; (k) ) +1 and g <m_1(k) —mo(k) +0.5 (3.63)

The necessary conditions for the survivor determination for the two remaining states,

So a,nd. S_1 can be derived as well.

The two time-variant, differential thresholds for this chqnnel,can be defined ac-

cording to the true difference metric algorithm as:
Amg = mg — My " (3.64)

, Amy =m_; —myg (3.65)

If all the inequalities involving both m_; and m,; together are neglected® the
conditions and corresponding survivor paths for all states in the ternary duobinary

channel trellis can be derived and expressed as:

If ye—15>Ame(k) then Sia(k)= Sy(k+1) (3.66)

If ye—0.5>Amy(k) and 1y _15< Amyg(k)
then So(k) = Sya(k +1) (3.67)

SFor instance, at the beginning of decoding, all states metrics are equal to zero. Therefore
equation(3.61) will imply that y, > 1.5 and yix > 1. As long as the former is true, the latter will
always be satisfied. Also, equation(3.63) states that yx < 1 and y, < 0.5. Thus, the latter being

true will invariably make the former satisfied
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I yp—05<Amp(k) then S_i(k)= Spi(k+1) (3.68)

If e —0.5> Amg(k) then Sii(k) = So(k+1) (3.69)

If yr+0.5>Amy(k) and yr—0.5 < Amg(k)

then So(k) = So(k+1) . (3.70)
I oy+05< Amy(k) then S_y(k) = So(k +1) (3.71)
F ye+05>Amga(k) then Sy(k)= S_a(k+1)  (3.72)

If ye+15>Amp(k) and yr+0.5 < Amg(k)
then So(k) = S_1(k + 1) (3.73)

If y+1.5<Amy(k) then S_y(k) = S_i(k+1). (3.74)

3.3.2 Merger Observations

Ina sirﬁilar way to the merger observations for the dicode channel discussed in section
3.2.2, it will be assumed that the pair of non-stationary, differential thresholds Am,
and Amy, are unequal (in this case Am, > Am;)%. Also, by recalling equations(3.65)-
(3.73), it can be noted that the four sets of possible state survivor mergers that could

directly follow from these relations are:

If ye—15 > Amg(k) then
Yo — 0.5 > Amg(k) and yi+0.5 > Amg(k) " (3.75)

6Considering equation(3.62) will reveal that Ar’n;, is involved in the relations that set the upper
condition for yy while Am; is involved in that for the lower condition in this equation regardless of
whether m..1(k) and m_y(k) are both set to zero with respect to mo(k) or Am, and Am, are set

to zero at the start of decoding.
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If y+15 < Amp(k) then

ye+0.5 < Amy(k) and yp —0.5 < Amy(k) (3.76)
If “yr—05>Amg(k) then yp+05>Amg(k) (3.77)
If yp+05 < Amy(k) then yg—0.5< Amy(k) - (3.718)

Therefore, based on these rherger relations and the assumption that Am, > Amg,
the region-dependent conditions for the state survivor determination in'the ternary
duobinary channel can be stated as: .

Region Bi:
If ye+1.5<Amy(k) then
S_i(k) = Sy1(k+1),S(k+1),S5_1(k+1) - (8.79)

Region Bs:

If yr+05 < Amy(k) <yr+ 1.5 then

S_.l(k) = S+1(k? + l), So(k + 1),' and So(k) = S_l(k + 1) (380)

Region Bs(1):
I oy —05< Amy(k) <yp+0.5 and Amg(k) >y +05 then
C Sk) = So(k+1),Sa(k+1) and Sa(k)= Su(k+1)  (3.81)
Region By(i): |
If ye+0.5> Amy(k) | and 1y, — 0.5 < Amy(k) then
Sea(k) = Sal+1), So(k) = So(k + 1), S-a(k) = Sl +1) (3.82)
Region és (443): |
If yr—0.5<Amy(k) <yr+0.5 éhd Amy(k) <y _ 0.5 'thenr
| So(k) = Spr(k+1),80(k+1) and - Spa(k) = S_a(k+1)  (3.83)
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Region By: '

If yr—15<Amg(k) <yp—05 then

Sy1(k) = So(k+1),S-1(k+1), and Sp(k) = Sp(k+1) (3.84)
Region Bs:

If yr—1.5>Amy(k) then
S+1(k) = S+1 (k -+ 1), So(k + 1), S_l(k + 1) (385)

v

All these relations also translate to five data-dependent, well defined regions over
which the two differential thresholds Am, and Am, operate to decode any transmitted

sequence over the ternary duobinary channel. This is shown in Figure 3.97.

The necessary updates for the differential thresholds in this type channel detector
is summarized in Table 3.1 (see Appendiz A for derivations). These updates are also
Fof equivalent complexity as those for the i:erna,ry dicode channel that was previously
discussed. Thus, the ternary duobinary channel detector should be implementable

using simple hardware.

3.4  Preliminary Evaluation

A cogent issue that needs to be addressed after deriving the two algorithms in the
previous sections, will be to verify their validity before any further evaluation. Of
course, in order to do this, the algorithms may be tested with a small sample of

random ternary symbols while assuming a relatively high signal-to-noise ratio (SNR).

At this point, it should be noted that the algorithm omits the case Bs(iv) (condition of occur-

rence is Amqa(k) > yi + 0.5 and Amy(k) < yx — 0.5) which can actually occur (see Appendiz D for
details).
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Figure 3.9: Region-dependency of the thresholds for the duobinary channel

High SNR has to be used since it is common knowledge that at low SNR, detectors
(eithér bit-by-bit threshold detectors or ma,ximum-likelihoo"él detectors) are prone
to high error-rate; although maximum-likelihood detectors will still be expected to
perform “better than the bit-by-bit threshold detectqr. Thus assuming a low SNR for

verification could be misleading.

Therefore, in this evaluation, it will be assumed that the newly derived detectors
are operating in channels where the signal-to-noise ratio is as high as 20dB. At this
SNR, it will be expected that the éignal power is high enough to lead to virtually zero

error in estimating the actual transmitted symbols.
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Table 3.1: Updates for ternary duobinary channel detector

Region | Amg(k+1) | Amy(k + 1)

B, —q — 0.5 —yp — 1.5
" B ~up— 0.5 | —Amy(k)
. B3(’i) -—Amb(k) " -y — 0.5

By(ii) | —Amp(k) | —Ama(k)
Bs(iid) | —yr+0.5 | —Amg(k)
By —Am, (k) —yr + 0.5
Bs 415 | —yp+05

In carrying out the preliminary evaluation of the two differential threshold reliant
detectors for both the ternary dicode and duobinary channels, an arbitrary ternary

sequence was generated via MATLAB.

This sequence was coded for the dicode and duobinary channels separately in each
case and channel non-ideality was taken into consideration by adding a random noise

sequence to the coded sequence such that a signal-to-noise ratio of 20dB is attained.

The corrupted symbélé were then fed into the detection algorithms (as provided in
the previous sec‘gions) and the eventual surviving path as predicted by the algorithms

was obtained using the trace-back survivor memory management technique [48].

For both channels, a small sample size of 10 (arbitrarily chosen) ternary symbols '
was used. In the case of the dicode channeI; the uncoded sequence is [110-1101-1
0 0]; while for the duobinary channel, the arbitrary uncoded sequenceis [-1-1010-1
101 1]. Figures 3.10 and Figure 3.11 show the simulation results obtained. In both

cases, the algorithm was able to estimate all of the transmitted symbols correctly
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without a single error.

y & % 101 0.107 -0.994 -1.010 1917 -0.971 0.866 -1.929 1162 -0.069

A k) —> 0000 | Dimytt) A,,.C((c) VA0S T +0ST Y LS | Y 4051 Y05 | Y 4051 Y 15 | Dm0

Lhn kel) —> 0000 Y05 |y 405 PANN PACR y,-05 A,,.c(k Dy} v +15 y,05 iy +05 |

k kel k2 k+3 k4 k+5 Y k+7 k48 k+9 T k10
S +1 O
§ 0
S 1 .
Observed Output .% 1 0 -1 -1 2 -1 1 2 1 0
data )
Decoded Ousput % 1 1 [} -1 1 0 1 1 0 [}

data

Figure 3.10: Typical decoding example: Ternary dicode channel (Dark thick lines
show the trace back path)

Furthermore, the two differential thresholds in each case need to be monitored, in
order to verify that the assumptions made about them in the process of deriving the
algorithms is actually correct. Re-stated again, it is expected that Am, > Amy in

the case of duobinary channel while Amy > Am, for the the dicode channel.

The simulated threshold movement pattern in the above decoding examples was
caj)tured and shown in Figure 3.12 and Figure 3.13. These simulation results show
that the assumptions are trﬁe; at leas’é for the small data size used. Further sim-
ulatioﬁs would be needed to fully authenticate all the derivations provided in the

previous sections of this chapter.
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Figure 3.11: Typical decoding example: Ternary duobinary channel (Dark thick lines
show the trace back path) '
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| Figure 3.12: Threshold adaptation: Dicode Channel
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Chapter 4

Interpretation and

Characterization

4.1 An Interpretation

In accordance with the outcome of the preliminary investigation of the differential
tl_lreshold reliaﬁt detection scheme presented in the preceding chapter for both the
ternary dicode and duobinary PRS channels, the algorithm deri\_/ation seem to be
cbrrect. However, the comﬁlete. characterization of the algorithms cannot be inferred
from the simple test that was c?,rried out. A further analysis is needed to be able to
understand the behavior of the propa“gatiﬁg signals in the detector. A careful study of
the algorithms presented in the preceding chapter would reveal that these differential
thresholds (in either case) are dynamic in nature. Therefore, to fur£her explain their

characteristic behavior, the uriderl_ining computations in the detection scheme can be
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explained as depicted in the flow-charts of Figure 4.1' and Figure 4.22.

Meticulous observation of the charts would show that the two differential thresh-
olds required for the detection in each.tefnary PRS channel can only assume five
possible valugs (although the five values vary with k); which depend on the region of
operation of the th_résholds. This is actually very similaf in nature to that of the bi-
- nary PRS channel, where only one threshold that could assume three possible values

is required [15, 18, 25, 22].

In general, the number of possible values that the differential threshold c'ould
assume in either of the binary or ternary PRS channels, is related to the number of

levels L that their coded output could attain (recall that L = 2m — 1).

For the ternary dicode channel, the two differential thresholds (Am, and Amyg)
required in this channel detection could take on any of five quantities at the instance

of time k + 1, such that:
Amg(k+1) € {yr + 0.5, yx — 0.5, yx — 1.5, Ame(k), Ama(k)} (4.1)

Amg(k +1) € {yr + 1.5,y + 0.5,y — 0.5, Am,(k), Amgy(k)} (4.2)

However, the quantity chosen by each threshold depends on the region that is detected
and thus, leading to an interesting behavior of the thresholds in each possible region

of operation.

4.1.1 Ternary Dicode: Threshold Am,

The characteristic behavior of the threshold Am, can be shown by both Figure 4.3

and Figure 4.4. In these figures, when the region of operation is between y; + 0.5

1see Appendix D for. the updated version with region As(i) included.
2see Appendix D for the updated version with region B (2v) included.
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Figure 4.2: Flow-chart: Ternary Duobinary Channel Detection
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and yi + 1.5 or beyond yi + 1.5, Amc would exhibit a zero gradient characteristic at .
a hard-limited value of y; + 0.5. Beyond yr — 1.5, Amc stays saturated at y — 1.5,
thereby exhibiting a zero gradient characteristic, while between Yr+0.5 and . —0.5, it
will have a steady, positive, unity gradierﬂl', by assuming its previous value. However,
between gy — 0.5 and yr — 1.5, there are twrorp'ossibilities. Am, could either be
saturated to é zero gradient threshold at the value of y, — 0.5 or its gradient could

~ be completely dépendent on the history of the other propagating threshold (Amy).

Amkel)

) yk+l.5

— Yk+0.5

AT

i
¥,-+0.5 y+15

\\\A__

- Figure 4.3: Threshold Am, adaptation type 1

yk- .

4.1.2 Ternary Dicode: Threshold Amy

The behavior of threshold Amy is very similar to that of Am,, as might be expected. '
In this case, in the region beyond y+1.5, Amg will have a zero gradient characteristic
at a saturation value of y; + 1.5. Howevér, in contrast to the behavior of Am, in the

region between yr + 0.5 and y; + 1.5, the gradient of Amy is either dependent on the
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Figure 4.4: Threshold Amc ‘adaptation type 2

history of the threshold Am, or limited to yx + 0.5. Nevertheless, between yi + 0.5 |
and y, — 0.5, Amyg also exhibits' characteristics very similar to that Qf Amy; since it
would have a positivé, unity gradient vby retaiﬁing its own value from the previous
instance of time. Furtherrnére, Beyond yr — 1.5, and between y; — 1.5 and yi — 0.5,'
the value of Amy is purely saturated to a value of y; —0.5. The above-explanation is

- depicted in Figures 4.5 and Figure 4.6.

4.1.3 Ternary Duobinary: Threshold Am,

For the ternary duobinary channel, the regions of operation for the differential thresh-
olds are the same as exists in the case of the ternary dicode channel. Within these

regions, the value of threshold Am, is taken from the set:

Ama(k + 1) € {_yk"" 05) —Yr -+ 05) —Yr + 157 Ama(k)) Amb(k)} | V (43)
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Figure 4.5: Threshold Amyg adaptation type 1

Therefore Am, exhibits characteristics that are shown in Figure 4.7 and Figure 4.8,

and which can be explained as follows:

e Beyond y;, + 1.5, it is saturated at a zero gradient to —y, — 0.5.

e It could have a negative gradient depéndent on the history of Amy, or it could

be limited to —yi + 0.5 in the region from y; — 0.5 to yx + 1.5.
o Am, has steady, negative, unity gradient between y; — 0.5 and g — 1.5.

e Beyond y; — 1.5, Am, is hard-limited to a value of —yp, + L.5.

' 4.1.4 Ternary Duobinary: Threshold Amy

At time k + 1, the value of Am,, is chosen from the set:

Amy(k+1) € {—yy + 0.5, —y — 0.5, —y — 1.5, Amg(k), Amy (k) } (4.4)
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Depending on the detected region, threshold Am; exhibits the following characteris-

" tics:

e Beyond y;, — 1.5, Amy, is hard-limited to a zero gradient with value of —y; +0.5.

e It could be limited to —y; — 0.5 in the region from y; — 1.5 to yx + 0.5, or it
could have a negative gradient dependent on the history of Am,.

o Between yi + 0.5 and yi + 1.5, Am, has steady, negative, unity gradient as a
result of negating its retained prevﬁous value.

e Beyond y + 1.5, Amy is saturated to a value of —y; — 1.5.

“The above characteristic behavior of Amy, is depicted in Figures 4.9 and Figure 4.10.



4.2. Saturation Effect - ! 50

A k1)

e -yk+1.5

, @&\\\\\\\ Dng

-yl

Figure 4.7: Threshold Am, adaptation type 1

4.2 Saturation‘ Effect

Usually, in any digital communication system, the transmitted digital input sequence
sy, is corrupted such that the eventual output of the channel y(t) can be regarded as
being analog in nature [49]. In the magnetic recording channel, which serves as a case
study in this dissertation, the source of corruption is assumed to be additive white
~ Gaussian noise n(t). From a digital point of view, y(%) has to be quantized back to a
digital sample using a fast analog-to-digital (A/D) converter before detection can be
done by a digital Viterbi decoder. However, from an analog point of view, since the
channel output is already analog in nature, the A/D converter could be eliminated
and the noisy channel output y(¢) can be direcﬁly sampled to y, which can then
be used as input to an analog_ Viterbi detector. It has already been studied and
gstablished that only a moderate resolution of 6-bits is réquired for analog circuitry

in an analog Viterbi detector [24] . Thus, only simple analog circuitry need be used.
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Figure 4.8: Threshold Am, adaptation type 2

By eliminating the A/D converter, analog implementations have seemingly gaihed
three advantages over their digital counterpart; namely the absence qf quantization
noise, the removal of the high power consumption of the fast A/D converter, and the
elimination of the silicon area of the A/D convefter in an integrated implementation.
However, the analog implementation itself suffers from effects such as offset, satura-
tion; and mismatch. -This section delves into the effect of saturation for the ternary

dicode and duobinary channel detector.

The seemingly analog outputs of these channels are not unbounded or rather,
the analog input samples for the detector cannot be unbounded in value since all
electronic hardware is confined to operate within specific power suppliés‘ Moreover;
not all the electronic hardware possesses the ability to function from rail-to-rail. This

invariably raises two questions:

o what effect does a limited input signal have on the performance of the detection



4.2. Saturation Effect k ‘ 52

A myk+l)

¥l

Figure 4.9: Threshold Am, adaptation type 1
algorithms?.
"~ o how sensitive are the algorithms to signal swing limitation? ‘

To answer these questions, the algorithms were tested and evaluated for the effect of

input limitation and varying dynamic range.

4.2.1 Ternary Dicode: Input Limitation

In order to study the effect of input limitation on the differential threshold reliant
ternary dicode detector, the noisy sample y; that was fed into the algorithm was
clipped to various values at constant signal-to-noise ratio. The simulation result as

~ obtained from MATLAB is given in Figure 4.11.

It can be observed that when the input y is below a limiting value 0.5, no update
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of the algorithm took place. However, between the limiting value of 0.5 and 1.5, the
algorithm update begins and the error rate starts to decrease even though a steady
error rate value is not reached. Eventually, as.the limiting value of y become greater
than 1.5, a rapid update occurs and the 'a,lgqrithm quickly reaches the steady error

rate value for the pertinent signal to noise ratio (SNR).

A meticulous observation of the derived detection algorithm clearly provides a
concise explanation of this simulation result. Assuming the input limitation level of
Yr is given by L,, and by considering region As(i) in the aigorithm, it would be
expected that no update should occur if L, — 0.5 < 0°. However, when L, > 1.5,
which corresponds to region As, the algorithm updates all the thresholds to non-zero

value of L, 4+ 0.5 and L, + 1.5 (see detailed explanation in Appendiz B).

3At start of detection, Am, and Amd are both zero. By considering only the situation where -
- Ly > 0, then in this region, when Ly — 0.5 < 0, the pertinent threshold(s) involved, is constantly

held at zero.
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Figure 4.11: Input limitation effect on ternary dicode channel

* This result compares favorably with the observation presented for the binary di-
code channel [21]. Figure 4.12 shows the lsimulation result of a comparative study
that was done for both the binary and ternary dicode channel detection algorithms.
As can be seen in the binary channel, the algorithm quickly converges to its steady
minimum error rate valug once L, exceeds 0.5 but L, has to be greater than three

times this value before convergence can occur for the ternary channel.

It can also be observed that once the steady minimum error rate value is reached,
the ternary channel performance is worse than that for the binary channel, and this
can be directly attributed to the difference in error-event probability in the two chan-
nels, and not the detection algorithm itself. This observation is an expected result and
will be further explained later. Meanwhile, suffice to say that these simulation results
have revealed the appropriate input limitation necessary to fully utilize the capability

of the detection algorithm while avoiding unwarranted performance. degradation.
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Figure 4.12: Limitation effect: Binary Channel(B) vs. Ternary Channel(T)

4.2.2 Ternary Dicode: Signal Swing Limitation

The second stage in determining the sensitivity of the proposed detection algorithms
to saturation effects in an analog implementation, was done by testing for the effect
of varying signal swing at consfént sigﬁal—to—noise ratio. In this case, the élgorithm
was mapped to a conceptual circuit implementation with limited signal swing of -
Vimaz — Viin, (algorithm to circuit mapping will be discussed later). Vines and Vi
would imply the power supply for a rail-to-rail operation or otherwise, the circuit

limit of operation.

Figure 4.13 shows the obtained simulation result from MATLAB. From this re-
sult, it can be observed that at constant signal-to-noise ratio, regardless of the dy-
namic range changes, the error-rate remains the same. This invariably suggests a

low sensitivity of the algorithm to dynamic range limitation. Furthermore, at each
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" signal-to-noise ratio, the algorithm yields the same error-rate that was obtained at
the steady state when the input was limited. This reinforces the robustness of the

detection algorithm to saturation effects.

4.2.3 Ternary Duobinary: Input Limitation

From the ternary dicode channel detection point of view, the proposed algorithm can
effectively attain a steady minimum error-rate value, if a proper input limitation level -
‘ is chosen to avoid unnecessary degradation in its implementation. Nonetheless, it may
still be W(?rthwhile to investigate the ternary duobinary channel detection algorithm
also, so as to establish its degree of sensitivity to saturation effect. Therefore, a
:si‘mila,r test was carried out and the obtained simulation result is shown in Figure

4.14.
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Figure 4.14: Input limitation effect on ternary duobinary channel

As might be expected, the aléorithm also settles with a rapid convergence to its
steady error rate value only after the input limitation level L,, exceeded 1.5. The
closeness in behavior of the duobinary detection algorithm to that of its counterpart
(dicode) can be explained by noting tﬁat the two algorithms are indeed very similar,
with the same boundaries except for the difference in valid survivor in each allowable
region of operation. Thus it might be safe to conclude that this algorithm is also

robust to saturation effects.

H

4.3 Error Rate Performance

The evaluation of the detection algoritims is not complete without investigating |
- error-rate performance; since this usually serves as a benchmark for algorithm testing

and verification. For this test on both ternary channels, the respective algorithm was
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Figure 4.15: Error rate performance: Ternary dicode channel

simulated in MATLAB. Also, the traditional Viterbi dei_;eét'or without path metrics
simplification or normalization was simulated af several signal—to-nbise ratios and the

obtained results are shown in Figures 4.15 and Figure 4.16.

As can be seen that the results exhibit a very high deéree of closeness between
the derived algorithms and the typical Viterbi detector for both channels, this further

authenticates the correctness of the derived algorithms.

4.3.1 Ternary Channel Detection vs. Binary Channel Detec-

“tion

The fundamental partial-response signaling channels are subject to error-event oc-

currence, however, the degree/type of error-event occurrence varies from one type of
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Figure 4.16: Error rate performance: Ternary duobinary channel
channel to the other.

The transmission mode in the channel could also lead to varying degrees of error-
event occurrence. This section focusses on the error-event occurrence in both the

binary and the ternary dicode channel (just to serve as an illustration).

Generally, error-event occurrence in PRS channels has been studied [50]. The
error rate performance at high signal-to-noise ratio for the dicode channel can be

given as:

. d..;
P, error—event/symbol = Kerror——event/symbolQ (22:) . (45)

where Perror—event/symbol 1 the probability of error-event /symbol error occurrence, dpin
is the minimum distance, o is the noise variance, Kerror—event/symbor 1S & minimum

distance dependent constant, and Q(.) is the Q-function or the cumulative Gaussian
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distribution, which is defined as:

= [ (o=)eFam e

For the syinbol error rate probability Psympor, it can be calculated from three

factors [25], which are:

e probability of minimum distance event occurrence.

e probability of the minimum distance events being supported by the data se-

quence.
e number of errors in the event.
However, for the error-event probability Pirror—event, only the first two factors are

sufficient. In terms of the number of states present in a channel, Pyympo can be

expressed as:

dmin
Psymbol = 2St(St - 1)Q <20N> (47)

where S; is the number of states in the channel [7] and the noise variance (oy) is

10—0.05SNRdB
= —1. 4.8
o= () o

Thus for the binary and ternary dicode channel, Kgympor is 4 and 12, respectively.
Also, for a normalized input s € {=1,0} as assumed in the derivation of the algo-
rithms, the minimum distance of an error event in both the ternary and binary dicode

channels results in Aupin = V2.

‘Therefore, for the same signal-to-noise ratio, it is expected that the performance
of the ternary dicode channel will be worse than that of the binary channel. This

is so because the ternary channel has more states that could support an error event
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occurrence than the binary channel and thus results in the incréased probability of

minimum distance error event occurrence from 0.5 to approximately 0.67 [17].

Figure 4.17 shows the asymptotic error rate curve in comparison with the error rate
curves for both the binary and ternary dicode Viterbi detector. This result shows the
degree of accuracy of the new algorithm and it also confirms the expéctéd degradation

in performance of the ternary channel in compafison to the binary channel.
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Figure 4.17: Error-rate comparison

4.3.2 New technique vs. Friedmann’s technique

The proposed algorithm for the detection of a tefnary dicode channel was compared
with the technique that previously existed in the literature (Friedmann et. al) [27].

The benefits of the new proposition are summarized in Table 4.1.
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Table 4.1: Comparison of ternary dicode channel detection techniques

Criteria Friedmann et al. [27] New Proposition
Number of 2 2
thresholds
Threshold Ty =05((S-1—S)+1) | Amg=mo—m_y

T3 =0.5(Sp — 1) Ame =my; — My
definition
6 comparators 6 comparators
needéd needed
Hardware 11 quantities computed 7 quantities computed
Implementation ' | at every time (of corﬁparable
step corﬁplexity)

Starting |T1| = |T3] = 0.5 (non-zero) | Amy = Am,=zero
condition - sign(Ty) = —sign(T3) | since all state metric

' ‘ assume equal value
Number of regions T 5

The algorithms were simulatéd in MATLAB with the necessary comparisons and

updates done as appropriate in each case, in order to compare the two techniques.

Figure 4.18 shows the simulation result obtained from the two techniques using the

same input data (small sample size of 25) while Figure 4.19 shows the bit error rate

curve for the two techniques.

From the simulation results obtained, it could be inferred that the new proposition

achieves the same error rate perfbrmance as obtainable from the technique of Fried-

mann. It does so with a lower signal swing for the propagating differential signals
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Figure 4.18: Threshold adaption comparison
and it will also required less hardware in its implementation.

Moreover, it circumvents the need to have the two propagating signals (thresholds)
at a separation of £ = 14 and at opposite signs at the start of detection. The last stated
advantage could be seen as the direct consequence of using a more computationally
efficient threshold definition based on the true difference metric of the states in the

trellis.
4Actually, £ = Vres, where in this casé, Vres of unity value is’assumed. The choice of Viey is

dictated by the implementation. At the start of detection, the two thresholds, as defined in [27],

take on the following values: 77 = 0.5V;..; and T3 = —0.5V,;.



4.4, Algorithm translation for hardware implementation 64

BER vs SNR

T Ao

i} —Temary Dicode VD

A O New Proposition - ]
[« .{ -+ Friedmann Proposition

.| = = Binary Dicode VD

Bit Ervor Rate

0 2 4 6 .8 10 12
’ - Signal to Noise Ratio in dB

Figure 4.19: Bit érror rate vs. Signal-to-noise ratio
4.4 Algorithm translation for hardware implemen-

tation

In order to develop the required hardware implementation of the.algorithm, there is
the need to interpret the algorithm, taking into consideration the limits and electrical

parameters with which the implementation would operate.

So far, the algorithm has been interpreted using normalized transmitted symbols
sk € {£1,0}. However, in reality, the hardware will operate on voltages and currents
and not symbols. Therefore, an arbiﬁrary reference electrical parameter (voltage) Vyes

will henceforth be used, such that s € {£V,,0}.

Consider, the pertinent' communication system as shown in Figure 4.20. The noisy

received sample g, could be either negative or positive, and it could shoot above or
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Figure 4.20: Reference communication system with detector

below the poWer supplies of the detector. Therefore, the received noisy signal y(t) has

to be mapped to the appropriate and desired hardware implémentation before being

fed into the detector. i.e. y(t) has to be conditioned.

In order to condition y(t) appropriately, a worst case scenario of SN R= QdB is

considered (at this SNR, the noise and signal power are equal). Recall that,
Yk = Tk + T : _ . (4.9)

where ny, is the noise sample at the instance of time k. Thus, the extremes of y; are
such that the upper and lower limits are +4V,s and —4V}.s respectively (assuming
that n; which could range from —co to co has extreme values equal to that pf the
| noiseless coded symbol). By taking into consideration the extremes of the shifting
operation that is reqﬁiréd in the detection é.lgorithm (i-e. +1.5V,, £), then, the possible
limits of the signal that the detector would be expected to handle are +5.5V,.¢. This
is the signal that should be mapped to the smallest signal swing (Vipaz — Vinin) of the

hardware.

Since the system under consideration is a linear system, the required input condi-
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tioner is a linear type as shown in Figure 4.21.. This leads to the following équa,tions:

ﬂ[y(t)upper + 1~5V'ref] +a= Vmam '
ﬂ[y(t)lower - 1-5‘/;~ef] +a= Vmin ” (410)

where £ is a normalizing constant and « is an additive constant.

Thus, )
o= (Ymﬁ..lm) (4.11)
[ Vinaz = Vini | | '
_ Vmin , 4.12
p (Homotom) (412
Rearranging the LHS of equation(4.10) yields
Bly(t) + 1.5Vies] + o= y(t) & 1.58V,er (4.13)
where the conditioned input into the detector hardware y(¢)’ is given by
y(®) = Bu(t) +o e

. . implying that o is the common-mode level of y(¢)', and By(t) is the amplitude.

Hence, the maximum /minimum amplitude of the conditioned input is,
4 : :
y(t)l = & <ﬁ') (Vmam - Vmin) ’ (415)

and this has a common-mode level of a.‘It means that the detector hardware would

tolerate an input conditioned to about 36% of its smallest signal swing.
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Figure 4.22: Limitation effect on conditioned input y(t)’

Moreover, the amount of level-shifting required in the detector hardware is given by:

Vma:z: - Vmi )

- (4.16)

H05fVe =+ (

and

> (4.17)

representing about 4.5% and 13.6% of the smallest signal swing respectively. Thus,

+1.50V;o5 = 3 <M>

the extremes of the shifted conditioned input is guaranteed to stay within 50% of the

available signal swing above and below a.

'The simulation result obtained by limiting the cohdiﬁioned input between arbi-
trary values Vie, = 3.3V and Vi, = OV is shown in Figure "4.22. It can be observed
from the simulation result that the steady state error rate value attained without a
conditioned input y(t) (Figure 4.11), is the same as that of a conditioned input y(t)’
(Figure 4.22). '



Chapter 5

Detector Design and

TImplementation |

5.1 Architectures

It was established in chapter 4 that ~the proposed algorithm for the detection of
ternary fundamental channels exhibits the tendency to be robust to some undesirablg
effects when implemented from an analog perspective. It must be noted however, that
the algo;:ithms can also be digitally interpreted and implemented but for the reasons
already stated in the preceding chapter, the focus will be on an analog (mixed—éignal)

impleméntation.

The choice of an analog/mﬁced—signal implementation is éiso suppori;ed by re-
ported works in the literature, which have not only proven the 'feasibility of this type
of implementation (at least for a two-state PRS channel) but have also demonstrated
the possibility of high—speed operation, at lower power consumption and smaller die-

area in comparison to their digital counterpart.)
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So far, reported works have basically been implemented based on three types of
architectures; one of which (the input inter-leaved architecture) is very: unique and
provides a novel architecture for impiementing differential threshold analog detectofs :
(for a two state dicode PRS channel) [22, 23]. However, the investigation of the
applicability of the underlying principle behind the input inter-leaved architecture to'

the proposed ternary channel detector will not be discusséd in this chapter.

The second architecture of note is that described in the work of Aitarriba et. ai
[51] and Matthews et. al [19, 20] (referred to here as the analog feed-forward/analog
- feedback architecture). This architecture employs the use of control logié to sense
the digital decision of a clocked analog compﬁrator in order to output a digital signal
that will activate the appropriate sampling switch to track and hold ‘the survivor pé,th
metric. The deterfnined analog, sampled state metric is then fed back for the com-

putation of the state metric difference Am, which is used to calculate the necessary

. path metric to be compared in the next time instance.

Even though this architecture has been reported to have worked at a maximum
speed of SOMB /s for a two-stat'e' dicode PRS channel detector using the 2um MOSIS.
CMOS techrioldgy with a single 5Volt supply, three drawbacks are noticeable. These |

are:

e the implementation did not utilize the true difference metric algorithm effec-
tively, since the computation of absolute state metrics was done within the

implementation.

e it utilizes master-slave track and hold circuits along with the needed input track

and hold circuitry.

- it uses an analog feedback for the computation of the path metrics.
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The remaining architecture, referred to here as the analog feed-forward/digital
feedback architecture was used by Shakiba [21] also for the implementation and ver-
ification of a two-state dicode PRS channel detector. It must be noted that a similar

architecture was also proposed by Bergmans et. al [18].

In this architecture, the level-shifted input signals are constantly compared with
the lone required differential threshold using fast analog clocked comparators. The
comparators’ digital decisions are then fed back to activate the appropriate sampling
switch to track and hold one of or neither of the two level-shifted input signals which
uﬁdates the differential threshold for the next detection time instance. Notably,
this architecture, addresses all of the aforementioned drawbacks of the analog feed-

forward/analog feedback architecture because:

e it uses the true difference metric as originally proposed by Ferguson [15].

e it eliminates the requirement for master-slave track and hold (T/H) circuits,

thereby reducing the number of T/H circuits needed.

o the implementation avoids the accumulation of analbg error by employing digital
feedback to activate the switch that would update the metric appropriately in
the feed-forward path. ‘ ‘

The discrete implementation of this architecture has been shown to be robust
to a variety of undesirable analog errors [21], while an integrated input-interleaved
version using a 0.8um BiCMOS technology with a single 3.3Volts supply has been
demonstrated to operate at 100Mb/s for a 'b.inary dicode d‘eféctor (twice as fast as
the analog feed-forward/analog feedback apprdach) [22]; corresponding to 200Mb/§

channel rate for the PR4 channel detector.

Therefore, based on the above observatiofls; it is the aim of this research to extend
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the use of the analog feed—forward/ digital feedback architecture fo the virtually un-
explored territory. of ternary maximum-likelihood sequence detector design; solely

using a CMOS technology for proof of concept.

5.2 Detector Design

In order to demonstrate the implementation of the proposed detection algorithms,
the ternary dicode detector will be implemented to serve as a proof of concept'. As
“already pointed out in table 4.1 of the previous chapter, the implementation will
require the use of six comparators and only seven analog quantities need be éomputed
at each detection time instance; which are v, y;, £0.5, 33, £1.5, Am, and Amyg. Thus,
based on the principle of the analog feed-forward/digital feedback architecture, and -
a meticulous observation of the algorithm, a voltage-mode ternary ‘dicodeﬁ deteéctor

architecture is shown in Figure 5.1 without the survivor memory circuitry.

The detector uses a single digital block (control signal generafor) .and simple
aneylog functional blocks such as a simple track and hoid circuits, buffers, summer
or level-shifter, a cross-over multiplexed track and hold circuit, and clocked analog

comparators.

5.2.1 Input Track and Hold circuit

As already pointed out in the previous chapters, analog Viterbi detectors need. only
a moderate resolution of 6-bits; thus simple analog building blocks can be used. In

this detector implementation, an open-loop track and hold circuit was used to obtain

see Appendix D for an updated version
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the needed noisy sample y;, from the condltloned mput y;. However, it is known that
this type of T/H circuit suffers from clock feed-through effects and 51gna1-dependent
hold step Vhoig—step Which is g1ven by

CovamLm(‘/dd - V;th - yt))
2Chold(in)

|Vhotd—step] = < (5.1)

where C,, is the transistor gate oxide capacitance, W, is the width of the sampling
transistor, L;, is the length of the sampling transistor, Vy; is the power supply, Vi
is the process dependent sampling transistor threshold, ¥ is the conditioned analog

input, and Chaan) is the input holding capacitance.

Although V}wld_step varies linearly with the input yé, and it is also inversely pro-
portional to the holding capacitance Chozd(in), the sampling transistor aspect ratio can
be chosen to try and keep the hold step small even with the use of a small holding ca-
pacitance. A small holding capacitance will help to ensure ﬁhat the encountered time
constant in the sampling mechanism is small enough to aid a high ‘speed operation.r
Also, in order to minimize charge injéction, a dummy transistor, half the size of the
input sampling transistor was used. It should also be noted that a limited input ¥,
would aid minimizing the hold-step too. Moreover, differential signalling can be very
useful in minimizing the undesirable effects of the track and hold mechanism. Figure

5.2 shows the track and hold circuit that was employed.

Figure 5.2: Input Track and Hold Circuitry
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5.2.2 Buffer circuifry

In order to prevent the other stages in the detector implementation from loading the
input T/H circuit, a buffer circuit was used. Since buffering at high-speed is needed,
a transconductance circuit can be used to implement the buffer [52]. Figure 5.3 shows

the block diagrém of the buffer circuitry.i

V1 N‘
gmy
Veef1 / .
Vout
Vref2

Figure 5.3: Buffer block diagram

A small-signal analysis of this diagram reveals the condition under which it can

‘act as a buffer. The small-signal diagram is presented in Figure 5.4.

<~L> 8m Vind1 gol

'Vrefl ——0

Figure 5.4: Buffer small-signal diagram .

Considering node % in the diagram, and applying kirchoff’s current law, we have:

Im1Vind1 + gm2Vindz = o1 Vout + Jo2Vout (5.2)
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where Vipgs = Vi — Viesr and Vings = Vies — Vious.
This implies that, '

(gol + g'o2 + ng)Vout = gmlvi + gm2V;',ef2 - gmlﬁ[/;'efl- - (53)

Assuming that gme > go1 + o2, then the output voltage is given by:
Vout = (M) Wi+ Vies2 — <gﬂl‘) Vres1- ' (5.4)
. m2 Om2 - :
Thus, if g1 = gms, then,
Vour = V1 + W‘ef2 - .V'r'efl-‘ . ' (55)

Therefore as long as Vi1 and ’_V,efz'are eqﬁal, the output voltage Would follow the
input voltage, however with a gain error which may occur if g,e is not greater than

the sum of go; and go2, and if gmy # Gma-

.-l;;

s %E%P—{

<0

ut

Figure 5.5: Actual Buffer Circuit |

" The actual circuit implemeﬂtation uses the simple differential pair to implement
the transconductor block and is shown in Figure 5.5. The dc-response of the buffer

operating with a single supplj voltage of 3.3V, using the 3V 0.18um technology is
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s

shown in Figure 5.6,_Whi§h exhibits a‘ linear output characteristic between V,;, and -
Vinaz Of approﬁmately 1.2V and 2.1V respecti\}ely. This linear'outp.ut should be
obtained within a maximum input signal swing of 4OQmV as shown by the simulated
dc response of the buffer. o

DC Response - . n

4z Ain
39 x: Nout

20 |

Yout (V)

-1.2 -.60 -28 20 .60 1.8
. Input Sweep Range (V) .

Figure 5.6: Simulated buffer dc response

To further investigate the operation of the circuit as a bﬁffer, several transient
simulations were performed with varying input signal swings. Figure 5.7 shows the
circuit response to an excitation of 600mV at 1OOMHZ; which is beyond the expected -

linear range of operation.

As can be observed, the signal distprtion is extremely high and the buffer output
is qlipped. With a reduced input excitation of 400mV, the buffer output tries to
follow thé input signal, however with some offset and phaée shift. This is shown in
Figure 5.8. However, with a 200mV input swing, the distortion is much more reduced

- as shown in Figure 5.9.
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=t Aout
32 N

Figure 5.7: Simulated buffer transient response @ V;,, = 600mV, frequency 100MHz

\]
o Via

Signal Yolus (V) N

N o . .
28 18n 28@n £ 4da H 68a

Figure 5.8: Simulated buffer traﬁsient response @ V;, = 400mV/, freduency 100MHz

5.2.3 Leifel-shifting’ circuitry

- Based on the limited range of linearity of the buffer circuitry and the shifting require-
ment of the algorithm, the level-shifting circuitry is constrained to ensure a steady

shifting of the sampled input by +0.58V,; and £1.58V,s.

These translate to approximately £40.9mV and £122.7mV resﬁectively, by sub-
stituting Vinin=1.2V and Vine,=2.1V in Equation (4.16) and (4.17).These voltages are

not enough to surmount the transistor threshold in a 0.18um CMOS process.
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«3 Mool
83 Hin

Figure 5.10: Level Shifting Circuit

However, Equation (5.5), will prove invaluable in achieving the required shifting
operation since the difference between Viep1 and Viese can be used to provide these
voltages for down—shifting or up-shifting the sampled input. Figure 5.10 shows the

level-shifting circuit.
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5.2.4 The clocked comparator

Analog éomparat,ors are used to serve as interface between the analog blocks employed
to carry out the necessary analog signal processing in the detector and the digital

survivor memory management circuitry.

Functionally, a;n analog comparator is expetl,ted to provide full-scale digital signal
for driving digital logic from very small difference in the available input analog signals
[53, 54] For the application at hand, high—speed operation at good resolution is
desirable even at extremely small differences in the input sié;nal, in order to ensure

that the detector does not make erroneous decisions.

The characteristic behavior of a differential pair in response to a differential input
can actually be exploited to implement the comparator. Consider a typiéal differen-
tial pair as shown in Figure 5.11. If the differential input voltage Vinq should change
polarity, then the single-ended output at node k, will respond accordingly at a gain’
value determined by the transconductance of the input transistors and the output con-
ductance of the differential pair. Thus, if two of such differential pairs are connected
“using the same input but at opposite polarity, then two pre-amplified single-ended

outputs of opposite sense are obtainable.

The pre-amplified outputs can then be directly used to drive positive feedback
circuitry which will be able to provide additional gain for the input signal, to drive a
latch that is needed to obtain full-scale digital signal levels. ‘Figure 5.12 depicts the

. actual comparator circuit with the appropria{;e reset switches.

In the track mode (i.e. when the comparator clock goes high), the positive feed-
back circuitry is disabled, and the back-to-back inverters are prevented from compet-

' ing, thus both outputs of the comparator are reset to logic ‘0’. In the latch mode
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however (i.e. when the comparator clock goes low), the positive feedback circuit as
well as the back-to-back inverters are enabled and competition quickly proceeds to
ensure a correct comparator decision in response to the direction of change in Vg

" even at very small differences in input signal values.

A small-signal réprese'ntation of the designed comparator is shown in Figure 5.13.

out

" +l.l- ~flk-] et [E_ME']
. T B

Figure 5.12: Clocked corhpaiator circuit
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Figure 5.13: Comparator small-signal representation ;
Applying Kirchoff’s current law at r_lodé z, we have:
—ngWnd = golv; + 5Co1 Ve '
» ' Im1
Vo = —{——— ) Vina 5.6
‘ : <gol + SC’ol). ind (5.6)
Also at node Y, we have:
gm2%n{i = go2V;;; + SCOZVy
vy = (5.7)

Im2 ‘
——— | Vina-
(.902 + 3002) jmd
Moreover, .

~GmyVe = GoyVour + 8Cy Vi

Vo= — Imy v,
out . ( goy + 80y>
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— <gmlgmy 1

Qdigoy ) (1 _I_S%:i_) (1 +3g_c;%) Vind- (5.8)

Also,

’

—GmzVy = goa:-“ol—;'l' SCx_—;q;_

T Imz
out (goa: =+ 30:1:) V:;J
o <gm2gma:> 1 Vind (5 9)
0. ox . c i g@. e )
9ond (1 + 33:22) (1 + sgw)

Therefore, if go1 = go2 = goa, Jox = oy = GoB, Cor = Co? = Co4, Oy = Cy = Cyp,

Im1 = 9m2 = md and ma = gmy‘= Gmn, then

Vour = —m : (
= ain ind- 1
’ Ag (1 + 37'1) (1 + STg)_ Vnd (5 O)
' where ' | ‘ _
Aqgain = (%) | (5.11)
. 0. 0. B
™= g": (5.12)
0. R
Ty = (;s (5.13)
0.

The operational input signal range for the comparator can be estimated by:

Ita'il ’ Itail | ‘
Wn(min) > - + . .+ V'm(m) (514)
| 2K, (—ng ) . Kn_(va:::}) |
- ) Ligir ‘
Wn(max) < ‘/oid - - l‘/;,pl + V;ﬁn(in) (515)
WE‘— oa.
2Kp ( Lp—lloa:) )

where Kn/p = §tin/pCostn/p)-

This implies tha’q the estimated input ‘signalv range for the comparator based on the
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'3V 0.18m technology used is:

0.74V < Vingeomp) < 3.2V | (5.16)

Figure 5.14 shows the simulated comparator deéisiop for an input difference of |
1mV over the estimated range at a clock speed of 100MHz . The actual observable
input range for the comparator according td the simulation.is 0.8V < Vi, < 3.0V.
By resolving a 1mV iﬁput voltage difference, over this range for frequencies up to
100MHz, the comparator exhibitsl a 10-bit resolution using a sihgle 3.3V supply;
which is 1n excess of the stipulated requirement for an analog Viterbi detector.

L]

o2 Nini
4@ Nin2 . :
-~
S 20 _\—/—\__
-
2.2 1 1 t :
v Az
4o ¥ Ny :
2 W
-~
2.0 A
50 = Noutl
> 20 | ‘ ' ' ‘ .
-
-1.0 . L L L L
50 » Nout2
S 20 |
< . .
-1.9 L .

0.9 18n 2@n 3@n 48n 58n

Figure 5.14: Comparator decision for O..8V < Vin < 3.0V

\

5.2.5 The Crpss—overll\/[ultiplexihg T/H

The cross-over multiplexing track and hold mechanism interfaces the level-shifters to

the six ‘comparators for simultaneous updafce of the two'differential thresholds Am, ,
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and Amyg. It comprises two holding capacitors, two buffers, feed-forward transmission

gate networks and two cross-over transmission gates.

Figure 5.152 shows the mechanism with the activating control signals. The activat-
ing signals for the transmission gates are obtained from the control signal generator,

_which output the digital signals based on the decisions of the comparators.

S, S6 4 Chold
15 = : :[:
oX L = 4 |%
5. 1
1 :
S 5
: T -
» 82
S5

¥F03 S¢

s, ., | OS5pF
3 14
o yk+l.5 1
5.
. ‘ =

Figure 5.15: Cross-over multiplexing T/H mechanism

/ ° An,

old

L.
j::h

s

The cross-over multiplexing track and hold mechanism ensures that the differential

thresholds are updated appropriately for the correct sighal processing to take place.

2see Appendix D for an updated version -
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The mechanism holds the previous differential thresholds’ values when the compara-
tors: are in their track mode. In this. mode, both the feed-forward and cross-over

transmission gates are disabled.

However, during the latch mode of the comparators, the appropriate control sig-
nals are generated, thereby making the mechanism to track the signals updating the
thresholds. It is during this mode, that cross-over transmission gates can be activated

(either one or both) or not as appropriate.’

5.2.6 Control Signal Generator

The control signal generator is ‘very critical in the detector operation since, an incor-
rectly generated control signal would send the detector into making wrong decisions;

which would result in an extremely high number of errors.

Table 5.12 summ;;,rizes the mapping of the comparator decisions fo tﬂe region
detected in the algorithm. Based on this table, and the requirement that an all
zero six bit address should be generated by -this blpck during the track mode of
the comparators, the required logic operation for ea(':h region can be derived and the
control signal generator can then be designed. Figure 5.16 shows the designed control

signal generator.

5.2.7 Clock Generator

A clock generator was designed to provide the needed on-chip clock for the detector

from an off-chip fifty percent duty cycle clock. Two clock signals are needed for the

3see Appendix D for an updated version
4see Appendix D for an updated version
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Table 5.1: Logic operations for control signal generator

Region | Comparator Output needed | Required Logic Op.eration

Ay Cy=1 C} (appropriately delayed to
' ' minimize tiining mis-maﬁch)
As Ci=0and C; =1 Ci+Cs.
As(%) Co=0,C;=0and Cy=1 Co + C3Cy
As(iz) Cs3=0and Cy=0 -| No additional logic required
As(iid) | C3=1,0,=0and Cs=0 | C5C;s + Cs
Ay Cs=1land Cg=0 m
As : Ce=1 - - Cs (appropriately delayed to

minimize timing mis-match)

detector operation, which are the main clock used to activate the input sampling
switch as well as the comparators, and an opposite phase clock, used to control the

input dummy switch.

The main clock (CLK) ensures that while the input signal is being sampied (i.e.
data not ready), the comparators are reset. When data is now ready (i.e. input
sample heid), the comparators are made to operate in the latch mode. Figure 5.17

shows the on-chip clock generator. |

5.2.8 Bias Circuitry

The bias circuitry was designed to work using an off-chip current source providing
50uA current input. Based on the common-mode level (), and the specified signal

limit (Vipin ='1.2V and Vi = 2.1V), the amount of level shifting required in the
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Figure 5.16: Control signai generator

~ detector, 0.54V;.s and il.éﬁ%ef can be calculated.

’ The bias circuitry generates the needed voltage levelé for shifting as Vo +0.58V,er ~
1.691V, Ve — 0.58Viey = 161V, Vi + 1.58V,ey = 1.773V and Vo — 1'5/6V"€f R~
1.527V. The differential pairs tail biasing voltages are also appropriately geﬁerated.
’Figure 5.18 shows the bias circuit. )

5.3 Detector simulation results

All the above designed building blocks were put together to implement the ternary
dicode PRS detector (without the survivor memory management section). Usirig a
build to verify approach, a 55.2K() resistor was placed between V4 and th§ input
current mirror of the biasing circuitry to mimic the generation of the 5OMA off-chip

current source.



5.3. Detector simulation results ‘ 88

_lg

e | i
"'Im IV‘

~Ix

OfT-CHip Clock Ot

=l ] =l
s
I
Tl
=& | =&

A&
...I‘,. -l;

Figure 5.17:

AN

352K

]

e

- Figure 5.18: Bias Circuitry

In order to establish a means of authenticating the simulation results obtained
from Cadence (industry standard CAD design program), we decided to use the signal
values generated by MATLAB with the input conditioner already incorporated. By
so doing, the simulated detector decisions from Cadence can be cbmpared with the
MATLAB prediction, which assumes that all the building blocks functionality are

ideal (i.e. no gain error incorporated).

Furthermore, it was decided to use a small sample size of 21 (arbitrarily chosen)

input data at a high signal-to-noise ratio. The detector was tested based on a condi-
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Figure 5.19: Simulated signal shift

tioned input at SNR=16dB, 14dB and 12dB, with the 50 percent duty cycle off-chip
clock operating at 100MHz. Figure 5.19 shows. the input signal at SNR=16dB, the

on-chip main clock, as well as the level-shifted sampled signals.

The two thresholds Am, and Amg were captured in Cadence and shown in Figure
5.20. It can be observed that this.implementation suffers greatly from the effect of
clock feed-through and éharge injection. However, this is not unexpected since a
single-ended desigﬁ was.used for the proof of concept_.. A fully differential design
would ultimately help in reducing these effects. Nonetheless, the de_t:ector was still

able to uphold the assumption that Am, < Amy all through the detection time frame.
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Figure 5.20: Simulated threshold movement

5.3..1 Detector decisions

Since the overall design did not incorporate the survivor memory management, the \
detector. decisions can onle be determined to be correct or not by obéerving_ the
comparators’ output. The results (6-bit address in each detection time instance)
can then be fed into an algebraic trace-back memory management program written
in' MATLAB, to obtain the detected ternary sequence. The captured comparat;)r

outputs are shown in Figure 5.21. .

Table 5.2 summarizes thése results along with the MATLAB predictions. The

observed variation in the captured 6-bit address from that of MATLAB in some in-
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Figure 5.21: Captured comparator outputs

stances could be attributed to the fact that MATLAB predictions did not incorporate
any gain error and non-ideal effects, which affects the detector design. Nonetheless,
the detected ternary sequence is the same as-the uncoded transmitted symbols. This
is so because the actual bit responsible for determining the detected region is not

affected in these instances.

- Furthermore, bit error rate computation was donie for the detector within the
operational limiting signal range of 1.2V and 2.1V, as was used for the detector design.

The obtained result is shown in Figure 5.22 and that for the input limiting effect
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Table 5.2: Comparison of MATLAB :aljld Cadence simulation result

MATLAB | Captured | Detected | Transmitted
predictions | results | sequence symbols
010100 010100 -1 -1
001010 001010 0 0
001010 001000 1 1
110100 110100 -1 -1
001010 001010 0 0
001010 001000 1 1
110100 110100 -1 -1
001010 001010 0 0

- 001010 001000 1 1
110100 110100 -1 -1
001010 001010 0 0
001010 001000 1 1
110100 -110100 - 0 0
000100 000100 -1 -1
001010 001010 0 0
001010, 001000 1 1
110100 110100 -1 -1,
001011 001011 1 1
110100+ | 110100 0 0
000100 000100 0 0
000100 000100 -1 -1
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within these range is shown in Figure 5.23. These results validates the correc;tness: of

the design.

To obtain these results, simulation was carried out in MATLAB. The uhbounded
input y(t) was conditioned using the values 81.82 X 1073 and 1.65 for the normalizing .
constant (3) and additive constant (¢ respectively. These values were calculated
from the operational limiting signal range of 1.2V and 2.1V using Equations (4.11)- -
(4.12).

The obtained conditioned input y(t)’ was then fed into the detection algorithm
that was modelled to provide the shifting operations such that Equations (4.16)-(4.17
were satisfied. Different lengths of ternary input test vectors were ﬁsed for simulation
at different SNR such that the bit-error-rate (BER) at any SNR was obtained only
after at least a hundred érrors were counted (e.g. for BER at 1074, the length of the

input test vector is not less that 1 x 109).

It is worth noting that it is also possible to perform the simulation directly in
Cadence by making use of the file-based piece-wise linear voltage source (Vpwlf) in
the “analoglib”. The Vpwlf voltage source provides the functionali’lcy‘ similar to that of
an arbitrary waveform generator (AWG), and thus different lengths of test waveforms -

with varying voltage levels could be generated for testing.

The two’ column ASCII file describing the waveform in terms of time and voltage
level can be easily génerated in MATLAB and the file could be placed in a directory
such that the path and the filename is fulljy stated in the Vpwlf. Cadence simulation
caja then be doﬁe and the results “marched” so that a program can be written to sort

out the obtained simulation results.
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Figure 5.22: Circuit mapped error rate computation

5.4 Survivor Memory Management

The above design did not take into consideration the pdssible architecture’ for the
implementation of the survivor memory management (SMM) circuitry. It is generally
known that there are two primary means of implementing the SMM; namely the

register-exchange method and the trace-back method [55, 56, 57, 58, 48]."

Considered typically as a naive implementation of the SMM circuitry for Viterbi
detectors, the register-exchange method mimics the trellis of the channel for which the
detector is designed. Its operation is based on the exchange of information (register

content) between the registers involved, in response to the appropriate control signals.

The depth of the memory required is usually carefully chosen to be long enough in
order to ensure negligible error detection degradation. At every detection time-step,
“all registers exchange information thus, data has to be read, and re-written. This

‘method is simple and has a high throughput, but generally requires large area for
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2
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Figure 5.23: Input limiting effect within 1.2V and 2.1V

~

implementation.

In 1981, Rader published the idea of the trace-back method [55], which avoids the
movement of data (usuall.y long bit sequences) at every detection time-step by the use
of pointers. The method is based on backward processing of thé survivor‘pathﬂ update - '
in contrast to the forward processing approach of the register-exchange method. It

basically involves three stages:

e traceback read, which when run to a predetermined depth, is used to initiate

the decode read operation.

e decode read, the stage where actually decoding is done and bits are sent to a

bit-ordering (reversing) circuitry.

e new data write, during which detector decisions are written to locations just

made free by the decode read operation.

Although this method is area eflicient, it is generally more complex than the

N
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Table 5.3: Survivor memory path control logic

Logic Operation |-

Condition | Comparator Decision | Survivor
equation (3.16) Cs=0 Si1— Syt S;=0Cs
equation (3.17) [C5C%] = [10] So — S41 Ss =.—C'§+ Cs .
equation (3.18) O’e.= 1 S_1— Sy So = Cj
eciuation (3.19) Co=1 | Si1— Sp S1o = Cs
equation (3.20) [C2C5] = [00] So — Sy Sy =Co+C5
equation (3.21) Cs=1 S_1— S S10 =Cs
equation (3.22) =1 Si1— S S13=Cy
equation (3.23)- [C1Cy] = [01] So— S_4 Suu=C1+Cy
equation (3.24) Ci=0 S_y— Sy Sis=07

register-exchange method.

Therefore for simplicity, the SMM for the ternary dicode detector can be imple-

mented using the register-exchange method. Recalling equations (3.16)-(3.24) and '

Figure 5.1, the design table for the survivor memory control logic results and is pre-

sented in Table 5.3.

Based on this design table, a sample survivor memory path can be developed as

shown in Figure 5.24 (see Appendiz C for derivation and validation). In this case, a

tri-state, multi-valued D flip-flop is réquired, since there exist three stable states in

the channel trellis. A possible circuit implementation of the tri-state, multi-valued D

flip-flop was reported in [59].
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Figure 5.24: Survivor memory path construction

5.5 Experimental Results

The design was fabricated via The Canadian Microelectronics Corporation (CMC) in
a 40 pin-DIP package using TSMC CMOS 0.18um process. The analog and digital
power supply rails (V; and gﬁd) were kept separate from each other in the design to
minimize switching noise interference. The overall chip size (bond pad inclusive) is
1.44mm x 1.24mm equivalent t_d an area of 1.78mm?; twenty two circuit nodes (I/0
and power supplies) were bonded for testing purposes. The chip layout is shown in

Figure 5.25.

5.5.1 Test Signal Generation

In order to generate the appropriate test vector (random ternary sequence) for the
designed chip, minimum distance error-event occurrence in a typical ternary dicode

channel (stated in subsection 4.3.1) was taken into consideration.
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Figure 5.25: Chip layout diagram

As noted in subsection 4.3.1, a typical ternary dicode channel has a higher mini-
mum distance errof event 6ccurrence probability than a typiqal binary dicodé channel.
Thus, the input (uncoded)-ternafy sequence has to be designed to minimize free min-
imum distance error event propagation by truncating the length of propagation and

ensuring frequent alternation of non-zero input symbols [60].

The design of such codes had been studied and the relationship between the
capacity and truncation length z is already known [60]. Thus, a simplified version of

the code design state diagram found in [60] was used'as shown in Figure 5.26.



5.5. Experimental Results 99

starting symbol (x=lor-1) -

Figure 5.26: State diagram for ternary sequence generator

Basically, this-state diagram ensures that zero symbols limited by the specified
truncation length are substituted for recurrin'g" non-zero symbols, while forcing the
next occurring non-zero symbols to be opposite in sign to the last (or previously)
occurring non-zero symbol. The implication of this is to frequently force survivor
paths from state Sy to S_; and vice-versa preventing minimum distance error events

from propagating freely within the channel.

For instance, by using an arbitrary truncation le_ﬁgth of 3, the following binary
sequence (antipodal) {1 111-11-1-1-1-1]is converted to the ternary sequence [1
000-11-1000)], and the resulting state diagram will be as shown in Figure 5.27.

-1/-1

1
starting symbol ——

Figuré 5.27: A typical example of ternary sequence generation

Thus an arbitrary ternary sequence was generated via the above method from a
completely random binary sequence obtained in MATLAB from normally distributed

random numbers with zero mean and variance of one. The ternary sequence was then
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differentiated and corrupted by additive white gaussian noise (AWGN) of known
variance as specified by Equation (4.8). The data was then oversampled by 8 and
loaded into an arbitrary waveform generé,tor-(Sony/ Tektronix AWG520).

~ Prior to loading the data into the AWG, the symbol length of 512 was generated
(since the input data to the AWG must be multiples of 8 in length); representing
4096 sample points in total. Also, the data was constrained by niapﬁing the values -

within the range 1.2V and 2.1V that the detector was designed for, using Equations
(4.15)-(4.17).

‘ F\lrthermore, the data was then level-shifted down by 1.2V to ensure that the data-
to be loaded into the AWG satisfies the input condition of +1 and an output signal
ranging between 0V and 900mV is obtained at the limits. Clock data of equal length
. as the analog signal was also loaded into the AWG. The clock data was derived using
equal length (4 each) of -1 and 1 for the low and high phase of the clock respectively.

5.5.2 Chip Test Bench

The chip test bench is as shown in Figure 5.28 where the chip is depicted by the .
DUT (Device Under Test) block. Since the output of the AWG has to be shifted up
by 1.2V before being fed into the DUT, a level-shifting circuit shown in Figure 5.29
served as the interface between the AWG (channel 1) and the DUT..

“ A high-speed, wide bandwidth voltage feedback CMOS op-amp (Burr-Brown OPA
355) was used for fhe level-shifting circuitry and a. bypass capacitor of 10uF was
connected between the power rails of the op-amp. Also, the clock’ data (4096 sample
points as well) from the AWG (channel 2) was double inverted using a Fairchild

inverter chip 74AC04. This was done to ensure that the off-chip clock going into the
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detector will have-a logic ‘1’ corresponding to 3.3V since the maximum level of the:

clock signal from the AWG is 2V.
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Figure 5.29: The off-chip level shifter

The AWG run mode was set to “Enhanced”, while the trigger was set to external.
This was done in order to utilize the functionality of the AWG to generate a specific
number of symbols and clock cycles as dictated by the user in its sequence)igable. By so
doing, different lengths of test vectors for the DUT can be generated as appropriate
for each desired signal-to-noise ratio, aﬁd also the sequence is guaranteed to stop
once the specified end of sequence is reached. Also, the clock rate for the AWG was

appropriately adjusted bearing in mind that its input data had been oversampled by
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8. Thus, for instance, for circuit operation at 1MHz_, the AWG clock rate was set
to 8MSamples/sec resulting in a bit/clock period of 1us for testing at 1Mb/s. The
chip test was stopped aﬁ the clock rate of 20Mb/s even though simulation predicts
- operation up to 100Mb/s for the ternary dicode detector (equivalent channel rate of
200Mb/s).

At the time of designing ‘the .chip:, the survivor memory management part of the
detector was not included. Therefore, in order to verifir the correct fﬁnctionality of the
fabricated chip, all six digital outputs from the DUT compé,rators have to be captured
in parallel for furthér analysis. For this purpose, a 16 channel, 4GSamples/sec mixed-
signal oscilloscope (Agilent Infiniium MSO 54832D) was employed using its logic
analyzer type probe. ' : -

The time-base of the MSO was appropriately set to eﬁsure that the entire test
sequence is captured in a single-shot, and the trigger was set for 3.3V CMOS operation
with a threshold of 1l.65V. The MSO was set to trigger off the rising edge of the DUT
clock signal, while the digital channels 8 to 15 were turned off since only channels 0
to 7 were used for the test. Since the MSO has deep memory, the acquired six bit
address (comparator outputs)‘: at every tested signal-to-noise ratio was stored in the
MSO hard disk. After all data acquisition has been completed, the stored data was
downloéded to a PC by connecting the MSO to a PC via the available ethernet link.

A sample-of the acquired signals is shown in Figure 5.30.

5.5.3 Experimentél Data Analysis

The acquired data from the chip test was stored in a CSV (Comma Separated Vari-
able) format (a convenient format for the MSO which uses Windows 98 operating

system), and had to be converted to a format more compatible for MATLAB anal-
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Figure 5.30: A sample of acquired signals @ 0dB SNR

ysis (ASCII space delimited format). After conversion, all pre-trigger information
was nullified before loading into MATLAB (easily observable since the MSO trigger
position was set at zero second). A MATLAB script was written to extract a single
detector decision sample for each clock cycle (out of about 50 samples/bit because of
the high sampling rate of the MSO). The extracted decision was then re-arranged in

a suitable manner for the remainder of the script to complete the analysis.

During the analysis, it was observed that the acquired chip output was pre-
dominantly taken from a set of valid 6-bit combinations (as shown in Table C.8
in Appendiz C) out of the possible sixty four (2°) binary combinations . Nonetheless,
it was also noticed that within the set of the chip output results, there were instances
of invalid 6-bit combinations for the detector. These occurrences were not seen in

simulation and a possible cause was investigated.

It was very difficult to ascertain the source of the problem since not all of the
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input/ output nodes of each block in the design were available for probing. This is a
serious oversight dufing the design of the chip. However, one likeiy factor thought to
be part of the cause of this problem is that of initialization imbalanee(unconstrained

or un-predetermined threshold(s) starting value(s)) for thresholds Am, 'a,nd Amg.

During the design of the detector, the two thresholds were initialized to the same
volté,ge value of V., = 1.65V (in order to provide equal weight for both thresholds)
at the schematic simulation level. However, it was impossible to guarantee equal
initialization values for the thresholds during layout since no additional circuitry
was introduced in the design to accomplish this. Nonetheless, during the chip leyout
simulation (schematic versus layout), it was observed that although the two thresholds

start at different values, the algorithm setties after the first clock cycle.

) Initialization imbal hre=alpha+0.5 and thrd=alph
T23 T T T

22

21F

™
T

Threshold Value (V)

Time Instince

Figure 5.31: Type 1: Initialization imbalance (Threshold Mevement)

Due to the invalid combination problem encountered during testing, this observa-

tion was further questioned and the effect of initialization imbalance on the algorithm
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Figure 5.32: Type 1: Initialization imbalance(Error Rate)
under different scenarios was simulated via MATLAB.

Figures 5.31-5.34 shows the obtained ‘resultsh (Type 1 is for the case Am,(0) >
Amg(0). Type 2 is for the case Am,(0) < Amy(0)). Based on these results, it was
concluded that threshold initialization imbalance might not be such an over-riding

factor for the problem at hand.

Another possible cause of the problém was thought to be that of a rather noisier
(thém expected) input to the DUT as Qbserved in Figure 5.30. The very noisy input
going into the DUT was also noticed in the chip test when the signals were checked

with another oscilloscope; a 2GSamples/sec Lecroy DSO (Wavepro 960).

The y; signal input to the DUT was noisier than the output observed from the
AWG itself. In order to overcome this problern and its effect on the detector, the test

board was examined and in particular the high—speed op-amp used for level-shifting.
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Figure 5.33: Type 2: Initialization imbalance (Threshold Movement)

The op-amp and its passive components were bypassed by shifting down the signal
samples (y:) by.1 in MATLAB and then, using the amplitude and offset parameters
of the AWG to re-generate the signal back at the right levels. The signal was then

filtered directly from the AWG using built-in filter parameter before being fed into
the detector.

With the input y; “cleaned”, additional chip testing was completed and the output
data acquired from four different detector chips and analyzed. Figures 5.35-5.38 show
some sample waveforms acquired. During the analysis, it was discovered that there

" were still some instances of invalid 6-bit combination occurring at the output of the

detector.

In finding the source of this problem, a malfunctioning éomparator circuitry (as-

suming every other circuitry in the deteqtor are working appropriately) was investi-
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- Figure 5.34: Type 2: Initialization imbalance(Error Rate)

gated. Thus the comparator schematic was simulated again to observe its sensitivity -
to changes in transistor model. VSeveral simulations was carried out on the com-
parator changing the traﬁsistors’ model specification from “Typical” to ‘fFast—Fast”,
. “Slow-Fast”, “Fast-Slow” ar}d “Slow-Slow”. Despite these changes, the comparator

simulation results remain virtually the same.

Two flaws were eventually discovered. In the update of the‘two differential thresh- -
olds, there exists only one insta.nce for any of the thresholds to.attain the previous
value of the other threshold (Equation (3.41) and (3.52)). Under this circumstance,
select signal S, or Ss (in Figﬁre 5.1) would go high. However, based on Figure 5.15,
both the feed-forward and cross-over relevant transmission gates will in such instances

force Amy(k) equal to' Ame(k) or vice-versa.

For rectification, select signals Sga,h Sa5, S5, and Sk are needed such that when



5.5. Experimentél Results : . 108

1.9 T T Y T T
g
S 18 -
2
=
a7 ]
g
3
1.6 E
P
0 2000 4000 6000 8000 . 10000 12000
. Number of Samples
3 T T T 1) T
2.5 . H
=g
3 2 ! J
E 15 ’ |
K]
o 1 .
'é [+
# 05 .
(=]
0 -
0.5 1 ) L 1 1
0 2000 4000 6000 8000 10000 12000
Number of samples .

Figure 5.35: Acquired signal sample 1: y; and off-chip clock

either Sz or Ss is high, the pertinent cross-over transmission gate would turn on first,
followed sequentially by the feed-forward transmission gate, in a non—oirerlapping

manner within the same clock cycle (see Figure D6-D8 in Appendiz D).

It was also discovered in conjunction with table:C.1 and C.2 (Appendiz C) that

there was an oversight of a rare but possible 6-bit combination “001100” that could

occur if the following is satisfied:

If yr+05<Amg(k) and yi—0.5> Am(k). (5.17)

Based on this condition, the two differential thresholds must be appropriately
updated according to: ) .

Amc(k -+ l) =. mo(k) + Yp — 0.5 — mo(k)

= g —05 ' (5.18)
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Figure 5.36: Acquired signal sample 1: corresponding DUT output (D0-D5), off-chip
(AWG) clock (D6) and DUT clock (D7)

and

Amg(k+1) = mo(k) — [mo(k) — yi — 0.5]
= Y +0.5. (5.19)

This was not caught earlier in the derivation and simulation due to its rarity of
occurrence. A threshold separation of at least 3 given in Equation (4.12) is required
for this condition to occur while Am, is below y; — 0.5 and Amy is above y; +
0.5). However, the designed hardware points to the possibility of occurrence of this

condition.

These observations could, therefore, explain the difference between the hardware
and simulation results since, based on the present design, the two thresholds would
be wrongly updated under the two aforementioned circumstances and this would lead

the detector to making the wrong decisions once and after the conditions occur.
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Figure 5.37: Acquired signal sample 2: y; and off-chip clock

However, 'only a.very minor upgrade would be needed on the current design ar-
chitecture (for the rectification of the second observation) since only a NOR logic
gate is requiréd to process the inverse of comparatér outputs C3 and C4. This is in
addition to the logic gates shown in Figuré 5.16. This gate would generate a select
signal to control two additional transmission gates (one for each'threshold) to update
the thresholds correctly according to Equations (5.18)-(5.19) when the condition of
Equation (5.17) occurs. The modified control signal generator logic diagram is shown

in Appendix D.

' It must be noted that there was an oversight of region Bs(iv) for the ternary
duobinary detector as well. This region is governed by the condition:

I y+05<Amg(k) and y — 05> Amy(k). (5.20)

Based on this condition, the two differential thresholds must be appropriately
updated (see Appendiz A for update). ’
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Figure 5.38: Acquired signal sample 2: corresponding DUT output (D0-D5), off-chip
(AWG) clock (D6) and DUT clock (D7)

Nonetheless, all the presented simulation results were again verified and are still
valid because MATLAB simulations with the newly discovered region (As(iv) and
Bj(iv)) included verified the bit error rate curve to be virtually the same. This could
be attributed to rarity of occurrence of the condition in simulation(see Appendiz D for
a sample of region occurrence probability). Modified region dependency diagrams of

the thresholds for both ternary dicode and duobinary channels are shown in Appendix
D.

However, it should be pointed out that the algorithm originally with the flaw had

been published [61] before these discoveries were made.
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‘Related Research Work

6.1 Loser-Take-All Circuits -

During the course of the research work presented in the previous chapters of this

dissertation, some useful analog as well as digital building blocks were designed.

"One of these circuits. is the loser-take-all circuit which is presented in this section.
The other circuits are a family of differential logic gates, to be presented in the next
section. It is worth noting that the loser-take-all circuit and the differential logic

gates could both find application in Viterbi detectors.

The computation of the maximum or minimum of several variables incessantly
arises in a wide variety of applications such as Hamming networks, classifiers, vector
quantization circuits, and the add-compare-select (ACS) units in Viterbi decoders.
Different approaches have been taken and presented in hardware for the realization of
the mathematical functions required in computing the maximum or minimum solution

[62, 63, 64]. These have led to several circuits of varying sophistication with different
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performance limits in terms of speed, resolution, power dissipation, and compaétness
[65]. Recently, a high resolution, high;spe_ed current—mode maximum see_king circuit
was reported [66]. Whenever the maximum is desired, the circuit is traditionally
referred to as the \.;vinner-take-all (WTA) but when the minimum is desired, a loser-

take-all (LTA) is.usually adopted.

There have been different techniques proposed for the implementation of a loser-
take-all in the litergture. In [67], a minimum seeking circuit was obtained by inter-
preting the minimum function computation as performing the inverse function of the
winner-take-all. However, this implementation requirés the use of two different power
supplies to function prop:erly. Also in [68] , & minimum solution was attained by the

use of De Morgan’s rule on the inputs to a winner-take-all.

All the above stated WTA and LTA circuits were implemented in either the
voltage-mode or current-mode. However, current-mode implementations of WTA’s
or LTA’s could be less complex as made evident in [66]. Moreover, current-mode
circuits could exhibit better bandwidth as well as dynamic range in comparison to

voltage—mode circuits [69].

6.1.1 A New Proposition

A new technique that fully utilizes the inherent ease of adding and/or subtracting
current rather than voltages to realize a current-mode LTA will be described. In
this technique, the minimum of multiple variables will be obtained using a maximum
circuit from a completely different perspective. However, for simplicity, it will be

assumed that the number of inputs to the LTA circuit is two.

Conceptually, consider having two time-dependent, signed, unknown variables
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A(t) and B(t) of varying magnitude whose minimum is desired. ./{dso, let the minimum
of the two time vérying variables be represented by R(t). Mathematically, R(t) can,
be computed as: o : . |
R(t) = (A(t) + B(t)) — maz(A(t), B(t)) - . (6.1)

Thus, if the sum ;)f the two variables can found and if the variable with the
maximum magnitude can be correcﬁly detected, then the process of computing the

minimum is a simple process of subtraction as revealed by Equation(6.1).

Therefore, the overall computation of the minimum involves two basic processes,
summation and competitive selection. These two processes could be achieved in either
the voltage-mode or. current-mode for the hardware implementation of the concept.
However, since the overall process involves summation, the ease of adding/subtracting -
" currents could be taken advantage of easily. Thus, it will be assumed that both input
variables A(t) and B(t) are currents [, and I;,» respectively. It is worthy of note
that a variation of equation (6.1) could also be presented for the computation of
the maximum- between two variables. Moreover,“ it should be noted that a similar

expression to Equati'on'(ﬁ.'l) was independently proposed in [43].

6.1.2 First Circuit Implementation

Figure 6.1 shows a block diagram representation of the mathematical model provided
in Equation (6.1) [70]. A CMOS implementation is shown in Figure 6.2. The basic
processing units are current mirrors, and bulk effect is accounted for in the imple-

mentation.

Assuming transistors M1-M4 and M7-M10 are all in saturation, the two current
inputs I;,; and ;e will be conveyéd to the WTA circuit, v‘}hich comprises transistors

M13-M20. Duplication of the inputs to the output stage is achieved via M5, M6, M11 |
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Figure 6.2: First type of CMOS implementation of the LTA

and M12. By tying the drains of M5 and M11 together, the current mirror formed by
M21-M22 will effectively source the sum of the two input currents towards the output

node.

The WTA utilizes two simple, double output current mirrors to 'competitivély
determine the Winning current between I, and‘Iing. By tying the drains of M14
and M17 (first output transistors of the WTA current mirrofs) together and cross-
coupling M15 and M18 (second output transistors of the WTA current mirrors), the

winner is determined.
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The cross-coupled transistors provide positi{fe feedback within the WTA. circuit to
ensure that the winning current between Ijp; and Iins is sunk from the output node
'through the current mirror formed by M23 and M24. Because positive feedback is
used to attain the winner, it would seem appropriate to provide a means of resetting
the circuits. This is achieved via M19 and M20. Therefore, the minimum between
Tiny and Iz will be seen at the output during one of the two phases of the reset clé_ck.
For instance, 113t Iin1 be assumed to gregter than Iiné and let ¢, and ¢, represent the

~ high and low phase of the reset clock, respectively.

During ¢1:
| The gates of both M19 and M20 are high and this will result in the two transistors
being turned off. Since Im is assumed to be greater than I;,2, then the gate voltage
of M14 and M15 should be less ﬁhan the gate voltage of M17 and M18. This will
result in M15 being more likely to be turned on quicker than M18..

- With MI15 on, it will souice more current and tend to ra,is'e' the géte Voltage of
M16-M18 towards the pbsitive supply rail. Gradually, M18 will be driven towards
cut-off. Eventually, M16-M18 will be turned off leaving M13-Mi4 to source current
I;n1 towards the outputh node via M23-M23; thus the maximum‘df the two currents is

correctly determined. Therefore, the drain current of M24 is approximately ;. \

At the same time, the drain current of M22 is approximately the sum of the
currents [;,; and Ije. Thus the output current I, according to Kirchoff’s current

law will be given by:
Iout = (Iz'nl -+ Ii‘n.2) - ma’x(‘[’ml’ IinZ) (62)

Equation (6.2) is very similar to equation(6.1); therefore I,,; should be the mini-

mum between [;,; and Lis.

During ¢,:
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Table 6.1: Transistors’ aspect ratio

Transistor(s) | Width(um) | Length(um)
Mi-Mil 20 1
Mi13-M18 | 35 1
M19-M20 ) 1
M21-M22 | 70 2
M23-M24 100~ -2

The gates of M19 and M20 become low; thus turning the two transistors on and
the gates of both M15 and M18 will be pulled towards Via. 'T‘his effectively results
in M13-M18 being turned off and the drain current of M24 becomes virtually zero.
However, at this time, the drain current of M22 is si:ill the sum of the two input

currents. Therefore, according to KCL, I, will be given by:

Iout = I‘inl + Iin2 (63) ,

Therefore, this implementation produces the minimum between I;,; and I;,s when
the reset is high but provides the sum when the reset is low. The aspect ratios of the -

transistors are provided in Table 6.1.

6.1.3 Second Circuit Implementation

The second implementation of Figure 6.1 is presented in Figure 6.3. Tt is also a CMOS
impl'enientation with similar architecture to that of the implementation presented in
the. preceding subsection. However, the difference between the two implementations

is in the implementation of the reset for the WTA circuitry.
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Figure 6.3: Second type of CMOS implementation of the LTA

If I;,1 is still assumed to be gfeater than I and‘ the phases of the reset clock are

still as defined previously, the operation of this circuit implementation will follow.

During ¢4:

The gate voltages of M19 and M20 are both high. Since the two transistors are
pMOS and act as switches, they are not turned on due to in-adequate gate-to-source
voltage. Therefore, the cross-coupled transistors M15 and M18 are prevented from

“affecting the dynamics of the circuit and M23 will effectively sink the sum of the drain
current of M14 and M17. This results in the drain current of M24 being approximately

the sum of the two input currents.

Also, the drain current of M21 will be the sum of the drain currents of M5 and
M11 and therefore, M22 will source the sum of I;,; and I;,s towards the output node.

Thus, the output current I,,; will be:

Tt = (Lin1 + Ling) — (Lin1 + Ling)
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= 0 | - (6.4)

During ¢s: 7 ‘

The gates of M19 and M20 become low and this will result in the gate-to-source
voltage of the two transistors being adequate for them to be turned on. With the
switches both on, the cross-coupled transistors M15 and M18 now allow competition
to begin between the two input currents. Since I;; is still assumed to be greater than
Iino, then the gate voltage of M14 and M15 would be less than the gate voltage of
M17 and M18. This will result in M15 being ore likely to be turned on quicker than
M18. Thus the gate of M18 will bé pulled towards Vy; and will eventually result in
M16-M18 being turned off. '

Consequently, the drain current of M23 becomes equal to that of M14, which is
approximately equal to I;;;. Thus the maximum of the two input currents will be
" sunk from the output node by M24. Meanwhile, M22 will source the sum of the input
currents to the output node, such that the output. current Loy becomes:

Tout =2 (Lin1 +Iing) — maz(Lina, Lina) o ' (6.5)

Equation (6.5) is still identical to Equation (6.1) therefore, the output current
should be the minimum between the two input currents. Ideally, this implementation
should produce zero output current and give the minimum between I;,; and Ijne

. whenever the rest is high and low, respectively.

The aspect ratios of all the transistors are the same as provided in Table 6.1.

6.1.4 Simulation Results

In order to verify the authenticity of the new proposition, the two types of circuit

implementations were designed and simulated with Cadence using HSPICE. A supply
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voltage of 3.3V was used for the O 35um CMOS process.

The two circuits were.tested by havmg one of the input currents at a constant
value while the second input was swept over a range of about 200uA. During this |
test, the output of the circuits was observed and the simulation result obtained for .-
the: first circuit, shown in Figure 6.4 indicates the ability of the circuit to follow the
minimum of the two input currents closely. An identical result was also obtamed for

the second circuit.
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Figure 6.4: Simulated current sweep result of the LTA

Furthermore, the two circuits were tested with two input currents being separated
by as little as 1/,LA Over four different time frames, the two input currents are sepa-
rated by 2uA, 1nA, 3uA and 1uA respectively with elther current input alterna.tely

becoming the minimum.

4
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* Figures 6.5 and 6.6 shows the simulation result for the first circuit at a clock speed
of 10MHz and 15MHz respectively; while Figure 6.7 shows the result for the second
circuit at a clock speed of 35MHz.
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Figure 6.5: Simulation result: first circuit @ 10MHz

6.2 Novel Differential Logic

Incessantly, there arise situations whereby simultaneous use of a logic operator (gate),
as well as its complement are required to complete a digital binary operation. A typ-
ical example is the computation required in an adder. More often than not, conven-

tional single-ended output logic gates are used in conjunction with the digital inverter
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Figure 6.6: Simulation result: first circuit @ 15MHz’

or two logic gates are used to obtain a logic value and its complement based on the

input to the logic gate(s).

‘Hovvever, there exists a type of digital logic; which can inherently perform differ-
ential logic operations for example, OR/ NOR and AND /NAND simultaneously using
the same number of transistor switches without any further need for an inverter or

extra logic gate. Such a logic family is referred to as Differential Logic [T1].

Differential logic usually minimizes the overall transistor count in a digital design
when used as opposed to using a combination of conventional logic gates for the
same purpose. A variety of differential logic gates do exist in the literature [72,

73]. However, some of these differential logic gates still use the same number of
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Figure 6.7: Simulation result: second circuit @ 35MHz

transistors between the power rails as can be found in a typical conventional logic
gate. Conventional NAND and NOR gates use three transistors between the power

rails.

It is therefore the intent and purpose of this research work to propose a family
of differential logic gates with a reduced number of transistors stacked between the
power rails while still keeping the overall transistor count to a reasonable number, so

as not to defeat the set goal.

6.2.1 Differential AND/NAND Logic

The proposed differential AND/NAND logic is shown in Figure 6.8 and the corre-
sponding truth table is provided in Table 6.2.
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Figure 6.8: Novel AND/NAND differential logic

Table 6.2: Differential AND/NAND logic truth table

A|B| Outl |Out2

10 g0 gl
0| 1] g0 gl
10| g0 gl
1 1 pl—gl g0

The logic circuitry can'be thought of as beefl made up of cross-coupled transistors
M6 and M7 (which is very common in reported differential logic gates), two switches
M1 and M2 in an OR conﬁguratioﬁ, a mono-stable circuit comprising nMOS switch
M3 and pMOS switch M4, and a level restoration switch M5 which also forms an

inverter with M4.

The circuit operation can be explained as: follows.
For A=‘0’ and B=0": ,, ,
Both M1 and M2 dre ON and Out2 is pulied up to a good logic ‘1’, however,
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M6 and M7 are both OFF. Without the inclusion of M5, the digital level at Outl is
incorrectly determined since M3 and M4 are OFF. Now with the addition of M5, the
logic ‘1’ level-at Out2 will.turn on M5 thereby pulling Outl low to good logic ‘0’.

For A="0" and B="1": o

M2 is OFF but M1 is ON pulling Out2 up to a éood legic ‘1. Also, M7 is OFF
but M6 is ON and this .Wﬂ]. pull the gate of M3 10WL turning it OFF. However, Outl
is at logic ‘0’ and this logic level is sustained by MS5. )

For A=‘1’ and B=0’: o
As long as the input data is readily at these logic levels, the output of the circuit

will remain the same as the case for A=‘0" and B=*1", except that it is M2 and M7
that are ON and M1 and M6 are OFF.

For A=‘1" and B="1":

Both M1 and M2 are OFF while M6 and M7 are ON. However, M6 and M7
will pass a poor logic ‘1’ to the gate of M3 and Outl. Nonetheless, M3 can still be
ON thereby pulling down Out2 to a good logic ‘0’. The logic ‘0’ level at Out2 in
turns switches M4 ON to re-instate a good logic ‘1’ at Outl and thus keep the le‘op
within the mono-stable circuit at a stable state. In this mode, the operation of the
differential logie completely depends on how the embedded mono-stable circuit can

react to a poor logic ‘1’ level.

Based on the above operation, it is expected that Outl and Out2 give a AND
and NAND output respectively. Simulation results shown in Figﬁres 6.9-6.11 for a
load capacitor of 0.02pF, 0.3pF and 0.5pF, respectively authenticate the explained

operation of the differential logic.
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Figure 6.9: Simulation result of AND/NAND logic with 0.02pF load

. Table 6.3: Differential OR/NOR logic truth table

A|B| Outl | Out2
01]0({p0—g0}| gl
0|1 gl g0
110 gl g0
1 111 gl . g0

6.2.2 Differential OR/NOR Logic

"The beauty of the proposed differential logic circuit is revealed in the fact that another.

. type of differential logic (OR/NOR) can be attained by the transposition of the

transistors and the power rails in the differential AND /NAND logic circuit just as is

-. done for the conventional logic gates. The resulting circuit is shown in Figure 6.12

and its corresponding truth table is given by Table 6.3.

"The circuit operation can be explaihed as follows. .
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Figure 6.10: Simulation result of AND /NAND logic with 0.3pF load

For A=0’ and B="0": _ '

Both M6 and M7 are ON and both switches pass a poor logic ‘0’ to Outl. The
gate of M3 senses Outl to pull Out2 up to a gobd logic ‘1’; however, both M1 and
M2 are OFF. Therefore because of the good logic ‘1’ at Out2, Out 1 is fully restored
to a good logic ‘0’, with this logic level been sustained by M4.

_For A=‘0’ and B=‘1": _
M2 is OFF but M1 is ON pulling Out2 up to a good logic ‘0’. Also, M6 is OFF
but M7 is ON and this will pull Outl up to a good logic ‘1. .

For A=‘1" and B="0":
The output of the circuit will remain the same as the case for A=‘0’ and B=*‘1’,

eicept that it is M2 and M6 that are ON while M1 and M7 are OFF.

For A=‘1" and B=1":
Both M6 and M7 are OFF while M1 and M2 are ON, pulling Out2 down to a
good logic ‘0. Without the restoration switch M5, the logic state of Outl will not

",be correctly determined. However, since Out2 is already at logic ‘0’, M5 ensures that
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Figure 6.11: Simulation result of AND/NAND logic with 0.5pF load
Outl stays at a good logic ‘1’.

Based on the above operation, it is expected that Outl and Out2 give an OR and
NOR output respectively. Figure 6.13-6.15 shows the simulation results obtained for
a load capacitances of 0.02pF, 0.3pF and 0.5pF, respectively.
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Chapter 7

Contributions, Future Work and

Conclusion

7 .1 Contributions

The virtually unexplored MLSD detection for ternary partial-response signaling chan-
nel detection has been investigated. A new and efficient differential threshold MLSD
approach has been taken (from an analog perspective) and the first reported im-
plementation for the ternary dicode ¢hannel has been published [61]. Also thetﬁr'st
reported differential threshold MLSD algorithm for the ternary duobinery PRS chan-

nel has been presented in this dissertation.

-The foundation for ternary PRS channel detection was developed, and a mixed-
signal hardware architecture was proposed and implemented. Furthermore, ternary
dicode detection was compared with that of the well-known and well-studied binary

channel detecter fer the first time.
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The research work presented in this dissertation has resulted in the extension of
the sampled-analog signal processing technique beyond the common application in
binary type implementations presently available in the literature. This approach is

intended to be further targeted at the following likely future work.

7.2 Future Work

The propésed detector implementation in this dissertation was ba§ed on a 3.3V single-
ended, voltage-mode circuit implementation, just to serve as a ‘proof of concept. It
is of further interest to develop, design and fabricate a fully differential mixed-signal
circuit implementation (in voltage-mode as well as current-mode) for both the ternary
dicode and duobinary channel detectors-using reducefi power supply voltages (1.8V).
The first fully current-mode analog type MLSD detector was recently reported [42]

but the implementation was based on the naive add-compare-select (ACS) approach.

Furthermore, it is also of interest to fully investigate and re-interpret the pro-
posed detection algorithms based on the input-interleaved principle, which could fur-
ther enhance high-speed operation as proven by the reported binary dicode detector

implementation [23]. -

It is also of interest to re-interpret the differential threshold algorithms for both
_ternary dicode and duobinary channels from a digital implementation perspective;
propose architecture(s) and implementation(s), and perform a comparative study

with its analog counteipart(s).

Moreover, it is worth pointing out that the survivor memory management circuitry
for the detectors was partially investigated. Therefore, it will also be of interest to

ensure that a fully implementable register-exchange ternary survivor memory man-
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agement circuit is developed and incorporated in subsequent designs either in CMOS
or BiCMOS technology. " :

Another avenue of interest is investigating the possibility of applying reduced-state
sequence detection (RSSD) approach to the ternary PRS channels and developing a
mixed-signal implementatioh. It is expected that if applicable, the RSSD approach
will further reduce the circuit complexity‘a,t the cost of negligible érror—ljate degra-
dation [74]. A Literature survey revealed that the RSSD appfoach has not been
investigated from an analog perspective until ,very recently {75], and it would be in-

teresting to know how applicable this- aﬁproach is to ternary PRS channel detection.

Also, foreseeable future work is the investigation of soft-output Viterbi detec-
tion (SOVA) for the two fundamental PRS channels from a diffe;rential threshold
and analog mixed-signal perspective. Very recently, a difference-metric digital SOVA
approach was developéd and applied to the binary dicode crzhanr'lelr for PR4 detection
[26]. However, a literature survey reveals the need to have this approach re-interpreted
from an analog perspective and applied to the ternary channels investigated in this
dissertation. It is expected that by 'so doing, lower error rates can be accomplished

in comparison to that obtainable using the classical Viterbi approach.'

Finally, it is of interest to design and implement an actual EPR4 channel detector
using the developed ternary PRS channel detectors. By so doing, it would be inter-
esting to examine how closely the simplified EPR4 detection techniques of Friedmann
[17] and Wood [16] approximaté the actual and conventional EPR4 detection. Also the
complexity and performance of the simplified EPR4 detector implementation could

be compared to other reported implementations in the literature [76, 77, 78, 79, 80].

It is worth noting that the above mentioned future work is expected to be carried

from the conception stage through to design, implementation, and physical testing
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and verification.

7.3 '7 Conclusion

Presented in this dissertation, is a new and efficient approach for the maximum-
likelihood sequencre detection of ternary fundamental (1-D and 1+D) partial-response.
channels. Algorithm(s) derivation, interpretation and characterization as well as pos-
sible hardware implementation from a mixed-signal perspective were presented in the

preceding chapters.

This dissertation represents the first reported research work on the development,

and implementation of ternary PRS channel detectors.
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Appendix A |

Duobinary channel detection

A.1 Derivation of updates

The necessary updates for the propagating differential thresholds in the ternary
duobinary channel detector can be derived in a similar manner to thése for the ternary
| dicode channel detector ini Section 3.2.3. Here, the updates will be derived in con-
junction with Equations(3.58)-(3.60). “

For Region B; at time k + 1,
my(k+1) = m_y(k)
mo(k + 1) = m-1(k) — yr — 0.5
moa(k+1) = m_1(k) — 2 —2 (A1)

Therefore based on Equation(A.1),

Amig(k + 1) mo(k + 1) —myy(k+1)
| = m-1(k) —yr — 0.5 — m_y(k)

= Yk — 0.5 | (AZ)



A.1l. Derivation of updates 146

and

Amp(k+1) = m_y(k+1) — mo(k + 1)
= m_y(k) — 2y — 2 — [m_a(k) — v — 0.5] |
= —y— 1.5 ‘ ' (A.3)

For Region B, at time k + 1,

m.,.l(k +1) = ’I'n_]_(k)
mo(k -+ 1) = m_l(k) — Y — 0.5 )
moa(k+1) = mo(k) - ys—05 (a4)

Therefore based on Equation(A.4),
Amg(k+1) = moi(k) ~yp— 0.5~ m_l(k)
= —y—05 ' (A.5)
and

Amyk+1) = mo(k). —Yp — 0.5 — [m_1(k) — yr — 0.5]

= —Amy(k) (A.6)
For Region Bs(i) at time & + 1,
maa(k+1) = m_y(k)

mo(k =+ 1) = mo(k}) - .
moa(k+1) = mo(k) — ys — 0.5 (A7)

Therefore based on Equation(A.7),

Amg(k+1) . = mo(k) —m_y(k) | :
= —Amy(k) (A-8)
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and
Amb(k -+ 1) = mo(k) -~ Y —. 0.5 — mo(k)
= =Y — 0.5 (Ag)
For Region Bs(ii) at time k + 1,
mu(k+1) = m_y(k)
‘Therefore based on Equation(A.10),
Amg(k+1) = mo(k) —m-i(k)
= —Amy(k) (A11)
and
Ama(k+1) = mya(k) = mo(k)
= —Am,(k) (A.12)
For Region Bj(it) at time k + 1, '
m+1(k -+ 1) = mo(k) + 7y — 0.5
-molk+1) = mo(k)
ma(k+1), = my(k) (A.13)

Therefore based on Equation(A.13),

Ama(k+1) = mo(k) — [mo(k) + yi — 0.3

= —yp+0.5

(A.14)
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and
 Amy(k+1) = mya(k) —mo(k)
= —Amg(k) (A.15)
For Region Bj;(iv) at time & + 1,
m+1(k + 1) = mo(k) + Y — 0.5
mo(k+1) = mop(k)
Therefore based on Equation(A.16),
Amg(k+1) = mg(k) — [mo(k) + yr — 0.5]
= —y+05 (A.17)
and
Ampk+1) = mo(k) — yx — 0.5 — mo(k)
= —yr—0.5 (A.18)
For Region By at time k + 1,
mar(k+1) = mo(k)+ye—0.5
mo(k‘ + 1) = m+1(k) + Yr — 0.5
moi(k+1) = mayi(k) (A.19)

. Therefore based on Equation(A.19),

Amg(k+1) = my1(k) +ye — 0.5 — [mo(k) + yx — 0.5]

= _Ama(k)

(A.20)
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and

Amy(k+1) = ms(k) = [maa (k) +ye — 0.5]
| = 05 (A.21)

For Region Bs at time k + 1,

M (k+1) = (k) + 2y, — 2
mo(k -+ 1) = m+1(k) +yp — 0.5
moy(k+1) = mu(k) (A.22)

Therefore based on Equation(A.22),

Ama(k + 1) = m+1(k) +Yr — 0.5 — [m+1(k) + Zyk - 2]
= —yp+15 . (A.23)

and

Nk +1) = maa(k) = [maa (k) + s - 0.5
| —yp +0.5 (A.24)
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Limitation Effect: Ternary 1-D

channel

To understand the convergence characteristics of the detection algorithm in the
presence of saturation effect, the relative likelihood of the two propagating differential
thresholds Am, and Amyg, will be assumed to be equal. i.e. Am, = Amg =0 (or

initial condition).

Assuming the initial condition is valid, then in region A;:

Ly+15 < 0
L, < L5 (B.1)
Region A,:
Ly+05 <0 <Ly+15
15 <L, < ~05 | (B.2)
Region A, (2): |

Ly—05 <0 <Ly,+05 and 0> L,+0.5
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~05 <L, <+05 and L,<—05 | (B.3)
Region A3(%4):
Ly+05 > 0 and Ly,—05<0
L, > —05 and L,<+05 (B4)
Region As(i44):
Ly—05 <0 <L,+05 and 0<L,—0.5
~0.5 <L, <+05. and L,>+0.5 (B.5)
Region Ay:
Ly=15 <0 <L,—05
+05 <L, <+1.5 (B.6)
Region As:
Ly—-15 > 0
L, > +15 - (B.Y)

B.1 Positive plane limitation

Limiting Category 1: 0°< L < +0.5.
Under this limiting condition, only Equatlon (B.4) is satisfied. Hence, the two
propagating thresholds are updated such that Ame(k+1) = Amc(k‘) and Amgy(k +
1) = Amy(k). This invariably implies that the two thresholds will remain stuck at

the initial condition, and the algorithm is prevented from any convergence.
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Limiting Category 2: +0.5 < L, < +1.5.

Based on this limitation on L,, only Equation (B.6) is satisfied. “Accordingly, Am,
will retain its state of inertia, since Am,(k + 1) = Amgy(k) while Amg will ensure a_
pértial adaptation of the algorithm because Amgy(k + 1) = L, — 0.5. The change in
value for Amg would eventually affect the state of Am, ahd this in turn will enhance -

. the adéptation of the algorithm.

Limiting Category 3: L, > +1.5.

Under this condition, only Equation (B7) is satisfied. Thus, Am, and Amy will
both be prevented from remaining in their state of inertia by.assuming the value
of Ly — 1.5 and L, — 0.5, respectively. These will cause a quick adaptatioﬁ of the

algorithm towards it steady state convergence.

B.2 Negative plane limitation

Limiting Category 1: —0.5 < Ly < 0. |
Also, under this limiting condition, the algorithm will not experience any adap-
tation since only Equation (B.4) is satisfied. Thus, Am, and Amg will remain stuck

at their initial condition.

Limiting Category 2: —1.5 < L, < —0.5. ,

| Eqﬁation (B.2) is satisfied, and Am, and Amy are updatéd such that only Am,
will not retain its initial condition by taking on the value of L, > +0.5; while Amg(k+
1) = Amc(k). Under this condition, the algorithm will adapt slowly.

Limiting Category 3: L, < —1.5.
Under this condition, oniy Equation (B.1) is satisfied. Thus, Am, and Amg

will both simultaneously transit from their state of inertia by assuming the value
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. of L, + 0.5 and L, + 1.5, respectively. These will cause a quick adaptation of the

algorithm towards it steady state convergence. -



Appendix C
Detector Output - Validation

The detector architecture uses six comparators; all of which need to have their
digital outputs read in parallel. Since there are six comparators in all, then 26 = 64

different binary combinations are likely without any restrdining condition(s).

)

C.1 Output Logic Combinations

It can be observed from the detector architecture (Figure 5.1), that .a group of three |
differeht comparators rely on each of the differential thresholds Am, and Amgy for
deCiSiOI} making. Therefore, by grouping into two, it is possible to extract the valid
3-bit combination of binary output from the 2% = 8 likely combinations in each group.

The résults are ‘shown in table C.1 and C.2.

Tables C.1 and C.2 shows that there exist 2% = 16 valid 6-bit output combinations
under no restraining condition(s). However, by recalling the derivations in subsection

3.2.2, the ternary dicode detection algorithm is based on the fact f.hat Amg > Am,
(justified by Equations (3.6), (3.9) and (3.12)).
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Table C.1: Group A: Corﬁparators 1to3

Cy — Cs Condition(s) Inference
000 e — 0.5 < Am, < yg + 0.5 Valid
001 Am, <y — 0.5 Valid
010 Ye+05 < Ame <yp+15 Valid
011 | yp+05<Am, <yp+1.5and g —0.5> Am, | Invalid
100 | Amg > g+ 1.5 and g — 0.5 < Amg < g +0.5 | Tnvalid
101 Amg > Yy + 1.5 and Am, < yr — 0.5 Invalid
110 Ame >y +15 Valid
111 Ame > yp + 1.5 and Am, <y, — 0.5 Invalid

Table C.2: Group B: Comparators 4 to 6

Cy — Cg Condition(s) Inference

000 Ye — 0.5 < Amg < ¥+ 0.5 - Valid
001 ye — 0.5 < Amy < Y + 0.5 and Amg < yr— 1.5 | Invalid
010 Yk — 1.5 < Amg < yj, — 0.5 ' Valid
011 Amg <y — 1.5 | Valid
100 Amg > yi + 0.5 Valid
101 Amg > Yy + 0.5 and Amg < yr — 1.5 Invalid
110 Amg > yp+ 0.5 and yp — 1.5 < Amg < yp — 0.5 Invalid
111 Invalid

Amg > g +05 and Amy < yp — 1.5
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Table C.3: Detector valid 6-bit outputs

Cy — Cs Condition Region Detected

| 110100 | equation (3.29) A
010100 | equation (3.30) - Ao
000100 | equation (3.31) As (i)
000000 | equation (3.32) As(i1)
001000 | equation (3.33) As(iit) 7
001100 | equation (5.17) | Asz(iv) (previously ﬁn—noﬁced)
001010 | equation (3.34) Ay
001011 | equation (3.35) | As

Therefore by restraining the detector architecture with the above cohdition, there

exist only eight 6-bit valid detector comparator outputs as shown in table C.3.

.

C.2 Survivor Memory Management Validation

Table C.3 provides another means to corroborate the link between Equations (3.29)- ‘
(3.35), Equation (5.17) and the survivor memory management (SMM) circuitry shown

in Figure 5.24, which is based on table 5.3 (derived from Equations (3.16)-(3.24)).

For the SMM circuitry proposition to be valid, it is expected that adjacent flip-
flop in each laye.r (row) of SMM regigters would exchange information chosen from
the distinct set {Vyg,Vim, gnd}={3.3V,l.-65V,OV} for this design. This implies that
at every detection time-step, one and only one of the select signal in each layer must

be “HIGH” and the combination of all “HIGH” select signals (three in total) must
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Therefore, region As(iv) would be detected.

157
result in one and only one of the detectable regions. |
For coﬁbination “110100”:
S = S = Sy = HIGH (C.1)
Thérefore, region A; would be detected.
For combination “010100”:
Sy = Sio = S = HIGH (C.2)
Therefore, region Ay would be detected.
For combipation “000100™:
| Sr=8n=5u=HIGH (C.3)
'fherefore, region As(7) v&;ould be detected.
For combination “006000”:
S7 =511 = 5155=HIGH (C.4)
Theréfore, region Asz(i1) would be detected.
For combination “001000”:
Sg =Sy = S5 = HIGH (C.5)
7 Therefore, region As(%47) Qould be detected.
For combination “001100”:
Sg = S11 = Su=HIGH v (C.8)
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~ For combination. “001010”:
Sg =819 =515 = HIGH (C.7)
Therefore, region A4 would be detected.
For combination “001011”:
Sg = S10 = 515 = HjGH ' (C.8)

Therefore, region As would be detected.
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Detection Scheme Modiﬁéations
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Figure D.1: Updated Region-dependency of thresholds for the dicode channel




Table D.1: A sample of region occurrence probability

Regipn 1024 samples | 10240 samples |- 100352 samples
Aq 0.1748 0.1740 0.1731
A 0.1543 0.1602 0.1632
As(7) 0.1084 0.1081 0.1081
As(it) 0.0762 0.0987 0.0997-
As(iid) 0.1406 0.1102 0.1142
As(w) | 9.766x 1075 | 9.766 x 105 9.965 x 1078
Ay 0.1729 0.1805 0.1725
As 0.1719 0.1683 0.1693

.Table D.2: Logic operations for updated control signal generator

Region | Comparator Output needed Required Logic Operation
Ay Ci=1 C (appropriately delayed to -
minimize.timing mis-match)
Ay Ci=0and Cy=1 Ci+C,
A3(6) | Cy=0,C3=0end Cs=1 Cy + C5Cy
Ag(i3) C3=0and Cy=0 No additional logic required
As(iis) | C3=1,Ci=0and Cs=0 ' C5Cs + Cs
Az (iv) C3=1,0,=1 Cs+Cy
Ay Cs=1and Cg =0 Cs + Cq
As Ce=1 Cs (appropriately “delayed to
| minimize timing mis-match)
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Figure D.2: Updated Region-dependency of thresholds for the duobinary channel



162

Decode as rcgionAz
s+l Sy

" % 8§§ So
5.0 0%,

& assign
g ros 0 Am 61
Am ®) 10 Am (k+1)

Then goto @

Initialize
A, ©=000
A, 0=000

+0

Sample y(t) to
give
yk

N

Level shift
yk

by -5, 0.5 +0.5
&+L5

Decodeas region Ay (ii)
s+l O'—'O s+l
5 0—05%
5.0—05.

& assign
A ® 0 Amg G
Do ® 0 Am  G+)

Then go to @

Decode as mgionA3 (iv)
s+l O s+l
) Q)

50 5

& assign

,-05 © A 01
Yk+05 © An d(k+l)

Then go (o@

Decode as region A4

540 4
S So
048 .
& assign
Ay ® 0 Amy k)
7,005 10 Am 20D

Then go (o@

Figure D.3: Updated Flow-chart for the dicode channel detection

si»l stl
so 0 S
5.0 5

& assign

Decode as region A1
kel

¥ +05 1o Am (x+1)
K
yk+ L5t Amd(k+l)

Thengoto @

& assign

Then go to @

Decode as region A3 (1)

5.,.| O_‘O s+l
) 0?8 )
50 54

A, ® 10 A, G+))
9,105 1o Amd (k+1)

Decode as region A3 (D)

S+l O s+
) Oégso

5,0—05,

& assign

L y,-05 loAm (k+1)
Amd ® 0 Am (k+1)

Then go to @

Decode as region As

540 4

5% O )

5. 5,y
& assign

g o150 ACNCEN
9,705 © An 48D

Then goto (D




163

Decode as region BZ

5.0 54
59 So
S 2a
& assign

4-05 10 Ama(kﬂ)

PACKCT WA Y
Then go lo@

Initialize

m, (0)=0.00
A, (=000

+O

Sample y(t) to

give & -
& %

A4

. & -
Level shift }'k };

by-1.5,-0.5+0.5
&+15

Decode as region 83 (i)

541 Su
S, Sy
S, S

& assign

Ay, © 0 A (D)

'Am a &) w0 Amb (k+1)

Then go to @

Decode as region B, (iv)

s+l 0 S+l
3 Sy
5,0 5y
& assign
Y 0510 Am a &)

-};(-0.5 to Amb(k+l)

Then go to @

Decode as region B4

& assign .
Ay © 0 Am, G+1)

0510 An p &+

Theago to @

| Figure D.4: Updated Flow-chart for the duobinary channel detection

Is
Dm 0>y +05
a & k

Omy, (k) < Y- 0.5

54

& assign

| -y-0.5
%

-y-15

Decode as region Bl

540 5
%0 )

k'l‘hnn go (o@

k s

5,

o Ama &+1)
1 Amb &+D)

Decode as region B3 @)

s+l O s+l
$ So.
54 5,
& assign
A, © 0 Am, &)

505 10 FACRY

Then go to @

Decode as region B, (iii)

S+l s-H
8o S0
5,0 54
& assign
y+05t0 AAm 0D

k
A, ® 0 Amy &)

Then go to @

Decode

y+1.5
%
-y +0.5
yk

k kel
5% 0 S

5.0 5,

& assign

Then go to @

as region BS

+!

o Am, G+l
I Amb(kH)




164

DSOS L

Control Signal Generator

il

55 % %% %

Tb s S

Transmission gate network

for
Amc pdate

5. 8

1]

I

(LK J N | |
YkM
. M Transmission gae nelwork
150 ) for
N Amd. e
¥
Yk+15

Figure D.5: Updated ternary dicode detector architecture

%

Holding Cap.
and
Cross-over
Transmission

gates

s,

To survivor memory management circuitry



165

i

An,
l- | 4
G
1-: 1 .
?24
Sse
A
An,

Y03
[
[
118
[
Ssp
108
Oty
Ssp
.40
K
o
y+15

3

T

5y

1
::E hold

Figure D.6: Updated cross-over multiplexing T/H
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Figure D.7: Typical timing diagram for feed-forward and cross-over transmission

gates
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Figure D.8: Logic diagram for feed-forward and cross-over control signals



