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#### Abstract

Tukey (1960) considered the problem of robust estimation of a location parameter $\theta$ when the c.d.f. of the error is $$
F(x)=(1-\epsilon) H(x)+\epsilon H\left(\frac{x}{\sqrt{s}}\right)
$$ where $\epsilon$ and $s$ could be any fixed number such that $0<\epsilon<\frac{1}{2}$, and $s>1$, and $H(x)$ is chosen to be the standard normal distribution. In Part I, we study a further problem of finding the bounds on asymptotic relative efficiencies of some robust estimators while the c.d.f. of the error has the above form with $\epsilon$ and $s$ to be random variables.

In Part II, the problem of finding optimal designs against the possible model violation is considered. We confine ourself to the use of the least squares estimator, $\hat{y}=\underset{\sim}{\theta}{\underset{\sim}{\theta}}_{f}^{f}(x)$, of the true regression function $y(x)$. When the real regression model is $$
y_{i}=y\left(x_{i}\right)=\underset{\sim}{\theta^{T}} \underset{\sim}{f}\left(x_{i}\right)+\psi\left(x_{i}\right)+\epsilon_{i},
$$ then the mean squared error of $\hat{y}$ is $$
M S E(\hat{y})=\operatorname{Var}(\xi)+\operatorname{Bias}(\psi, \xi)
$$ where $\xi$ is a design measure and $\psi$ is a possible bias term. It was Box and Draper (1959) who first pointed out that the usual optimal design which minimizes $\operatorname{Var}(\xi)$ only is no longer optimal when the bias term is present. Several different approaches to the problem are discussed separately. They are summarized in the following topics: 1. Restricted optimal designs; 2. Bounded bias optimal designs; 3. Robust designs for some regression models with random bias.
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## PART I

## ROBUST ESTIMATION

## Chapter 1

## Introduction to Robust Estimation

The idea of robustness and robust methods probably dates back to the prehistory of statistics. Looking at the data and rechecking conspicuous observations is a step towards robustness; excluding highly deviant values is an informal robust procedure. However, the systematic study on the problem of robust estimation is a recent event. It was Tukey (1960) who, in summarizing earlier work of his group in the 1940s and 1950s, demonstrated the drastic nonrobustness of the mean and also investigated some useful robust alternatives. His work made robust estimation a general research area and broke the isolation of the early pioneers. Among a growing flood of papers were the first attempts at a manageable and rather realistic and comprehensive theory of robustness by Huber $(1964,1965,1968)$ and Hampel (1968).

Huber's (1964) paper on "Robust estimation of a location parameter" formed the first basis for a theory of robust estimation. In that paper, Huber introduced a flexible class of estimators, called "M-estimators", which became a very useful tool, and he derived properties like consistency and asymptotic normality. Huber then introduced the "gross-error model:" instead of believing in a strict parametric model of the form $H(x-\theta)$ for known $H$, he assumes that a known fraction $\epsilon(0 \leq \epsilon<1)$ of the data may consist of gross errors with an arbitrary unknown distribution $J(x-\theta)$. The distribution underlying the observations is thus $F(x-\theta)=(1-\epsilon) H(x-\theta)+\epsilon J(x-\theta)$.

This is the first time that a rather full kind of "neighborhood" for a strict parametric model is considered. Huber's aim is to optimize the worst that can happen over the neighborhood of the model, as measured by the asymptotic variance of the estimator. He uses the formalism of a two-person zero-sum game. Nature chooses an $F$ from the neighborhood of the model, the statistician chooses an $M$-estimator via its $\psi$, and the gain for Nature and loss for the statistician is the asymptotic variance $V(\psi, F)$ which under the mild regularity conditions turns out to be $\int \psi^{2} d F /\left(\psi^{\prime} d F\right)^{2}$. Huber shows that under very general conditions there exists a saddle point of the game; in the grosserror model, it consists of what has been called Huber's least favorable distribution, which is normal in the middle and exponential in the tails, and of the famous Huberestimator with $\psi(x)=\max \{-k, \min \{k, x\}\}$, as the maximum likelihood estimator for the least favorable distribution and the minimax strategy of the statistician.

Another important approach to the robust estimation theory is called the "infinitesimal approach" which was introduced by Hampel (1968, 1974). The infinitesimal approach is based on three central concepts : qualitative robustness, influence function, and breakdown point. Qualitative robustness is defined as equicontinuity of the distributions of the statistic as $n$ changes; it is very closely related to continuity of the statistic viewed as a functional in the weak topology. The quantitative robustness information is provided by the influence function and derived quantities. The breakdown point is a simple quantitative global robustness measure. It is the distance from the model distribution beyond which the statistic becomes totally unreliable.

We are now going to discuss these concepts in detail. Let $X_{1}, \ldots, X_{n}$ be independent and identically distributed (i.i.d.) random variables with distribution function $F((x-\theta) / \sigma)$, where $\theta$ is the unknown location parameter and $\sigma$ is a known scale parameter. We identify the sample $x_{1}, \ldots, x_{n}$ with its empirical distribution $F_{n}$. Formally $F_{n}$ is given by $\left(\frac{1}{n}\right) \sum_{i=1}^{n} \triangle_{x_{i}}$, where $\triangle_{x}$ is the point mass 1 at $x$. As estimators of $\theta$ we consider real-valued statistics $T_{n}=T_{n}\left(x_{1}, \ldots, x_{n}\right)=T_{n}\left(F_{n}\right)$. Moreover, we consider estimators which are functionals (i.e. $T_{n}\left(F_{n}\right)=T\left(F_{n}\right)$ for all $n$ and $F_{n}$ ) or can asymptotically be replaced by functionals. This means that we assume that there
exists a functional $T$ : domain $(T) \rightarrow \mathbf{R}$, such that

$$
T_{n}\left(X_{1}, \ldots, X_{n}\right) \xrightarrow[n \rightarrow \infty]{ } T(F)
$$

in probability when the observations are i.i.d. according to the true distribution $F$ in domain $(T)$. We say that $T(F)$ is the asymptotic value of $\left\{T_{n} ; n \geq 1\right\}$ at $F$. We often assume asymptotic normality, that is,

$$
\mathcal{L}_{F}\left(\sqrt{n}\left[T_{n}-T(F)\right]\right) \xrightarrow[n \rightarrow \infty]{\text { weakly }} N(0, V(T, F))
$$

where $\mathcal{L}_{F}$ means "the distribution of ... under $F$ " and $V(T, F)$ is called the asymptotic variance of $\left\{T_{n} ; n \geq 1\right\}$ at $F$.

We are now going to define an important concept, the so-called influence function, as the following:

Definition 1.1 The influence function (IF) of $T$ at $F$ is given by

$$
\begin{equation*}
I F(x ; T, F)=\lim _{t \rightarrow 0} \frac{T\left((1-t) F+t \Delta_{x}\right)-T(F)}{t} \tag{1.1}
\end{equation*}
$$

in those $x \in \mathcal{X}$ where this limit exists and $\mathcal{X}$ is the sample space.
There is a relation between the $I F$ and the asymptotic variance $V(T, F)$. Under some regularity conditions, we have

$$
\begin{equation*}
V(T, F)=\int I F(x ; T, F)^{2} d F(x) \tag{1.2}
\end{equation*}
$$

For a detailed discussion, see Hampel (1986), Reeds (1976), Boos and Serfling (1980), and Fernholz (1983).

Apart from the asymptotic variance, there are some other important quantities related to the $I F$. We define the gross-error sensitivity of $T$ at $F$ by

$$
\begin{equation*}
\gamma^{*}=\gamma^{*}(T, F)=\sup _{x}|I F(x ; T, F)| \tag{1.3}
\end{equation*}
$$

the supremum being taken over all $x$ where $\operatorname{IF}(x ; T, F)$ exists. The gross-error sensitivity measures the worst influence which a small amount of contamination of
fixed size can have on the value of the estimator. Therefore, it may be regarded as an upper bound on the (standardized) asymptotic bias of the estimator. It is a desirable feature that $\gamma^{*}$ be finite, in which case we say that $T$ is B-robust.

The local-shift sensitivity is defined by

$$
\begin{equation*}
\lambda^{*}=\lambda^{*}(T, F)=\sup _{x \neq y}|I F(y ; T, F)-I F(x ; T, F)| /|y-x| \tag{1.4}
\end{equation*}
$$

the smallest Lipschitz constant the IF obeys.
Moreover, we define the rejection point as the following:

$$
\begin{equation*}
\rho^{*}=\rho^{*}(T, F)=\inf \{\gamma>0 ; I F(x ; T, F)=0 \text { when }|x|>\gamma\} . \tag{1.5}
\end{equation*}
$$

(If there exists no such $\gamma$, then $\rho^{*}=\infty$ by definition of the infimum). All observations farther away than $\rho^{*}$ are rejected completely. Therefore, it is desirable that $\rho^{*}$ is finite.

The gross-error sensitivity $\gamma^{*}$ is an important robustness measure. But there is one limitation: it is an entirely local concept. Therefore, it must be complemented by a measure of the global reliability of the estimator, which describes up to what distance from the model distribution the estimator still gives some relevant information. First, we need a metric to measure the distance of two probability distributions. One choice is the Prohorov distance (Prohorov (1956)), of two probability distributions $F$ and $G$, which is given by

$$
\pi(F, G):=\inf \left\{\epsilon: F(A) \leq G\left(A^{\epsilon}\right)+\epsilon \text { for all events } A\right\}
$$

where $A^{\epsilon}$ is the set of all points whose distance from $A$ is less than $\epsilon$.
The important global robustness measure, the so-called breakdown point can be defined as follows.

Definition 1.2 The breakdown point $\epsilon^{*}$ of the sequence of estimators $\left\{T_{n} ; n \geq 1\right\}$ at $F$ is defined by

$$
\begin{align*}
\epsilon^{*}:= & \sup \left\{\epsilon \leq 1 ; \text { there is a compact set } K_{\epsilon} \subset_{\neq} \Theta \text { such that } \pi(F, G)<\epsilon\right. \\
& \text { implies } \left.G\left(\left\{T_{n} \in K_{\epsilon}\right\}\right) \xrightarrow{n \rightarrow \infty} 1\right\} . \tag{1.6}
\end{align*}
$$

If $\Theta=R$, we obtain

$$
\begin{align*}
\epsilon^{*}:= & \sup _{n \rightarrow \infty}\left\{\epsilon \leq 1: \text { there exists } \gamma_{\epsilon}\right. \text { such that }  \tag{1.7}\\
& \left.\pi(F, G)<\epsilon \text { implies } G\left(\left\{\left|T_{n}\right| \leq \gamma_{\epsilon}\right\}\right) \rightarrow 1\right\} .
\end{align*}
$$

Note that one can also consider the gross-error breakdown point where $\pi(F, G)<\epsilon$ is replaced by $G \in\{(1-\epsilon) F+\epsilon H$ where $H$ is arbitrary . Loosely speaking, this is the largest fraction of gross errors that never can carry the estimate over all bounds. This notion often leads to the same value of $\epsilon^{*}$. Hampel (1971) also introduced some qualitative notions.

Definition 1.3 We say that a sequence of estimators $\left\{T_{n} ; n \geq 1\right\}$ is qualitatively robust at $F$ if for every $\epsilon>0$ there exists $\delta>0$ such that for all $G$ in $\mathcal{F}(\mathcal{X})$ and for all $n$ :

$$
\pi(F, G)<\delta \Longrightarrow \pi\left(\mathcal{L}_{F}\left(T_{n}\right), \mathcal{L}_{G}\left(T_{n}\right)\right)<\epsilon
$$

where $\pi$ is the Prohorov distance, $\mathcal{L}_{F}$ means "the distribution of ... under $F$ ", and $\mathcal{F}(\mathcal{X})$ is the set of all the possible probability distributions on $\mathcal{X}$.

Thus this definition describes equicontinuity of the distributions of $T_{n}$ with respect to $n$.

We now discuss some examples of location estimators. Let $X_{1}, \ldots, X_{n}$ be the i.i.d. random variables with distribution function $F$, where $F$ has density function $f$, and $f$ is symmetric. Let us consider the sample mean $\bar{X}, \alpha$-trimmed mean $\bar{X}_{\alpha}$, and median $M$. Note that the $\alpha$-trimmed mean is obtained by removing both the $[\alpha n]$ smallest and the $[\alpha n]$ largest observations and calculates the mean of the remaining ones. It is easy to see that $\bar{X}, \bar{X}_{\alpha}$, and $M$ can be represented as functionals by $T(F)=\int x d F, T(F)=\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha} F^{-1}(t) d t$, and $T(F)=F^{-1}\left(\frac{1}{2}\right)$ respectively. According to Definition 1.1, one can find the influence functions of $\bar{X}, \bar{X}_{\alpha}$, and $M$ at $F$ which are the following:
(i) $\quad I F(x ; \bar{X}, F)=x$;
(ii) $\quad I F\left(x ; \bar{X}_{\alpha}, F\right)= \begin{cases}\frac{1}{1-2 \alpha} F^{-1}(\alpha) & x<F^{-1}(\alpha) \\ \frac{1}{1-2 \alpha} x & F^{-1}(\alpha) \leq x \leq F^{-1}(1-\alpha) ; \\ \frac{1}{1-2 \alpha} F^{-1}(1-\alpha) & x>F^{-1}(1-\alpha)\end{cases}$
(iii) $I F(x ; M, F)=\frac{\operatorname{sign}(x)}{2 f(0)}$.

Based on the influence functions, one can find the following conclusions:
(i) The arithmetic mean $\bar{X}$ is nowhere qualitatively robust, with $\epsilon^{*}=0, \gamma^{*}=\infty, \lambda^{*}=1$, and $\rho^{*}=\infty$.
(ii) The $\alpha$-trimmed mean $\bar{X}_{\alpha}$ is qualitatively robust, with $\epsilon^{*}=\alpha, \gamma^{*}=\frac{1}{1-2 \alpha} F^{-1}(1-\alpha), \lambda^{*}=\frac{1}{1-2 \alpha}$, and $\rho^{*}=\infty$.
(iii) The median $M$ is qualitatively robust, with $\epsilon^{*}=\frac{1}{2}, \gamma^{*}=\frac{1}{2 f(0)}, \lambda^{*}=\infty$, and $\rho^{*}=\infty$.

As we mentioned earlier, Huber (1964) introduced the important concept of $M$ estimator. We have

Definition 1.4 Any estimator $T_{n}$ defined by a minimum problem of the form

$$
\begin{equation*}
\sum \rho\left(X_{i} ; T_{n}\right)=\min !, \tag{1.8}
\end{equation*}
$$

or by an implicit equation

$$
\begin{equation*}
\sum \psi\left(X_{i} ; T_{n}\right)=0 \tag{1.9}
\end{equation*}
$$

where $\rho$ is an arbitrary function, $\psi(x ; \theta)=(\partial / \partial \theta) \rho(x ; \theta)$, is called an $M$-estimator.
Note that the choice of $\rho(x ; \theta)=-\log f(x ; \theta)$ gives the Maximum Likelihood estimator. Hence sometimes we call $M$-estimator an $M L$ type estimator or generalized $M L$ estimator.

Another type of estimator often considered in robust estimation theory is the so-called $L$-estimator.

Definition 1.5 L-estimators are of the form

$$
\begin{equation*}
T_{n}\left(X_{1}, \ldots, X_{n}\right)=\sum_{i=1}^{n} a_{i} X_{(i)} \tag{1.10}
\end{equation*}
$$

where $X_{(1)}, \ldots, X_{(n)}$ are the ordered samples and the $a_{i}$ 's are some coefficients.
The name " $L$-estimators" comes from "linear combinations of order statistics."
The famous Huber estimator which is defined by $\psi_{b}(x)=\min \{b, \max \{x,-b\}\}$ is an example of $M$-estimator, and $\alpha$-trimmed mean $\bar{X}_{\alpha}$ is an example of $L$ estimator. The sample mean $\bar{X}$ and median $M$ may serve as examples for both $M$ - and $L$-estimators.

There are some other types of estimators being considered in robust estimation theory. For details, see Hampel (1986), and Andrews, Bickel, Hampel, Rogers and Tukey (1972).

There is an important topic in robust estimation theory, the problem of finding maximum asymptotic variances of different estimators. Collins (1976, 1977, 1986, and 1991) sufficiently studied the asymptotic variances of many robust estimators under symmetric or asymmetric contaminations. For instance, Collins (1986) considered the following problem arising in robust estimation theory: Find the maximum asymptotic variance of $\alpha$-trimmed mean used to estimate an unknown location parameter when the error distribution is subject to asymmetric contamination. The model for the error distribution is $F=(1-\epsilon) F_{0}+\epsilon G$, where $F_{0}$ is a known distribution symmetric about $0, \epsilon$ is fixed proportion of contamination, and $G$ is an unknown and asymmetric distribution. Under some assumptions, he found that the maximal asymptotic variance is obtained when $G$ places mass 1 at either $+\infty$ or $-\infty$.

The problems that are relevant to the asymptotic variance have been studied not only for the location estimators but also for the scale estimators as well. Moreover, the problems have also been discussed under some contamination models other than the gross-error neighbourhoods. Some examples are the Kolmogorov neighbourhood which is defined by $K_{\epsilon}(G)=\left\{F: \sup _{-\infty<x<\infty}|F(x)-G(x)| \leq \epsilon\right\}$ in which $\epsilon$ and $G$ are known and fixed, and the Lévy neighbourhood which is defined by $L_{\epsilon, \delta}(G)=\{F$ : $G(x-\delta)-\epsilon \leq F(x) \leq G(x+\delta)+\epsilon$ for all $x\}$. Some discussions can be found, for example in Wiens (1986), Collins and Wiens (1989), and Wiens and Wu (1991).

Portnoy (1977 and 1979) studied the problem of robust estimation in dependent situations.

Instead of studying the problem of finding the maximum asymptotic variance for each individual estimator, DasGupta (1990) discussed the bounds of asymptotic relative efficiencies (ARE) for a pair of estimators under some contamination models.

There are many papers about robust estimation theory. Most of the topics can be found in Huber (1981), Hampel (1986), and the references cited therein. Here we only present some basic concepts and the minimum amount of material which is relevant to the problem we are interested in, the problem of finding the bounds on asymptotic relative efficiencies of some robust estimators under random contaminations. The problem is an extension of the work of DasGupta (1990).

## Chapter 2

## Bounds on Asymptotic Relative Efficiencies of some Robust Estimators under Random <br> Contaminations

### 2.1 Introduction

Tukey (1960) considered the problem of robust estimation of a location parameter $\theta$ where the cumulative distribution function (cdf) of the error is the following

$$
F(x)=(1-\epsilon) \Phi(x)+\epsilon \Phi\left(\frac{x}{\sqrt{s}}\right)
$$

where $\epsilon$ and $s$ could be any fixed numbers such that $0<\epsilon<\frac{1}{2}$ and $s>1$, and $\Phi(x)$ is the standard normal distribution function.

The idea has been developed in many different ways by many authors, especially by Huber (1964). DasGupta (1990) proposed the generalized model as follows:

$$
F(x)=\iint\left[(1-\epsilon) H(x)+\epsilon H\left(\frac{x}{\sqrt{s}}\right)\right] d G_{1}(\epsilon) d G_{2}(s)
$$

where $\epsilon, s$ are taken to be random, but with known expectations $E(\epsilon)=\epsilon_{0}$ and $E(s)=s_{0}$. Moreover, he assumed that $\epsilon$ and $s$ are independent. He discussed the upper and lower bounds of Asymptotic Relative Efficiencies (ARE) of the HodgesLehmann estimator $W$, the median $M$, and the $\alpha-\operatorname{trimmed}$ mean $\bar{X}_{\alpha}$ with respect to the sample mean $\bar{X}$ over the class of distributions

$$
\begin{align*}
\mathcal{F}_{0} & =\left\{F(x): F(x)=\iint\left[(1-\epsilon) H(x)+\epsilon H\left(\frac{x}{\sqrt{s}}\right)\right] d G_{1}(\epsilon) d G_{2}(s)\right\} \\
& =\left\{F(x): F(x)=\left(1-\epsilon_{0}\right) H(x)+\epsilon_{0} \int H\left(\frac{x}{\sqrt{s}}\right) d G_{2}(s)\right\} \tag{2.1.1}
\end{align*}
$$

where $\epsilon_{0}=\int \epsilon d G_{1}(\epsilon)$ and $G_{2}\left[s_{1}, \infty\right)=1$ with known constants $s_{1}>1$ and $s_{0}=$ $\int s d G_{2}(s)$.

In this chapter, we discuss a problem similar to that of DasGupta (1990) but with a different consideration for $\mathcal{F}$. We are looking for the bounds of ARE among the location estimators sample mean $\bar{X}, \alpha$-trimmed mean $\bar{X}_{\alpha}$, and median $M$ over the scale mixing random contaminated class

$$
\begin{equation*}
\mathcal{F}=\left\{F(x): F(x)=(1-\epsilon) H(x)+\epsilon \int H\left(\frac{x}{\sqrt{s}}\right) d G(s)\right\} \tag{2.1.2}
\end{equation*}
$$

where $s$ is random with distribution function $G(s)$ such that $G\left[s_{1}, s_{2}\right]=1$ for some fixed numbers $s_{1}, s_{2}$, and $1 \leq s_{1}<s_{2}<\infty$. Here $\epsilon$ is any fixed number such that $0<\epsilon<\frac{1}{2}$, and $H(x)$ is absolutely continuous.

In (2.1.1), DasGupta assumed that $\epsilon$ and $s$ are independent and $\int \epsilon d G_{1}(\epsilon)=\epsilon_{0}$ is known. In this situation, $\epsilon$ plays no role in finding the bounds of ARE among $\bar{X}, \bar{X}_{\alpha}$, and $M$. The bounds only depend on the value $\epsilon_{0}$ and $G_{2}(s)$. Hence, in (2.1.2), we treat $\epsilon$ as any fixed number between 0 and $\frac{1}{2}$ rather than a random variable. On the other hand, it seems more reasonable to assume that $G\left[s_{1}, s_{2}\right]=1$ for some $1 \leq s_{1}<s_{2}<\infty$ rather than $G_{2}\left[s_{1}, \infty\right)=1$ with known constant $s_{0}=\int s d G_{2}(s)$. Therefore, we suggest the scale mixing random contaminated class as we indicated in (2.1.2). From (1.2), we know that $V(T, F)=\int \operatorname{IF}(x ; T, F)^{2} d F(x)$. Hence $e(T, S, F)=V(S, F) / V(T, F)$ is the asymptotic relative efficiency of a pair of estimators $\left\{T_{n}: n \geq 1\right\}$ and $\left\{S_{n}\right.$ : $n \geq 1\}$.

Let $F$ be the cumulative distribution function (cdf) of the error, where $F \in \mathcal{F}$. The main purpose of this chapter is looking for the bounds on $e(M, \bar{X}, F), e\left(\bar{X}_{\alpha}, \bar{X}, F\right)$,
and $e\left(M, \bar{X}_{\alpha}, F\right)$ over the class of distributions $\mathcal{F}$. i.e. we are looking for the following quantities:

$$
\begin{array}{ll}
e_{*}(M, \bar{X})=\inf _{F \in \mathcal{F}} e(M, \bar{X}, F), & e^{*}(M, \bar{X})=\sup _{F \in \mathcal{F}} e(M, \bar{X}, F) ; \\
e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\inf _{F \in \mathcal{F}} e\left(\bar{X}_{\alpha}, \bar{X}, F\right), & e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\sup _{F \in \mathcal{F}} e\left(\bar{X}_{\alpha}, \bar{X}, F\right) ; \\
e_{*}\left(M, \bar{X}_{\alpha}\right)=\inf _{F \in \mathcal{F}} e\left(M, \bar{X}_{\alpha}, F\right), & e^{*}\left(M, \bar{X}_{\alpha}\right)=\sup _{\mathcal{F}} e\left(M, \bar{X}_{\alpha}, F\right) .
\end{array}
$$

We define

$$
\begin{equation*}
\mathcal{G}=\left\{G(s): \quad G\left[s_{1}, s_{2}\right]=1 \quad 1 \leq s_{1}<s_{2}<\infty\right\} . \tag{2.1.3}
\end{equation*}
$$

It is clear that the asymptotic relative efficiencies eventually depend on $G$, since $F(x)=(1-\epsilon) H(x)+\epsilon \int H\left(\frac{x}{\sqrt{s}}\right) d G(s)$ where $H(x)$ is a known function. Therefore, we have

$$
\begin{array}{ll}
e_{*}(M, \bar{X})=\inf _{G \in \mathcal{G}} e(M, \bar{X}, G), & e^{*}(M, \bar{X})=\sup _{G \in \mathcal{G}} e(M, \bar{X}, G) ; \\
e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\inf _{G \in \mathcal{G}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right), & e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\sup _{G \in \mathcal{G}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) ; \\
e_{*}\left(M, \bar{X}_{\alpha}\right)=\inf _{G \in \mathcal{G}} e\left(M, \bar{X}_{\alpha}, G^{\prime}\right), & e^{*}\left(M, \bar{X}_{\alpha}\right)=\sup _{G \in \mathcal{G}} e\left(M, \bar{X}_{\alpha}, G\right) .
\end{array}
$$

In section 2.3, we find the explicit solutions to $e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$. Let $\mathcal{E}=\left\{\Delta_{s}: s_{1} \leq s \leq s_{2}\right\}$ and $\mathcal{H}=\left\{\lambda \Delta s_{2}+(1-\lambda) \Delta s_{1}: 0 \leq \lambda \leq 1\right\}$. We find that

$$
e_{*}(M, \bar{X})=\inf _{G \in \mathcal{E}} e\left(M, \bar{X}, G^{\prime}\right)=e\left(M, \bar{X}, \Delta s_{1}\right)
$$

and

$$
e_{*}(M, \bar{X})=\sup _{G \in \mathcal{H}} e(M, \bar{X}, \mathcal{G})=e\left(M, \bar{X}, G^{*}\right)
$$

where $G^{*}=\Delta s_{2}$ or $G^{*}=\lambda \Delta s_{2}+(1-\lambda) \Delta s_{1}$ for some $\lambda \in(0,1)$.
In section 2.4 , we study the bounds on $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ and $e\left(M, \bar{X}_{\alpha}, G\right)$. We indicate that the bounds are located within certain ranges. Let $F^{-1}(1-\alpha)=\gamma$, i.e.,

$$
F(\gamma)=(1-\epsilon) H(\gamma)+\epsilon \int H\left(\frac{\gamma}{\sqrt{s}}\right) d G(s)=1-\alpha .
$$

We define $\mathcal{G}_{\gamma}=\left\{G: G \in \mathcal{G}, F^{-1}(1-\alpha)=\gamma\right\}, \mathcal{G}_{n}=\{G: G \in \mathcal{G}, \operatorname{Card} \sigma(G) \leq n\}$, and $\mathcal{T}=\left\{\lambda \Delta_{t_{1}}+(1-\lambda) \Delta_{t_{2}}: t_{1}, t_{2} \in\left[s_{1}, s_{2}\right], 0 \leq \lambda \leq 1\right\}$.

We find that
$\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{G}_{\gamma}} e\left(\bar{X}_{\alpha}, \bar{X}, G^{\prime}\right) \leq \max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$,
where $\gamma_{1}$ and $\gamma_{2}$ are the lower and upper bounds of $\gamma$.
The situations of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e^{*}\left(M, \bar{X}_{\alpha}\right)$, and $e_{*}\left(M, \bar{X}_{\alpha}\right)$ are similar to the case of $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$. A general result is given by Theorem 2.4.3. some special results are also found when $h(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$ and $h(x)=\frac{1}{2} e^{-|x|}$. These results are presented through Theorem 2.4.4 to Theorem 2.4.7.

In section 2.2, we proved some preliminary results which will be used to find these bounds. Some numerical results and comments are presented in Section 2.5.

### 2.2 Preliminaries

In this section, we are going to present some preliminaries which will be used in later sections to find the bounds of ARE among the sample mean $\bar{X}, \alpha$-trimmed mean $\bar{X}_{\alpha}$, and median $M$.

Let $T$ be the functional defined on $\mathcal{G}, T: \mathcal{G} \rightarrow \mathbb{R}^{2}$, by

$$
T(G)=\left(\int h_{1}(s) d G(s), \quad \int h_{2}(s) d G(s)\right)
$$

where $h_{1}(s)$ and $h_{2}(s)$ are bounded and continuous functions on $\left[s_{1}, s_{2}\right]$.
Note that the extreme points of $\mathcal{G}$ is the set

$$
\mathcal{E}=\left\{\Delta_{s}: s_{1} \leq s \leq s_{2}\right\}
$$

where $\Delta_{s}$ is the distribution function that put all its mass at $s$. The image of $\mathcal{E}$ under $T$ is the following:

$$
\begin{aligned}
T(\mathcal{E}) & =\left\{\left(\int h_{1}(s) d \Delta_{s}, \int h_{2}(s) d \Delta_{s}\right): s_{1} \leq s \leq s_{2}\right\} \\
& =\left\{\left(h_{1}(s), h_{2}(s)\right): s_{1} \leq s \leq s_{2}\right\} \\
& :=S .
\end{aligned}
$$

Let $\hat{S}$ be the convex hull of $S$, i.e., the smallest convex set containing $S$ or the set of all convex combinations of $S$. Furthermore, let us define $P$ to be the set of convex combinations of any two points of $S$, i.e.,

$$
\begin{equation*}
P=\left\{\lambda p_{1}+(1-\lambda) p_{2}: p_{1}, p_{2} \in S, 0 \leq \lambda \leq 1\right\} \tag{2.2.1}
\end{equation*}
$$

and let

$$
\begin{equation*}
\mathcal{T}=\left\{\lambda \Delta_{t_{1}}+(1-\lambda) \Delta_{t_{2}}: t_{1}, t_{2} \in\left[s_{1}, s_{2}\right], \quad 0 \leq \lambda \leq 1\right\} \tag{2.2.2}
\end{equation*}
$$

Under the notations and the assumptions we made above, we have
Theorem 2.2.1 $P=T(\mathcal{T})=T(\mathcal{G})=\hat{S}$.

Some well known results are needed to prove Theorem 2.2.1. We state them as the following two Lemmas.

Lemma 2.2.2 For every distribution function $G$ in $\mathcal{G}$, there exists a sequence of step distribution functions $G_{n}^{\prime}$ in $\mathcal{G}$ such that $G_{n} \Longrightarrow G$, where " $\Longrightarrow$ " refers to weak convergence.

Proof: For given $G \in \mathcal{G}$, let

$$
G_{n}=\sum_{i=1}^{n} p_{n_{i}} \Delta_{S_{n_{i}}},
$$

where $S_{n_{i}}=s_{1}+\frac{i\left(s_{2}-s_{1}\right)}{n}$ and $p_{n_{i}}=G\left(S_{n_{i}}\right)-G\left(S_{n, i-1}\right)$.
It is obvious that $G_{n} \Longrightarrow G$.
Lemma 2.2.3 (Billingsley 1986). The following two conditions are equivalent:
(i) $G_{n} \Longrightarrow G$.
(ii) $\int h d G_{n} \rightarrow \int h d G$ for every bounded, continuous function $h$.

## The proof of Theorem 2.2.1:

We prove the theorem by showing the following four steps:
(i) $P=T(\mathcal{T})$

For any $G \in \mathcal{T}$, we have $G=\lambda \Delta_{t_{1}}+(1-\lambda) \Delta_{t_{2}}$ for some $t_{1}, t_{2} \in\left[s_{1}, s_{2}\right]$ and $0 \leq \lambda \leq 1$, and

$$
\begin{aligned}
T(G) & =\left(\int h_{1}(s) d G, \int h_{2}(s) d G\right) \\
& =\left(\lambda h_{1}\left(t_{1}\right)+(1-\lambda) h_{1}\left(t_{2}\right), \lambda h_{2}\left(t_{1}\right)+(1-\lambda) h_{2}\left(t_{2}\right)\right) \\
& =\lambda\left(h_{1}\left(t_{1}\right), h_{2}\left(t_{1}\right)\right)+(1-\lambda)\left(h_{1}\left(t_{2}\right), h_{2}\left(t_{2}\right)\right) \\
& =\lambda p_{1}+(1-\lambda) p_{2},
\end{aligned}
$$

where $p_{1}=\left(h_{1}\left(t_{1}\right), h_{2}\left(t_{1}\right)\right)$ and $p_{2}=\left(h_{1}\left(t_{2}\right), h_{2}\left(t_{2}\right)\right)$. Hence, we have $p_{1}, p_{2} \in S$ and $T(G)=\lambda p_{1}+(1-\lambda) p_{2} \in P$. Therefore, we have $T(\mathcal{T}) \subseteq P$.

On the other hand, for any $\lambda p_{1}+(1-\lambda) p_{2} \in P$, there exist $t_{1}, t_{2} \in\left[s_{1}, s_{2}\right]$ such that

$$
p_{1}=\left(\int h_{1}(s) d \Delta_{t_{1}}, \int h_{2}(s) d \Delta_{t_{1}}\right)=\left(h_{1}\left(t_{1}\right), h_{2}\left(t_{1}\right)\right)
$$

and

$$
p_{2}=\left(\int h_{1}(s) d \Delta_{t_{2}}, \int h_{2}(s) d \Delta_{t_{2}}\right)=\left(h_{1}\left(t_{2}\right), h_{2}\left(t_{2}\right)\right) .
$$

Let $G=\lambda \Delta_{t_{1}}+(1-\lambda) \Delta_{t_{2}}$. Then $G \in \mathcal{T}$ and $T(G)=\lambda p_{1}+(1-\lambda) p_{2} \in T(\mathcal{T})$. Hence, we have $P \subseteq T(\mathcal{T})$.
Combining the above two results we get $P=T(\mathcal{T})$.
(ii) $T(\mathcal{T}) \subseteq T(\mathcal{G})$.

This is obvious since $\mathcal{T} \subseteq \mathcal{G}$.
(iii) $T(\mathcal{G}) \subseteq \hat{S}$.

For any $G \in \mathcal{G}$, Lemma 2.2.2 implies that there exists $\left\{G_{n}\right\}$, such that $G_{n} \in \mathcal{G}$ and $G_{n} \Longrightarrow G$ where $G_{n}=\sum_{i=1}^{n} p_{n_{i}} \Delta_{S_{n_{i}}}$ with $\sum_{i=1}^{n} p_{n_{i}}=1$ and $S_{n_{i}} \in\left[s_{1}, s_{2}\right]$. Especially, we can choose $S_{n_{i}}=s_{1}+\frac{i\left(s_{2}-s_{1}\right)}{n}$ and $p_{n_{i}}=G\left(S_{n_{i}}\right)-G\left(S_{n, i-1}\right) i=$ $1, \ldots, n$.

Let

$$
q=\left(\int h_{1}(s) d G(s), \int h_{2}(s) d G(s)\right)
$$

and

$$
\begin{aligned}
q_{n} & =\left(\int h_{1}(s) d G_{n}(s), \int h_{2}(s) d G_{n}(s)\right) \\
& =\left(\sum_{i=1}^{n} p_{n_{i}} h_{1}\left(S_{n i}\right), \sum_{i=1}^{n} p_{n_{i}} h_{2}\left(S_{n i}\right)\right) \\
& =\sum_{i=1}^{n}\left(p_{n_{i}} h_{1}\left(S_{n i}\right), p_{n_{i}} h_{2}\left(S_{n_{i}}\right)\right. \\
& =\sum_{i=1}^{n} p_{n_{i}}\left(h_{1}\left(S_{n i}\right), h_{2}\left(S_{n i}\right)\right) .
\end{aligned}
$$

Since $q_{n}$ is the convex combination of $\left(h_{1}\left(S_{n i}\right), h_{2}\left(S_{n i}\right)\right)$, where $\left(h_{1}\left(S_{n i}\right), h_{2}\left(S_{n i}\right)\right) \in S$. Therefore, $q_{n} \in \hat{S}$ for all $n$.

We assume that $h_{1}(s)$ and $h_{2}(s)$ are the bounded and continuous functions on [ $s_{1}, s_{2}$ ]. The implication of Lemma 2.2.3 gives us

$$
\begin{aligned}
q_{n} & =\left(\int h_{1}(s) d G_{n}(s), \int h_{2}(s) d G_{n}(s)\right) \\
& \rightarrow\left(\int h_{1}(s) d G(s), \int h_{2}(s) d G(s)\right)=q \text { as } n \rightarrow \infty
\end{aligned}
$$

Note that $\hat{S}$ is a closed set. Hence $q_{n} \in \hat{S}$ and $q_{n} \rightarrow q$ implies $q \in \hat{S}$. We have proved $T(G)=q \in \hat{S}$ for any $G \in \mathcal{G}$. Therefore, we get $T(\mathcal{G}) \subseteq \hat{S}$.
(iv) $\hat{S} \subseteq P$.

The assumption that $h_{1}(s)$ and $h_{2}(s)$ are the bounded and continuous functions implies that $S$ is a bounded continuous curve on $\mathbf{R}^{2}$. Hence, there exist real numbers $a, b, c$, and $d$ such that the set

$$
U=\{(x, y): a \leq x \leq b, c \leq y \leq d\}
$$

is the smallest rectangle containing $S$ as well as $\hat{S}$.
For any $p_{0} \in U \backslash S$, , let $l_{p}$, be the straight line that goes through the point $p_{0}$ and $p$, where $p \in S$. Varying $p$ within $S$, we get a family of straight line denoted as

$$
\mathcal{L}=\left\{l_{p}: p \in S, l_{p} \text { is the line going through } p \text { and } p_{0}\right\} .
$$

If $p_{0} \in \hat{S} \backslash S$, we claim that the following statement is true.
$S 1$ : There exists a point $p_{1} \in S$, such that $l_{p_{1}}$ intersect $S$ at another point $p_{2} \in S$ with $p_{0}$ in between.

## The proof of S1:

Let $p_{0} \in \hat{S} \backslash S$ and $p_{0}=\left(x_{0}, y_{0}\right)$. We draw a vertical line $l_{0}$ going through $p_{0}$, i.e., $l_{0}: x=x_{0}$. If $S I$ does not hold, $l_{0}$ must intersect $S$ either above or below $p_{0}$. Without loss of generality; we assume that $l_{0}$ intersect $S$ above $p_{0}$.


Figure 2.2.1

For the sake of argument, let us color the "upper half" (above $p_{0}$ ) of $l_{0}$ to be red and the "lower half" (below $p_{0}$ ) to be blue. We turn around $l_{0}$ clockwise with $p_{0}$ fixed. Stop turning when the blue half first hit $S$. Because $S 1$ does not hold, the red half must stay away from $S$. If we slightly turn back $l_{0}$, there must be a position of $l_{0}$ such that the whole $l_{0}$ stay away from $S$ i.e. $l_{0} \cap S=\phi$. It is easy to see that there exists a convex set $C$ containing $S$ such that $C \cap l_{0}=\phi$. Hence $\hat{S} \cap l_{0}=\phi$, and $p_{0} \notin \hat{S}$. This contradicts the fact that $p_{0} \in \hat{S} \backslash S$. Therefore $S 1$ is a true statement.
$S 1$ indicates that, for any $p_{0} \in \hat{S} \backslash S$ there exist $p_{1}$ and $p_{2} \in S$ such that $p_{0}$ is on the segment of straight line connecting $p_{1}$ to $p_{2}$. Therefore $p_{0}$ is the convex combination of $p_{1}$ and $p_{2}$, i.e., $p_{0}=\lambda p_{1}+(1-\lambda) p_{2}$ for some $0<\lambda<1$. On the other hand, for any $p \in S$, there exist $p_{1}$ and $p_{2} \in S$ and with $\lambda=0$ or $\lambda=1$ such that $p=\lambda p_{1}+(1-\lambda) p_{2}$ belong to $P$. This implies $\hat{S} \subseteq P$.

Combining (i), (ii), (iii), and (iv), we have proved Theorem 2.2.1.

Under the assumption we made before, $S$ is a continuous curve. If $S$ is a convex curve, we will have a result which is simpler than Theorem 2.2.1. Let

$$
\begin{equation*}
P^{(1)}=\left\{\lambda p^{(1)}+(1-\lambda) p: p^{(1)}=\left(h_{1}\left(s_{1}\right), h_{2}\left(s_{1}\right)\right), p \in S, 0 \leq \lambda \leq 1\right\} \tag{2.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{T}^{(1)}=\left\{\lambda \Delta_{s_{1}}+(1-\lambda) \Delta_{s}: s \in\left[s_{1}, s_{2}\right], \quad 0 \leq \lambda \leq 1\right\} \tag{2.2.4}
\end{equation*}
$$

We have:

Theorem 2.2.4 Let us maintain the same notations and assumptions as we made in Theorem 2.2.1. Let $P^{(1)}$ and $\mathcal{T}^{(1)}$ be defined as in (2.2.3) and (2.2.4). If $S$ is a convex curve, then we have

$$
P^{(1)}=T\left(\mathcal{T}^{(1)}\right)=T(\mathcal{G})=\hat{S}
$$

Proof: It is obvious that $T\left(\mathcal{T}^{(1)}\right) \subseteq T(\mathcal{G})$. The proof of $P^{(1)}=T\left(\mathcal{T}^{(1)}\right)$ is similar to the proof of $P=T(\mathcal{T})$ in Theorem 2.2.1. Moreover, in Theorem 2.2.1, we have shown $T(\mathcal{G}) \subseteq \hat{S}$. Hence it is sufficient to show that $\hat{S} \subseteq P^{(1)}$ and this is obviously true by the convexity of $S$.

Remark 1. Theorem 2.2.4 remains true if $S$ is a concave curve.
Remark 2. It is obvious that

$$
P^{(2)}=T\left(\mathcal{T}^{(2)}\right)=T(\mathcal{G})=\hat{S}
$$

when $S$ is either convex or concave, where

$$
\begin{equation*}
p^{(2)}=\left\{\lambda p^{(2)}+(1-\lambda) p: p^{(2)}=\left(h_{1}\left(s_{2}\right), h_{2}\left(s_{2}\right)\right), p \in S, 0 \leq \lambda \leq 1\right\} \tag{2.2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{T}^{(2)}=\left\{\lambda \Delta_{s_{2}}+(1-\lambda) \Delta_{s}: s \in\left[s_{1}, s_{2}\right], \quad 0 \leq \lambda \leq 1\right\} \tag{2.2.6}
\end{equation*}
$$

We are not sure whether the natural extension of Theorem 2.2.1 to the $m$-dimensional case is true or not. Let

$$
T_{m}(G)=\left(\int h_{1}(s) d G(s), \ldots, \int h_{m}(s) d G(s)\right)
$$

where $h_{1}(s), \ldots, h_{m}(s)$ are bounded and continuous functions on $\left[s_{1}, s_{2}\right]$. Let $S_{m}$ be the image of $\mathcal{E}$ under $T_{m}$, i.e.,

$$
\begin{aligned}
S_{m} & :=T_{m}(\mathcal{E}) \\
& =\left\{\left(\int h_{1}(s) d \Delta_{s}, \ldots, \int h_{m}(s) d \Delta_{s}\right): s_{1} \leq s \leq s_{2}\right\} \\
& =\left\{\left(h_{1}(s), \ldots, h_{m}(s)\right): s_{1} \leq s \leq s_{2}\right\} .
\end{aligned}
$$

Let $\hat{S}_{m}$ be the convex hull of $S_{m}$. Let $P_{m}$ be the set of convex combinations of any $m$ points of $S_{m}$, i.e.,

$$
P_{m}=\left\{\sum_{i=1}^{m} \lambda_{i} p_{i}: p_{i} \in S_{m}, 0 \leq \lambda_{i} \leq 1, i=1, \ldots, m, \sum_{i=1}^{m} \lambda_{i}=1\right\}
$$

and

$$
\mathcal{T}_{m}=\left\{\sum_{i=1}^{m} \lambda_{i} \Delta_{t_{i}}: t_{i} \in\left[s_{1}, s_{2}\right], 0 \leq \lambda_{i} \leq 1, i=1, \ldots, m, \sum_{i=1}^{m} \lambda_{i}=1\right\}
$$

We make the following conjecture:
Conjecture 2.2.5 $P_{m}=T_{m}\left(\mathcal{T}_{m}\right)=T_{m}(\mathcal{G})=\hat{S}_{m}$.

Some general results similar to Theorem 2.2.1 and Conjecture 2.2 .5 can be found for example, in Rockafellar (1970) and some implications and applications to robust estimation can be found in Collins and Portnoy (1981). Comparing with those results, both the conditions and conclusions of Theorem 2.2.1 and Conjecture 2.2.5 are stronger.

### 2.3 Bounds on $e(M, \bar{X}, F)$

In this section, we are going to find the bounds on $e(M, \bar{X}, F)$, the bounds of the asymptotic relative efficiency of the pair of estimators $\bar{X}$ and $M$. We start from the concept of influence function. As we mentioned in Chapter 1 , the $I F$ of $\bar{X}$ and $M$ are $I F(x ; \bar{X}, F)=x$ and $I F(x ; M, F)=\operatorname{sign}(x) / 2 f(0)$ respectively. These are well-known results, but for completeness, we provide the detailed proof here. Let $X_{1}, \ldots, X_{n} \sim F(x)$ and $X_{i}$ 's are i.i.d. It is clear that the sample mean can be represented as a functional of $F$ by $T(F)=\int x d F(x)$. The influence function of $T$ at $F$ can be calculated according to (1.1). We have

$$
\begin{aligned}
I F(x ; T, F) & =\lim _{t \rightarrow 0} \frac{T\left((1-t) F+t \Delta_{x}\right)-T(F)}{t} \\
& =\lim _{t \rightarrow 0} \frac{\int u d\left[(1-t) F+t \Delta_{x}\right](u)-\int u d F(u)}{t} \\
& =\lim _{t \rightarrow 0} \frac{(1-t) \int u d F(u)+t \int u d \Delta_{x}(u)-\int u d F(u)}{t} \\
& =\lim _{t \rightarrow 0} \frac{t \cdot x-t \cdot \int u d F(u)}{t} \\
& =x-\int u d F(u)=x
\end{aligned}
$$

if $\int u d F(u)=0$.
In the case we discussed in Section 2.1, $F(x)$ is symmetric. Hence, we have $I F(x ; \bar{X}, F)=x$. Let us denote the asymptotic variance of $\bar{X}$ under $F$ as $V(\bar{X}, F)$. By (1.2), we have

$$
\begin{aligned}
V(\bar{X}, F) & =\int I F(x ; \bar{X}, F)^{2} d F(x) \\
& =\int x^{2} d F(x) \\
& =(1-\epsilon) \int x^{2} h(x) d x+\epsilon \int\left[x^{2} \int h\left(\frac{x}{\sqrt{s}}\right) \cdot \frac{1}{\sqrt{s}} d G(s)\right] d x \\
& =(1-\epsilon) \int x^{2} h(x) d x+\epsilon \int_{s_{1}}^{s_{2}} s\left[\int_{-\infty}^{\infty} y^{2} h(y) d y\right] d G(s) \\
& =(1-\epsilon) \sigma_{h}^{2}+\epsilon \sigma_{h}^{2} \int s d G(s)
\end{aligned}
$$

where $F \in \mathcal{F}$ and $\sigma_{h}^{2}=\int x^{2} h(x) d x$.

Similarly, the median $M$ can be represented as a functional of F by $T(F)=$ $F^{-1}\left(\frac{1}{2}\right)$. The influence function of $T$ under $F$ is the following limit:

$$
I F(x ; T, F)=\lim _{t \rightarrow 0} \frac{\left[(1-t) F+t \Delta_{x}\right]^{-1}\left(\frac{1}{2}\right)-F^{-1}\left(\frac{1}{2}\right)}{t}
$$

Case (i) $x<F^{-1}\left(\frac{1}{2}\right)$
In this case, $\left[(1-t) F+t \Delta_{x}\right]^{-1}\left(\frac{1}{2}\right)$ is that value of $y$ for which $(1-t) F(y)+t \Delta_{x}(y)=$ $\frac{1}{2}$. This solution will either be a value of $y<x$ for which $(1-t) F(y)=\frac{1}{2}$, or a value of $y>x$ for which $(1-t) F(y)+t=\frac{1}{2}$. If $y<x$, we have $F(y) \leq F(x)<\frac{1}{2}$. Hence $(1-t) F(y)=\frac{1}{2}$ is impossible for small $t>0$. Therefore, we have $y>x$, and $(1-t) F(y)+t=\frac{1}{2}$. Take the derivative with respect to $t$ at both sides and evaluate at $t=0$, we get

$$
(1-t) \cdot \frac{d F(y)}{d t}+F(y) \cdot(-1)=-1
$$

and

$$
\left.(1-t) \cdot f(y) \cdot \frac{d y}{d t}\right|_{t=0}-\left.F(y)\right|_{t=0}=-\left.1 \Longrightarrow f(0) \frac{d y}{d t}\right|_{t=0}-\frac{1}{2}=-1
$$

Hence, we get $I F(x ; M, F)=\left.\frac{d y}{d t}\right|_{t=0}=-\frac{1}{2 f(0)}$.
Case (ii) $x>F^{-1}\left(\frac{1}{2}\right)$
In this case, we have $I F(x ; M, F)=\frac{1}{2 f(0)}$. The proof is similar to case (i).
We finally get

$$
I F(x ; M, F)=\frac{\operatorname{sign}(x)}{2 f(0)}
$$

Denote the asymptotic variance of $M$ under $F$ as $V(M, F)$. According to (1.2), we have

$$
\begin{aligned}
V(M, F) & =\int I F(x ; M, F)^{2} d F(x) \\
& =\frac{1}{4 f^{2}(0)} \\
& =\frac{1}{4\left[(1-\epsilon) h(0)+\epsilon \int\left(h\left(\frac{0}{\sqrt{s}}\right) \frac{1}{\sqrt{s}}\right) d G(s)\right]^{2}} \\
& =\frac{1}{4 h^{2}(0)\left[(1-\epsilon)+\epsilon \int \frac{1}{\sqrt{s}} d G(s)\right]^{2}}
\end{aligned}
$$

Hence, the asymptotic relative efficiency of the pair of estimators $\bar{X}$ and $M$ is

$$
\begin{align*}
e(M, \bar{X}, F) & =\frac{V(\bar{X}, F)}{V(M, F)} \\
& =4 h^{2}(0) \cdot \sigma_{h}^{2} \cdot\left[(1-\epsilon)+\epsilon \int s d G(s)\right] \cdot\left[(1-\epsilon)+\epsilon \int \frac{1}{\sqrt{s}} d G(s)\right]_{(0)}^{2} . \tag{2.3.1}
\end{align*}
$$

We are now going to find the bounds on $e(M, \bar{X}, F)$ where $F \in \mathcal{F}$ or $G \in \mathcal{G}$. In light of Theorem 2.2.1, we consider the functional $T$ from $\mathcal{G}$ to $\mathbf{R}^{2}$ as follows:

$$
T(G)=\left(\int s d G(s), \quad \int \frac{1}{\sqrt{s}} d G(s)\right)
$$

i.e., we choose $h_{1}(s)=s$ and $h_{2}(s)=\frac{1}{\sqrt{s}}$. We defne

$$
T(\mathcal{E})=\left\{\left(s, \frac{1}{\sqrt{s}}\right): s_{1} \leq s \leq s_{2}\right\}:=S
$$

Then $S$ is a convex curve on $\mathbf{R}^{2}$ and the convex hull of $S, \hat{S}$, is the shaded region in Figure 2.3.1.


Figure 2.3.1
Because $S$ is a convex curve, Theorem 2.2.4 can be used to solve our problem. Furthermore, it is clear that $e^{*}(M, \bar{X})$ can be achieved on the upper boundary of $\hat{S}$ and $e_{*}(M, \bar{X})$ can be achieved on the lower boundary of $\hat{S}$. Let

$$
\mathcal{H}=\left\{G: G=\lambda \Delta_{s_{2}}+(1-\lambda) \Delta_{s_{1}}, 0 \leq \lambda \leq 1\right\}
$$

Then the upper boundary of $\hat{S}$ is the image of $\mathcal{H}$ under $T$, i.e., $T(\mathcal{H})=L$, where $L=\left\{p: p=\lambda p^{(2)}+(1-\lambda) p^{(1)}, 0 \leq \lambda \leq 1\right\}$ and the lower boundary of $\hat{S}$ is $S$ which is the image of $\mathcal{E}$ under $T$. Hence, we have

$$
\begin{align*}
e_{*}(M, \bar{X}) & =\inf _{\mathcal{F}} e(M, \bar{X}, F) \\
& =\inf _{\mathcal{G}} e(M, \bar{X}, G) \\
& =\inf _{\mathcal{E}} e(M, \bar{X}, G)  \tag{2.3.2}\\
& =\inf _{\mathcal{E}} 4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon \int s d G(s)\right]\left[(1-\epsilon)+\epsilon \int \frac{1}{\sqrt{s}} d G(s)\right]^{2} \\
& =\inf _{s_{1} \leq s \leq s_{2}} 4 h^{2}(0) \sigma_{h}^{2}[(1-\epsilon)+\epsilon \cdot s]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right]^{2}
\end{align*}
$$

and

$$
\begin{align*}
e^{*}(M, \bar{X})= & \sup _{\mathcal{F}} e(M, \bar{X}, F) \\
= & \sup _{\mathcal{G}} e(M, \bar{X}, G) \\
= & \sup _{\mathcal{H}} e(M, \bar{X}, G) \\
= & \sup _{\mathcal{H}} 4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon \int s d G(s)\right]\left[(1-\epsilon)+\epsilon \int \frac{1}{\sqrt{s}} d G(s)\right]^{2}  \tag{2.3.3}\\
= & \sup _{0 \leq \lambda \leq 1} 4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon\left(\lambda s_{2}+(1-\lambda) s_{1}\right)\right] \\
& \cdot\left[(1-\epsilon)+\epsilon\left(\frac{\lambda}{\sqrt{s_{2}}}+\frac{(1-\lambda)}{\sqrt{s_{1}}}\right)\right]^{2} .
\end{align*}
$$

In order to find $e_{*}(M, \bar{X})$, we define $L(s)=[(1-\epsilon)+\epsilon s] \cdot\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right]^{2}$. Then we get

$$
\begin{aligned}
\frac{d L(s)}{d s} & =[(1-\epsilon)+\epsilon s] \cdot 2\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right] \cdot\left(-\frac{\epsilon}{2} \cdot s^{-\frac{3}{2}}\right)+\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right]^{2} \cdot \epsilon \\
& =\epsilon\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right] \cdot\left\{(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}-s^{-\frac{3}{2}}[(1-\epsilon)+\epsilon s]\right\} \\
& =\epsilon(1-\epsilon)\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s}}\right] \cdot\left(1-s^{-\frac{3}{2}}\right)>0
\end{aligned}
$$

since $1 \leq s_{1} \leq s \leq s_{2}$. Therefore, $L(s)$ obtains its minimum value at $s=s_{1}$, and we have

$$
e_{*}(M, \bar{X})=4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon s_{1}\right]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}\right]^{2}
$$

which is realized by the distribution function $G=\Delta_{s_{1}}$.

In order to find $e^{*}(M, \bar{X})$, let

$$
\begin{aligned}
U(\lambda) & =\left[(1-\epsilon)+\epsilon\left(\lambda s_{2}+(1-\lambda) s_{1}\right)\right] \cdot\left[(1-\epsilon)+\epsilon\left(\frac{\lambda}{\sqrt{s_{2}}}+\frac{(1-\lambda)}{\sqrt{s_{1}}}\right)\right]^{2} \\
& =\left[(1-\epsilon)+\epsilon s_{1}+\epsilon\left(s_{2}-s_{1}\right) \lambda\right] \cdot\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right]^{2}
\end{aligned}
$$

and let $\lambda$ be any real number. We have

$$
\begin{aligned}
\frac{d U(\lambda)}{d \lambda}= & {\left[(1-\epsilon)+\epsilon s_{1}+\epsilon\left(s_{2}-s_{1}\right) \lambda\right] } \\
& \cdot 2\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right] \cdot \epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \\
& \left.+\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right]\right]^{2} \cdot \epsilon\left(s_{2}-s_{1}\right) \\
= & \epsilon\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right] \\
& \cdot\left\{2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left[(1-\epsilon)+\epsilon s_{1}+\epsilon\left(s_{2}-s_{1}\right) \lambda\right]\right. \\
& \left.+\left(s_{2}-s_{1}\right)\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right]\right\} \\
= & \epsilon\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}+\epsilon\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right] \\
& \cdot\left[2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)\right. \\
& \left.+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)+3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \lambda\right] .
\end{aligned}
$$

Setting $\frac{d U(\lambda)}{d \lambda}=0$, we get

$$
\lambda_{1}=\frac{(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}}{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)}
$$

and

$$
\lambda_{2}=\frac{2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)}{3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)}
$$

We are going to show that (i) $\lambda_{1}>1$ and (ii) $\lambda_{2}>0$ by the following calculation:
(i)

$$
\begin{aligned}
& \begin{aligned}
& \lambda_{1}=\frac{(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}}{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)} \\
&=\frac{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)-\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)+(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}}{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)} \\
&=1+\frac{1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}-\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)}{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)} \\
&=1+\frac{1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}}{\epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)} \\
&>1, \\
& \text { since }\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right) / \epsilon\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)>0 .
\end{aligned} \text { (1)}
\end{aligned}
$$

(ii) Note that the denominator of $\lambda_{2}$ is positive and the numerator of $\lambda_{2}$ is linear in $\epsilon$. Let

$$
N(\epsilon)=2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right) .
$$

Then we have

$$
\begin{aligned}
N(0) & =2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)+s_{2}-s_{1} \\
& =\left(\sqrt{s_{2}}+\sqrt{s_{1}}\right)\left(\sqrt{s_{2}}-\sqrt{s_{1}}\right)-\frac{2}{\sqrt{s_{1}} \sqrt{s_{2}}}\left(\sqrt{s_{2}}-\sqrt{s_{1}}\right) \\
& =\left(\sqrt{s_{2}}-\sqrt{s_{1}}\right)\left(\sqrt{s_{2}}+\sqrt{s_{1}}-\frac{2}{\sqrt{s_{1}} \sqrt{s_{2}}}\right)>0
\end{aligned}
$$

and

$$
\begin{aligned}
N(1) & =2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right) \cdot s_{1}+\left(s_{2}-s_{1}\right) \cdot \frac{1}{\sqrt{s_{1}}} \\
& =\frac{2 s_{1}\left(\sqrt{s_{1}}-\sqrt{s_{2}}\right)}{\sqrt{s_{1}} \sqrt{s_{2}}}+\frac{\left(\sqrt{s_{2}}+\sqrt{s_{1}}\right)\left(\sqrt{s_{2}}-\sqrt{s_{1}}\right)}{\sqrt{s_{1}}} \\
& =\frac{\sqrt{s_{2}}-\sqrt{s_{1}}}{\sqrt{s_{1}} \sqrt{s_{2}}}\left[\sqrt{s_{2}}\left(\sqrt{s_{2}}+\sqrt{s_{1}}\right)-2 s_{1}\right]>0 .
\end{aligned}
$$

We conclude that $N(\epsilon)>0$ for $\epsilon \in[0,1]$. Hence we have $\lambda_{2}>0$.
Combining the results (i) and (ii) along with the fact that $U(\lambda)$ is a polynomial in $\lambda$ of degree three with positive leading coefficient, $U(\lambda)$ will achieve its maximum value on interval $[0,1]$ at $\lambda^{*}=\lambda_{2}$ if $0<\lambda_{2}<1$ and at $\lambda^{*}=1$ if $\lambda_{2} \geq 1$. Hence we have

$$
\epsilon^{*}(M, \bar{X})=\left\{\begin{array}{cl}
4 h^{2}(0) \sigma_{h}^{2}\left\{(1-\epsilon)+\epsilon\left[\lambda_{2} s_{2}+\left(1-\lambda_{2}\right) s_{1}\right]\right\} & \text { if } 0<\lambda_{2}<1 \\
\cdot\left[(1-\epsilon)+\epsilon\left(\frac{\lambda_{2}}{\sqrt{s_{2}}}+\frac{1-\lambda_{2}}{\sqrt{s_{1}}}\right)\right]^{2} & \\
4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon s_{2}\right]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{2}}}\right]^{2} & \text { if } \lambda_{2} \geq 1
\end{array}\right.
$$

where

$$
\lambda_{2}=\frac{2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)}{3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)}
$$

and $e^{*}(M, \bar{X})$ can be realized by the distribution functions $G=\lambda_{2} \Delta_{s_{2}}+\left(1-\lambda_{2}\right) \Delta_{s_{1}}$ or $G=\Delta_{s_{2}}$ accordingly.
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Note that $\lambda_{2} \geq 1$ if and only if

$$
\begin{aligned}
l(\epsilon):= & \left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)+2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right) \\
& -3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right) \geq 0 .
\end{aligned}
$$

Note also $l(\epsilon)$ is linear in $\epsilon$ with negative slope. Hence we have

$$
\begin{aligned}
l(\epsilon) \geq l\left(\frac{1}{2}\right)= & \left(s_{2}-s_{1}\right)\left(\frac{1}{2}+\frac{1}{2 \sqrt{s_{1}}}\right)+\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1+s_{1}\right) \\
& -\frac{3}{2}\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right) \\
= & \frac{1}{2}\left(s_{2}-s_{1}\right)\left(1+\frac{1}{\sqrt{s_{1}}}\right) \\
- & \left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)\left(1+\frac{3}{2} s_{2}-\frac{1}{2} s_{1}\right) \\
= & \frac{1}{2}\left(s_{2}-s_{1}\right)+\frac{1}{2}\left(s_{2}-s_{1}\right) \frac{1}{\sqrt{s_{1}}} \\
& -\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)\left[\left(1+s_{2}\right)+\frac{1}{2}\left(s_{2}-s_{1}\right)\right] \\
= & \frac{1}{2}\left(s_{2}-s_{1}\right)-\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)\left(1+s_{2}\right) \\
& +\frac{1}{2}\left(s_{2}-s_{1}\right) \cdot \frac{1}{\sqrt{s_{2}}} \\
= & \frac{\left(s_{2}-s_{1}\right)\left(\sqrt{s_{2}}+1\right) \sqrt{s_{1}}-2\left(1+s_{2}\right)\left(\sqrt{s_{2}}-\sqrt{s_{1}}\right)}{2 \sqrt{s_{1}} \sqrt{s_{2}}} .
\end{aligned}
$$

For $0 \leq \epsilon \leq \frac{1}{2}$, it is clear that $\left(\sqrt{s_{2}}+\sqrt{s_{1}}\right)\left(\sqrt{s_{2}}+1\right) \sqrt{s_{1}}-2\left(1+s_{2}\right) \geq 0$ is a sufficient condition to guarantee that $\lambda_{2} \geq 1$. We have proved the following:

Theorem 2.3.1 Given $0 \leq \epsilon \leq \frac{1}{2}$ and $1 \leq s_{1}<s_{2}<\infty$, we have
(i) $e_{*}(M, \bar{X})=4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon s_{1}\right]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{1}}}\right]^{2}$ and $e_{*}(M, \bar{X})$ is achieved by the distribution function $G=\Delta_{s_{1}}$.
(ii) $e^{*}(M, \bar{X})=\left\{\begin{array}{cl}4 h^{2}(0) \sigma_{h}^{2}\left\{(1-\epsilon)+\epsilon\left[\lambda_{2} s_{2}+\left(1-\lambda_{2}\right) s_{1}\right]\right\} & \text { if } 0<\lambda_{2}<1 \\ \cdot\left[(1-\epsilon)+\epsilon\left(\frac{\lambda_{2}}{\sqrt{s_{2}}}+\frac{1-\lambda_{2}}{\sqrt{s_{1}}}\right)\right]^{2} & \\ 4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon s_{2}\right]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{2}}}\right]^{2} & \text { if } \lambda_{2} \geq 1,\end{array}\right.$
where

$$
\lambda_{2}=\frac{2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)}{3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)}
$$

and $e^{*}(M, \bar{X})$ can be achieved by the distribution functions $G=\lambda_{2} \Delta_{s_{2}}+\left(1-\lambda_{2}\right) \Delta_{s_{1}}$ or $G=\Delta_{s_{2}}$ accordingly.
(iii) A sufficient condition for $\lambda_{2} \geq 1$, hence

$$
e^{*}(M, \bar{X})=4 h^{2}(0) \sigma_{h}^{2}\left[(1-\epsilon)+\epsilon s_{2}\right]\left[(1-\epsilon)+\frac{\epsilon}{\sqrt{s_{2}}}\right]^{2}
$$

is $\left(\sqrt{s_{2}}+\sqrt{s_{1}}\right)\left(\sqrt{s_{2}}+1\right) \sqrt{s_{1}}-2\left(1+s_{2}\right) \geq 0$.

### 2.4 Bounds on $e\left(\bar{X}_{\alpha}, \bar{X}, F\right)$ and $e\left(M, \bar{X}_{\alpha}, F\right)$

We start this section by finding the influence function of $\bar{X}_{\alpha}$. Let $X_{1}, \ldots, X_{n} \sim F(x)$ and $X_{i}^{\prime} s$ are i.i.d. The $\alpha$-trimmed mean $\bar{X}_{\alpha}$ is the estimator that one obtains by removing the $\alpha \%$ largest and $\alpha \%$ smallest observations, and computing the mean of the rest. It is clear that $\alpha=0$ corresponding to the usual mean $\bar{X}$ and $\alpha=\frac{1}{2}$ corresponding to the median $M . \bar{X}_{\alpha}$ can be represented as a functional of $F$ by

$$
T(F)=\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha} F^{-1}(s) d s
$$

and the influence function of $T$ under $F$ is the following limit:

$$
\begin{aligned}
I F(x ; T, F) & =\lim _{t \rightarrow 0} \frac{T\left[(1-t) F+t \Delta_{x}\right]-T(F)}{t} \\
& =\lim _{t \rightarrow 0} \frac{\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha}\left[(1-t) F+t \Delta_{x}\right]^{-1}(s) d s-\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha} F^{-1}(s) d s}{t} \\
& =\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha}\left\{\lim _{t \rightarrow 0} \frac{\left[(1-t) F+t \Delta_{x}\right]^{-1}(s)-F^{-1}(s)}{t}\right\} d s .
\end{aligned}
$$

Case (i) $x<F^{-1}(\alpha)$ (i.e. $F(x)<\alpha$ )
Let $y=\left[(1-t) F+t \Delta_{x}\right]^{-1}(s)$. Then we have $s=(1-t) F(y)+t \Delta_{x}(y)$.
(1) If $y<x$, then $s=(1-t) F(y)$. But this is impossible, since $s \in[\alpha, 1-\alpha]$ and $F(y) \leq F(x)<\alpha$.
(2) If $y \geq x$, then we have $s=(1-t) F(y)+t$. Take the derivative at both sides with respect to $t$, we get

$$
0=(1-t) f(y) \frac{d y}{d t}+F(y)(-1)+1
$$

Evaluate the above at $t=0$ and note that $t=0$ if and only if $F(y)=s$. We have

$$
0=\left.f\left[F^{-1}(s)\right] \cdot \frac{d y}{d t}\right|_{t=0}-s+1 .
$$

Hence,

$$
\left.\frac{d y}{d t}\right|_{t=0}=\frac{s-1}{f\left[F^{-1}(s)\right]}:=\lim _{t \rightarrow 0} \frac{\left[(1-t) F+t \Delta_{x}\right]^{-1}(s)-F^{-1}(s)}{t}
$$

For $x<F^{-1}(\alpha)$, we conclude

$$
\begin{aligned}
I F(x ; T, F)= & \frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha} \frac{s-1}{f\left[F^{-1}(s)\right]} d s \\
= & \frac{1}{1-2 \alpha} \int_{F^{-1}(\alpha)}^{F^{-1}(1-\alpha)} \frac{F(y)-1}{f(y)} \cdot f(y) d y \\
= & \left.y F(y)\right|_{F^{-1}(\alpha)} ^{F^{-1}(1-\alpha)}-\int_{F^{-1}(\alpha)}^{F^{-1}(1-\alpha)} y f(y) d y-\left.y\right|_{F^{-1}(\alpha)} ^{F^{-1}(1-\alpha)} \\
= & \frac{1}{1-2 \alpha}\left\{\left[(1-\alpha) F^{-1}(1-\alpha)-\alpha F^{-1}(\alpha)\right]\right. \\
& \left.-\int_{\alpha}^{1-\alpha} F^{-1}(s) d s-\left[F^{-1}(1-\alpha)-F^{-1}(\alpha)\right]\right\} \\
= & \frac{1}{1-2 \alpha}\left[F^{-1}(\alpha)-C\right]
\end{aligned}
$$

where

$$
C=\int_{\alpha}^{1-\alpha} F^{-1}(s) d s+\alpha F^{-1}(\alpha)+\alpha F^{-1}(1-\alpha)
$$

Case (ii) $F^{-1}(\alpha) \leq x \leq F^{-1}(1-\alpha) \quad$ (i.e. $\left.\alpha \leq F(\alpha) \leq 1-\alpha\right)$
Let $y=\left[(1-t) F+t \Delta_{x}\right]^{-1}(s)$. Then $s=(1-t) F(y)+t \Delta_{x}(y)$.
(1) For $y<x$, we have $s=(1-t) F(y)$ and $\left.\frac{d y}{d t}\right|_{t=0}=\frac{s}{f\left[F^{-1}(s)\right]}$.
(2) For $y \geq x$, we have $s=(1-t) F(y)+t$ and $\left.\frac{d y}{d t}\right|_{t=0}=\frac{s-1}{f\left[F^{-1}(s)\right]}$.

Hence, for $F^{-1}(\alpha) \leq x \leq F^{-1}(1-\alpha)$, we have

$$
\begin{aligned}
& I F(x ; T, F)= \frac{1}{1-2 \alpha}\left\{\int_{\alpha}^{F(x)} \frac{s}{f\left[F^{-1}(s)\right]} d s+\int_{F(x)}^{1-\alpha} \frac{s-1}{f\left[F^{-1}(s)\right]} d s\right\} \\
&= \frac{1}{1-2 \alpha}\left\{\int_{F^{-1}(\alpha)}^{x} \frac{F(y)}{f(y)} f(y) d y+\int_{x}^{F-1}(1-\alpha) \frac{F(y)-1}{f(y)} d y\right\} \\
&= \frac{1}{1-2 \alpha}\left\{\left.y F(y)\right|_{F-1} ^{x}(\alpha)-\int_{F^{-1}(\alpha)}^{x} y f(y) d y+\left.y F(y)\right|_{x} ^{F-1}(1-\alpha)\right. \\
&-\int_{x}^{F-1}(1-\alpha) \\
&\left.y f(y) d y-\left[F^{-1}(1-\alpha)-x\right]\right\} \\
&= \frac{1}{1-2 \alpha}\left\{x F(x)-\alpha F^{-1}(\alpha)-\int_{\alpha}^{F(x)} F^{-1}(s) d s+(1-\alpha) F^{-1}(1-\alpha)\right. \\
&\left.-x F(x)-\int_{F(x)}^{1-\alpha} F^{-1}(s) d s-F^{-1}(1-\alpha)+x\right\} \\
&= \frac{1}{1-2 \alpha}\left[x-\int_{\alpha}^{1-\alpha} F^{-1}(s) d s-\alpha F^{-1}(\alpha)-F^{-1}(1-\alpha)\right] \\
&= \frac{1}{1-2 \alpha}[x-C] .
\end{aligned}
$$

Case (iii) $x>F^{-1}(1-\alpha)$ (i.e. $\left.F(x)>1-\alpha\right)$
Let $y=\left[(1-t) F+t \Delta_{x}\right]^{-1}(s)$. Then $s=(1-t) F(y)+\Delta_{x}(y)$.
(1) If $y<x$, then we have $s=(1-t) F(y)$ and $\left.\frac{d y}{d t}\right|_{t=0}=\frac{s}{f\left[F^{-1}(s)\right]}$.
(2) If $y \geq x$, we have $(1-t) F(y)+t=s$. But this is impossible, since $s \in[\alpha, 1-\alpha]$ and $F(y) \geq F(x)>1-\alpha$.

For $x>F^{-1}(1-\alpha)$, we get

$$
\begin{aligned}
I F(x ; T, F) & =\frac{1}{1-2 \alpha} \int_{\alpha}^{1-\alpha} \frac{s}{f\left[F^{-1}(s)\right]} d s=\frac{1}{1-2 \alpha} \int_{F^{-1}(\alpha)}^{F^{-1}(1-\alpha)} F(y) d y \\
& =\frac{1}{1-2 \alpha}\left[\left.y F(y)\right|_{F-1(\alpha)} ^{F^{-1}(1-\alpha)}-\int_{F^{-1}(\alpha)}^{F^{-1}(1-\alpha)} y f(y) d y\right] \\
& =\frac{1}{1-2 \alpha}\left[F^{-1}(1-\alpha)-\int_{\alpha}^{1-\alpha} F^{-1}(s) d s-\alpha F^{-1}(\alpha)-\alpha F^{-1}(1-\alpha)\right] \\
& =\frac{1}{1-2 \alpha}\left[F^{-1}(1-\alpha)-C\right] .
\end{aligned}
$$

Combining the above three cases, we get

$$
I F(x ; T, F)= \begin{cases}\frac{1}{1-2 \alpha}\left[F^{-1}(\alpha)-C\right] & x<F^{-1}(\alpha) \\ \frac{1}{1-2 \alpha}[x-C] & F^{-1}(\alpha) \leq x \leq F^{-1}(1-\alpha) \\ \frac{1}{1-2 \alpha}\left[F^{-1}(1-\alpha)-C\right] & x>F^{-1}(1-\alpha)\end{cases}
$$

where $C=\int_{\alpha}^{1-\alpha} F^{-1}(s) d s+\alpha F^{-1}(\alpha)+\alpha F^{-1}(1-\alpha)$.
Note that $C=\int_{\alpha}^{1-\alpha} F^{-1}(s) d s+\alpha F^{-1}(\alpha)+\alpha F^{-1}(1-\alpha)=0$ if $F$ is symmetric, which is the case we are interested in. Denote the asymptotic variance of $\bar{X}_{\alpha}$ under $F$ as $V\left(\bar{X}_{\alpha}, F\right)$. By (1.2), we have

$$
\begin{aligned}
& V\left(\bar{X}_{\alpha}, F\right)= \int I F(x ; T, F)^{2} d F \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{\int_{0}^{F-1}(1-\alpha)\right. \\
& x^{2} d F(x)+\left[F^{-1}(1-\alpha)\right]^{2} \int_{F-1}^{\infty}(1-\alpha) \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{\int_{0}^{\gamma} x^{2} d F(x)+\alpha \gamma^{2}\right\} \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x\right. \\
&\left.+\epsilon \int_{0}^{\gamma} x^{2}\left[\int h\left(\frac{x}{\sqrt{s}}\right) \cdot \frac{1}{\sqrt{s}} d G(s)\right] d x+\alpha \gamma^{2}\right\} \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x\right. \\
&\left.+\epsilon \int s\left[\int_{0}^{\gamma}\left(\frac{x}{\sqrt{s}}\right)^{2} h\left(\frac{x}{\sqrt{s}}\right) d\left(\frac{x}{\sqrt{s}}\right)\right] d G(s)+\alpha \gamma^{2}\right\} \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x\right. \\
&\left.+\epsilon \int s\left[\int_{0}^{\gamma / \sqrt{s}} y^{2} h(y) d y\right] d G(s)+\alpha \gamma^{2}\right\} \\
&= \frac{2}{(1-2 \alpha)^{2}}\left\{(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x+\epsilon \int s k(s) d G(s)+\alpha \gamma^{2}\right\},
\end{aligned}
$$

where $k(s)=\int_{0}^{\gamma / \sqrt{s}} y^{2} h(y) d y$, and $\gamma=F^{-1}(1-\alpha)$.

Therefore, we get

$$
\begin{align*}
e\left(\bar{X}_{\alpha}, \bar{X}, F\right) & =\frac{V(\bar{X}, F)}{V\left(\bar{X}_{\alpha}, F\right)} \\
& =\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon) \sigma_{h}^{2}+\epsilon \sigma_{h}^{2} \cdot \int \operatorname{sdG}(s)}{(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x+\alpha \gamma^{2}+\epsilon \int \operatorname{sk}(s) d G(s)} \tag{2.4.1}
\end{align*}
$$

and

$$
\begin{align*}
e\left(M, \bar{X}_{\alpha}, F\right)= & \frac{V\left(\bar{X}_{\alpha}, F\right)}{V(M, F)} \\
= & \frac{8 h^{2}(0)}{(1-2 \alpha)^{2}}\left[(1-\epsilon)+\epsilon \int \frac{1}{\sqrt{s}} d G(s)\right]^{2}  \tag{2.4.2}\\
& \cdot\left[(1-\epsilon) \int_{0}^{\gamma} x^{2} h(x) d x+\alpha \gamma^{2}+\epsilon \int s k(s) d G(s)\right] .
\end{align*}
$$

Note that $\gamma=F^{-1}(1-\alpha)$, i.e., $F(\gamma)=1-\alpha$. We have $(1-\epsilon) H(\gamma)+\epsilon \int H\left(\frac{\gamma}{\sqrt{s}}\right) d G(s)=$ $1-\alpha$. For any given $0<\alpha<\frac{1}{2}$, and $0<\epsilon<\frac{1}{2}, \gamma$ is different in $F$ (or $G^{\prime}$ ). We need to know the range of $\gamma$ for $F$ over $\mathcal{F}$ (or $G$ over $\mathcal{G}$ ). For any $G \in \mathcal{G}$, we define

$$
\tilde{H}_{G}(\gamma)=(1-\epsilon) H(\gamma)+\epsilon \int H\left(\frac{\gamma}{\sqrt{s}}\right) d G(s)
$$

Moreover, let

$$
\gamma_{1}=\min _{G \in \mathcal{G}}\left\{\gamma: \tilde{H}_{G}(\gamma)=1-\alpha\right\} \text { and } \gamma_{2}=\max _{G \in \mathcal{G}}\left\{\gamma: \tilde{H}_{G}(\gamma)=1-\alpha\right\} .
$$

Then, we have the following:
Lemma 2.4.1 For given $0<\alpha<\frac{1}{2}, 0<\epsilon<\frac{1}{2}$, and $1 \leq s_{1}<s_{2}<\infty$, we have that $\gamma_{i}$ is the solution of $H_{i}(\gamma)=1-\alpha$, where $H_{i}(\gamma)=(1-\epsilon) H(\gamma)+\epsilon H\left(\frac{\gamma}{\sqrt{s_{i}}}\right), \quad i=1,2$.
Proof: Note that

$$
\frac{d \tilde{H}_{G}(\gamma)}{d \gamma}=(1-\epsilon) h(\gamma)+\epsilon \int h\left(\frac{\gamma}{\sqrt{s}}\right) \cdot\left(\frac{1}{\sqrt{s}}\right) d G(s)>0 .
$$

Hence $\tilde{H}(\gamma)$ is monotone increasing in $\gamma$. On the other hand, we have

$$
H\left(\frac{\gamma}{\sqrt{s_{2}}}\right) \leq \int H\left(\frac{\gamma}{\sqrt{s}}\right) d G(s) \leq H\left(\frac{\gamma}{\sqrt{s_{1}}}\right)
$$

for any fixed $\gamma$. Hence, we have $H_{2}(\gamma) \leq \tilde{H}_{G}(\gamma) \leq H_{1}(\gamma)$. Consequently, we have $H_{1}^{-1}(1-\alpha) \leq \tilde{H}_{G}^{-1}(1-\alpha) \leq H_{2}^{-1}(1-\alpha)$, i.e., $\gamma_{1} \leq \gamma \leq \gamma_{2}$, where $\gamma$ is the solution of $\tilde{H}_{G}(\gamma)=1-\alpha$, and $G \in \mathcal{G}$.

For any $\gamma \in\left[\gamma_{1}, \gamma_{2}\right]$, let $\mathcal{G}_{\gamma}=\left\{G: G \in \mathcal{G}\right.$ and $\left.\tilde{H}_{G}(\gamma)=1-\alpha\right\}$. Then we have

$$
\begin{aligned}
& e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{G}_{r}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \\
& e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \inf _{G \in \mathcal{G}_{r}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& e^{*}\left(M, \bar{X}_{\alpha}\right)=\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{G}_{r}} e\left(M, \bar{X}_{\alpha}, G\right), \\
& e_{*}\left(M, \bar{X}_{\alpha}\right)=\min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \inf _{G \in \mathcal{G}_{r}} e\left(M, \bar{X}_{\alpha}, G\right)
\end{aligned}
$$

Unfortunately, we are unable to find the exact bounds on $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ and $e\left(M, \bar{X}_{\alpha}, G\right)$. We can only indicate that the bounds are located within certain ranges. Let

$$
\mathcal{G}_{n}=\{G: G \in \mathcal{G} \quad \text { Card } \sigma(G)=n\}
$$

Then we have the following:
Theorem 2.4.2 Let $F \in \mathcal{F}$ as we defined in (2.1.2), where $H(x)$ is known and absolutely continuous. For given $0<\alpha<\frac{1}{2}, 0<\epsilon<\frac{1}{2}$, and $1 \leq s_{1}<s_{2}<\infty$, we have

$$
\begin{aligned}
& \text { (i) } \sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq \max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \text {, and } \\
& \\
& \min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \inf _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq \inf _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \text {; } \\
& \text { (ii) } \\
& \sup _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right) \leq e^{*}\left(M, \bar{X}_{\alpha}, G\right) \leq \max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right) \text {, and } \\
& \\
& \min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \inf _{G \in T} e\left(M, \bar{X}_{\alpha}, G\right) \leq e_{*}\left(M, \bar{X}_{\alpha}\right) \leq \inf _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right),
\end{aligned}
$$

where $\mathcal{T}$ is defined by (2.2.2) and $n \geq 1$.
Proof: We have $\mathcal{G}_{n} \subseteq \mathcal{G}$, hence $\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq \sup _{G \in \mathcal{G}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$. Similarly, $\mathcal{G}_{r} \subseteq \mathcal{G}$ implies that

$$
e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)=\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{G}_{\gamma}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq \max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{G}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)
$$

On the other hand, for any fixed $\gamma$, we have that $(s, s k(s))$ is a continuous curve where $k(s)=\int_{0}^{\gamma / \sqrt{s}} y^{2} h(y) d y$ depends on $\gamma$. The application of Theorem 2.2.1 gives
us

$$
\sup _{G \in \mathcal{G}} e\left(\bar{X}_{\alpha}, \bar{X}, G^{\prime}\right)=\sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)
$$

Hence, we have

$$
\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, \dot{G}\right) \leq e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq \max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)
$$

The proof for other cases is similar.

Let us define

$$
C_{1}=\left\{(u, v): u=s, v=s k(s), k(s)=\int_{0}^{\gamma / \sqrt{s}} y^{2} h(y) d y, s_{1} \leq s \leq s_{2}\right\}
$$

and

$$
C_{2}=\left\{(u, v): u=\frac{1}{\sqrt{s}}, v=\operatorname{sk}(s), k(s)=\int_{0}^{\gamma / \sqrt{s}} y^{2} h(y) d y, s_{1} \leq s \leq s_{2}\right\}
$$

Usually, $C_{1}$ and $C_{2}$ are the continuous curves. If we have some more properties of $C_{1}$ and $C_{2}$, for example the convexity, we will have some results about the bounds of $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ and $e\left(M, \bar{X}_{\alpha}, G\right)$ which are simpler than the results in Theorem 2.4.2 in the sense of numerical calculation. Denote

$$
\begin{aligned}
& \mathcal{D}=\left\{G: G \in \mathcal{G}, G=\lambda \Delta_{s_{1}}+(1-\lambda) \Delta_{s_{2}}, s_{1} \leq s \leq s_{2}\right\} \quad \text { and } \\
& \mathcal{E}=\left\{G: G \in \mathcal{G}, G=\Delta_{s}, s_{1} \leq s \leq s_{2}\right\}
\end{aligned}
$$

Then we have the following:

Theorem 2.4.3 For any fixed $\gamma \in\left[\gamma_{1}, \gamma_{2}\right]$, let us make the same assumptions as we did in Theorem 2.4.2.
(i) If $C_{1}, C_{2}$ are the convex or concave curves, then we have

$$
\begin{aligned}
& \text { (i,a) } \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=\sup _{G \in \mathcal{D} \cup \mathcal{E}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \text {, } \\
& (i, b) \inf _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G^{\prime}\right)=\inf _{G \in \mathcal{D} \cup \mathcal{E}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right), \\
& (i, c) \sup _{G \in T} e\left(M, \bar{X}_{\alpha}, G^{\prime}\right)=\sup _{G \in \mathcal{D} \cup \mathcal{E}} e\left(M, \bar{X}_{\alpha}, G\right) \text {, } \\
& (i, d) \inf _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right)=\inf _{G \in \mathcal{D} \cup \mathcal{E}} e\left(M, \bar{X}_{\alpha}, G\right) \text {. }
\end{aligned}
$$

(ii) If $C_{1}, C_{2}$ are the convex (concave) and monotone increasing curves, then we have

$$
\begin{array}{ll}
\text { (ii,a) } & \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=\sup _{G \in \mathcal{E}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \\
& \left(\sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=\sup _{G \in \mathcal{D}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)\right), \\
(i i, b) & \inf _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=\inf _{G \in \mathcal{D}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \\
& \left(\inf _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=\inf _{G \in \mathcal{E}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)\right), \\
\text { (ii,c) } & \sup _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right)=e\left(M, \bar{X}_{\alpha}, \Delta_{s_{1}}\right), \\
\text { (iii,d) } & \inf _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right)=e\left(M, \bar{X}_{\alpha}, \Delta_{s_{2}}\right) .
\end{array}
$$

(iii) If $C_{1}, C_{2}$ are the convex (concave) and monotone decreasing curves, then we have
(iii,a) $\sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{2}}\right)$,
(iii,b) $\inf _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{1}}\right)$,
(iii,c) $\sup _{G \in T} e\left(M, \bar{X}_{\alpha}, G\right)=\sup _{G \in \mathcal{D}} e\left(M, \bar{X}_{\alpha}, G\right)$
$\left(\sup _{G \in T} e\left(M, \bar{X}_{\alpha}, G\right)=\sup _{G \in \mathcal{E}} e\left(M, \bar{X}_{\alpha}, G\right)\right)$,
(iiii,d) $\inf _{G \in T} e\left(M, \bar{X}_{\alpha}, G\right)=\inf _{G \in \mathcal{E}} e\left(M, \bar{X}_{\alpha}, G\right)$
$\left(\inf _{G \in T} e\left(M, \bar{X}_{\alpha}, G\right)=\inf _{G \in \mathcal{D}} e\left(M, \bar{X}_{\alpha}, G\right)\right)$.
Proof: The results are followed easily by looking at the forms of $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ and $e\left(M, \bar{X}_{\alpha}, G\right)$, and the regions of $\hat{S}$ in each case.

We are now going to find the bounds on $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ when $H(x)$ is specified. For $H(x)=\Phi(x)$, the standard normal distribution, we have

Theorem 2.4.4 Let $H(x)=\Phi(x)$ in (2.1.2), $0<\epsilon<\frac{1}{2}, 0<\alpha<\frac{1}{2}$, and $1 \leq s_{1}<$ $s_{2}<\infty$. If $\gamma_{2}<\sqrt{s_{1}}$, then we have
(i) $\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$

$$
\leq \frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{2}}{(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}},
$$

(ii) $\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{1}}{(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}}$

$$
\leq e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq \inf _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right),
$$

where $\Psi(w, \gamma)=w \Phi\left(\frac{\gamma}{\sqrt{w}}\right)^{-\frac{1}{2}} w-\frac{\gamma \sqrt{w}}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2 w}}$, and $\gamma_{i}$ is the solution of $(1-\epsilon) \Phi(\gamma)+$ $\epsilon \Phi\left(\frac{\gamma}{\sqrt{s_{i}}}\right)=1-\alpha, \quad i=1,2$.

Moreover, we have that a sufficient condition for $\gamma_{2}<\sqrt{s_{1}}$ is $\Phi^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right) \leq$ $\sqrt{s_{1}}$.

Proof: When $H(x)=\Phi(x)$, we have

$$
C_{1}=\left\{(u, v): u=s, v=s k(s), k(s)=\int_{0}^{\gamma / \sqrt{s}} y^{2} \varphi(y) d y, s_{1} \leq s \leq s_{2}\right\},
$$

where $\varphi(y)$ is the probability density function of the standard normal distribution, i.e., $\varphi(y)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}}$.

Let $v(s)=s k(s)=s \int_{0}^{\gamma / \sqrt{s}} y^{2} \varphi(y) d y=\frac{1}{\sqrt{2 \pi}} s \int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-\frac{y^{2}}{2}} d y$. Then we get

$$
\begin{aligned}
\frac{d v(s)}{d s} & =\frac{1}{\sqrt{2 \pi}}\left[\int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-\frac{y^{2}}{2}} d y+s \frac{\gamma^{2}}{s} e^{-\frac{\gamma^{2}}{2 s}}\left(-\frac{1}{2}\right) \gamma \cdot s^{-\frac{3}{2}}\right] \\
& =\frac{1}{\sqrt{2 \pi}}\left[\int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-\frac{y^{2}}{2}} d y-\frac{1}{2}\left(\frac{\gamma}{\sqrt{s}}\right)^{3} e^{-\frac{\gamma^{2}}{2 s}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d^{2} v(s)}{d s^{2}}= & \frac{1}{\sqrt{2 \pi}}\left\{\frac{\gamma^{2}}{s} e^{-\frac{\gamma^{2}}{2 s}}\left(-\frac{1}{2} \gamma s^{-\frac{3}{2}}\right)\right. \\
& \left.-\frac{1}{2} \gamma^{3}\left[s^{-\frac{3}{2}} e^{-\frac{\gamma^{2}}{2 s}} \frac{\gamma^{2}}{2 s^{2}}+e^{-\frac{\gamma^{2}}{2 s}}\left(-\frac{3}{2}\right) s^{-\frac{5}{2}}\right]\right\} \\
= & \frac{1}{\sqrt{2 \pi}}\left(\frac{1}{4} \gamma^{3} s^{-\frac{5}{2}} e^{-\frac{\gamma^{2}}{2 s}}-\frac{1}{4} \gamma^{5} s^{-\frac{7}{2}} e^{-\frac{\gamma^{2}}{2 s}}\right) \\
= & \frac{\gamma^{3}}{4 \sqrt{2 \pi}} s^{-\frac{5}{2}} e^{-\frac{\gamma^{2}}{2 s}}\left(1-\frac{\gamma^{2}}{s}\right)>0
\end{aligned}
$$

since $\gamma \leq \gamma_{2}<\sqrt{s_{1}}$.

The second derivative of $v(s)$ with respect to $s$ is positive, which implies that $C_{1}$ is a convex curve. On the other hand, if we let

$$
L(z)=\frac{1}{\sqrt{2 \pi}}\left(\int_{0}^{z} y^{2} e^{-\frac{y^{2}}{2}} d y-\frac{1}{2} z^{3} e^{-\frac{z^{2}}{2}}\right)
$$

then we have

$$
\begin{aligned}
\frac{d L(z)}{d z} & =\frac{1}{\sqrt{2 \pi}}\left\{y^{2} e^{-\frac{z^{2}}{2}}-\frac{1}{2}\left[z^{3} e^{-\frac{z^{2}}{2}}(1-z)+e^{-\frac{z^{2}}{2}} \cdot 3 z^{2}\right]\right\} \\
& =\frac{1}{2 \sqrt{2 \pi}} z^{2} e^{-\frac{z^{2}}{2}}\left(z^{2}-1\right)<0
\end{aligned}
$$

if $0<z<1$. Note that $L(0)=0$; hence we have $L(z)<0, z \in(0,1)$. Note also, $L\left(\frac{\gamma}{\sqrt{s}}\right)=\frac{d v(s)}{d s}$, and $0<\frac{\gamma}{\sqrt{s}}<1$ (since $\gamma_{2}<\sqrt{s_{1}}$ and $\gamma \geq 0 . \gamma_{1}=0$ if and only if $\alpha=\frac{1}{2}$ ). We conclude that $\frac{d v(s)}{d s}<0$. This implies that $C_{1}$ is monotone decreasing. According to Theorem 2.4.3 (iii,a) and (iii,b) we have

$$
\begin{align*}
\sup _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) & =e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{2}}\right) \\
& =\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{2}}{(1-\epsilon) \int_{0}^{\gamma} x^{2} \varphi(x) d x+\epsilon s_{2} k\left(s_{2}\right)+\alpha \gamma^{2}} \\
& =\frac{(1-2 \alpha)^{2}}{2} \cdot\left[(1-\epsilon)+\epsilon s_{2}\right] /\left\{( 1 - \epsilon ) \left[\Phi(\gamma)-\frac{1}{2}-\frac{1}{\sqrt{2 \pi}} \gamma e^{-\frac{\gamma^{2}}{2}}\right.\right. \\
& +\epsilon\left[s_{2} \Phi\left(\frac{\gamma}{\sqrt{s_{2}}}\right)-\frac{1}{2} s_{2}-\frac{1}{\sqrt{2 \pi}} \gamma \sqrt{\left.\left.s_{2} e^{-\frac{\gamma^{2}}{2 s_{2}}}\right]+\alpha \gamma^{2}\right\}}\right. \\
& =\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{2}}{(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{2}, \gamma\right)+\alpha \gamma^{2}} \tag{2.4.3}
\end{align*}
$$

and similarly

$$
\begin{align*}
\inf _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) & =e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{1}}\right) \\
& =\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{1}}{(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{1}, \gamma\right)+\alpha \gamma^{2}} \tag{2.4.4}
\end{align*}
$$

where $\Psi(w, \gamma)=w \Phi\left(\frac{\gamma}{\sqrt{w}}\right)-\frac{1}{2} w-\frac{\gamma \sqrt{w}}{\sqrt{2 \pi}} e^{-\frac{\gamma_{2}}{2 w}}$. For any given $\gamma \in\left[\gamma_{1}, \gamma_{2}\right], \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ and $\inf _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ are given by (2.4.3) and (2.4.4). By Theorem 2.4.2, we know that $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq \max _{\gamma_{1} \leq \gamma<\gamma_{2}} \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$, and $\min _{\gamma_{1} \leq \gamma<\gamma_{2}} \inf _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$. Hence, we choose $\max _{\gamma_{1} \leq \gamma<\gamma_{2}} \sup _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ as an upper bound for $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $\min _{\gamma_{1} \leq \gamma<\gamma_{2}} \inf _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ as a lower bound for $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$. Let

$$
K_{1}(\gamma)=(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{1}, \gamma\right)+\alpha \gamma^{2}
$$

and

$$
K_{2}(\gamma)=(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{2}, \gamma\right)+\alpha \gamma^{2}
$$

Then we have

$$
\begin{aligned}
\frac{d K_{1}(\gamma)}{d \gamma}= & 2 \alpha \gamma+(1-\epsilon)\left\{\frac{1}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2}}-\frac{1}{\sqrt{2 \pi}}\left[e^{-\frac{\gamma^{2}}{2}}+\gamma e^{-\frac{\gamma^{2}}{2}}(-\gamma)\right]\right\} \\
& +\epsilon\left\{\frac{s_{2}}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2 s_{1}}} \cdot \frac{1}{\sqrt{s_{1}}}-\frac{\sqrt{s_{1}}}{\sqrt{2 \pi}}\left[e^{-\frac{\gamma^{2}}{2 s_{1}}}+\gamma e^{-\frac{\gamma^{2}}{2 s_{1}}}\left(-\frac{\gamma}{s_{1}}\right)\right]\right\} \\
= & 2 \alpha \gamma+\frac{(1-\epsilon)}{\sqrt{2 \pi}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}+\frac{\epsilon}{\sqrt{2 \pi s_{1}}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}>0
\end{aligned}
$$

and similarly

$$
\frac{d K_{2}(\gamma)}{d \gamma}=2 \alpha \gamma+\frac{(1-\epsilon)}{\sqrt{2 \pi}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}+\frac{\epsilon}{\sqrt{2 \pi s_{2}}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}>0
$$

Hence, both $K_{1}(\gamma)$ and $K_{2}(\gamma)$ are increasing in $\gamma$. It is clear that

$$
\max _{\gamma_{1} \leq \gamma<\gamma_{2}} e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{2}}\right)=\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{2}}{(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}}
$$

and

$$
\min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{1}}\right)=\frac{(1-2 \alpha)^{2}}{2} \cdot \frac{(1-\epsilon)+\epsilon s_{1}}{(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}} .
$$

We have proved part (i) and (ii) of Theorem 2.4.4.
Finally, note that $(1-\epsilon) \Phi(\gamma)+\epsilon \int \Phi\left(\frac{\gamma}{\sqrt{s}}\right) d G(s)=1-\alpha$, and

$$
\begin{aligned}
\gamma & =\Phi^{-1}\left(\frac{1-\alpha-\epsilon \int \Phi\left(\frac{\gamma}{\sqrt{s}}\right) d G(s)}{1-\epsilon}\right) \\
& <\Phi^{-1}\left(\frac{1-\alpha-\epsilon \int \Phi(0) d G(s)}{1-\epsilon}\right) \\
& =\Phi^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right)
\end{aligned}
$$

Therefore $\Phi^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right) \leq \sqrt{s_{1}}$ implies that $\gamma_{2}<\sqrt{s_{1}}$.

We can also discuss the problem of finding the bounds of $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$ for the other choices of $H(x)$. For example, we can choose $H(x)=\int_{-\infty}^{x} \frac{1}{2} e^{-|t|} d t$. In this case, we will get a result which is similar to Theorem 2.4.4, the case when $H(x)=\Phi(x)$. We state the result as follows.

Theorem 2.4.5 Let $H(x)=\int_{-\infty}^{x} \frac{1}{2} e^{-|t|} d t$ in (2.1.2), $0<\epsilon<\frac{1}{2}, 0<\alpha<\frac{1}{2}$ and $1 \leq s_{1}<s_{2}<\infty$. If $\gamma_{2}<\sqrt{s_{1}}$, then we have
(i) $\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \leq e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$

$$
\leq \frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{2}\right)}{(1-\epsilon) \Psi_{0}\left(1, \gamma_{1}\right)+\epsilon \Psi_{0}\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}}
$$

(ii) $\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{1}\right)}{(1-\epsilon) \Psi_{0}\left(1, \gamma_{2}\right)+\epsilon \Psi_{0}\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}} \leq e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$

$$
\leq \inf _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)
$$

where $\Psi_{0}(w, \gamma)=w-\left(\frac{1}{2} \gamma^{2}+\gamma \sqrt{w}+w\right) e^{-\frac{\gamma}{\sqrt{w}}}$ and $\gamma_{i}$ is the solution of $(1-\epsilon) H(\gamma)+$ $\epsilon H\left(\frac{\gamma}{\sqrt{s_{i}}}\right)=1-\alpha, i=1,2$.

Moreover, we have that a sufficient condition for $\gamma_{2}<\sqrt{s_{1}}$ is $H^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right)$ $\leq \sqrt{s_{1}}$.

Proof: For $H(x)=\int_{-\infty}^{x} \frac{1}{2} e^{-|t|} d t$, we have $h(x)=\frac{d H(x)}{d x}=\frac{1}{2} e^{-|x|}$ and $\sigma_{h}^{2}=$ $\int x^{2} h(x) d x=\int_{0}^{\infty} x^{2} e^{-x} d x=2$. We define

$$
C_{1}=\left\{(u, v): u=s, v=s k(s), \quad k(s)=\int_{0}^{\gamma / \sqrt{s}} \frac{1}{2} y^{2} e^{-y} d y, s_{1} \leq s \leq s_{2}\right\}
$$

Let $v(s)=s k(s)=\frac{1}{2} s \int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-y} d y$. Then we get

$$
\begin{aligned}
\frac{d v(s)}{d s} & =\frac{1}{2}\left[\int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-y} d y+s \frac{\gamma^{2}}{s} e^{-\frac{\gamma}{\sqrt{s}}}\left(-\frac{1}{2} s^{-\frac{3}{2}} \cdot \gamma\right)\right] \\
& =\frac{1}{2}\left(\int_{0}^{\gamma / \sqrt{s}} y^{2} e^{-y} d y-\frac{1}{2} \gamma^{3} s^{-\frac{3}{2}} e^{-\gamma / \sqrt{s}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d^{2} v(s)}{d s^{2}}= & \frac{1}{2}\left\{\frac{\gamma^{2}}{s} e^{-\frac{\gamma}{\sqrt{s}}} \cdot\left(-\frac{1}{2} \gamma s^{-\frac{3}{2}}\right)\right. \\
& \left.-\frac{\gamma^{3}}{2}\left[s^{-\frac{3}{2}} e^{-\gamma / \sqrt{s}}\left(\frac{1}{2} \gamma s^{-\frac{3}{2}}\right)+e^{-\gamma / \sqrt{s}}\left(-\frac{3}{2} s^{-\frac{5}{2}}\right)\right]\right\} \\
= & \frac{1}{2}\left[-\frac{1}{2} \gamma^{3} s^{-\frac{5}{2}} \cdot e^{-\frac{\gamma}{\sqrt{s}}}-\frac{1}{4} \gamma^{4} s^{-3} e^{-\gamma / \sqrt{s}}+\frac{3}{4} \gamma^{3} s^{-\frac{5}{2}} e^{-\gamma / \sqrt{s}}\right] \\
= & \frac{1}{8} \gamma^{3} s^{-\frac{5}{2}} e^{-\gamma / \sqrt{s}}\left(1-\frac{\gamma}{\sqrt{s}}\right)>0
\end{aligned}
$$

since $\gamma \leq \gamma_{2}<\sqrt{s_{1}}$.
The second derivative $\frac{d^{2} v(s)}{d s^{2}}>0$ implies that $C_{1}$ is convex. On the other hand, let

$$
L(z)=\frac{1}{2}\left(\int_{0}^{z} y^{2} e^{-y} d y-\frac{1}{2} z^{3} e^{-z}\right)
$$

we have

$$
\frac{d L(z)}{d z}=\frac{1}{2}\left\{z^{2} e^{-z}-\frac{1}{2}\left[z^{3} e^{-z}(-1)+e^{-z} 3 z^{2}\right]\right\}=\frac{1}{4} z^{2} e^{-z}(z-1)<0
$$

if $0<z<1$. Note that $L(0)=0$, hence we have $L(z)<0, z \in(0,1)$. Note also $L\left(\frac{\gamma}{\sqrt{s}}\right)=\frac{d v(s)}{d s}$, and $0<\frac{\gamma}{\sqrt{s}}<1$. We conclude that $\frac{d v(s)}{d s}<0$. Hence, $C_{1}$ is monotone decreasing.

By Theorem 2.4 .3 (iii,a) and (iii,b), we have

$$
\begin{aligned}
& \sup _{G \in T} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{2}}\right) \\
& =\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{2}\right)}{(1-\epsilon) \int_{0}^{\gamma} \frac{1}{2} x^{2} e^{-x} d x+\epsilon s_{2} k\left(s_{2}\right)+\alpha \gamma^{2}} \\
& =\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{2}\right)}{(1-\epsilon)\left[1-\left(\frac{1}{2} \gamma^{2}+\gamma+1\right) e^{-\gamma}\right]+\epsilon\left[s_{2}-\left(\frac{1}{2} \gamma^{2}+\gamma \sqrt{s_{2}}+s_{2}\right)\right] e^{-\frac{\gamma}{\sqrt{s_{2}}}}+\alpha \gamma^{2}} \\
& =\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{2}\right)}{(1-\epsilon) \Psi_{0}(1, \gamma)+\epsilon \Psi_{0}\left(s_{2}, \gamma\right)+\alpha \gamma^{2}},
\end{aligned}
$$

and similarly,

$$
\inf _{G \in \mathcal{T}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right)=e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{1}}\right)=\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{1}\right)}{(1-\epsilon) \Psi_{0}(1, \gamma)+\epsilon \Psi_{0}\left(s_{1}, \gamma\right)+\alpha \gamma^{2}}
$$

where $\Psi_{0}(\omega, \gamma)=\omega-\left(\frac{1}{2} \gamma^{2}+\gamma \sqrt{\omega}+\omega\right) e^{-\frac{\gamma}{\sqrt{\omega}}}$.
Similar to the proof of Theorem 2.4.4, we define

$$
K_{1}(\gamma)=(1-\epsilon) \Psi_{0}(1, \gamma)+\epsilon \Psi_{0}(s, \gamma)+\alpha \gamma^{2}
$$

and

$$
K_{2}(\gamma)=(1-\epsilon) \Psi_{0}(1, \gamma)+\epsilon \Psi_{0}\left(s_{2}, \gamma\right)+\alpha \gamma^{2}
$$

Then we have

$$
\begin{aligned}
\frac{d K_{1}^{\prime}(\gamma)}{d \gamma}= & (1-\epsilon)\left[-\left(\frac{1}{2} \gamma^{2}+\gamma+1\right) e^{-\gamma}(-1)+e^{-\gamma}(-\gamma-1)\right] \\
& +\epsilon\left[-\left(\frac{1}{2} \gamma^{2}+\gamma \sqrt{s_{1}}+s_{1}\right) e^{-\frac{\gamma}{\sqrt{s_{1}}}}\left(\frac{-1}{\sqrt{s_{1}}}\right)\right. \\
& \left.+e^{-\frac{\gamma}{\sqrt{s_{1}}}}\left(-\gamma-\sqrt{s_{1}}\right)\right]+2 \alpha \gamma \\
= & \frac{(1-\epsilon)}{2} \gamma^{2} e^{-\gamma}+\frac{\epsilon}{2 \sqrt{s_{1}}} \gamma^{2} e^{-\frac{\gamma}{\sqrt{s_{1}}}}+2 \alpha \gamma>0
\end{aligned}
$$

and

$$
\frac{d K_{2}(\gamma)}{d \gamma}=\frac{(1-\epsilon)}{2} \gamma^{2} e^{-\gamma}+\frac{\epsilon}{2 \sqrt{s_{2}}} \gamma^{2} e^{-\frac{\gamma}{\sqrt{s_{2}}}}+2 \alpha \gamma>0
$$

Hence, both $K_{1}(\gamma)$ and $K_{2}^{\prime}(\gamma)$ are increasing in $\gamma$. This yields the following conclusion:

$$
\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{2}}\right)=\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{2}\right)}{(1-\epsilon) \Psi_{0}\left(1, \gamma_{1}\right)+\epsilon \Psi_{0}\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}}
$$

and

$$
\min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} e\left(\bar{X}_{\alpha}, \bar{X}, \Delta_{s_{1}}\right)=\frac{(1-2 \alpha)^{2}\left(1-\epsilon+\epsilon s_{1}\right)}{(1-\epsilon) \Psi_{0}\left(1, \gamma_{2}\right)+\epsilon \Psi_{0}\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}}
$$

The problem of finding the bounds of $e\left(M, \bar{X}_{\alpha}, G\right)$ is very similar to the situation of $e\left(\bar{X}_{\alpha}, \bar{X}, G\right)$. When $H(x)=\Phi(x)$, we have the following:

Theorem 2.4.6 Let $H(x)=\Phi(x)$ in (2.1.2), $0<\epsilon<\frac{1}{2}, 0<\alpha<\frac{1}{2}$, and $1 \leq s_{1}<$ $s_{2}<\infty$. If $\gamma_{2}<\sqrt{s_{1}}$, then we have

$$
\begin{aligned}
& \text { (i) } \sup _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right) \leq e^{*}\left(M, \bar{X}_{\alpha}\right) \\
& \leq \frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}}{\pi(1-2 \alpha)^{2}} \\
& \cdot\left[(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}\right] \\
& \text { (ii) } \frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right)^{2}}{\pi(1-2 \alpha)^{2}}\left[(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}\right] \leq e_{*}\left(M, \bar{X}_{\alpha}\right) \\
&
\end{aligned}
$$

where $\Psi(w, \gamma)=w \Phi\left(\frac{\gamma}{\sqrt{w}}\right)-\frac{1}{2} w-\frac{\gamma \sqrt{w}}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2 w}}$, and $\gamma_{i}$ is the solution of $(1-\epsilon) \Phi(\gamma)+$ $\epsilon \Phi\left(\frac{\gamma}{\sqrt{s_{i}}}\right)=1-\alpha, i=1,2$. Moreover, we have that a sufficient condition for $\gamma_{2}<\sqrt{s_{1}}$ is $\Phi^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right) \leq \sqrt{s_{1}}$.

Proof: For $H(x)=\Phi(x)$, we define

$$
C_{2}=\left\{(u, v): u=\frac{1}{\sqrt{s}}, v=s k(s), k(s)=\int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} \varphi(y) d y, s_{1} \leq s \leq s_{2}\right\}
$$

Consider $v$ as a function of $u, v=v(u)$, and $s$ as a parameter. We find

$$
\begin{aligned}
\frac{d v(u)}{d u}=\frac{d v(s) / d s}{d u(s) / d s} & =\frac{1}{\sqrt{2 \pi}}\left[\int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} e^{-\frac{y^{2}}{2}} d y+s \frac{\gamma^{2}}{s} e^{-\frac{\gamma^{2}}{2 s}}\left(-\frac{1}{2} \gamma s^{-\frac{3}{2}}\right)\right]\left(-2 s^{\frac{3}{2}}\right) \\
& =\frac{1}{\sqrt{2 \pi}} s^{\frac{3}{2}}\left[\left(\frac{\gamma}{\sqrt{s}}\right)^{3} e^{-\frac{\gamma^{2}}{2 s}}-2 \int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} e^{-\frac{y^{2}}{2}} d y\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d^{2} v(u)}{d u^{2}} & =\frac{d\left(\frac{d v(w)}{d u}\right) / d s}{d u(s) / d s} \\
& =\frac{1}{\sqrt{2 \pi}}\left\{\gamma^{3} e^{-\frac{\gamma^{2}}{2 s}} \frac{\gamma^{2}}{2 s^{2}}-2\left[\left(\int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} e^{-\frac{y^{2}}{2}} d y\right) \frac{3}{2} s^{\frac{1}{2}}+s^{\frac{3}{2}} \frac{\gamma^{2}}{s} e^{-\frac{\gamma^{2}}{2 s}}\left(-\frac{1}{2} \gamma s^{-\frac{3}{2}}\right)\right]\right\} \cdot\left(-2 s^{\frac{3}{2}}\right) \\
& =-\frac{2 s^{\frac{3}{2}}}{\sqrt{2 \pi}}\left(\frac{\gamma^{5}}{2 s^{2}} e^{-\frac{\gamma^{2}}{2 s}}-3 s^{\frac{1}{2}} \int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} e^{-\frac{y^{2}}{2}} d y+\frac{\gamma^{3}}{s} e^{-\frac{\gamma^{2}}{2 s}}\right) \\
& =\frac{s^{2}}{\sqrt{2 \pi}}\left[6 \int_{0}^{\frac{\gamma}{\sqrt{s}}} y^{2} e^{-\frac{y^{2}}{2}} d y-\left(\frac{\gamma}{\sqrt{s}}\right)^{5} e^{-\frac{\gamma^{2}}{2 s}}-2\left(\frac{\gamma}{\sqrt{s}}\right)^{3} e^{-\frac{\gamma^{2}}{2 s}}\right] .
\end{aligned}
$$

We conclude that $C_{2}$ is a concave and increasing curve by showing $\frac{d^{2} v(u)}{d u^{2}}<0$, and
$\frac{d v(u)}{d u}>0$. For this purpose, let us define

$$
L_{1}(z)=z^{3} e^{-\frac{z^{2}}{2}}-2 \int_{0}^{z} y^{2} e^{-\frac{y^{2}}{2}} d y
$$

and

$$
L_{2}(z)=6 \int_{0}^{z} y^{2} e^{-\frac{y^{2}}{2}} d y-z^{5} e^{-\frac{z^{2}}{2}}-2 z^{3} e^{-\frac{z^{2}}{2}}
$$

We find

$$
\frac{d L_{1}(z)}{d z}=e^{-\frac{z^{2}}{2}}\left[z^{3}(-z)+3 z^{2}\right]-2 z^{2} e^{-\frac{z^{2}}{2}}=z^{2} e^{-\frac{z^{2}}{2}}\left(1-z^{2}\right)>0
$$

if $z \in(0,1)$. Note that $L_{1}(0)=0$. Hence $L_{1}(z)>0$ for $z \in(0,1)$. On the other hand, we know that $L_{1}\left(\frac{\gamma}{\sqrt{s}}\right)=\frac{d v(u)}{d u}$ and $0<\frac{\gamma}{\sqrt{s}}<1$, since we have $\gamma_{2}<\sqrt{s_{1}}$. This yields $\frac{d v(u)}{d u}>0$. We also find

$$
\begin{aligned}
\frac{d L_{2}(z)}{d z} & =6 z^{2} e^{-\frac{z^{2}}{2}}-e^{-\frac{z^{2}}{2}}\left[z^{5}(-z)+5 z^{4}\right]-2 e^{-\frac{z^{2}}{2}}\left[z^{3}(-z)+3 z^{2}\right] \\
& =z^{4} e^{-\frac{z^{2}}{2}}\left(z^{2}-3\right)<0
\end{aligned}
$$

at least for $z \in(0,1)$. We have $L_{2}(z)<0$ for $z \in(0,1)$, since $L_{2}(0)=0$. The fact that $L_{2}\left(\frac{\gamma}{\sqrt{s}}\right)=\frac{d^{2} v(u)}{d u^{2}}$ and $0<\frac{\gamma}{\sqrt{s}}<1$ implies $\frac{d^{2} v(u)}{d u^{2}}<0$. Therefore, $C_{2}$ is a concave and increasing curve. By Theorem 2.4.3 (ii,c) and (ii,d), we have

$$
\begin{aligned}
\sup _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right)= & e\left(M, \bar{X}_{\alpha}, \Delta_{s_{1}}\right) \\
= & \frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}}{\pi(1-2 \alpha)^{2}} \\
& \cdot\left[(1-\epsilon) \int_{0}^{\gamma} y^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y+\epsilon s_{1} \int_{0}^{\frac{\gamma}{\sqrt{s i}}} y^{2} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y+\alpha \gamma^{2}\right] \\
= & \frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}}{\pi(1-2 \alpha)^{2}}\left[(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{1}, \gamma\right)+\alpha \gamma^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\inf _{G \in \mathcal{T}} e\left(M, \bar{X}_{\alpha}, G\right) & =e\left(M, \bar{X}_{\alpha}, \Delta_{s_{2}}\right) \\
& =\frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right)^{2}}{\pi(1-2 \alpha)^{2}}\left[(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{2}, \gamma\right)+\alpha \gamma^{2}\right]
\end{aligned}
$$

where $\Psi(w, \gamma)=w \Phi\left(\frac{\gamma}{\sqrt{w}}\right)-\frac{1}{2} w-\frac{\gamma \sqrt{w}}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2 w}}$. Furthermore, let

$$
\begin{aligned}
K_{1}(\gamma) & =(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{1}, \gamma\right)+\alpha \gamma^{2} \\
& =\frac{(1-\epsilon)}{\sqrt{2 \pi}} \int_{0}^{\gamma} y^{2} e^{-\frac{y^{2}}{2}} d y+\frac{\epsilon s_{1}}{\sqrt{2 \pi}} \int_{0}^{\frac{\gamma}{\sqrt{s_{1}}}} y^{2} e^{-\frac{y^{2}}{2}} d y+\alpha \gamma^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
K_{2}(\gamma) & =(1-\epsilon) \Psi(1, \gamma)+\epsilon \Psi\left(s_{2}, \gamma\right)+\alpha \gamma^{2} \\
& =\frac{(1-\epsilon)}{\sqrt{2 \pi}} \int_{0}^{\gamma} y^{2} e^{-\frac{y^{2}}{2}} d y+\frac{\epsilon s_{2}}{\sqrt{2 \pi}} \int_{0}^{\frac{\gamma}{\sqrt{2 / 2}}} y^{2} e^{-\frac{y^{2}}{2}} d y+\alpha \gamma^{2}
\end{aligned}
$$

Then we have

$$
\frac{d K_{1}(\gamma)}{d \gamma}=\frac{(1-\epsilon)}{\sqrt{2 \pi}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}+\frac{\epsilon s_{1}}{\sqrt{2 \pi}} \frac{\gamma^{2}}{s_{1}} e^{-\frac{\gamma^{2}}{2 s_{1}}} \frac{1}{\sqrt{s_{1}}}+2 \alpha \gamma>0
$$

and

$$
\frac{d K_{2}(\gamma)}{d \gamma}=\frac{(1-\epsilon)}{\sqrt{2 \pi}} \gamma^{2} e^{-\frac{\gamma^{2}}{2}}+\frac{\epsilon s_{2}}{\sqrt{2 \pi}} \cdot \frac{\gamma^{2}}{s_{2}} e^{-\frac{\gamma^{2}}{2 s_{2}}} \frac{1}{\sqrt{s_{2}}}+2 \alpha \gamma>0
$$

Since $K_{1}(\gamma)$ and $K_{2}(\gamma)$ are increasing in $\gamma$, we then have

$$
\max _{\gamma_{1} \leq \gamma \leq \gamma_{2}} e\left(M, \bar{X}_{\alpha}, \Delta_{s_{1}}\right)=\frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}}{\pi(1-2 \alpha)^{2}}\left[(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}\right]
$$

and

$$
\min _{\gamma_{1} \leq \gamma \leq \gamma_{2}} e\left(M, \bar{X}_{\alpha}, \Delta_{s_{2}}\right)=\frac{4\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right)^{2}}{\pi(1-2 \alpha)^{2}}\left[(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}\right] .
$$

Theorem 2.4.6 follows by Theorem 2.4.2 and the above results.

The situation when $H(x)=\int_{-\infty}^{x} \frac{1}{2} e^{-|t|} d t$ is very similar to the case of $H(x)=\Phi(x)$. We simply state the result without proof.

Theorem 2.4.7 Let $H(x)=\int_{-\infty}^{x} \frac{1}{2} e^{-|t|} d t$ in (2.1.2), $0<\epsilon<\frac{1}{2}, 0<\alpha<\frac{1}{2}$, and $1 \leq s_{1}<s_{2}<\infty$. If $\gamma_{2}<\sqrt{s_{1}}$, then we have

$$
\text { (i) } \begin{aligned}
\sup _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right) \leq & e^{*}\left(M, \bar{X}_{\alpha}\right) \\
\leq & \frac{2\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}}{(1-2 \alpha)^{2}} \\
& \cdot\left[(1-\epsilon) \Psi_{0}\left(1, \gamma_{2}\right)+\epsilon \Psi_{0}\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}\right]
\end{aligned}
$$

(ii) $\frac{2\left(1-\epsilon+\frac{c}{\sqrt{s_{2}}}\right)^{2}}{(1-2 \alpha)^{2}}$

$$
\begin{aligned}
\cdot\left[(1-\epsilon) \Psi_{0}\left(1, \gamma_{1}\right)+\epsilon \Psi_{0}\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}\right] & \leq e_{*}\left(M, \bar{X}_{\alpha}\right) \\
& \leq \inf _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right)
\end{aligned}
$$

where $\Psi_{0}(w, \gamma)=w-\left(\frac{1}{2} \gamma^{2}+\gamma \sqrt{w}+w\right) e^{-\frac{\gamma}{\sqrt{w}}}$ and $\gamma_{i}$ is the solution of $(1-\epsilon) H(\gamma)+$ $\epsilon H\left(\frac{\gamma}{\sqrt{s_{i}}}\right)=1-\alpha, i=1,2$. Moreover, we have that a sufficient condition for $\gamma_{2}<\sqrt{s_{1}}$ is $H^{-1}\left(\frac{1-\alpha-\frac{1}{2} \epsilon}{1-\epsilon}\right) \leq \sqrt{s_{1}}$.

### 2.5 Some Numerical Results and Comments

In the last two sections, we discussed the bounds on the asymptotic relative efficiencies among the median $M, \alpha$-trimmed mean $\bar{X}_{\alpha}$, and the sample mean $\bar{X}$. We found the explicit solutions for $e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$. When $H(x)=\Phi(x)$, we have

$$
e_{*}(M, \bar{X})=\frac{2}{\pi}\left(1-\epsilon+\epsilon s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2}
$$

and

$$
e^{*}(M, \bar{X})= \begin{cases}\frac{2}{\pi}\left\{(1-\epsilon)+\epsilon\left[\lambda_{2} s_{2}+\left(1-\lambda_{2}\right) s_{1}\right]\right\} \\ \cdot\left[(1-\epsilon)+\epsilon\left(\frac{\lambda_{2}}{\sqrt{s_{2}}}+\frac{1-\lambda_{2}}{\sqrt{s_{1}}}\right)\right]^{2} & \text { if } 0<\lambda_{2}<1 \\ \frac{2}{\pi}\left(1-\epsilon+\epsilon s_{2}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right)^{2} & \text { if } \lambda_{2} \geq 1,\end{cases}
$$

where

$$
\lambda_{2}=\frac{2\left(\frac{1}{\sqrt{s_{2}}}-\frac{1}{\sqrt{s_{1}}}\right)\left(1-\epsilon+\epsilon s_{1}\right)+\left(s_{2}-s_{1}\right)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)}{3 \epsilon\left(s_{2}-s_{1}\right)\left(\frac{1}{\sqrt{s_{1}}}-\frac{1}{\sqrt{s_{2}}}\right)} .
$$

Hence, $e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$ can be easily calculated. For some different values of $s_{1}, s_{2}$ and $\epsilon$, the corresponding results of $e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$ are presented in Table 2.5.1. Note that we have two numbers for each cell inside the table. The top one is $\varepsilon_{*}(M, \bar{X})$ and the bottom one is $e^{*}(M, \bar{X})$. With the results in Table 2.5.1 and some further calculation, we are able to answer a general version of a question raised by Tukey (1960): given $s_{1}$ and $s_{2}$, how large an $\epsilon>0$ is required for the infimum of the asymptotic relative efficiency of $M$ with respect to $\bar{X}$ over $\mathcal{F}$ to exceed 1? In this case, one understands that even in the sense of asymptotic relative efficiency, the median $M$ is still preferable than the sample mean $\bar{X}$. There are some other features have been observed from Table 2.5.1. Firstly, we note that, for given $s_{1}$ and $s_{2}, e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$ are monotone nondecreasing (monotone increasing in most of the cases) in $\epsilon$. Intuitively, it also makes sense as we know that $\epsilon$ is the proportion of contaminations. Secondly, we find that $e_{*}(M, \bar{X})$ is monotone
increasing in $s_{1}$ when $\epsilon$ and $s_{2}$ are given. This is obvious since we have the fact that $L(s):=(1-\epsilon+\epsilon s)\left(1-\epsilon+\frac{\epsilon}{\sqrt{s}}\right)^{2}$ is a function increasing in $s$, when $s \geq 1$. In the cases we considered in Table 2.5.1, we also have $e^{*}(M, \bar{X})$ is monotone increasing in $s_{2}$ when $\epsilon$ and $s_{1}$ are given. In these cases, we always get $e^{*}\left(M, \bar{X}, \Delta_{s_{2}}\right)$. In general, this may not always happen. For example, when $s_{1}=1, s_{2}=36$, and $\epsilon=0.4$, we have $\lambda_{2}=0.952$ and $e^{*}(M, \bar{X})=e\left(M, \bar{X}, G^{*}\right)=4.2509$ where $G^{*}=\lambda_{2} \Delta_{s_{2}}+\left(1-\lambda_{2}\right) \Delta s_{1}$. On the other hand, we have $e\left(M, \bar{X}, \Delta_{s_{2}}\right)=4.2441$. We also note that the differences between $e^{*}(M, \bar{X})$ and $e_{*}(M, \bar{X})$ are small when $s_{1}, s_{2}, \epsilon$, or $s_{2}-s_{1}$ are relatively small. This reflects the fact that the asymptotic relative efficiencies are stable over the corresponding class of distribution functions $\mathcal{F}$.

The situations are more complicated for the asymptotic relative efficiencies of $\bar{X}_{\alpha}$ with respect to $\bar{X}$, and $M$ with respect to $\bar{X}_{\alpha}$. As we mentioned before, we are unable to find the exact values of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e_{*}\left(M, \bar{X}_{\alpha}\right)$, and $e^{*}\left(M, \bar{X}_{\alpha}\right)$. Instead, we can only find a range for each of them. For the sake of argument, we define

$$
\begin{aligned}
L L\left(\bar{X}_{\alpha}, \bar{X}\right): & :=\frac{(1-2 \alpha)}{2} \cdot \frac{1-\epsilon+\epsilon s_{1}}{(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}} \\
U U\left(\bar{X}_{\alpha}, \bar{X}\right): & : \frac{(1-2 \alpha)}{2} \cdot \frac{1-\epsilon+\epsilon s_{2}}{(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}} \\
L L\left(M, \bar{X}_{\alpha}\right): & =\frac{4}{\pi(1-2 \alpha)^{2}} \cdot\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{2}}}\right)^{2} \\
& \cdot\left[(1-\epsilon) \Psi\left(1, \gamma_{1}\right)+\epsilon \Psi\left(s_{2}, \gamma_{1}\right)+\alpha \gamma_{1}^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
U U\left(M, \bar{X}_{\alpha}\right): & \frac{4}{\pi(1-2 \alpha)^{2}} \cdot\left(1-\epsilon+\frac{\epsilon}{\sqrt{s_{1}}}\right)^{2} \\
& \cdot\left[(1-\epsilon) \Psi\left(1, \gamma_{2}\right)+\epsilon \Psi\left(s_{1}, \gamma_{2}\right)+\alpha \gamma_{2}^{2}\right]
\end{aligned}
$$

where $\Psi(w, \gamma)=w \Phi\left(\frac{\gamma}{\sqrt{w}}\right)-\frac{1}{2} w-\frac{\gamma \sqrt{w}}{\sqrt{2 \pi}} e^{-\frac{\gamma^{2}}{2 w}}$, and $\gamma_{i}$ is the solution of $(1-\epsilon) \Phi(\gamma)+$ $\epsilon \Phi\left(\frac{\gamma}{\sqrt{s_{i}}}\right)=1-\alpha, i=1,2$. We also define

$$
\begin{aligned}
U L_{n}\left(\bar{X}_{\alpha}, \bar{X}\right) & :=\inf _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \\
& =\inf _{G \in \mathcal{G}_{n}} \frac{(1-2 \alpha)^{2}}{2} \cdot \frac{1-\epsilon+\epsilon \sum_{i=1}^{n} p_{i} x_{i}}{(1-\epsilon) \Psi(1, \gamma)+\epsilon \sum_{i=1}^{n} p_{i} \Psi\left(x_{i}, \gamma\right)+\alpha \gamma^{2}}
\end{aligned}
$$

$$
\begin{aligned}
L U_{n}\left(\bar{X}_{\alpha}, \bar{X}\right): & =\sup _{G \in \mathcal{G}_{n}} e\left(\bar{X}_{\alpha}, \bar{X}, G\right) \\
=\sup _{G \in \mathcal{G}_{n}} & \frac{(1-2 \alpha)^{2}}{2} \cdot \frac{1-\epsilon+\epsilon \sum_{i=1}^{n} p_{i} x_{i}}{(1-\epsilon) \Psi(1, \gamma)+\epsilon \sum_{i=1}^{n} p_{i} \Psi\left(x_{i}, \gamma\right)+\alpha \gamma^{2}} \\
U L_{n}\left(M, \bar{X}_{\alpha}\right): & =\inf _{G \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right) \\
= & \inf _{G \in \mathcal{G}_{n}} \frac{4}{\pi(1-2 \alpha)^{2}} \cdot\left(1-\epsilon+\epsilon \sum_{i=1}^{n} \frac{p_{i}}{\sqrt{x_{i}}}\right)^{2} \\
& \cdot\left[(1-\epsilon) \Psi(1, \gamma)+\epsilon \sum_{i=1}^{n} p_{i} \Psi\left(x_{i}, \gamma\right)+\alpha \gamma^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
L U_{n}\left(M, \bar{X}_{\alpha}\right): & =\sup _{G \in \mathcal{G}_{n}} e\left(M, \bar{X}_{\alpha}, G\right) \\
= & \sup _{G \in \mathcal{G}_{n}} \frac{4}{\pi(1-2 \alpha)^{2}} \cdot\left(1-\epsilon+\epsilon \sum_{i=1}^{n} \frac{p_{i}}{\sqrt{x_{i}}}\right)^{2} \\
& \cdot\left[(1-\epsilon) \Psi(1, \gamma)+\epsilon \sum_{i=1}^{n} p_{i} \Psi\left(x_{i}, \gamma\right)+\alpha \gamma^{2}\right]
\end{aligned}
$$

where $G=\sum_{i=1}^{n} p_{i} \Delta_{x_{i}}$ with $s_{1} \leq x_{i} \leq s_{2}, 0 \leq p_{i} \leq 1, \sum_{i=1}^{n} p_{i}=1$, and $\gamma$ is the solution of $(1-\epsilon) \Phi(\gamma)+\epsilon \sum_{i=1}^{n} p_{i} \Phi\left(\frac{\gamma}{\sqrt{x_{i}}}\right)=1-\alpha$.

According to Theorem 2.4.4 and Theorem 2.4.6, we know that $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U L_{n}\left(\bar{X}_{\alpha}, \bar{X}\right)$ are lower and upper bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$. Similarly, $L U_{n}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U U\left(\bar{X}_{\alpha}, \bar{X}\right), L L\left(M, \bar{X}_{\alpha}\right)$ and $U L_{n}\left(M, \bar{X}_{\alpha}\right), L U_{n}\left(M, \bar{X}_{\alpha}\right)$ and $U U\left(M, \bar{X}_{\alpha}\right)$ are lower and upper bounds of $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ respectively. It is clear that $U L_{n}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U L_{n}\left(M, \bar{X}_{\alpha}\right)$ are monotone nonincreasing and bounded below by $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $L L\left(M, \bar{X}_{\alpha}\right) ; L U_{n}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $L U_{n}\left(M, \bar{X}_{\alpha}\right)$ are monotone nondecreasing and bounded above by $U U\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U U\left(M, \bar{X}_{\alpha}\right)$. Hence these four sequences have limits and the limits when $n$ goes to infinity will be the exact values of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e_{*}(M, \bar{X}), e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$, and $e^{*}\left(M, \bar{X}_{\alpha}\right)$. In practice, we can only do the numerical search when $n$ is small. For $n=1$, and for some different values of $\alpha, \epsilon$, $s_{1}$ and $s_{2}$ we present the corresponding bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ through Table 2.5.2 to Table 2.5.6. Note that each cell of these tables has four numbers. The first one is $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$, the second $U L_{1}\left(\bar{X}_{\alpha}, \bar{X}\right)$; the third $L U_{1}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and the fourth $U U\left(\bar{X}_{\alpha}, \bar{X}\right)$. Similarly, the bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ are presented in Table 2.5.7 through Table 2.5.11. There are some missing values inside the tables. These are the cases when $\gamma_{2}>\sqrt{s_{1}}$; hence, Theorem 2.4.4 and Theorem 2.4.6 do not apply to the calculation of $L L\left(\bar{X}_{\alpha}, \bar{X}\right), U U\left(\bar{X}_{\alpha}, \bar{X}\right), L L\left(M, \bar{X}_{\alpha}\right)$, and $U U\left(M, \bar{X}_{\alpha}\right)$.

In many cases we note that the differences between $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U L_{1}\left(\bar{X}_{\alpha}, \bar{X}\right)$; $L U_{1}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U U\left(\bar{X}_{\alpha}, \bar{X}\right) ; L L\left(M, \bar{X}_{\alpha}\right)$ and $U L_{1}\left(M, \bar{X}_{\alpha}\right) ; L U_{1}\left(M, \bar{X}_{\alpha}\right)$ and $U U\left(M, \bar{X}_{\alpha}\right)$ are very small. Hence, the bounds we provided there are very accurate. In some cases, even the differences between $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $U U\left(\bar{X}_{\alpha}, \bar{X}\right) ; L L\left(M, \bar{X}_{\alpha}\right)$ and $U U\left(M, \bar{X}_{\alpha}\right)$ are small. This fact reflects the stability of the asymptotic relative efficiencies, since we always have $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)-e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right) \leq U U\left(\bar{X}_{\alpha}, \bar{X}\right)-L L\left(\bar{X}_{\alpha}, \bar{X}\right)$, and $e^{*}\left(M, \bar{X}_{\alpha}\right)-e_{*}\left(M, \bar{X}_{\alpha}\right) \leq U U\left(M, \bar{X}_{\alpha}\right)-L L\left(M, \bar{X}_{\alpha}\right)$. In the cases when the bounds on $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e_{*}\left(M, \bar{X}_{\alpha}\right)$, and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ are not too close, we can always get more precise results by increasing $n$ in $U L_{n}\left(\bar{X}_{\alpha}, \bar{X}\right), L U_{n}\left(\bar{X}_{\alpha}, \bar{X}\right), U L_{n}\left(M, \bar{X}_{\alpha}\right)$, and $L U_{n}\left(M, \bar{X}_{\alpha}\right)$. We did some calculations of the above quantities when $n=2$. The results are either the same or very close to the results when $n=1$. Hence the exact values of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right), e_{*}\left(M, \bar{X}_{\alpha}\right)$, and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ will be closer to $U L_{n}\left(\bar{X}_{\alpha}, \bar{X}\right), L U_{n}\left(\bar{X}_{\alpha}, \bar{X}\right), U L_{n}\left(M, \bar{X}_{\alpha}\right)$, and $L U_{n}\left(M, \bar{X}_{\alpha}\right)$ than to $L L\left(\bar{X}_{\alpha}, \bar{X}\right)$, $U U\left(\bar{X}_{\alpha}, \bar{X}\right), L L\left(M, \bar{X}_{\alpha}\right)$, and $U U\left(M, \bar{X}_{\alpha}\right)$. We know that the sample mean $\bar{X}$ and the median $M$ are the extreme cases of $\alpha$-trimmed mean $\bar{X}_{\alpha}$ corresponding to $\alpha=0$ and $\alpha=\frac{1}{2}$ respectively. Hence the topics we discussed in this chapter and the tables we presented in this section will provide a guideline to choose a suitable value of $\alpha$, hence $\bar{X}_{\alpha}$, in the sense of the asymptotic relative efficiency when we have the assessment of the values of $s_{1}, s_{2}$, and $\epsilon$.

Table 2.5.1 Values of $e_{*}(M, \bar{X})$ and $e^{*}(M, \bar{X})$ when $H(x)=\Phi(x)$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 |
|  |  | 0.6492 | 0.6960 | 0.7469 | 0.7898 | 0.8530 | 0.8931 |
|  | 9 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 |
|  |  | 0.6784 | 0.8328 | 0.9982 | 1.1345 | 1.3263 | 1.4324 |
|  | 16 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 | 0.6366 |
|  |  | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
| 4 | 9 | 0.6492 | 0.6960 | 0.7469 | 0.7898 | 0.8530 | 0.8931 |
|  |  | 0.6784 | 0.8328 | 0.9982 | 1.1345 | 1.3263 | 1.4324 |
|  | 16 | 0.6492 | 0.6960 | 0.7469 | 0.7898 | 0.8530 | 0.8931 |
|  |  | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
|  | 25 | 0.6492 | 0.6960 | 0.7469 | 0.7898 | 0.8530 | 0.8931 |
|  |  | 0.7768 | 1.2908 | 1.8320 | 2.2678 | 2.8521 | 3.1194 |
| 9 | 16 | 0.6784 | 0.8328 | 0.9982 | 1.1345 | 1.3263 | 1.4324 |
|  |  | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
|  | 25 | 0.6784 | 0.8328 | 0.9982 | 1.1345 | 1.3263 | 1.4324 |
|  |  | 0.7768 | 1.2908 | 1.8320 | 2.2678 | 2.8521 | 3.1194 |
|  | 36 | 0.6784 | 0.8328 | 0.9982 | 1.1345 | 1.3263 | 1.4324 |
|  |  | 0.8452 | 1.6079 | 2.4072 | 3.0463 | 3.8902 | 4.2502 |
| 16 | 25 | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
|  |  | 0.7768 | 1.2908 | 1.8320 | 2.2678 | 2.8521 | 3.1194 |
|  | 36 | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
|  |  | 0.8452 | 1.6079 | 2.4072 | 3.0463 | 3.8902 | 4.2502 |
|  | 49 | 0.7212 | 1.0321 | 1.3618 | 1.6297 | 1.9963 | 2.1788 |
|  |  | 0.9261 | 1.9830 | 3.0865 | 3.9642 | 5.1092 | 5.5696 |

Table 2.5.2 Bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ when $H(x)=\Phi(x)$ $\epsilon=0.01$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.9960 \\ & 1.0059 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 0.9885 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 0.9586 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 0.9251 \end{aligned}$ | 0.8267 | 0.7318 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 0.8524 | 0.7541 |
|  |  |  |  |  |  | 0.8627 | 0.7622 |
|  | 9 | $\begin{aligned} & 0.9960 \\ & 1.0410 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.0286 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 0.9993 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 0.9653 \end{aligned}$ | 0.8231 | 0.7291 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 0.8903 | 0.7880 |
|  |  |  |  |  |  | 0.9050 | 0.7994 |
| 4 | 9 | $\begin{aligned} & 1.0059 \\ & 1.0410 \end{aligned}$ | 0.9795 | 0.9520 | 0.9199 | 0.8487 | 0.7514 |
|  |  |  | 0.9885 | 0.9586 | 0.9251 | 0.8524 | 0.7541 |
|  |  |  | 1.0286 | 0.9993 | 0.9653 | 0.8903 | 0.7880 |
|  |  |  | 1.0380 | 1.0061 | 0.9708 | 0.8942 | 0.7909 |
|  | 16 | $\begin{aligned} & 1.0059 \\ & 1.0994 \end{aligned}$ | 0.9745 | 0.9485 | 0.9172 | 0.8468 | 0.7500 |
|  |  |  | 0.9885 | 0.9586 | 0.9251 | 0.8524 | 0.7541 |
|  |  |  | 1.0907 | 1.0608 | 1.0253 | 0.9460 | 0.8376 |
|  |  |  | 1.1064 | 1.0720 | 1.0342 | 0.9524 | 0.8422 |
| 9 | 16 | 1.0305 | 1.0233 | 0.9956 | 0.9625 | 0.8883 | 0.7865 |
|  |  | 1.0410 | 1.0286 | 0.9993 | 0.9653 | 0.8903 | 0.7880 |
|  |  | 1.0994 | 1.0907 | 1.0608 | 1.0253 | 0.9460 | 0.8376 |
|  |  | 1.1106 | 1.0964 | 1.0647 | 1.0283 | 0.9482 | 0.8391 |
|  | 25 | 1.0233 | 1.0200 | 0.9934 | 0.9607 | 0.8870 | 0.7857 |
|  |  | 1.0410 | 1.0286 | 0.9993 | 0.9653 | 0.8903 | 0.7880 |
|  |  | 1.1789 | 1.1730 | 1.1417 | 1.1038 | 1.0188 | 0.9022 |
|  |  | 1.1992 | 1.1829 | 1.1485 | 1.1091 | 1.0225 | 0.9048 |
| 16 | 25 | 1.0917 | 1.0871 | 1.0584 | 1.0234 | 0.9447 | 0.8366 |
|  |  | 1.0994 | 1.0907 | 1.0608 | 1.0253 | 0.9460 | 0.8376 |
|  |  | 1.1789 | 1.1730 | 1.1417 | 1.1038 | 1.0188 | 0.9022 |
|  |  | 1.1871 | 1.1768 | 1.1443 | 1.1058 | 1.0202 | 0.9032 |
|  | 36 | 1.0862 | 1.0847 | 1.0567 | 1.0222 | 0.9439 | 0.8360 |
|  |  | 1.0994 | 1.0907 | 1.0608 | 1.0253 | 0.9460 | 0.8376 |
|  |  | 1.2784 | 1.2747 | 1.2413 | 1.2005 | 1.1083 | 0.9815 |
|  |  | 1.2938 | 1.2818 | 1.2461 | 1.2041 | 1.1108 | 0.9833 |

Table 2.5.3 Bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ when $H(x)=\Phi(x)$

$$
\epsilon=0.05
$$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.9960 \\ & 1.0347 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.0373 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.0142 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 0.9833 \end{aligned}$ | 0.7875 | 0.7007 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 0.9105 | 0.8078 |
|  |  |  |  |  |  | 0.9674 | 0.8527 |
|  | 9 | $\begin{aligned} & 0.9960 \\ & 1.1516 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.2117 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.1978 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 1.1670 \end{aligned}$ | 0.7698 | 0.6877 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 1.0859 | 0.9660 |
|  |  |  |  |  |  | 1.1802 | 1.0389 |
| 4 | 9 | $\begin{aligned} & 1.0347 \\ & 1.1517 \end{aligned}$ | 0.9878 | 0.9786 | 0.9548 | 0.8901 | 0.7928 |
|  |  |  | 1.0373 | 1.0142 | 0.9833 | 0.9105 | 0.8078 |
|  |  |  | 1.2117 | 1.1978 | 1.1670 | 1.0859 | 0.9660 |
|  |  |  | 1.2724 | 1.2414 | 1.2018 | 1.1108 | 0.9843 |
|  | 16 | $\begin{aligned} & 1.0347 \\ & 1.3037 \end{aligned}$ | 0.9589 | 0.9593 | 0.9399 | 0.8797 | 0.7853 |
|  |  |  | 1.0373 | 1.0142 | 0.9833 | 0.9105 | 0.8078 |
|  |  |  | 1.4781 | 1.4725 | 1.4392 | 1.3432 | 1.1966 |
|  |  |  | 1.5986 | 1.5566 | 1.5055 | 1.3901 | 1.2308 |
| 9 | 16 | $\begin{aligned} & 1.1518 \\ & 1.3038 \end{aligned}$ | 1.1764 | 1.1742 | 1.1488 | 1.0733 | 0.9568 |
|  |  |  | 1.2117 | 0.1978 | 1.1670 | 1.0859 | 0.9660 |
|  |  |  | 1.4781 | 1.4725 | 1.4392 | 1.3432 | 1.1966 |
|  |  |  | 1.5224 | 1.5052 | 1.4620 | 1.3590 | 1.2080 |
|  | 25 | $\begin{aligned} & 1.1518 \\ & 1.4416 \end{aligned}$ | 1.1535 | 1.1595 | 1.1377 | 1.0657 | 0.9514 |
|  |  |  | 1.2117 | 1.1978 | 1.1670 | 1.0859 | 0.9660 |
|  |  |  | 1.8287 | 1.8318 | 1.7942 | 1.6777 | 1.4960 |
|  |  |  | 1.9205 | 1.8920 | 1.8405 | 1.7096 | 1.5190 |
| 16 | 25 | $\begin{aligned} & 1.3038 \\ & 1.4415 \end{aligned}$ | 1.4495 | 1.4541 | 1.4253 | 1.3336 | 1.1897 |
|  |  |  | 1.4781 | 1.4725 | 1.4392 | 1.3432 | 1.1966 |
|  |  |  | 1.8287 | 1.8318 | 1.7942 | 1.6777 | 1.4960 |
|  |  |  | 1.8648 | 1.8549 | 1.8118 | 1.6897 | 1.5046 |
|  | 36 | $\begin{aligned} & 1.3038 \\ & 1.5612 \end{aligned}$ | 1.4297 | 1.4417 | 1.4159 | 1.3273 | 1.1852 |
|  |  |  | 1.4781 | 1.4725 | 1.4392 | 1.3432 | 1.1968 |
|  |  |  | 2.2604 | 2.2734 | 2.2302 | 2.0881 | 1.8632 |
|  |  |  | 2.3367 | 2.3219 | 2.2669 | 2.1132 | 1.8811 |

Table 2.5.4 Bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ when $H(x)=\Phi(x)$

$$
\epsilon=0.1
$$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.9960 \\ & 1.0501 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.0825 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.0702 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 1.0436 \end{aligned}$ | 0.7400 | 0.6628 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 0.9725 | 0.8660 |
|  |  |  |  |  |  | 1.0994 | 0.9663 |
|  | 9 | $\begin{aligned} & 0.9960 \\ & 1.1434 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.3664 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.3885 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 1.3698 \end{aligned}$ | 0.7059 | 0.6376 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 1.2904 | 1.1556 |
|  |  |  |  |  |  | 1.5288 | 1.3401 |
| 4 | 9 | $\begin{aligned} & 1.0502 \\ & 1.1434 \end{aligned}$ | 0.9718 | 0.9918 | 0.9812 | 0.9278 | 0.8331 |
|  |  |  | 1.0825 | 1.0702 | 1.0436 | 0.9725 | 0.8660 |
|  |  |  | 1.3664 | 1.3885 | 1.3698 | 1.2904 | 1.1556 |
|  |  |  | 1.5220 | 1.4981 | 1.4567 | 1.3526 | 1.2012 |
|  | 16 | $\begin{aligned} & 1.0502 \\ & 1.2089 \end{aligned}$ | $\begin{aligned} & 1.0825 \\ & 1.7852 \end{aligned}$ | 0.9489 | 0.9485 | 0.9052 | 0.8168 |
|  |  |  |  | 1.0702 | 1.0436 | 0.9725 | 0.8660 |
|  |  |  |  | 1.8579 | 1.8477 | 1.7528 | 1.5750 |
|  |  |  |  | 2.0944 | 2.0324 | 1.8830 | 1.6698 |
| 9 | 16 | $\begin{aligned} & 1.1434 \\ & 1.2091 \end{aligned}$ | 1.2706 | 1.3286 | 1.3242 | 1.2590 | 1.1329 |
|  |  |  | 1.3664 | 1.3885 | 1.3698 | 1.2904 | 1.1556 |
|  |  |  | 1.7852 | 1.8579 | 1.8477 | 1.7528 | 1.5750 |
|  |  |  | 1.9190 | 1.9414 | 1.9112 | 1.7965 | 1.6064 |
|  | 25 | $\begin{aligned} & 1.1434 \\ & 1.2575 \end{aligned}$ | 1.2025 | 1.2912 | 1.2963 | 1.2402 | 1.1194 |
|  |  |  | 1.3664 | 1.3885 | 1.3698 | 1.2904 | 1.1556 |
|  |  |  | 2.3226 | 2.4666 | 2.4673 | 2.3516 | 2.1176 |
|  |  |  | 2.6299 | 2.6518 | 2.6068 | 2.4468 | 2.1859 |
| 16 | 25 | $\begin{aligned} & 1.2092 \\ & 1.2575 \end{aligned}$ | 1.6935 | 1.8056 | 1.8088 | 1.7266 | 1.5562 |
|  |  |  | 1.7852 | 1.8579 | 1.8477 | 1.7528 | 1.5750 |
|  |  |  | 2.3225 | 2.4666 | 2.4673 | 2.3516 | 2.1176 |
|  |  |  | 2.4474 | 2.5380 | 2.5203 | 2.3874 | 2.1431 |
|  | 36 |  | 1.6258 | 1.7699 | 1.7827 | 1.7090 | 1.5437 |
|  |  | 1.2090 | 1.7852 | 1.8579 | 1.8477 | 1.7528 | 1.5750 |
|  |  | 1.2927 | 2.9702 | 3.2102 | 3.2248 | 3.0839 | 2.7813 |
|  |  |  | 3.2580 | 3.3693 | 3.3423 | 3.1679 | 2.8375 |

Table 2.5.5 Bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ when $H(x)=\Phi(x)$

$$
\epsilon=0.15
$$

| $s_{1}$ | $s_{2}$ | $\alpha$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 |  |  |  |  | 0.6943 | 0.6260 |
|  |  | 0.9960 | 0.9744 | 0.9430 | 0.9092 | 0.8367 | 0.7397 |
|  |  | 1.0512 | 1.1120 | 1.1121 | 1.0911 | 1.0234 | 0.9147 |
|  |  |  |  |  |  | 1.2329 | 1.0804 |
|  | 9 | $\begin{array}{\|l} 0.9960 \\ 1.1111 \end{array}$ | $\begin{aligned} & 0.9744 \\ & 1.4424 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.5195 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 1.5211 \end{aligned}$ | 0.6450 | 0.5894 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 1.4529 | 1.3106 |
|  |  |  |  |  |  | 1.8828 | 1.6433 |
| 4 | 9 | $\begin{aligned} & 1.0512 \\ & 1.1111 \end{aligned}$ | $\begin{aligned} & 1.1120 \\ & 1.4424 \end{aligned}$ | 0.9846 | 0.9899 | 0.9509 | 0.8614 |
|  |  |  |  | 1.1121 | 1.0911 | 1.0234 | 0.9147 |
|  |  |  |  | 1.5195 | 1.5211 | 1.4529 | 1.3106 |
|  |  |  |  | 1.7158 | 1.6761 | 1.5635 | 1.3917 |
|  | 16 | $\begin{aligned} & 1.0512 \\ & 1.1477 \end{aligned}$ | $\begin{aligned} & 1.1120 \\ & 1.8856 \end{aligned}$ | 0.9140 | 0.9369 | 0.9145 | 0.8351 |
|  |  |  |  | 1.1121 | 1.0911 | 1.0234 | 0.9147 |
|  |  |  |  | 2.1070 | 2.1425 | 2.0721 | 1.8798 |
|  |  |  |  | 2.5607 | 2.4934 | 2.3180 | 2.0587 |
| 9 | 16 | $\begin{aligned} & 1.1111 \\ & 1.1478 \end{aligned}$ | 1.2523 | 1.4108 | 1.4397 | 1.3974 | 1.2706 |
|  |  |  | 1.4424 | 1.5195 | 1.5211 | 1.4529 | 1.3106 |
|  |  |  | 1.8858 | 2.1070 | 2.1425 | 2.0721 | 1.8798 |
|  |  |  | 2.1697 | 2.2687 | 2.2633 | 2.1543 | 1.9388 |
|  | 25 | $\begin{aligned} & 1.1111 \\ & 1.1716 \end{aligned}$ | 1.1036 | 1.3416 | 1.3898 | 1.3641 | 1.2469 |
|  |  |  | 1.4424 | 1.5195 | 1.5211 | 1.4529 | 1.3106 |
|  |  |  | 2.3912 | 2.8574 | 2.9414 | 2.8696 | 2.6132 |
|  |  |  | 3.1107 | 3.2335 | 3.2181 | 3.0561 | 2.7465 |
| 16 | 25 | $\begin{aligned} & 1.1478 \\ & 1.1716 \end{aligned}$ | 1.6633 | 2.0041 | 2.0684 | 2.0227 | 1.8447 |
|  |  |  | 1.8858 | 2.1070 | 2.1425 | 2.0721 | 1.8798 |
|  |  |  | 2.3913 | 2.8574 | 2.9414 | 2.8696 | 2.6132 |
|  |  |  | 2.7073 | 3.0036 | 3.0467 | 2.9395 | 2.6629 |
|  | 36 | $\begin{aligned} & 1.1478 \\ & 1.1872 \end{aligned}$ | 1.4676 | 1.9327 | 2.0184 | 1.9899 | 1.8214 |
|  |  |  | 1.8858 | 2.1070 | 2.1425 | 2.0721 | 1.8798 |
|  |  |  | 2.9084 | 3.7642 | 3.9128 | 3.8416 | 3.5079 |
|  |  |  | 3.7173 | 4.1015 | 4.1527 | 4.0001 | 3.6201 |

Table 2.5.6 Bounds of $e_{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ and $e^{*}\left(\bar{X}_{\alpha}, \bar{X}\right)$ when $H(x)=\Phi(x)$

$$
\epsilon=0.25
$$

| $s_{1}$ | $s_{2}$ | $\alpha$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 |  |  |  |  | 0.6081 | 0.5557 |
|  |  | 0.9960 | 0.9744 | 0.9430 | 0.9092 | 0.8367 | 0.7397 |
|  |  | 1.0407 | 1.1332 | 1.1588 | 1.1511 | 1.0943 | 0.9857 |
|  |  |  |  |  |  | 1.5044 | 1.3103 |
|  | 9 | $\begin{aligned} & 0.9960 \\ & 1.0700 \end{aligned}$ | $\begin{aligned} & 0.9744 \\ & 1.4033 \end{aligned}$ | $\begin{aligned} & 0.9430 \\ & 1.6225 \end{aligned}$ | $\begin{aligned} & 0.9092 \\ & 1.6850 \end{aligned}$ | 0.5323 | 0.4988 |
|  |  |  |  |  |  | 0.8367 | 0.7397 |
|  |  |  |  |  |  | 1.6631 | 1.5251 |
|  |  |  |  |  |  | 2.6072 | 2.2557 |
| 4 | 9 | $\begin{aligned} & 1.0407 \\ & 1.0700 \end{aligned}$ | $\begin{aligned} & 1.1332 \\ & 1.4034 \end{aligned}$ | 0.9193 | 0.9612 | 0.9581 | 0.8852 |
|  |  |  |  | 1.1588 | 1.1511 | 1.0943 | 0.9857 |
|  |  |  |  | 1.6225 | 1.6850 | 1.6631 | 1.5251 |
|  |  |  |  | 2.0449 | 2.0164 | 1.8987 | 1.6978 |
|  | 16 | $\begin{aligned} & 1.0407 \\ & 1.0852 \end{aligned}$ | $\begin{aligned} & 1.1332 \\ & 1.5980 \end{aligned}$ | 0.7811 | 0.8611 | 0.8904 | 0.8366 |
|  |  |  |  | 1.1588 | 1.1511 | 1.0943 | 0.9857 |
|  |  |  |  | 2.2279 | 2.4238 | 2.4649 | 2.2883 |
|  |  |  |  | 3.2977 | 3.2330 | 3.0256 | 2.6947 |
| 9 | 16 | $\begin{aligned} & 1.0700 \\ & 1.0852 \end{aligned}$ | $\begin{aligned} & 1.4034 \\ & 1.5980 \end{aligned}$ | 1.3780 | 1.5099 | 1.5461 | 1.4415 |
|  |  |  |  | 1.6225 | 1.6850 | 1.6631 | 1.5251 |
|  |  |  |  | 2.2279 | 2.4238 | 2.4648 | 2.2883 |
|  |  |  |  | 2.6204 | 2.7035 | 2.6510 | 2.4209 |
|  | 25 | $\begin{aligned} & 1.0700 \\ & 1.0937 \end{aligned}$ | $\begin{aligned} & 1.4034 \\ & 1.7047 \end{aligned}$ | 1.2110 | 1.4010 | 1.4762 | 1.3922 |
|  |  |  |  | 1.6225 | 1.6850 | 1.6631 | 1.5251 |
|  |  |  |  | 2.9326 | 3.3458 | 3.4837 | 3.2623 |
|  |  |  |  | 3.9138 | 4.0182 | 3.9228 | 3.5732 |
| 16 | 25 | $\begin{aligned} & 1.0852 \\ & 1.0937 \end{aligned}$ | $\begin{aligned} & 1.5980 \\ & 1.7047 \end{aligned}$ | 1.9596 | 2.2496 | 2.3537 | 2.2101 |
|  |  |  |  | 2.2279 | 2.4238 | 2.4649 | 2.2883 |
|  |  |  |  | 2.9326 | 3.3458 | 3.4837 | 3.2623 |
|  |  |  |  | 3.3310 | 3.6038 | 3.6479 | 3.3775 |
|  | 36 | $\begin{aligned} & 1.0852 \\ & 1.0989 \end{aligned}$ | $\begin{aligned} & 1.5980 \\ & 1.7712 \end{aligned}$ | 1.7562 | 2.1302 | 2.2799 | 2.1586 |
|  |  |  |  | 2.2279 | 2.4238 | 2.4649 | 2.2883 |
|  |  |  |  | 3.7072 | 4.4424 | 4.7143 | 4.4428 |
|  |  |  |  | 4.6879 | 5.0506 | 5.0956 | 4.7094 |

Table 2.5.7 Bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ when $H(x)=\Phi(x)$ $\epsilon=0.01$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.6392 \\ & 0.6454 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.6567 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.6772 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7017 \end{aligned}$ | 0.7525 | 0.8517 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7616 | 0.8608 |
|  |  |  |  |  |  | 0.7701 | 0.8699 |
|  | 9 | $\begin{aligned} & 0.6392 \\ & 0.6517 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.6595 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.6789 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7028 \end{aligned}$ | 0.7496 | 0.8487 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7620 | 0.8610 |
|  |  |  |  |  |  | 0.7735 | 0.8731 |
| 4 | 9 | $\begin{aligned} & 0.6454 \\ & 0.6517 \end{aligned}$ | 0.6536 | 0.6743 | 0.6988 | 0.7587 | 0.8578 |
|  |  |  | 0.6567 | 0.6772 | 0.7017 | 0.7616 | 0.8608 |
|  |  |  | 0.6595 | 0.6789 | 0.7028 | 0.7620 | 0.8610 |
|  |  |  | 0.6627 | 0.6819 | 0.7057 | 0.7649 | 0.8640 |
|  | 16 | $\begin{aligned} & 0.6454 \\ & 0.6560 \end{aligned}$ | 0.6518 | 0.6727 | 0.6974 | 0.7573 | 0.8563 |
|  |  |  | 0.6567 | 0.6772 | 0.7017 | 0.7616 | 0.8608 |
|  |  |  | 0.6612 | 0.6798 | 0.7034 | 0.7623 | 0.8610 |
|  |  |  | 0.6662 | 0.6844 | 0.7078 | 0.7667 | 0.8656 |
| 9 | 16 | 0.6494 | 0.6578 | 0.6773 | 0.7013 | 0.7606 | 0.8594 |
|  |  | 0.6517 | 0.6595 | 0.6789 | 0.7028 | 0.7620 | 0.8610 |
|  |  | 0.6560 | 0.6612 | 0.6798 | 0.7034 | 0.7623 | 0.8610 |
|  |  | 0.6583 | 0.6629 | 0.6814 | 0.7049 | 0.7638 | 0.8625 |
|  | 25 | 0.6478 | 0.6567 | 0.6764 | 0.7004 | 0.7597 | 0.8585 |
|  |  | 0.6517 | 0.6595 | 0.6789 | 0.7028 | 0.7620 | 0.8610 |
|  |  | 0.6590 | 0.6623 | 0.6804 | 0.7038 | 0.7625 | 0.8611 |
|  |  | 0.6630 | 0.6651 | 0.6830 | 0.7062 | 0.7648 | 0.8635 |
| 16 | 25 | 0.6544 | 0.6601 | 0.6789 | 0.7025 | 0.7614 | 0.8601 |
|  |  | 0.6560 | 0.6612 | 0.6798 | 0.7034 | 0.7623 | 0.8610 |
|  |  | 0.6590 | 0.6623 | 0.6804 | 0.7038 | 0.7625 | 0.8611 |
|  |  | 0.6606 | 0.6634 | 0.6814 | 0.7047 | 0.7634 | 0.8620 |
|  | 36 | 0.6532 | 0.6594 | 0.6783 | 0.7019 | 0.7609 | 0.8595 |
|  |  | 0.6560 | 0.6612 | 0.6798 | 0.7034 | 0.7623 | 0.8610 |
|  |  | 0.6611 | 0.6630 | 0.6809 | 0.7040 | 0.7626 | 0.8611 |
|  |  | 0.6640 | 0.6649 | 0.6825 | 0.7055 | 0.7640 | 0.8626 |

Table 2.5.8 Bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ when $H(x)=\Phi(x)$ $\epsilon=0.05$

|  |  |  |  |  | $\alpha$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.6392 \\ & 0.6726 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.6709 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.6862 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7078 \end{aligned}$ | 0.7194 | 0.8162 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7644 | 0.8616 |
|  |  |  |  |  |  | 0.8084 | 0.9085 |
|  | 9 | $\begin{aligned} & 0.6392 \\ & 0.7232 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.6873 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.6953 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7136 \end{aligned}$ | 0.7057 | 0.8016 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7669 | 0.8622 |
|  |  |  |  |  |  | 0.8270 | 0.9258 |
| 4 | 9 | $\begin{aligned} & 0.6726 \\ & 0.7231 \end{aligned}$ | 0.6545 | 0.6709 | 0.6930 | 0.7497 | 0.8462 |
|  |  |  | 0.6709 | 0.6862 | 0.7078 | 0.7644 | 0.8616 |
|  |  |  | 0.6873 | 0.6953 | 0.7136 | 0.7669 | 0.8622 |
|  |  |  | 0.7046 | 0.7112 | 0.7289 | 0.7819 | 0.8779 |
|  | 16 | $\begin{aligned} & 0.6726 \\ & 0.7917 \end{aligned}$ | 0.6456 | 0.6631 | 0.6855 | 0.7425 | 0.8385 |
|  |  |  | 0.6709 | 0.6862 | 0.7078 | 0.7644 | 0.8616 |
|  |  |  | 0.6982 | 0.7009 | 0.7171 | 0.7684 | 0.8626 |
|  |  |  | 0.7258 | 0.7255 | 0.7404 | 0.7911 | 0.8863 |
| 9 | 16 | $\begin{aligned} & 0.7231 \\ & 0.7917 \end{aligned}$ | 0.6779 | 0.6872 | 0.7059 | 0.7595 | 0.8544 |
|  |  |  | 0.6873 | 0.6953 | 0.7136 | 0.7669 | 0.8622 |
|  |  |  | 0.6982 | 0.7009 | 0.7171 | 0.7684 | 0.8626 |
|  |  |  | 0.7080 | 0.7093 | 0.7249 | 0.7760 | 0.8704 |
|  | 25 | $\begin{aligned} & 0.7231 \\ & 0.8954 \end{aligned}$ | 0.6721 | 0.6822 | 0.7013 | 0.7550 | 0.8497 |
|  |  |  | 0.6873 | 0.6953 | 0.7136 | 0.7669 | 0.8622 |
|  |  |  | 0.7058 | 0.7047 | 0.7194 | 0.7693 | 0.8628 |
|  |  |  | 0.7220 | 0.7182 | 0.7320 | 0.7815 | 0.8754 |
| 16 | 25 | $\begin{aligned} & 0.7916 \\ & 0.8955 \end{aligned}$ | 0.6922 | 0.6959 | 0.7124 | 0.7639 | 0.8579 |
|  |  |  | 0.6982 | 0.7009 | 0.7171 | 0.7684 | 0.8626 |
|  |  |  | 0.7058 | 0.7047 | 0.7194 | 0.7693 | 0.8628 |
|  |  |  | 0.7120 | 0.7098 | 0.7241 | 0.7739 | 0.8675 |
|  | 36 |  | 0.6881 | 0.6925 | 0.7093 | 0.7609 | 0.8547 |
|  |  | 0.7916 | 0.6982 | 0.7009 | 0.7171 | 0.7684 | 0.8626 |
|  |  | 1.0299 | 0.7113 | 0.7073 | 0.7209 | 0.7700 | 0.8629 |
|  |  |  | 0.7219 | 0.7159 | 0.7289 | 0.7776 | 0.8708 |

Table 2.5.9 Bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ when $H(x)=\Phi(x)$ $\epsilon=0.1$

|  |  |  |  |  | $\alpha$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
|  |  |  |  |  |  | 0.6794 | 0.7730 |
|  | 4 | 0.6392 | 0.6533 | 0.6751 | 0.7002 | 0.7609 | 0.8607 |
|  |  | 0.7113 | 0.6900 | 0.6979 | 0.7157 | 0.7680 | 0.8625 |
| 1 |  |  |  |  |  | 0.8603 | 0.9605 |
|  |  |  |  |  |  | 0.6529 | 0.7449 |
|  | 9 | 0.6392 | 0.6533 | 0.6751 | 0.7002 | 0.7609 | 0.8607 |
|  |  | 0.8731 | 0.7305 | 0.7189 | 0.7288 | 0.7736 | 0.8638 |
|  |  |  |  |  |  | 0.9019 | 0.9985 |
|  |  |  | 0.6559 | 0.6663 | 0.6852 | 0.7380 | 0.8310 |
|  | 9 | 0.7112 | 0.6900 | 0.6979 | 0.7157 | 0.7680 | 0.8625 |
|  |  | 0.8731 | 0.7306 | 0.7189 | 0.7288 | 0.7736 | 0.8638 |
| 4 |  |  | 0.7686 | 0.7531 | 0.7612 | 0.8051 | 0.8966 |
|  |  |  |  | 0.6502 | 0.6700 | 0.7232 | 0.8155 |
|  | 16 | 0.7112 | 0.6900 | 0.6979 | 0.7157 | 0.7680 | 0.8625 |
|  |  | 1.1264 | 0.7628 | 0.7329 | 0.7370 | 0.7769 | 0.8646 |
|  |  |  |  | 0.7871 | 0.7874 | 0.8252 | 0.9145 |
|  |  |  | 0.7096 | 0.7014 | 0.7125 | 0.7580 | 0.8477 |
|  | 16 | 0.8730 | 0.7305 | 0.7189 | 0.7288 | 0.7736 | 0.8638 |
|  |  | 1.1263 | 0.7628 | 0.7329 | 0.7370 | 0.7769 | 0.8646 |
| 9 |  |  | 0.7856 | 0.7513 | 0.7538 | 0.7928 | 0.8811 |
|  |  |  | 0.6966 | 0.6909 | 0.7028 | 0.7487 | 0.8381 |
|  | 25 | 0.8730 | 0.7305 | 0.7189 | 0.7288 | 0.7736 | 0.8638 |
|  |  | 1.4568 | 0.7888 | 0.7427 | 0.7425 | 0.7791 | 0.8652 |
|  |  |  | 0.8284 | 0.7731 | 0.7701 | 0.8049 | 0.8917 |
| 16 | 25 | $\begin{aligned} & 1.1264 \\ & 1.4569 \end{aligned}$ | 0.7486 | 0.7219 | 0.7269 | 0.7674 | 0.8548 |
|  |  |  | 0.7628 | 0.7329 | 0.7370 | 0.7769 | 0.8646 |
|  |  |  | 0.7888 | 0.7427 | 0.7425 | 0.7791 | 0.8652 |
|  |  |  | 0.8041 | 0.7542 | 0.7528 | 0.7887 | 0.8751 |
|  | 36 | $\begin{aligned} & 1.1264 \\ & 1.8622 \end{aligned}$ | 0.7389 | 0.7145 | 0.7202 | 0.7611 | 0.8484 |
|  |  |  | 0.7628 | 0.7329 | 0.7370 | 0.7769 | 0.8646 |
|  |  |  | 0.8105 | 0.7499 | 0.7465 | 0.7806 | 0.8655 |
|  |  |  | 0.8376 | 0.7694 | 0.7639 | 0.7968 | 0.8821 |

Table 2.5.10 Bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ when $H(x)=\Phi(x)$ $\epsilon=0.15$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
| 1 | 4 | $\begin{aligned} & 0.6392 \\ & 0.7513 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.7103 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.7102 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7239 \end{aligned}$ | 0.6406 | 0.7311 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7717 | 0.8634 |
|  |  |  |  |  |  | 0.9170 | 1.0170 |
|  | 9 | $\begin{aligned} & 0.6392 \\ & 1.0210 \end{aligned}$ | $\begin{aligned} & 0.6533 \\ & 0.7865 \end{aligned}$ | $\begin{aligned} & 0.6751 \\ & 0.7466 \end{aligned}$ | $\begin{aligned} & 0.7002 \\ & 0.7458 \end{aligned}$ | 0.6025 | 0.6903 |
|  |  |  |  |  |  | 0.7609 | 0.8607 |
|  |  |  |  |  |  | 0.7808 | 0.8656 |
|  |  |  |  |  |  | 0.9870 | 1.0802 |
| 4 | 9 | $\begin{aligned} & 0.7514 \\ & 1.0210 \end{aligned}$ | $\begin{aligned} & 0.7103 \\ & 0.7865 \end{aligned}$ | 0.6612 | 0.6769 | 0.7256 | 0.8152 |
|  |  |  |  | 0.7102 | 0.7239 | 0.7717 | 0.8634 |
|  |  |  |  | 0.7466 | 0.7458 | 0.7808 | 0.8656 |
|  |  |  |  | 0.8022 | 0.7979 | 0.8306 | 0.9169 |
|  | 16 | $\begin{aligned} & 0.7514 \\ & 1.4199 \end{aligned}$ | $\begin{aligned} & 0.7103 \\ & 0.8643 \end{aligned}$ | 0.6364 | 0.6536 | 0.7030 | 0.7916 |
|  |  |  |  | 0.7102 | 0.7239 | 0.7717 | 0.8634 |
|  |  |  |  | 0.7735 | 0.7606 | 0.7865 | 0.8670 |
|  |  |  |  | 0.8641 | 0.8431 | 0.8637 | 0.9458 |
| 9 | 16 | $\begin{aligned} & 1.0210 \\ & 1.4198 \end{aligned}$ | 0.7511 | 0.7183 | 0.7200 | 0.7565 | 0.8406 |
|  |  |  | 0.7865 | 0.7466 | 0.7458 | 0.7808 | 0.8656 |
|  |  |  | 0.8642 | 0.7735 | 0.7606 | 0.7865 | 0.8670 |
|  |  |  | 0.9059 | 0.8041 | 0.7880 | 0.8118 | 0.8928 |
|  | 25 | $\begin{aligned} & 1.0210 \\ & 1.9357 \end{aligned}$ | 0.7290 | 0.7013 | 0.7047 | 0.7421 | 0.8257 |
|  |  |  | 0.7865 | 0.7466 | 0.7458 | 0.7808 | 0.8656 |
|  |  |  | 0.9484 | 0.7936 | 0.7710 | 0.7903 | 0.8678 |
|  |  |  | 1.0280 | 0.8456 | 0.8163 | 0.8317 | 0.9098 |
| 16 | 25 | $\begin{aligned} & 1.4198 \\ & 1.9357 \end{aligned}$ | 0.8377 | 0.7550 | 0.7444 | 0.7715 | 0.8516 |
|  |  |  | 0.8642 | 0.7735 | 0.7606 | 0.7865 | 0.8670 |
|  |  |  | 0.9483 | 0.7936 | 0.7710 | 0.7903 | 0.8678 |
|  |  |  | 0.9798 | 0.8132 | 0.7879 | 0.8057 | 0.8834 |
|  | 36 | $\begin{aligned} & 1.4198 \\ & 2.5657 \end{aligned}$ | 0.8195 | 0.7427 | 0.7336 | 0.7616 | 0.8415 |
|  |  |  | 0.8642 | 0.7735 | 0.7606 | 0.7865 | 0.8670 |
|  |  |  | 1.0474 | 0.8093 | 0.7786 | 0.7930 | 0.8684 |
|  |  |  | 1.1105 | 0.8432 | 0.8074 | 0.8190 | 0.8947 |

Table 2.5.11 Bounds of $e_{*}\left(M, \bar{X}_{\alpha}\right)$ and $e^{*}\left(M, \bar{X}_{\alpha}\right)$ when $H(x)=\Phi(x)$

$$
\epsilon=0.25
$$

|  |  |  |  |  | $\alpha$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{1}$ | $s_{2}$ | 0.01 | 0.05 | 0.1 | 0.15 | 0.25 | 0.375 |
|  |  |  |  |  |  | 0.5670 | 0.6510 |
|  | 4 | 0.6392 | 0.6533 | 0.6751 | 0.7002 | 0.7609 | 0.8607 |
|  |  | 0.8196 | 0.7527 | 0.7361 | 0.7410 | 0.7795 | 0.8654 |
| 1 |  |  |  |  |  | 1.0470 | 1.1457 |
|  |  |  |  |  |  | 0.5087 | 0.5880 |
|  | 9 | 0.6392 | 0.6533 | 0.6751 | 0.7002 | 0.7609 | 0.8607 |
|  |  | 1.2395 | 0.9451 | 0.8174 | 0.7871 | 0.7975 | 0.8696 |
|  |  |  |  |  |  | 1.1960 | 1.2763 |
| 4 | 9 | $\begin{aligned} & 0.8196 \\ & 1.2395 \end{aligned}$ | $\begin{aligned} & 0.7527 \\ & 0.9451 \end{aligned}$ | 0.6486 | 0.6577 | 0.6985 | 0.7812 |
|  |  |  |  | 0.7361 | 0.7410 | 0.7795 | 0.8654 |
|  |  |  |  | 0.8174 | 0.7871 | 0.7975 | 0.8696 |
|  |  |  |  | 0.9278 | 0.8874 | 0.8903 | 0.9636 |
|  | 16 | $\begin{aligned} & 0.8196 \\ & 1.8396 \end{aligned}$ | $\begin{aligned} & 0.7527 \\ & 1.2492 \end{aligned}$ | 0.6053 | 0.6175 | 0.6598 | 0.7408 |
|  |  |  |  | 0.7361 | 0.7410 | 0.7795 | 0.8654 |
|  |  |  |  | 0.8960 | 0.8236 | 0.8099 | 0.8724 |
|  |  |  |  | 1.0921 | 0.9906 | 0.9579 | 1.0196 |
| 9 | 16 | $\begin{aligned} & 1.2396 \\ & 1.8396 \end{aligned}$ | $\begin{aligned} & 0.9451 \\ & 1.2492 \end{aligned}$ | 0.7618 | 0.7384 | 0.7530 | 0.8246 |
|  |  |  |  | 0.8174 | 0.7871 | 0.7975 | 0.8696 |
|  |  |  |  | 0.8960 | 0.8236 | 0.8099 | 0.8724 |
|  |  |  |  | 0.9625 | 0.8784 | 0.8578 | 0.9201 |
|  | 25 | $\begin{aligned} & 1.2396 \\ & 2.6077 \end{aligned}$ | $\begin{aligned} & 0.9451 \\ & 1.6730 \end{aligned}$ | 0.7287 | 0.7098 | 0.7270 | 0.7982 |
|  |  |  |  | 0.8174 | 0.7871 | 0.7975 | 0.8696 |
|  |  |  |  | 0.9725 | 0.8524 | 0.8187 | 0.8743 |
|  |  |  |  | 1.0952 | 0.9467 | 0.8984 | 0.9527 |
| 16 | 25 | $\begin{aligned} & 1.8396 \\ & 2.0677 \end{aligned}$ | $\begin{aligned} & 1.2492 \\ & 1.6730 \end{aligned}$ | 0.8562 | 0.7914 | 0.7818 | 0.8444 |
|  |  |  |  | 0.8960 | 0.8236 | 0.8099 | 0.8724 |
|  |  |  |  | 0.9725 | 0.8524 | 0.8187 | 0.8743 |
|  |  |  |  | 1.0187 | 0.8874 | 0.8481 | 0.9032 |
|  | 36 | $\begin{aligned} & 1.8396 \\ & 3.5400 \end{aligned}$ | $\begin{aligned} & 1.2492 \\ & 2.1964 \end{aligned}$ | 0.8298 | 0.7702 | 0.7634 | 0.8260 |
|  |  |  |  | 0.8960 | 0.8236 | 0.8099 | 0.8724 |
|  |  |  |  | 1.0493 | 0.8757 | 0.8252 | 0.8756 |
|  |  |  |  | 1.1367 | 0.9371 | 0.8756 | 0.9248 |

## PART II <br> ROBUST EXPERIMENTAL DESIGN

## Chapter 3

## Introduction to Robust Experimental Design

### 3.1 Some Basic Concepts of Optimal Design

Before we study the problem of robust experimental design, we would like to present some basic concepts of optimal design as our starting point. These concepts will be used frequently in the later chapters.

Let us consider the following regression model:

$$
\begin{equation*}
\left.E(y \mid \underset{\sim}{x})={\underset{\sim}{\theta}}^{T} \underset{\sim}{f} \underset{\sim}{f} \underset{i}{x}\right), \quad i=1, \ldots, n, \tag{3.1.1}
\end{equation*}
$$

or alternatively

$$
\begin{equation*}
\left.y_{i}=y(\underset{\sim}{x})=\underset{\sim}{x} \underset{\sim}{T} \underset{\sim}{f} \underset{\sim}{x}\right)+\epsilon_{i}, \quad i=1, \ldots, n, \tag{3.1.2}
\end{equation*}
$$

where $\underset{\sim}{\theta^{T}}=\left(\theta_{0}, \ldots, \theta_{p}\right), \underset{\sim}{f}{\underset{\sim}{T}}^{T}(\underset{\sim}{x})=\left(f_{0}(\underset{\sim}{x}), \ldots, f_{p}(\underset{\sim}{x})\right)$ and $\underset{\sim}{x} \underset{i}{x} \in S \subseteq \mathbb{R}^{q}, i=1, \ldots, n . S$ denotes the design space we are interested in. Particularly, we may choose $S=$ $\left\{\left(x_{1}, \ldots, x_{q}\right):-1 \leq x_{j} \leq 1, j=1, \ldots, q\right\}$. We assume that $\underset{\sim}{x}{ }_{i}^{\prime}$ s are subject to no error and $\epsilon_{i}^{\prime}$ s are independent and identically distributed with mean 0 and variance $\sigma^{2}>0$.

Furthermore, we define

$$
\left.\begin{array}{c}
F(\underset{\sim}{x})=\left(\begin{array}{cccc}
f_{0}(\underset{\sim}{x}) & f_{1}(\underset{\sim}{x}) & \ldots & f_{p}(\underset{\sim}{x}) \\
f_{0}(\underset{\sim}{x}) & f_{1}(\underset{\sim}{x}) & \ldots & f_{p}(\underset{\sim}{x}) \\
\ldots & \ldots & \ldots & \ldots \\
f_{0}(\underset{\sim}{x}) & f_{1}(\underset{\sim}{x}) & \ldots & f_{p}(\underset{\sim}{x})
\end{array}\right), \\
\left.\left.B(\underset{\sim}{x})=\frac{1}{n} F^{T} \underset{\sim}{x}\right) F(\underset{\sim}{x})=\frac{1}{n} \sum_{i=1}^{n} \underset{\sim}{f} \underset{\sim}{x} \underset{\sim}{x}\right) \cdot \\
f_{\sim}^{T} \\
\underset{\sim}{x} \underset{\sim}{x}), \underset{\sim}{y} T
\end{array}\right)\left(y_{1}, \ldots, y_{n}\right), \text { and } \underset{\sim}{\epsilon_{i}}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) .
$$ Then, we can write (3.1.2) as the following form:

$$
\begin{equation*}
\underset{\sim}{y}(\underset{\sim}{x})=F(\underset{\sim}{x}) \underset{\sim}{\theta}+\underset{\sim}{\epsilon} . \tag{3.1.3}
\end{equation*}
$$

It is well known that the least squares estimator of $\underset{\sim}{\theta}$ under (3.1.3) is

$$
\underset{\sim}{\hat{\theta}}=\left(F^{T} F\right)^{-1} F^{T} \underset{\sim}{y}
$$

and the covariance matrix of $\underset{\sim}{\hat{\theta}}$ is

$$
\operatorname{cov}(\underset{\sim}{\hat{\theta}})=E\left[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})^{T}\right]=\frac{\sigma^{2}}{n} B^{-1}(\underset{\sim}{x}) .
$$

We confine ourself to the use of the least squares estimator $\underset{\sim}{\hat{\theta}}$. It is clear that the covariance matrix $\operatorname{cov}(\underset{\sim}{\hat{\theta}})$ depends on the observations $\underset{\sim}{x}, i=1, \ldots, n$. The design problem which we shall be concerned with is the following: How should the values $\underset{\sim_{1}}{x}, \ldots, \underset{\sim}{x}$ of the independent variable be chosen in order to give the "best" experiment? The question of best design depends on the meaning of "best". Many optimality criteria have been posed and studied in the past. See for example, Kiefer (1959), Box and Draper (1959, 1963) and also Fedorov (1972). Before we present some of the optimal criteria commonly used, we first give a precise definition of an experimental design.

Definition 3.1.1 A design of an experiment is the collection of quantities

$$
\left(\begin{array}{ccc}
\underset{\sim}{x}, & \underset{\sim}{x}, \ldots, & \underset{\sim}{\sim}  \tag{3.1.4}\\
n_{1} & , & n_{2}, \ldots, \\
n_{n}
\end{array}\right)
$$

where $\underset{\sim_{i}}{x} \in S$, and $n_{i}$ is the numbers of repetition at point $\underset{\sim}{x}, \quad i=1, \ldots, n$.

For the theoretical study, the concepts of normalized design and continuous normalized design are more useful.

Definition 3.1.2 A normalized design is the collection of quantities

$$
\left(\begin{array}{lll}
\underset{\sim}{x}, & \underset{\sim}{x}, \ldots, & \underset{\sim}{x}  \tag{3.1.5}\\
p_{1}, & p_{2}, \ldots, & p_{n}
\end{array}\right)
$$

where $p_{i}=n_{i} / \sum_{j=1}^{n} n_{j}, i=1, \ldots, n$. Moreover, we call a design to be a continuous normalized experiment, if in (3.1.5) we allow $p_{i}$ to be any real number between 0 and 1.

The concept of experimental design can be further extended by allowing design measure to be any probability measure $\xi(\underset{\sim}{x})$ supported on some design space $S$. With this extension, we define

$$
B(\xi)=\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \cdot \underset{\sim}{f}{\underset{\sim}{f}}^{T}(\underset{\sim}{x}) d \xi(\underset{\sim}{x}) .
$$

Then we have

$$
\begin{equation*}
\underset{\sim}{\hat{\theta}}=B^{-1}(\xi) \cdot \int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \cdot y(\underset{\sim}{x}) d \xi(\underset{\sim}{x}), \tag{3.1.6}
\end{equation*}
$$

and the least squares estimator of $\underset{\sim}{\theta^{T}} \underset{\sim}{f}(\underset{\sim}{x})$ is $\hat{y}=\underset{\sim}{\hat{\theta}}{ }^{T} \underset{\sim}{f}(\underset{\sim}{x})$. We use $M(\xi)$ to denote the mean squared error matrix of $\underset{\sim}{\hat{\theta}}$ as estimator of $\underset{\sim}{\theta}$ which depends on the design measure $\xi(\underset{\sim}{x})$. Under (3.1.3), we know that $\underset{\sim}{\hat{\theta}}$ is an unbiased estimator of $\underset{\sim}{\theta}$. Hence $M(\xi)$ is simply the covariance matrix of $\underset{\sim}{\hat{\theta}}$, i.e.,

$$
M(\xi)=E\left[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})^{T}\right]=\operatorname{cov}(\underset{\sim}{\hat{\theta}})=\frac{\sigma^{2}}{n} B^{-1}(\xi) .
$$

Also, we denote

$$
d(\underset{\sim}{x}, \xi)=\underset{\sim}{f}{\underset{\sim}{T}}^{x}(\underset{\sim}{x}) M(\xi) \underset{\sim}{f}(\underset{\sim}{x})
$$

which is the mean squared error of ${\underset{\sim}{\hat{\theta}}}^{T} \underset{\sim}{f}(\underset{\sim}{x})$ as estimator of $\underset{\sim}{\theta}{\underset{\sim}{T}}_{\underset{\sim}{f}}^{f}(\underset{\sim}{x})$.
The goal of optimal design is to seek design measures such that some loss functions of $M(\xi)$ or $d(\underset{\sim}{x}, \xi)$ is minimized. Here are some of the loss functions used by many authors: (i) $\mathcal{L}_{D}(\xi)=|M(\xi)|$, (ii) $\mathcal{L}_{A}(\xi)=\operatorname{tr} M(\xi)$, (iii) $\mathcal{L}_{Q}(\xi)=\int_{S} d(\underset{\sim}{x}, \xi) d \underset{\sim}{x}$, and (iv) $\mathcal{L}_{G}(\xi)=\max _{\underset{\sim}{x} \in S} d(\underset{\sim}{x}, \xi)$. The minimization of these loss functions over some class of design measures yields different kinds of optimality.

Definition 3.1.3 Let $\mathcal{F}$ to be a set of design measures we are interested in. We call design measure $\xi_{0} \in \mathcal{F}$ to be $D-, A-, Q-$, or $G-$ optimal over $\mathcal{F}$, if

$$
\begin{aligned}
\left|M\left(\xi_{0}\right)\right| & =\min _{\xi \in \mathcal{F}}|M(\xi)|, \\
\operatorname{tr} M\left(\xi_{0}\right) & =\min _{\xi \in \mathcal{F}} \operatorname{tr} M(\xi), \\
\int_{S} d\left(\underset{\sim}{x}, \xi_{0}\right) d \underset{\sim}{x} & =\min _{\xi \in \mathcal{F}} \int_{S} d(\underset{\sim}{x}, \xi) d \underset{\sim}{x},
\end{aligned}
$$

or

$$
\max _{\underset{\sim}{x} \in S} d\left(\underset{\sim}{x}, \xi_{0}\right)=\min _{\xi \in \mathcal{F}} \max _{\underset{\sim}{x} \in S} d(\underset{\sim}{x}, \xi)
$$

respectively.

It is clear that the D-optimal design minimizes the generalized variance of the least squares estimator $\hat{\sim}$, while A-optimal design minimizes the mean of the normalized dispersion $\frac{1}{n} \cdot \operatorname{tr} M(\xi)$. These two designs are the optimal designs in the space of parameters. On the other hand, the $Q$ and $G$-optimal designs are the optimal designs in the space of control variables. The $Q$-optimal design minimizes the average of $d(\underset{\sim}{x}, \xi)$ over the design space $S$, while the $G$-optimal design minimizes the maximum value of $d(\underset{\sim}{x}, \xi)$ over $S$. Hence, $G$-optimal design is also known as minimax design in the space of control variables.

The problem of optimal design has been studied extensively by many authors, especially by Kiefer. The famous theorem about the equivalence of $D$-optimal and minimax designs is also due to Kiefer and Wolfowitz (1960). Many topics about optimal design theory can also be found in Fedorov (1972). We are not going to discuss the usual theory of optimal design in depth. Instead, we confine ourself to the robust considerations of experimental design which we are going to discuss in the next section and to study some different aspects in the next three chapters.

### 3.2 Historical Review of Robust Experimental Design

There is a major consideration in robust experimental design problems, namely the possible violation of the assumed regression model.

Consider the regression model (3.1.2). The regression problem is to make inference about $\underset{\sim}{\theta}$ in some "optimal" way. In particular, an optimal estimator of $\underset{\sim}{\theta}$ has to be chosen and in comnection with this estimator the design problem is to choose the experimental points, $\underset{\sim}{x}{ }_{i}^{\prime}$ s in an optimal manner. When we choose the least squares method of estimation, then a variety of optimality criteria could be considered in the associated design problem as we have discussed in Section 3.1. Unfortunately, as was noticed by Box and Draper (1959), the strict formulation of the regression function becomes dangerous in the situations when the "true" regression function $y(\underset{\sim}{x})$ is only approximated by ${\underset{\sim}{\theta}}^{T} \underset{\sim}{f}(\underset{\sim}{x})$ thereby introducing a bias term which may be considerable. The corresponding model can be given now by

$$
\begin{equation*}
y_{i}=y(\underset{\sim}{x})=\underset{\sim}{x} \underset{\sim}{x} \underset{\sim}{f}(\underset{\sim}{x})+\psi(\underset{\sim}{x})+\epsilon_{i}, \quad i=1, \ldots, n, \tag{3.2.1}
\end{equation*}
$$

where $\psi(\underset{\sim}{x})$ is an unknown "contamination function" defined on $S . \psi(\underset{\sim}{x})$ belongs to some set $\Psi$ with some specified properties.

Let $\underset{\sim}{\hat{\theta}}$ be the least squares estimator of $\underset{\sim}{\theta}$ as we defined in (3.1.6), and $\hat{y}={\underset{\sim}{\hat{\theta}}}^{T} \underset{\sim}{f}(\underset{\sim}{x})$ be the least squares estimator of $\underset{\sim}{\theta} \underset{\sim}{f} \underset{\sim}{f}(\underset{\sim}{x})$. We know that $\underset{\sim}{\hat{\theta}}$ is no longer an unbiased estimator of $\underset{\sim}{\theta}$. In fact, we have the following:
Lemma 3.2.1 Under the regression model (3.2.1), we have

$$
\begin{equation*}
\text { (i) } E[\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta}]=B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi) \tag{3.2.2}
\end{equation*}
$$

$$
\text { (ii) } \begin{align*}
M(\psi, \xi) & =E[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})]\left[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})^{T}\right] \\
& =\frac{\sigma^{2}}{n} B^{-1}(\xi)+B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi) \underset{\sim}{b}(\psi, \xi) B^{-1}(\xi) \tag{3.2.3}
\end{align*}
$$

$$
\text { (iii) } \begin{align*}
M S E(\hat{y})= & \left.\frac{\sigma^{2}}{n} \cdot \underset{\sim}{f}{\underset{\sim}{T}}^{T} \underset{\sim}{x}\right) B^{-1}(\xi) \underset{\sim}{f}(\underset{\sim}{x})  \tag{3.2.4}\\
& +\underset{\sim}{f} \underset{\sim}{x}\left(\underset{\sim}{x} B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi) \underset{\sim}{b}(\psi, \xi) B^{-1}(\xi) \underset{\sim}{f} \underset{\sim}{x}(x)\right.
\end{align*}
$$

where $B(\xi)=\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \underset{\sim}{f}(\underset{\sim}{x}) d \xi(\underset{\sim}{x})$ and $\underset{\sim}{b}(\psi, \xi)=\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \psi(\underset{\sim}{x}) d \xi(\underset{\sim}{x})$ and $\xi$ is the design measure on $S$.

## Proof:

(i) By (3.1.6) and (3.2.1), we have

$$
\begin{aligned}
& \underset{\sim}{\hat{\theta}}=B^{-1}(\xi) \int_{S} \underset{\sim}{f}(\underset{\sim}{x}) y(\underset{\sim}{x}) d \xi(\underset{\sim}{x}) \\
& \left.=B^{-1}(\xi) \int_{S} \underset{\sim}{f} \underset{\sim}{x}\right)\left(\underset{\sim}{f}{ }^{T}(\underset{\sim}{x}) \underset{\sim}{\theta}+\psi(\underset{\sim}{x})+\epsilon\right) d \xi(\underset{\sim}{x}) \\
& \left.\left.=B^{-1}(\xi)\left(\underset{\sim}{\theta} \int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \underset{\sim}{f}{\underset{\sim}{T}}^{(x}\right) d \xi(\underset{\sim}{x})+\int_{S} \underset{\sim}{f} \underset{\sim}{x}\right) \psi(\underset{\sim}{x}) d \xi(\underset{\sim}{x})+\epsilon \int_{S} \underset{\sim}{f}(\underset{\sim}{x}) d \xi(\underset{\sim}{x})\right) \\
& \left.=\underset{\sim}{\theta}+B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi)+\epsilon B^{-1}(\xi) \int_{S} \underset{\sim}{f} \underset{\sim}{x}\right) d \xi(\underset{\sim}{x}) .
\end{aligned}
$$

Hence, we have $E(\underset{\sim}{\hat{\theta}})=\underset{\sim}{\theta}+B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi)$, i.e., $E(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})=B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi)$.
(ii) A direct calculation yields the following:

$$
\begin{aligned}
M(\psi, \xi)= & E\left[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})^{T}\right] \\
= & E\left[(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}})+E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}})+E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})^{T}\right] \\
= & E\left[(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}}))\left(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}})^{T}\right]+E\left[(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}}))(E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})^{T}\right]\right. \\
& \quad+E\left[(E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-E(\underset{\sim}{\hat{\theta}}))^{T}\right]+E\left[(E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})(E(\underset{\sim}{\hat{\theta}})-\underset{\sim}{\theta})^{T}\right] \\
= & \operatorname{cov}(\underset{\sim}{\hat{\theta}})+(E(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})) \cdot(E(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta}))^{T} \\
= & \frac{\sigma^{2}}{n} B^{-1}(\xi)+\left(B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi)\right) \cdot\left(B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi)\right)^{T} \\
= & \frac{\sigma^{2}}{n} B^{-1}(\xi)+B^{-1}(\xi) \underset{\sim}{b}(\psi, \xi) \underset{\sim}{b}(\psi, \xi) B^{-1}(\xi) .
\end{aligned}
$$

Note that the last second equality followed by (i) and the last equality by the fact ; that $B^{-1}(\xi)$ is a symmetric matrix.
(iii) We know that the mean squared error of $\hat{y}, \operatorname{MSE}(\hat{y})$, is $d(\underset{\sim}{x}, \psi, \xi)$ $\left.=\underset{\sim}{f}{ }^{T}(\underset{\sim}{x}) M(\psi, \xi) \underset{\sim}{f} \underset{\sim}{x}\right)$. Hence (iii) is followed by (ii) immediately.

It is clear that the usual optimal designs are no longer optimal under the model (3.2.1) since they minimize some scale valued functions of $B^{-1}(\xi)$ only. There are some disadvantages of the usual optimal designs. They are dependent on the assumed model and very sensitive to the possible model violation. They provide no opportunity for a check of the model's adequacy etc. One attempt to meet these objections has been made by Box and Draper (1959). They use $\hat{y}(x)=\underset{\sim}{\hat{\theta}^{T}} \underset{\sim}{f}(x)$ to be the least squares estimator of the true regression function $y(x)$, calculated under the assumption that $\psi(x)=0$, while in fact the real model is (3.2.1). They considered the case when $\underset{\sim}{f}(x)=\left(1, x, \ldots, x^{m}\right)$ and suggested that the design should minimize

$$
\int_{-1}^{1} E\left[\hat{\theta}_{\sim}^{T} \underset{\sim}{f}(x)-y(x)\right]^{2} d x=\int_{-1}^{1} \operatorname{var}[\hat{y}] d x+\int_{-1}^{1}(E[\hat{y}(x)]-y(x))^{2} d x:=V+B
$$

within the class of symmetric design measures supported on $[-1,1]$, where they referred to $V$ as variance error and $B$ as bias error. The major difficulty with adopting the criterion "minimize $V+B$ " is that the optimal design depends on the function $y(x)$, which is unknown. Even if it is assumed that $y(x)$ is a polynomial of degree $m+1$, the optimal design still cannot be found, as it will depend on the unknown coefficient of $x^{m+1}$. To avoid this difficulty, Box and Draper (1959) recommended that one choose the design to minimize $B$ alone. As they noted that "The somewhat unexpected conclusion is reached that, at least in the case considered, the optimal design in typical situations in which both variance and bias occur is very nearly the same as would be obtained if variance were ignored completely and the experiment designed so as to minimize bias alone."

Beginning with Box and Draper (1959), the problem of finding robust design against the model violation has been further studied by many authors in different aspects. Designs for versions of (3.2.1) have been constructed in a series of papers. These differ in the class of $\Psi$, the design space, the regressors, and in the loss functions used.

Note that the least squares estimator, which disregards the presence of $\psi(x)$, may no longer be optimal among linear estimators for $\underset{\sim}{\theta}$, and therefore the search
for new estimators is of special interest. Marcus and Sacks (1977) considered the one-dimensional regression model

$$
y\left(x_{i}\right)=a+b x_{i}+\psi\left(x_{i}\right), \quad i=1, \ldots, n
$$

where $|\psi(x)| \leq \varphi(x), \varphi(0)=0$, with $\varphi$ a given function. They restricted the estimators to be linear, but not necessarily the standard least squares estimator, and look for designs and estimators to minimize the mean squared error

$$
\sup _{\Psi} E\left[(\hat{a}-a)^{2}+\lambda^{2}(\hat{b}-b)^{2}\right]
$$

where $\hat{a}, \hat{b}$ denote the estimators and $\lambda$ is specified.
Pesotchinsky (1982), posed the similar problem for the multiple linear regression model

$$
y(\underset{\sim}{x})={\underset{\sim}{\theta}}^{T} \underset{\sim}{f}(\underset{\sim}{x})+\psi(\underset{\sim}{x})+\epsilon_{i}, \quad i=1, \ldots, n .
$$

He confined himself to the use of the standard least squares estimator because in the case of small deviations, the performance of least squares estimator is nearly the same as of the best linear estimator as was shown by Marcus and Sacks (1977).

Li (1984) also considered the similar problem when $\Psi=\{\psi(x)$ :
$|\psi(x)| \leq \varphi(x)\}$ where $\varphi(x)$ is a known function. But for the class of design measures, he focused on the case that $\sigma(\xi)=\left\{\frac{k}{2 N},-\frac{k}{2 N}: k=1, \ldots, N\right\}$ for a fixed natural number $N$.

In a related direction, Huber (1975) formulated a problem that

$$
y\left(x_{i}\right)=a+b x_{i}+\psi\left(x_{i}\right)+\epsilon_{i}, \quad i=1, \ldots, n
$$

where $\psi(x) \in \Psi=\left\{\psi(x): \int_{-\frac{1}{2}}^{\frac{1}{2}} \psi^{2}(x) d x \leq \eta^{2}\right\}$. Huber also confined himself to the use of the standard least squares estimator based on the above model with $\psi(x)=0$, and found the design which minimizes the loss

$$
\sup _{\Psi} E \int_{-\frac{1}{2}}^{\frac{1}{2}}(\hat{a}+\hat{b} x-y(x))^{2} d x
$$

An unfortunate consequence of this formulation is that it leads to the restriction that the designs must be absolutely continuous, otherwise the above loss is infinite.

This means that no implementable designs can have finite loss. However, it is to be understood that the continuous designs will be approximated by discrete designs in practice. Wiens (1992) mentioned the comment that "Our attitude is that an approximation to a design which is robust against more realistic alternatives is preferable to an exact solution in a neighbourhood which is unrealistically sparse." Wiens (1990 and 1992) extended the Huber's (1975) result to the multiple linear regression model and to some other loss functions.

Stigler (1971) suggested the so-called $C$-restricted $D$-optimal design for the one dimensional polynomial regression model

$$
P_{m}: y\left(x_{i}\right)=\sum_{i=0}^{m} \theta_{i} x^{i}+\epsilon_{i}, \quad i=1, \ldots, n
$$

Instead of minimizing $\left|B_{m}^{-1}(\xi)\right|$ over the class of whole design measures supported on $[-1,1]$, which is the usual $D$-optimal design, he suggested the design measure minimizing $\left|B_{m}^{-1}(\xi)\right|$ among all designs $\xi$ satisfying $\left|B_{m}(\xi)\right| \leq c\left|B_{m+1}(\xi)\right|$. The justification for this choice is based on the fact that if $\hat{\theta}_{m+1}$ is the least squares estimator of $\theta_{m+1}$ for the model $P_{m+1}: y\left(x_{i}\right)=\sum_{i=0}^{m+1} \theta_{i} x^{i}+\epsilon_{i}$, and $\xi$ corresponds to an experiment run at $x_{1}, . ., x_{n}$, then $n \cdot \operatorname{var}\left(\hat{\theta}_{m+1}\right)=\left|B_{m}(\xi)\right| \cdot\left|B_{m+1}(\xi)\right|^{-1} \cdot \sigma^{2}$. Thus this criterion says "minimize the generalized variance of the least squares estimators $\left(\hat{\theta}_{0}, \ldots, \hat{\theta}_{m}\right)$ for the model $P_{m}$ subject to the constraint that $\operatorname{var}\left(\hat{\theta}_{m+1}\right) \leq c \cdot \frac{\sigma^{2}}{n}$. Similarly, he introduced the $C$-restricted $G$-optimal design for the model $P_{m}$ : that is, the design $\xi_{0}$ which minimizes $\max _{-1 \leq x \leq 1} d_{m}(x, \xi)$ among all designs $\xi$ satisfying $\left|B_{m}(\xi)\right| \leq c\left|B_{m+1}(\xi)\right|$, where $d_{m}(x, \xi)=\underset{\sim}{f}{ }^{T}(x) M_{m}(\xi) \underset{\sim}{f}(x)$ and $\underset{\sim}{f}(x)=\left(1, x, \ldots, x^{m}\right)$.

The choice of $C$ reflects a compromise between two conflicting goals: precise inferences about $\theta_{m+1}$ and precise inferences about the model $P_{m}$. On the one hand, $C$ should be chosen sufficiently small so that it will be possible to detect practically significant departures from the model with a specified precision (this requirement could be phrased in terms of the power of the test: $H: \theta_{m+1}=0$ ); while on the other hand, large values of $C$ will yield more efficient designs for the model $P_{m}$. Stigler (1971) found the $C$-restricted $D$ - and $G$-optimal designs for the model $P_{1}$, i.e., the one dimentional linear regression model.

Some previous papers, for example Marcus and Sacks (1977), Pesotchinsky (1982), Li (1984), Huber (1975), Wiens (1990 and 1992), have assumed that a class of possible bias functions exists but that all functions in the class are equally likely to be the actual bias presented in the model. In some cases it would seem that certain bias functions would be more likely than the others, and perhaps the experimenter can specify a prior probability distribution on the form of the possible bias in the model. Hence, Notz (1989) attempted to take into account prior information about the possible bias and suggested the following model:

$$
\begin{equation*}
y\left(x_{i}, w\right)={\underset{\sim}{\theta}}^{T} \underset{\sim}{f}\left(x_{i}\right)+\psi\left(x_{i}, w\right)+\epsilon_{i}(w), \quad i=1, \ldots, n, \tag{3.2.5}
\end{equation*}
$$

where $w$ is a random variable on some probability space $\Omega$ with probability measure $\Pi(w)$.

Let $\underset{\sim}{\hat{\theta}}(w)$ be the least squares estimator of $\underset{\sim}{\theta}$ in model (3.2.5) pretending $\psi$ is 0 . Notz (1989) found the optimal design $\xi$ which minimizes

$$
\left.\int_{\Omega} \Phi\left\{E[(\underset{\sim}{\hat{\theta}}(w)-\underset{\sim}{\theta}) \underset{\sim}{\underset{\sim}{\theta}} \underset{\sim}{\hat{\theta}}(w)-\underset{\sim}{\theta})^{T}\right]\right\} d \prod(w)
$$

where $\Phi$ is a scale valued function of $E\left[(\underset{\sim}{\hat{\theta}}(w)-\underset{\sim}{\theta})(\underset{\sim}{\theta}(w)-\underset{\sim}{\theta})^{T}\right]$.
Apart from the "model robustness", there is another direction concerning the dependence of random errors. The design problems against the dependence of random errors had its beginning in 1940-50's. Some important work has been done by Ylvisaker (1964), Sacks and Ylvisaker (1966 and 1968), Bickel and Herzberg (1979 and 1981).

Recently, Wiens (1991) studied robust designs against simultaneously the model violation and the contaminated data by using an $M$-estimator of the parameters instead of the least squares estimator.

In the next three chapters, we focus on the problem of robust experimental design against model violation. We are going to make some extentions of the results of Stigler (1971) and Notz (1989). We are also going to propose a new consideration, called "bounded bias optimal design", which was suggested by Wiens in 1992. Details will be presented in Chapter 4, Chapter 5, and Chapter 6 respectively.

## Chapter 4

## Restricted Optimal Designs for Approximately Linear and Quadratic Polynomial Regressions

### 4.1 Introduction

Consider the following regression model:

$$
\begin{equation*}
y_{i}=y\left(x_{i}\right)=\underline{\theta}^{T} \underline{f}\left(x_{i}\right)+\epsilon_{i}, \quad i=1, \ldots, n \tag{4.1.1}
\end{equation*}
$$

where $\underline{\theta}^{T}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{m}\right),{\underset{\sim}{f}}^{T}(x)=\left(1, x, \ldots x^{m}\right), \epsilon_{i}$ 's are i.i.d. with mean 0 and variance $\sigma^{2}>0$, and $x_{i} \in S:=[-1,1], i=1, \ldots, n$. Let $\underline{y}^{T}=\left(y_{1}, \ldots, y_{n}\right)$, $\underline{\epsilon}^{T}=\left(\epsilon_{1}, \ldots \epsilon_{n}\right)$, and

$$
F=\left(\begin{array}{cccc}
1 & x_{1} & \cdots & x_{1}^{m} \\
1 & x_{2} & \cdots & x_{2}^{m} \\
\cdots & \cdots & \cdots & \cdots \\
1 & x_{n} & \cdots & x_{n}^{m}
\end{array}\right)
$$

Then we can write (4.1.1) in the following form, which we call model $P_{m}$,

$$
\begin{equation*}
P_{m}: \quad \underline{y}=F \cdot \underline{\theta}+\underline{\epsilon} \tag{4.1.2}
\end{equation*}
$$

where $\epsilon$ has mean 0 and covariance matrix $\sigma^{2} I$. Define $B(\xi)=\int_{S} \underset{\sim}{f}(x){\underset{\sim}{f}}^{T}(x) d \xi(x)$, where $\xi(x)$ is a design measure defined on $S$. The least squares estimator of $\theta$ is then $\hat{\theta}=B^{-1}(\xi) \int_{S} \underline{f}(x) y(x) d \xi(x)$ which has mean $\underline{\theta}$ and covariance matrix $\frac{\sigma^{2}}{n} B^{-1}(\xi)$ which depends on $\xi(x)$.

Some of the most frequently required properties of a comparison of designs are the following: We say that $\xi_{1}$ is preferred to $\xi_{2}$ if (i) $\left|M\left(\xi_{1}\right)\right| \leq\left|M\left(\xi_{2}\right)\right|$ or $\left|M^{-1}\left(\xi_{1}\right)\right| \geq$ $\left|M^{-1}\left(\xi_{2}\right)\right|$, (ii) $\operatorname{tr} M\left(\xi_{1}\right) \leq \operatorname{tr} M\left(\xi_{2}\right)$, (iii) $\int_{S} d\left(x, \xi_{1}\right) d x \leq \int_{S} d\left(x, \xi_{2}\right) d x$, or (iv) $\max _{x \in S} d\left(x, \xi_{1}\right) \leq \max _{x \in S} d\left(x, \xi_{2}\right)$, where $M(\xi)=\frac{\sigma^{2}}{n} B^{-1}(\xi)$ and $d(x, \xi)$ $={\underset{\sim}{r}}^{T}(x) M(\xi) \underset{\sim}{f}(x)$. The design measure $\xi_{0}$ which minimizes each of the four cases over some class of design measures is called $D$-, $A$-, $Q$-, or $G$-optimal design respectively.

As we mentioned in Chapter 3, Box and Draper (1959) pointed out the danger of assuming the regression model to be exact, since the violation of the regression model is very possible in practice and the usual optimal designs as we mentioned here are very sensitive to the possible model violation. The usual optimal designs also have some other serious shortcomings. For example, $D$-optimal design (as well as some of the others) permit no check of the adequacy of the model etc. It is therefore desirable to find a criterion and designs which meet the following considerations:
(i) The design should allow for a check of whether or not the assumed model provides an adequate fit to the true regression function.
(ii) If it is concluded that the model is adequate, it should be possible to make reasonably efficient inferences concerning that model.
(iii) The optimal design should not depend on unknown parameters.

In order to find designs to meet the above requirements, S. M. Stigler (1971) proposed some new criteria, so-called $C$-restricted $D$ - and $G$-optimal designs. In this chapter, we are going to extend the $C$-restricted optimal design to $A$ - and $Q$-optimal criteria and also to a general situation which we call ${\underset{\sim}{C}}^{k}$-restricted optimal designs, where $\underline{C}^{k}=\left(c_{1}, \ldots, c_{k}\right)^{T}$. Here are the precise definitions:

Definition 4.1.1 We shall call $\xi_{0}$ a $C^{k}$-restricted D-optimal design for the model $P_{m}$ if $\xi_{0}$ maximizes $\left|B_{m}(\xi)\right|$ (or minimizes $\left.\left|B_{m}^{-1}(\xi)\right|\right)$ among all designs $\xi$ satisfying
$\left|B_{m+j-1}(\xi)\right| \leq c_{j}\left|B_{m+j}(\xi)\right|$ for $j=1, \ldots, k$.
The justification for this choice of definition is based on the fact that if $\hat{\theta}_{m+j}$ is the least squares estimator of $\theta_{m+j}$ for the model $P_{m+j}$, and $\xi$ corresponds to an experiment run at $x_{1}, \ldots, x_{n}$, then $n \cdot \operatorname{var}\left(\hat{\theta}_{m+j}\right)=\left|B_{m+j-1}(\xi)\right|\left|B_{m+j}(\xi)\right|^{-1} \sigma^{2}, \quad j=$ $1, \ldots, k$. Thus this criterion says "minimize the generalized variance of the least squares estimators $\underline{\hat{\theta}}^{T}=\left(\hat{\theta}_{0}, \hat{\theta}_{1}, \ldots, \hat{\theta}_{m}\right)$ for the model $P_{m}$ subject to the constraints that $\operatorname{var}\left(\hat{\theta}_{m+j}\right) \leq c_{j} \cdot \frac{\sigma^{2}}{n}, \quad j=1, \ldots, k$. Similarly, we have:

Definition 4.1.2 We shall call $\xi_{0}$ a $\underline{C}^{k}$-restricted A-optimal design for the model $P_{m}$ if $\xi_{0}$ minimizes $\operatorname{tr} B_{m}^{-1}(\xi)$ among all designs $\xi$ satisfying $\left|B_{m+j-1}(\xi)\right| \leq c_{j}\left|B_{m+j}(\xi)\right|$ for $j=1, \ldots, k$.

The motivation of $A$-optimality is that the minimization of $\operatorname{tr} B_{m}^{-1}(\xi)$ is equivalent to the minimization of the mean dispersion of the estimates of the parameters $T=m^{-1} \sum_{i=1}^{m} \operatorname{var}\left(\hat{\theta}_{i}\right)$, since $T$ is proportional to $\operatorname{tr} B_{m}^{-1}(\xi)$. The meaning of $Q$ - and $G$ optimality are clear. We simply state them as the following two definitions.

Definition 4.1.3 We shall call $\xi_{0}$ a ${\underset{\sim}{C}}^{k}$-restricted $Q$-optimal design for the model $P_{m}$ if $\xi_{0}$ minimizes $\int_{S} d_{m}(x, \xi) d x$ among all designs $\xi$ satisfying $\left|B_{m+j-1}(\xi)\right| \leq$ $c_{j}\left|B_{m+j}(\xi)\right|$ for $j=1, \ldots, k$.

Definition 4.1.4 We shall call $\xi_{0}$ a $\underline{C}^{k}$-restricted $G$-optimal design for the model $P_{m}$ if $\xi_{0}$ minimizes $\max _{x \in S} d_{m}(x, \xi)$ among all designs $\xi$ satisfying $\left|B_{m+j-1}(\xi)\right| \leq$ $c_{j}\left|B_{m+j}(\xi)\right|$ for $j=1, \ldots, k$.

According to the definitions of $C^{k}$-restricted optimal designs, Stigler (1971) solved the $C^{k}$-restricted $D$ - and $G$ - optimal designs for the case of $m=1$ and $k=1$. In this chapter, we are going to find the $C^{k}$-restricted $D$-, $A-, Q$-, and G- optimal designs for (i) $m=1, k=1$; (ii) $m=1, k=2$; and (iii) $m=2, k=1$.

Case (i) is studied in Section 4.3. We use different methods to find the same result as in Stigler(1970). Moreover, we point out that the $C$-restricted $D-, A_{-}, Q_{-}$, and $G$ optimal designs are all the same in this case.

In Section 4.5, we discuss the case when $m=2$ and $k=1$. We simplify the problem to a non-linear programming problem with three variables. Numerical searching for the $C^{2}$-restricted optimal design is needed.

Some interesting results are found in case (ii). When $m=1$ and $k=2$, the problem becomes the following:

$$
\max _{\xi \in \mathcal{F}} \mu_{2} \quad \text { subject to } \quad \frac{1}{c_{1}} \leq \mu_{4}-\mu_{2}^{2} \quad \text { and } \quad \mu_{2} \leq c_{2}\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right)
$$

where $\mathcal{F}=\{\xi: \sigma(\xi) \subseteq S\}$.
With the aid of preliminaries in Section 4.2, we have proved that the restricted maximization of $\mu_{2}$ over $\mathcal{F}$ is equivalent to that over $\mathcal{F}_{s}$ and furthermore is equivalent to that over $\mathcal{F}_{1}$, where $\mathcal{F}_{s}=\{\xi: \xi \in \mathcal{F}, \xi(-x)=\xi(x)\}$ and $\mathcal{F}_{1}=\left\{\xi: \xi \in \mathcal{F}_{s}\right.$, $\xi=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq \beta \leq 1$, and $\left.0 \leq x \leq 1\right\}$.

There are two limiting cases: (1) $c_{2}=\infty$ and (2) $c_{1}=\infty$. When $c_{2}=\infty$, we know that this is the case of $m=1$ and $k=1$. For the case when $c_{1}=\infty$, we find the explicit solution to the problem. In general, the solution can only be found by numerical search. However, when $c_{1}$ and $c_{2}$ have some special relationship, we are still able to find the solution explicitly. These are the main results in Section 4.4 which are presented by Theorem 4.4.3 and Theorem 4.4.5.

### 4.2 Preliminaries

The search for $C^{k}$-restricted $D$-optimal designs with $k=1$ can be simplified by searching for the optimal design within the class of symmetric design measures. This fact was proved by Stigler (1971). In this section, we first indicate that the fact is also true for restricted $A$ - and $Q$ - optimal designs and for $k>1$. In order to prove this fact, we need the following two lemmas:

Lemma 4.2.1 Let $A=\left(a_{i j}\right)_{n \times n}$ and $B=\left(b_{i j}\right)_{n \times n}$ be two matrices. If $b_{i j}=(-1)^{i+j} a_{i j}$, then $|A|=|B|$.

Proof: We know that

$$
|A|=\sum_{\left(j_{1}, \ldots, j_{n}\right)}(-1)^{\tau\left(j_{1}, \ldots, j_{n}\right)} a_{1 j_{1}}, \ldots a_{n_{j_{n}}}, \text { and }|B|=\sum_{\left(j_{1}, \ldots, j_{n}\right)}(-1)^{\tau\left(j_{1}, \ldots, j_{n}\right)} b_{j_{j_{1}}}, \ldots, b_{n_{j_{n}}},
$$

where $\tau\left(j_{1}, \ldots, j_{n}\right)$ is the number of inverse order of the permutation $\left(j_{1}, \ldots, j_{n}\right)$, and the summation is over all the possible permutations of $(1, \ldots, n)$. We claim that $a_{1_{j_{1}}}, \ldots, a_{n_{j_{n}}}=b_{1_{j_{1}}}, \ldots, b_{n_{j_{n}}}$ for all $\left(j_{1}, \ldots, j_{n}\right)$.

Followed by the assumption $b_{i j}=(-1)^{i+j} a_{i j}$, it is sufficient to show that there are even number of pairs $\left(i, j_{i}\right)$ such that $i+j_{i}$ is odd. This must be true since $\sum_{i=1}^{n}\left(i+j_{i}\right)=\sum_{i=1}^{n} i+\sum_{i=1}^{n} j_{i}=n(n+1)$ which is even.

Lemma 4.2.2 Let $A=\left(a_{i j}\right)_{n \times n}$ and $B=\left(b_{i j}\right)_{n \times n}$ be two non-degenerate matrices. Denote $A^{-1}=\left(a_{i j}^{*}\right)_{n \times n}$ and $B^{-1}=\left(b_{i j}^{*}\right)_{n \times n}$. If $b_{i j}=(-1)^{i+j} a_{i j}$, then $b_{i j}^{*}=(-1)^{i+j} a_{i j}^{*}$.

Proof: Let

$$
\begin{gathered}
P=\left(p_{i j}\right)_{n \times n}=\left(\begin{array}{ccccc}
-1 & & & & 0 \\
& \ddots & & & \\
& & (-1)^{i} & & \\
& & & \ddots & \\
0 & & & & (-1)^{n}
\end{array}\right), \\
\text { i.e., } \quad p_{i j}=\left\{\begin{array}{cc}
(-1)^{i} & \text { if } i=j \\
0 & \text { if } i \neq j
\end{array}\right.
\end{gathered}
$$

Then, we have $P^{-1}=P$, and $B=P A P$. Hence, we get $B^{-1}=P^{-1} A^{-1} P^{-1}=$ $P A^{-1} P$. This implies that $b_{i j}^{*}=(-1)^{i+j} a_{i j}^{*}$.

Let $V\left(c_{j}\right)$ be the class of designs $\xi$ satisfying the constraint $\left|B_{m+j-1}(\xi)\right| \leq c_{j}\left|B_{m+j}(\xi)\right|$, $j=1, \ldots, k$, and $V\left(\underline{C}^{k}\right)=\bigcap_{j=1}^{k} V\left(c_{j}\right)$. We claim that the following lemma is true.
Lemma 4.2.3 (i) $V\left(\underline{C}^{k}\right)$ is convex. (ii) $\xi(x) \in V\left(C^{k}\right)$ if and only if $\xi(-x) \in$ $V\left(C^{k}\right)$.

Proof: (i) The convexity of each $V\left(c_{j}\right)$ was proved by Stigler (1971). Hence $V\left(C^{k}\right)$ is convex.
(ii) $\xi(x) \in V\left(C^{k}\right)$ implies that $\xi(x) \in V\left(c_{j}\right)$ for $j=1, \ldots, k$. Hence we have $\left|B_{m+j-1}(\xi)\right| \leq c_{j}\left|B_{m+j}(\xi)\right|$ for $j=1, \ldots, k$. Let $b_{i l}$ be the $i^{\text {th }}$ row and $l^{\text {th }}$ column element of $B(\xi(x))$ and $b_{i l}^{*}$ be the $i^{\text {th }}$ row and $l^{\text {th }}$ column element of $B(\xi(-x))$. It is clear that $b_{i l}=(-1)^{i+l} b_{i l}^{*}$, since we have $B_{m}(\xi)=\int_{S} \underline{f}(x) \underline{f}^{T}(x) d \xi(x)$ with $f^{T}(x)=\left(1, x, \ldots, x^{m}\right)$. By Lemma 4.2.1, we have $\left|B_{m+j-1}(\xi(-x))\right| \leq c_{j}\left|B_{m+j}(\xi(-x))\right|$ for $j=1, \ldots, k$. This implies that $\xi(-x) \in V\left(c_{j}\right)$ for $j=1, \ldots, k$. Hence we have $\xi(-x) \in V\left(C^{k}\right)$.

Similarly, we can show that $\xi(-x) \in V\left(C^{k}\right)$ implies $\xi(x) \in V\left(\underline{C}^{k}\right)$.
We denote $D\left(C^{k}\right), A\left(C^{k}\right), Q\left(C^{k}\right)$ to be the sets of $\underline{C}^{k}$-restricted $D$-, $A$-, $Q$ optimal designs respectively, i.e., $D\left(C^{k}\right)=\left\{\xi_{0}:\left|B^{-1}\left(\xi_{0}\right)\right|=\min _{\xi \in V\left(C^{k}\right)}\left|B^{-1}(\xi)\right|\right\}$, $A\left(\underline{C}^{k}\right)=\left\{\xi_{0}: \operatorname{tr} B^{-1}\left(\xi_{0}\right)=\min _{\xi \in V\left(C^{k}\right)} \operatorname{tr} B^{-1}(\xi)\right\}$, and $Q\left(\underline{C}^{k}\right)=\left\{\xi_{0}: \int_{-1}^{1} d\left(x, \xi_{0}\right) d x=\right.$ $\left.\min _{\xi \in V\left(C^{k}\right)} \int_{-1}^{1} d(x, \xi) d x\right\}$. Then we have:
Lemma 4.2.4 (i) $D\left(\underline{C}^{k}\right), A\left(C^{k}\right)$, and $Q\left(C^{k}\right)$ are the convex subsets of $V\left(C^{k}\right)$.
(ii) $\xi(x) \in D\left(\underline{C}^{k}\right), A\left(\underline{C}^{k}\right)$, or $Q\left(\underline{C}^{k}\right)$ if and only if $\xi(-x) \in D\left(\underline{C}^{k}\right), A\left(\underline{C}^{k}\right)$, or $Q\left(C^{k}\right)$ respectively.

Proof: (i) The following fact was noticed by Kiefer (1959):
. "If $A$ and $B$ are any symmetric positive definite matrices, then

$$
[\lambda A+(1-\lambda) B]^{-1} \leq \lambda A^{-1}+(1-\lambda) B^{-1},
$$

where we write $A \leq B$ to mean $B-A$ is semipositive definite."

Let $\xi_{1}, \xi_{2} \in A\left(C^{k}\right)$ and $\xi^{*}=\lambda \xi_{1}+(1-\lambda) \xi_{2}$, where $0<\lambda<1$. By the convexity of $V\left(\underline{C}^{k}\right)$, we have $\xi^{*} \in V\left(\underline{C}^{k}\right)$. It is obvious that $B_{m}\left(\xi^{*}\right)=\lambda B_{m}\left(\xi_{1}\right)+(1-\lambda) B_{m}\left(\xi_{2}\right)$. Taking $A=B_{m}\left(\xi_{1}\right)$ and $B=B_{m}\left(\xi_{2}\right)$, we have $B_{m}^{-1}\left(\xi^{*}\right) \leq \lambda B_{m}^{-1}\left(\xi_{1}\right)+(1-\lambda) B_{m}^{-1}\left(\xi_{2}\right)$. Hence,

$$
\operatorname{tr} B_{m}^{-1}\left(\xi^{*}\right) \leq \lambda \operatorname{tr} B_{m}^{-1}\left(\xi_{1}\right)+(1-\lambda) \operatorname{tr} B_{m}^{-1}\left(\xi_{2}\right)=\operatorname{tr} B_{m}^{-1}\left(\xi_{1}\right)
$$

Note that the second equality followed by the $A$-optimality of $\xi_{1}$ and $\xi_{2}$. Since $\xi_{1} \in A\left(\underline{C}^{k}\right), \xi^{*} \in V\left(\underline{C}^{k}\right)$, and $\operatorname{tr} B_{m}^{-1}\left(\xi^{*}\right) \leq \operatorname{tr} B_{m}^{-1}\left(\xi_{1}\right)$, we must have $\operatorname{tr} B_{m}^{-1}\left(\xi^{*}\right)=$ $\operatorname{tr} B_{m}^{-1}\left(\xi_{1}\right)$, and hence $\xi^{*} \in A\left(\underline{C}^{k}\right)$.

Similarly, let $\xi_{1}, \xi_{2} \in Q\left(C^{k}\right)$ and $\xi^{*}=\lambda \xi_{1}+(1-\lambda) \xi_{2}$, where $0<\lambda<1$. We know that $B_{m}^{-1}\left(\xi^{*}\right) \leq \lambda B_{m}^{-1}\left(\xi_{1}\right)+(1-\lambda) B_{m}^{-1}\left(\xi_{2}\right)$. Hence we have $d_{m}\left(x, \xi^{*}\right) \leq \lambda d_{m}\left(x, \xi_{1}\right)+$ $(1-\lambda) d_{m}\left(x, \xi_{2}\right)$ and

$$
\int_{S} d_{m}\left(x, \xi^{*}\right) d x \leq \lambda \int_{S} d_{m}\left(x, \xi_{1}\right) d x+(1-\lambda) \int_{S} d_{m}\left(x, \xi_{2}\right) d x=\int_{S} d_{m}\left(x, \xi_{1}\right) d x
$$

Again, the second equality followed by the $Q$-optimality of $\xi_{1}$ and $\xi_{2}$. The fact that $\xi_{1} \in Q\left(C^{k}\right), \xi^{*} \in V\left(\underline{C}^{k}\right)$, and $\int_{S} d_{m}\left(x, \xi^{*}\right) d x \leq \int_{S} d_{m}\left(x, \xi_{1}\right) d x$ implies $\int_{S} d_{m}\left(x, \xi^{*}\right) d x=$ $\int_{S} d_{m}\left(x, \xi_{1}\right) d x$ and $\xi^{*} \in Q\left(C^{k}\right)$.

The convexity of $D\left(C^{k}\right)$ has been proved by Stigler (1971).
(ii) Let

$$
\begin{aligned}
& B_{l}(\xi(x))=\int_{-1}^{1} f(x) \cdot f^{T}(x) d \xi(x)=\int_{-1}^{1}\left(\begin{array}{c}
1 \\
x \\
\vdots \\
x^{l}
\end{array}\right)\left(1, x, \ldots, x^{l}\right) d \xi(x) \\
&=\left(\begin{array}{cccc}
1 & \mu_{1} & \cdots & \mu_{l} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{l+1} \\
\cdots & \cdots & \cdots & \cdots \\
\mu_{l} & \mu_{l+1} & \cdots & \mu_{2 l}
\end{array}\right)
\end{aligned}
$$

where $\mu_{i}=\int_{-1}^{1} x^{i} d \xi(x)$. Then we have

$$
B_{l}(\xi(-x))=\left(\begin{array}{cccc}
1 & -\mu_{1} & \cdots & (-1)^{l} \mu_{l} \\
-\mu_{1} & \mu_{2} & \cdots & (-1)^{l+1} \mu_{l+1} \\
\cdots & \cdots & \cdots & \cdots \\
(-1)^{l+1} \mu_{l+1} & (-1)^{l+2} \mu_{l+2} & \cdots & (-1)^{2 l} \mu_{2 l}
\end{array}\right) .
$$

By Lemma 4.2.1, we have $\left|B_{l}(\xi(x))\right|=\left|B_{l}(\xi(-x))\right|$ for any natural number $l$, especially for $l=m, \ldots, m+k$.

Let $B_{m}^{-1}(\xi(x))=\left(b_{i j}^{+}\right)_{(m+1) \times(m+1)}$ and $B_{m}^{-1}(\xi(-x))=\left(b_{i j}^{-}\right)_{(m+1) \times(m+1)}$. By Lemma 4.2.2, we have $b_{i j}^{-}=(-1)^{i+j} b_{i j}^{+}$. Hence we get $\operatorname{tr} B^{-1}(\xi(x))=\operatorname{tr} B^{-1}(\xi(-x))$.

Note that

$$
d_{m}(x, \xi(x))=\left(1, x, \ldots, x^{m}\right) B_{m}^{-1}(\xi(x))\left(\begin{array}{c}
1 \\
x \\
\vdots \\
x^{m}
\end{array}\right)=\sum_{i=0}^{m} \sum_{j=0}^{m} b_{i j}^{+} x^{i+j}
$$

and

$$
d_{m}(x, \xi(-x))=\left(1, x, \ldots, x^{m}\right) B_{m}^{-1}(\xi(-x))\left(\begin{array}{c}
1 \\
x \\
\vdots \\
x^{m}
\end{array}\right)=\sum_{i=0}^{m} \sum_{j=0}^{m} b_{i j}^{-} x^{i+j} .
$$

Although $d_{m}(x, \xi(x))$ and $d_{m}(x, \xi(-x))$ are different for the terms when $i+j$ is odd, but they are the same for the terms when $i+j$ is even. Hence we have

$$
\begin{gathered}
\int_{-1}^{1} d_{m}(x, \xi(-x)) d x=\sum_{i=0}^{m} \sum_{j=0}^{m} \int_{-1}^{1}(-1)^{i+j} b_{i j}^{+} x^{i+j} d x=\sum_{i+j} \sum_{\text {even }} \int_{-1}^{1} b_{i j}^{+} x^{i+j} d x \\
=\int_{-1}^{1} d_{m}(x, \xi(x)) d x .
\end{gathered}
$$

Part (ii) of Lemma 4.2.4 follows by the above results.
The consequence of Lemma 4.2 .4 is that there is a symmetrical optimal design. In fact, let $\xi_{1}$ be a $C^{k}$-restricted optimal design and define $\xi_{2}(x)=\xi_{1}(-x)$; then it follows that $\left(\xi_{1}+\xi_{2}\right) / 2$ is a symmetrical $\underline{C}^{k}$-restricted optimal design. Hence, for
$\underline{C}^{k}$-restricted $D$-, $A$-, and $Q$ - optimal designs, we only need search optimal solutions within the class of symmetrical designs.

The problem of search for $C^{k}$-restricted optimal designs can be further simplified by some well-known results (see Karlin and Shapley(1953), Shohat and Tamarkin(1943), and also Stigler(1971)) which will reduce the problem to a non-linear programming problem with $l$ variables ( $l+1$ if $l$ is even). These variables are the $(l-1) / 2$ points ( $l / 2$ of $l$ is even). $x_{i}, i=1, \ldots,(l-1) / 2$ in $[0,1]$ such that the optimal $\xi$ is supported by $\left\{ \pm x_{i}\right\}$ together with $\pm 1$ and 0 ; and the $(l+1) / 2$ weights $((l+2) / 2$ if $l$ is even $)$ $\xi\left(x_{i}\right), \quad i=1, \ldots,(l-1) / 2$ and $\xi(0)$. However, we are not going to use this result, since it may not sufficiently reduce the problem. Instead, we would like to provide a direct approach to simplify the problem of finding ${\underset{\sim}{c}}^{k}$-restricted optimal designs. But first, we introduce some necessary notations. Let

$$
\mathcal{F}_{0}=\left\{\xi: \xi \in \mathcal{F}, \xi=\frac{\alpha}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq x \leq 1\right\}
$$

and

$$
\begin{gathered}
\mathcal{F}_{1}=\left\{\xi: \xi \in \mathcal{F}, \xi=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq \beta \leq 1\right. \\
0 \leq x \leq 1, \alpha+\beta \leq 1\}
\end{gathered}
$$

where $\mathcal{F}$ is the class of all design measures supported on $[-1,1]$, and let

$$
\mathcal{E}=\left\{\xi: \xi \in \mathcal{F}, \xi=\frac{1}{2} \Delta_{\sqrt{x}}+\frac{1}{2} \Delta_{-\sqrt{x}}, 0 \leq x \leq 1\right\}
$$

We define a functional $T_{0}$ as

$$
T_{0}(\xi): \mathcal{F} \rightarrow \mathbf{R}^{2} \text { by } T_{0}(\xi)=\left(\int_{-1}^{1} x^{2} d \xi(x), \int_{-1}^{1} x^{4} d \xi(x)\right)
$$

and a functional $T_{1}$ as

$$
T_{1}(\xi): \mathcal{F} \rightarrow \mathbf{R}^{3} \text { by } T_{1}(\xi)=\left(\int_{-1}^{1} x^{2} d \xi(x), \int_{-1}^{1} x^{4} d \xi(x), \int_{-1}^{1} x^{6} d \xi(x)\right)
$$

It is clear that

$$
T_{0}(\mathcal{E})=\left\{(x, y): x=x, y=x^{2}, 0 \leq x \leq 1\right\}:=S_{0}
$$

and

$$
T_{1}(\mathcal{E})=\left\{(x, y, z): x=x, y=x^{2}, z=x^{3}, 0 \leq x \leq 1\right\}:=S_{1}
$$

Furthermore, we denote $\hat{S}_{0}$ to be the convex hull of $S_{0}$ and $\hat{S}_{1}$ to be the convex hull of $S_{1}$. Then we can prove that the next two theorems are true.

## Theorem 4.2.5 $T_{0}\left(\mathcal{F}_{0}\right)=T_{0}(\mathcal{F})=\hat{S}_{0}$.

Proof: Theorem 4.2.5 is a special case of Theorem 2.2.4.
Theorem 4.2.6 $T_{1}\left(\mathcal{F}_{1}\right)=T_{1}(\mathcal{F})=\hat{S}_{1}$.

We would like to present a lemma before we prove Theorem 4.2.6. Let $p_{0}=$ $(0,0,0), p_{1}=(1,1,1), p_{k}=\left(k, k^{2}, k^{3}\right)$, where $0 \leq k \leq 1$, and

$$
\begin{gathered}
P=\left\{A_{k}: A_{k}\right. \text { is the interior and boundary of the triangle } \\
\text { with vertices } \left.p_{0}, p_{1}, p_{k}, 0 \leq k \leq 1\right\} .
\end{gathered}
$$

The following lemma plays an important role to the proof of Theorem 4.2.6.
Lemma 4.2.7 $P=\hat{S}_{1}$.

Proof: (i) It is obvious that $P \subseteq \hat{S}_{1}$, since $p_{0}, p_{1}, p_{k} \in S_{1}$, and any point $p \in A_{k}$ is a convex combination of $p_{0}, p_{1}$, and $p_{k}$.
(ii) We are going to show that "if $p \notin A_{k}$ for any $k \in[0,1]$, then $p \notin \hat{S}_{1}$."

Let $L=\{(x, y, z): x=t, y=t, z=t, 0 \leq t \leq 1\}$, and $\Pi=\left\{\pi_{k}: z=-k x+\right.$ $\left.(1+k) y, k \in \mathbf{R}^{1}\right\}$. It is obvious that $\pi_{k}$ goes through $p_{0}$ and $p_{1}$, and $\bigcup_{k \in \mathbf{R}^{1}} \pi_{k}=\mathbf{R}^{3}$. Moreover, we have $\pi_{k} \cap S_{1}=\left\{p_{0}, p_{1}\right\}$ for $k \leq 0$ or $k \geq 1$, since the following system of equations

$$
\left\{\begin{array}{c}
z=-k x+(1+k) y \\
x=x, y=x^{2}, z=x^{3}
\end{array}\right.
$$

has solutions $x_{1}=0, x_{2}=1$, and $x_{3}=k$.
For any point $p \in \pi_{k} \backslash L$, where $k \leq 0$ or $k \geq 1$, it is easy to see that there is a $\pi_{k}^{\prime}$ such that $p \in \pi_{k}^{\prime}$ and $\pi_{k}^{\prime} \cap S_{1}=\emptyset$. Hence $\pi_{k}^{\prime} \cap \hat{S}_{1}=\emptyset$ and $p \notin \hat{S}_{1}$.

We are now going to show that for any point $p \in \pi_{k} \backslash A_{k}$ yields $p \notin \hat{S}_{1}$ when $0<k<1$.

Let $S_{1}^{*}$ and $A_{k}^{*}$ be the projections of $\hat{S}_{1}$ and $A_{k}$ onto the plane $x \mathrm{O} y$, i.e., $z=0$. We have

$$
S_{1}^{*}=\left\{(x, y): 0 \leq x \leq 1, x^{2} \leq y \leq x\right\}
$$

and

$$
A_{k}^{*}=\{(x, y): 0 \leq x \leq k, k x \leq y \leq x ; \text { and } k \leq x \leq 1,(1+k) x-k \leq y \leq x\}
$$

We define $B_{1}=\left\{(x, y): 0<x<k, x^{2} \leq y<k x\right\}$, and $B_{2}=\{(x, y): k<x<$ $\left.1, x^{2} \leq y<(1+k) x-k\right\}$. It is clear that $S_{1}^{*}=A_{k}^{*} \cup B_{1} \cup B_{2}$.

Let $p^{*}$ be the projection of $p$ onto $x \mathrm{O} y$. For any point $p \in \pi_{k} \backslash L, p^{*} \notin S_{1}^{*}$ implies $p \notin \hat{S}_{1}$. Hence, we only need to consider the point $p \in \pi_{k} \backslash L$, such that $p^{*} \in B_{1} \cup B_{2}$.


Figure 4.2.1


Figure 4.2.2

Case $1 \quad p^{*} \in B_{1}$
For $p=\left(x_{0}, y_{0}, z_{0}\right) \in \pi_{k}$ such that $p^{*} \in B_{1}$, we have

$$
\begin{equation*}
y_{0}<k x_{0} \tag{4.2.1}
\end{equation*}
$$

Let $\pi_{1}(a)$ be a plane going through $p_{0}$ and $p$. Then $\pi_{1}(a)$ satisfies the following:

$$
\left\{\begin{array}{r}
\frac{x}{a}+\frac{y}{b}+z=0  \tag{4.2.2}\\
\frac{x_{0}}{a}+\frac{y_{0}}{b}+z_{0}=0
\end{array}\right.
$$

Since $p \in \pi_{k}$, we also have

$$
\begin{equation*}
z_{0}=-k x_{0}+(1+k) y_{0} \tag{4.2.4}
\end{equation*}
$$

Put (4.2.4) into (4.2.3) to get

$$
\begin{equation*}
\frac{x_{0}}{a}+\frac{y_{0}}{b}-k x_{0}+(1+k) y_{0}=0 \quad \text { and } \quad \frac{1}{b}=\frac{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}}{y_{0} a} \tag{4.2.5}
\end{equation*}
$$

Put (4.2.5) into (4.2.2) to get

$$
\frac{x}{a}+\frac{\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\} y}{y_{0} a}+z=0
$$

and hence we have

$$
\begin{equation*}
y_{0} x+\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\} y+y_{0} a z=0 \tag{4.2.6}
\end{equation*}
$$

Thus (4.2.6) is the equation of $\pi_{1}(a)$. Varying $a$ within $\mathbf{R}^{1}$ we get the family of all the planes going through $p_{0}$ and $p$. We denote this family as $\Pi_{1}$, i.e., $\Pi_{1}=\left\{\pi_{1}(a)\right.$ : $\left.a \in \mathbf{R}^{1}\right\}$ 。

We are now seeking a plane $\pi_{1}\left(a^{*}\right)$ such that $\pi_{1}\left(a^{*}\right) \cap S_{1}=\left\{p_{0}\right\}$. Solving the following system of equations

$$
\left\{\begin{array}{l}
y_{0} x+\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\} y+y_{0} a z=0 \\
x=x, \quad y=x^{2}, \quad z=x^{3}
\end{array}\right.
$$

we get

$$
\begin{gather*}
y_{0} x+\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\} x^{2}+y_{0} a x^{3}  \tag{4.2.7}\\
=x\left\{y_{0} a x^{2}+\left[\left(k x_{0}-(1+k) y_{0}\right) a-x_{0}\right] x-y_{0}\right\}=0 .
\end{gather*}
$$

We know that $x=0$ is a solution of (4.2.7), and we hope that there exists a real number $a$ such that

$$
\begin{equation*}
y_{0} a x^{2}+\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\} x+y_{0}=0 \tag{4.2.8}
\end{equation*}
$$

has no solution. (What we really need is that (4.2.8) has no solution in $[0,1]$.)
The necessary and sufficient condition for (4.2.8) to have no solution is

$$
\begin{equation*}
\delta_{1}:=\left\{\left[k x_{0}-(1+k) y_{0}\right] a-x_{0}\right\}^{2}-4 y_{0}^{2} a<0 \tag{4.2.9}
\end{equation*}
$$

(1) For $k x_{0}-(1+k) y_{0} \neq 0$, we have

$$
\begin{aligned}
\delta_{1}= & {\left[k x_{0}-(1+k) y_{0}\right]^{2} a^{2}+x_{0}^{2}-2 x_{0}\left[k x_{0}-(1+k) y_{0}\right] a-4 y_{0}^{2} a } \\
= & {\left[k x_{0}-(1+k) y_{0}\right]^{2} a^{2}-2\left\{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}\right\} a+x_{0}^{2} } \\
= & {\left[k x_{0}-(1+k) y_{0}\right]^{2}\left\{a^{2}-2 \frac{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}} a\right.} \\
& \left.+\frac{x_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}}\right\} \\
= & {\left[k x_{0}-(1+k) y_{0}\right]^{2}\left\{\left(a-\frac{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}}\right)^{2}\right.} \\
& \left.-\frac{\left\{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}\right\}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}}+\frac{x_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}}\right\} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& -\frac{\left\{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}\right\}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}}+\frac{x_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}} \\
= & \frac{x_{0}^{2}\left[k x_{0}-(1+k) y_{0}\right]^{2}-\left\{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}\right\}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}} \\
= & \frac{1}{\left[k x_{0}-(1+k) y_{0}\right]^{4}} \cdot\left\{x_{0}^{2}\left[k x_{0}-(1+k) y_{0}\right]^{2}-x_{0}^{2}\left[k x_{0}-(1+k) y_{0}\right]^{2}\right. \\
& \frac{\left.-4 y_{0}^{4}-4 x_{0} y_{0}^{2}\left[k x_{0}-(1+k) y_{0}\right]\right\}}{}=\frac{-4 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}}\left\{y_{0}^{2}+x_{0}\left[k x_{0}-(1+k) y_{0}\right]\right\} \\
= & \frac{-4 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}} \cdot\left\{y_{0}^{2}+k x_{0}^{2}-(1+k) x_{0} y_{0}\right\} \\
= & \frac{-4 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{4}}\left(x_{0}-y_{0}\right)\left(k x_{0}-y_{0}\right)<0 .
\end{aligned}
$$

For $\left(x_{0}, y_{0}\right) \in B_{1}$, we have $x_{0}>y_{0}$ and $y_{0}<k x_{0}$ (4.2.1). Hence, we get $\delta_{1}<0$ if we choose

$$
a^{*}=\frac{x_{0}\left[k x_{0}-(1+k) y_{0}\right]+2 y_{0}^{2}}{\left[k x_{0}-(1+k) y_{0}\right]^{2}} .
$$

(2) For $k x_{0}-(1+k) y_{0}=0$, we have $\delta_{1}=x_{0}^{2}-4 y_{0}^{2} a$. Hence $\delta_{1}<0$ if we choose

$$
a^{*}>x_{0}^{2} / 4 y_{0}^{2} .
$$

The conclusion of the above argument is that there exists a real number $a^{*}$ such that (4.2.8) has no solution. Hence, there is a $\pi_{1}\left(a^{*}\right) \in \Pi_{1}$, such that $\pi_{1}\left(a^{*}\right) \cap S_{1}=\left\{p_{0}\right\}$. Note that $p_{0}$ is an end point of $S_{1}$, and $S_{1}$ is located at one side of $\pi_{1}\left(a^{*}\right)$. It is easy to see that there is a plane $\pi_{1}^{*}$ such that $p \in \pi_{1}^{*}$ and $\pi_{1}^{*} \cap S_{1}=\emptyset$. This implies that $\pi_{1}^{*} \cap \hat{S}_{1}=\emptyset$, and hence we conclude that $p \notin \hat{S}_{1}$.

Case $2 \quad p^{*} \in B_{2}$
For $p=\left(x_{0}, y_{0}, z_{0}\right) \in \pi_{k}$ such that $p^{*} \in B_{2}$, we have

$$
\begin{equation*}
y_{0}<(1+k) x_{0}-k \tag{4.2.10}
\end{equation*}
$$

Let $\pi_{2}(a)$ be a plane going through $p_{1}$ and $p$. Then $\pi_{2}(a)$ satisfies the following:

$$
\left\{\begin{array}{c}
\frac{x-1}{a}+\frac{y-1}{b}+(z-1)=0  \tag{4.2.11}\\
\frac{x_{0}-1}{a}+\frac{y_{0}-1}{b}+\left(z_{0}-1\right)=0
\end{array}\right.
$$

Put (4.2.4) into (4.2.12) to get

$$
\frac{x_{0}-1}{a}+\frac{y_{0}-1}{b}-k x_{0}+(1+k) y_{0}-1=0
$$

and

$$
\begin{equation*}
\frac{1}{b}=\frac{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)}{\left(y_{0}-1\right) a} \tag{4.2.13}
\end{equation*}
$$

Put (4.2.13) into (4.2.11) to get

$$
\frac{x-1}{a}+\frac{(y-1)\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\}}{\left(y_{0}-1\right) a}+(z-1)=0
$$

and hence, we have

$$
\begin{equation*}
\left(y_{0}-1\right)(x-1)+\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\}(y-1)+\left(y_{0}-1\right) a(z-1)=0 \tag{4.2.14}
\end{equation*}
$$

Thus (4.2.14) is the equation of $\pi_{2}(a)$. Varying $a$ within $\mathbf{R}^{1}$ we get the family of all the planes going through $p_{1}$ and $p$. We denote this family as $\Pi_{2}$, i.e., $\Pi_{2}=\left\{\pi_{2}(a)\right.$ : $\left.a \in \mathbf{R}^{1}\right\}$.

We are now seeking a plane $\pi_{2}\left(a^{*}\right) \in \Pi_{2}$ such that $\pi_{2}\left(a^{*}\right) \cap S_{1}=\left\{p_{1}\right\}$. Solving the following system of equations

$$
\left\{\begin{array}{c}
\left(y_{0}-1\right)(x-1)+\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\}(y-1) \\
+\left(y_{0}-1\right) a(z-1)=0 \\
x=x, \quad y=x^{2}, \quad z=x^{3}
\end{array}\right.
$$

we get

$$
\begin{gather*}
\left(y_{0}-1\right)(x-1)+\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\}\left(x^{2}-1\right) \\
+\left(y_{0}-1\right) a\left(x^{3}-1\right) \\
=(x-1)\left\{\left(y_{0}-1\right)+\left[\left(k x_{0}-(1+k) y_{0}+1\right) a-\left(x_{0}-1\right)\right](x+1)\right. \\
\left.+\left(y_{0}-1\right) a\left(x^{2}+x+1\right)\right\}=0 . \tag{4.2.15}
\end{gather*}
$$

We know that $x=1$ is a solution of (4.2.15), and we hope that there exists a real number $a$ such that

$$
\begin{align*}
& \left(y_{0}-1\right)+\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\}(x+1) \\
& +\left(y_{0}-1\right) a\left(x^{2}+x+1\right) \\
= & \left(y_{0}-1\right) a x^{2}+\left\{\left(y_{0}-1\right) a+\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\} x \\
& +\left(y_{0}-1\right)+\left(y_{0}-1\right) a+\left\{\left[k x_{0}-(1+k) y_{0}+1\right] a-\left(x_{0}-1\right)\right\} \\
= & \left(y_{0}-1\right) a x^{2}+\left(k x_{0} a-k y_{0} a-x_{0}+1\right) x \\
& +\left(y_{0}+k x_{0} a-k y_{0} a-x_{0}\right)=0 \tag{4.2.16}
\end{align*}
$$

has no solution. (Again, what we really want is that (4.2.16) has no solution in $[0,1]$.)
The necessary and sufficient condition for (4.2.16) to have no solution is $\delta_{2}<0$, where

$$
\begin{aligned}
\delta_{2}= & \left(k x_{0} a-k y_{0} a-x_{0}+1\right)^{2}-4\left(y_{0}-1\right) a\left(y_{0}+k x_{0} a-k y_{0} a-x_{0}\right) \\
= & {\left[k a\left(x_{0}-y_{0}\right)+\left(1-x_{0}\right)\right]^{2}-4\left(y_{0}-1\right) a\left[k a\left(x_{0}-y_{0}\right)-\left(x_{0}-y_{0}\right)\right] } \\
= & k^{2}\left(x_{0}-y_{0}\right) a^{2}+\left(1-x_{0}\right)^{2}+2 k\left(x_{0}-y_{0}\right)\left(1-x_{0}\right) a \\
& -4 k\left(y_{0}-1\right)\left(x_{0}-y_{0}\right) a^{2}+4\left(y_{0}-1\right)\left(x_{0}-y_{0}\right) a \\
= & {\left[k^{2}\left(x_{0}-y_{0}\right)^{2}-4 k\left(y_{0}-1\right)\left(x_{0}-y_{0}\right)\right] a^{2}+2\left[k\left(x_{0}-y_{0}\right)\left(1-x_{0}\right)\right.} \\
& \left.+2\left(y_{0}-1\right)\left(x_{0}-y_{0}\right)\right] a+\left(1-x_{0}\right)^{2} \\
= & k\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right] \\
& \cdot\left\{a^{2}+2 \cdot \frac{\left[k\left(1-x_{0}\right)-2\left(1-y_{0}\right)\right]}{k\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]}\right. \\
& \left.+\frac{\left(1-x_{0}\right)^{2}}{k\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]}\right\} \\
= & k\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right] \\
& \cdot\left\{\left(a+\frac{k\left(1-x_{0}\right)-2\left(1-y_{0}\right)}{k\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]}\right)-\frac{\left[k\left(1-x_{0}\right)-2\left(1-y_{0}\right)\right]^{2}}{k^{2}\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]^{2}}\right. \\
& \left.+\frac{\left(1-x_{0}\right)^{2}}{k\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]}\right\} .
\end{aligned}
$$

Note that $k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right) \neq 0$ when $p^{*} \in B_{2}$, and

$$
\begin{aligned}
& -\frac{\left[k\left(1-x_{0}\right)-2\left(1-y_{0}\right)\right]^{2}}{k^{2}\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]^{2}}+\frac{\left(1-x_{0}\right)^{2}}{k\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]} \\
= & \frac{\left(1-x_{0}\right)^{2} \cdot k\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]-\left(x_{0}-y_{0}\right)\left[k\left(1-x_{0}\right)-2\left(1-y_{0}\right)\right]^{2}}{k^{2}\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]^{2}} \\
= & \frac{-4\left(1-y_{0}\right)}{k^{2}\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]^{2}} \cdot\left[\left(1-y_{0}\right)\left(x_{0}-y_{0}\right)-k\left(1-x_{0}\right)^{2}\right. \\
& \left.-k\left(1-x_{0}\right)\left(x_{0}-y_{0}\right)\right] \\
= & \frac{-4\left(1-y_{0}\right)\left[(1+k) x_{0}-k-y_{0}\right]}{k^{2}\left(x_{0}-y_{0}\right)\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]^{2}}<0,
\end{aligned}
$$

since for $\left(x_{0}, y_{0}\right) \in B_{2}$ we have $y_{0}<(1+k) x_{0}-k(4.2 .10)$ and $y_{0}<x_{0}$. Hence we have $\delta_{2}<0$ if we choose

$$
a^{*}=-\frac{k\left(1-x_{0}\right)-2\left(1-y_{0}\right)}{k\left[k\left(x_{0}-y_{0}\right)+4\left(1-y_{0}\right)\right]}
$$

The conclusion of the above argument is that there exists a real number $a^{*}$ such that (4.2.16) has no solution. Hence, there is a $\pi_{2}\left(a^{*}\right) \in \Pi_{2}$ such that $\pi_{2}\left(a^{*}\right) \cap S_{1}=$ $\left\{p_{1}\right\}$. Note that $p_{1}$ is an end point of $S_{1}$, and $S_{1}$ is located at one side of $\pi_{2}\left(a^{*}\right)$. It is easy to see that there is a plane $\pi_{2}^{*}$ such that $p \in \pi_{2}^{*}$ and $\pi_{2}^{*} \cap S_{1}=\emptyset$. This implies that $\pi_{2}^{*} \cap \hat{S}_{1}=\emptyset$, and hence we conclude that $p \notin \hat{S}_{1}$.

With the aid of Lemma 4.2.7, we are now able to prove Theorem 4.2.6.

## The proof of Theorem 4.2.6:

We are going to prove Theorem 4.2 .6 by showing (i) $T_{1}\left(\mathcal{F}_{1}\right) \subseteq T_{1}(\mathcal{F})$, (ii) $T_{1}(\mathcal{F}) \subseteq$ $\hat{S}_{1}$, and (iii) $\hat{S}_{1} \subseteq T_{1}\left(\mathcal{F}_{1}\right)$.
(i) It is obvious that $T_{1}\left(\mathcal{F}_{1}\right) \subseteq T_{1}(\mathcal{F})$, since $\mathcal{F}_{1} \subseteq \mathcal{F}$.
(ii) By Lemma 2.2.2, we know that for any $\xi \in \mathcal{F}$ there exists $\xi_{n}=\sum_{i=1}^{n} \frac{p_{n i}}{2} \Delta_{ \pm x_{n i}}$, such that $\xi_{n} \Rightarrow \xi$.

Let $p_{n}=\left(\int_{-1}^{1} x^{2} d \xi_{n}, \int_{-1}^{1} x^{4} d \xi_{n}, \int_{-1}^{1} x^{6} d \xi_{n}\right)$, and
$p=\left(\int_{-1}^{1} x^{2} d \xi, \int_{-1}^{1} x^{4} d \xi, \int_{-1}^{1} x^{6} d \xi\right)$. According to Lemma 2.2.3, we have $p_{n} \rightarrow p$.
Note that $p_{n}=\left(\int_{-1}^{1} x^{2} d \xi_{n}, \int_{-1}^{1} x^{4} d \xi_{n}, \int_{-1}^{1} x^{6} d \xi_{n}\right)$

$$
\begin{aligned}
& =\left(\sum_{i=1}^{n} p_{n i} x_{n i}^{2}, \sum_{i=1}^{n} p_{n i} x_{n i}^{4}, \sum_{i=1}^{n} p_{n i} x_{n i}^{6}\right) \\
& =\sum_{i=1}^{n} p_{n i}\left(x_{n i}^{2}, x_{n i}^{4}, x_{n i}^{6}\right) \in \hat{S}_{1},
\end{aligned}
$$

since $\left(x_{n i}^{2}, x_{n i}^{4}, x_{n i}^{6}\right) \in S_{1}, i=1, \ldots, n$. Note also $p$ is a limit point of $p_{n}$ and $\hat{S}_{1}$ is a closed set. This implies that $p \in \hat{S}_{1}$. Hence we have $T_{1}(\mathcal{F}) \subseteq \hat{S}_{1}$.
(iii) By Lemma 4.2.7, we have $P=\hat{S}_{1}$. Hence, for any $p \in \hat{S}_{1}$, there exists a number $k \in[0,1]$ such that $p \in A_{k}$. This implies that $p=\alpha p_{1}+\beta p_{k}+(1-\alpha-\beta) p_{0}$ for some $0 \leq \alpha \leq 1,0 \leq \beta \leq 1$, and $\alpha+\beta \leq 1$, where $p_{k} \in S_{1}$.

$$
\text { Let } \begin{aligned}
\xi_{0} & =\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{k}}+(1-\alpha-\beta) \Delta_{0} . \text { Then } \xi_{0} \in \mathcal{F}_{1}, \text { and } \\
T_{1}\left(\xi_{0}\right) & =\left(\int_{-1}^{1} x^{2} d \xi_{0}(x), \int_{-1}^{1} x^{4} d \xi_{0}(x), \int_{-1}^{1} x^{6} d \xi_{0}(x)\right) \\
& =\left(\alpha+\beta k, \alpha+\beta k^{2}, \alpha+\beta k^{3}\right) \\
& =\alpha(1,1,1)+\beta\left(k, k^{2}, k^{3}\right)+(1-\alpha-\beta)(0,0,0) \\
& =\alpha p_{1}+\beta p_{k}+(1-\alpha-\beta) p_{0}
\end{aligned}
$$

Hence we have $p=T_{1}\left(\xi_{0}\right) \in T_{1}\left(\mathcal{F}_{1}\right)$, and $\hat{S}_{1} \subseteq T_{1}\left(\mathcal{F}_{1}\right)$.

### 4.3 Approximately Linear Regression Model: Case I

We are now going to find the $C^{k}$-restricted optimal designs for different optimality criteria. In this section, we only consider the case when $m=1$ and $k=1$. We simply write " $C$-restricted" rather than " $C^{1}$-restricted", since in this case there is only one component in the "vector" $C^{1}$.

According to Lemma 4.2.4, we only need search $C$-restricted optimal designs within the class of symmetric design measures supported on $[-1,1]$. We define $\mathcal{F}_{s}=\{\xi: \xi \in \mathcal{F} \quad \xi(-x)=\xi(x)\}$. For any $\xi \in \mathcal{F}_{s}$, we have

$$
B_{1}(\xi)=\left(\begin{array}{cc}
1 & 0 \\
0 & \mu_{2}
\end{array}\right) \quad \text { and } \quad B_{2}(\xi)=\left(\begin{array}{ccc}
1 & 0 & \mu_{2} \\
0 & \mu_{2} & 0 \\
\mu_{2} & 0 & \mu_{4}
\end{array}\right)
$$

where $\mu_{2}=\int_{-1}^{1} x^{2} d \xi$ and $\mu_{4}=\int_{-1}^{1} x^{4} d \xi$. Consequently, we find $\left|B_{1}(\xi)\right|=\mu_{2},\left|B_{2}(\xi)\right|=$ $\mu_{2}\left(\mu_{4}-\mu_{2}^{2}\right), \operatorname{tr} B_{1}^{-1}(\xi)=1+\frac{1}{\mu_{2}}, d_{1}(x, \xi)=(1, x) B_{1}^{-1}(\xi)\binom{1}{x}=1+\frac{x^{2}}{\mu^{2}}$. Hence we have $\int_{-1}^{1} d_{1}(x, \xi) d x=2+\frac{2}{3 \mu_{2}}$, and $\max _{-1 \leq x \leq 1} d_{1}(x, \xi)=1+\frac{1}{\mu_{2}}$. Consider the loss functions $\mathcal{L}_{D}(\xi)=\left|B_{m}^{-1}(\xi)\right|, \mathcal{L}_{A}(\xi)=\operatorname{tr} B_{m}^{-1}(\xi), \mathcal{L}_{Q}(\xi)=\int_{-1}^{1} d_{m}(x, \xi) d x$, and $\mathcal{L}_{G}(\xi)=\max _{-1 \leq x \leq 1} d_{m}(x, \xi)$. For $m=1$ and $\mathcal{L}(\xi) \in\left\{\mathcal{L}_{D}(\xi), \mathcal{L}_{A}(\xi), \mathcal{L}_{Q}(\xi), \mathcal{L}_{G}(\xi)\right\}$, it is obvious that

$$
\min _{\xi \in \mathcal{F}_{0}} \mathcal{L}(\xi) \text { subject to } \quad\left|B_{1}(\xi)\right| \leq c\left|B_{2}(\xi)\right|
$$

is equivalent to

$$
\max _{\xi \in \mathcal{F}_{s}} \mu_{2} \text { subject to } \frac{1}{c} \leq \mu_{4}-\mu_{2}^{2}
$$

The solution of this problem has been presented in Stigler (1971). Stigler claimed that the restricted optimal designs can be obtained by searching within the class of symmetric designs supported at three points $-1,0,1$. This conclusion is based on the well known results we mentioned in Section 4.2. But here we are going to solve
the problem based on the theorems we provided in Section 4.2 which will lead to the following theorem, the same result as Stigler's (1971).

Theorem 4.3.1 For $c \geq 4$, the $C$-restricted $D$-, $A$-, $Q$-optimal designs over $\mathcal{F}$, and $G$-optimal design over $\mathcal{F}_{s}$ for the model $P_{1}$ is given by

$$
\xi_{0}(-1)=\xi_{0}(1)=\frac{1}{4}+\frac{1}{2} \sqrt{\frac{1}{4}-\frac{1}{c}}, \quad \xi_{0}(0)=\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{1}{c}} .
$$

## Proof: (Method 1)

According to Theorem 4.2.5, we have $T_{0}\left(\mathcal{F}_{0}\right)=\hat{S}_{0}$, where $\mathcal{F}_{0}=\left\{\xi: \xi=\frac{\alpha}{2} \Delta_{ \pm \sqrt{x}}+\right.$ $\left.(1-\alpha) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq x \leq 1\right\}, T_{0}(\xi)=\left(\int_{-1}^{1} x^{2} d \xi, \int_{-1}^{1} x^{4} d \xi\right)=\left(\mu_{2}, \mu_{4}\right)$, and $S_{0}=\left\{\left(\mu_{2}, \mu_{4}\right): \mu_{4}=\mu_{2}^{2}, 0 \leq \mu_{2} \leq 1\right\} . \hat{S}_{0}$ is the convex hull of $S_{0}$. On the "plane" of $\mu_{2} \bigcirc \mu_{4}$ (imagine $\mu_{2}$ and $\mu_{4}$ could be any real numbers), the regions of $\hat{S}_{0}$ and $\left|B_{1}(\xi)\right| \leq c\left|B_{2}(\xi)\right|$ can be shown by the following Figures:


Figure 4.3.1


Figure 4.3.2


Figure 4.3.3
... It is easy to see that the minimum value of $c$, such that the problem has feasible solutions, corresponds to the unique solution of the system equations of $\mu_{4}=\mu_{2}^{2}+$ $\frac{1}{c}, \mu_{4}=\mu_{2}$, and $2 \dot{\mu}_{2}=1$. In this case, we get $\mu_{4}=\mu_{2}=\frac{1}{2}$ and $c=4$.

For any $4 \leq c<\infty$, the $C$-restricted optimal design corresponds to the solution of

$$
\left\{\begin{array}{l}
\mu_{4}=\mu_{2}^{2}+\frac{1}{c} \\
\mu_{4}=\mu_{2}
\end{array}\right.
$$

which yields $\mu_{2}=\mu_{4}=\frac{1}{2} \pm \sqrt{\frac{1}{4}-\frac{1}{c}}$. We choose $\mu_{2}=\mu_{4}=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c}}$, since we want to maximize $\mu_{2}$.

On the other hand, any point on the "line" $\mu_{4}=\mu_{2}$ can be realized by a design measure $\xi_{0}$ of the form $\xi_{0}=\frac{\alpha}{2} \Delta_{ \pm 1}+(1-\alpha) \Delta_{0}$ for some $0 \leq \alpha \leq 1$. This implies that $\alpha=\int_{-1}^{1} x^{2} d \xi_{0}=\mu_{2}=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c}}$. Hence we get $\xi_{0}=\left(\frac{1}{4}+\frac{1}{2} \sqrt{\frac{1}{4}-\frac{1}{c}}\right) \Delta_{ \pm 1}+$ $\left(\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{1}{c}}\right) \Delta_{0}$, or we can write $\xi_{0}(-1)=\xi_{0}(1)=\frac{1}{4}+\frac{1}{2} \sqrt{\frac{1}{4}-\frac{1}{c}}$ and $\xi_{0}(0)=$ $\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{1}{c}}$.
Proof: (Method 2)
Again, by Theorem 4.2.5, we know that

$$
\max _{\xi \in \mathcal{F}} \mu_{2} \quad \text { subject to } \frac{1}{c} \leq \mu_{4}-\mu_{2}^{2}
$$

is equivalent to

$$
\max _{\xi \in \mathcal{F}_{0}} \mu_{2} \quad \text { subject to } \frac{1}{c} \leq \mu_{4}-\mu_{2}^{2}
$$

For any $\xi \in \mathcal{F}_{0}$, we have $\xi=\frac{\alpha}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha) \Delta_{0}$ for some $0 \leq \alpha \leq 1$ and $0 \leq x \leq 1$. Hence, we get $\mu_{2}=\int_{-1}^{1} x^{2} d \xi=\alpha x$ and $\mu_{4}=\int_{-1}^{1} x^{4} d \xi=\alpha x^{2}$. The problem now becomes

$$
\begin{equation*}
\max \{\alpha x\} \text { subject to } \frac{1}{c} \leq \alpha x^{2}-\alpha^{2} x^{2} \quad \text { for } 0 \leq \alpha \leq 1 \text { and } 0 \leq x \leq 1 \tag{4.3.1}
\end{equation*}
$$

It is easy to see that (4.3.1) is equivalent to

$$
\begin{equation*}
\max \{\alpha x\} \text { subject to } \frac{1}{c}=\alpha x^{2}-\alpha^{2} x^{2} \quad \text { for } 0 \leq \alpha \leq 1 \text { and } 0 \leq x \leq 1 \tag{4.3.2}
\end{equation*}
$$

Let $L(\alpha, x, \lambda)=\alpha x+\lambda\left[\left(\alpha-\alpha^{2}\right) x^{2}-\frac{1}{c}\right]$, and set

$$
\left\{\begin{array}{l}
\frac{\partial L(\alpha, x, \lambda)}{\partial \alpha}=x+\lambda\left[(1-2 \alpha) x^{2}\right]=0  \tag{4.3.3}\\
\frac{\partial L(\alpha, x, \lambda)}{\partial \beta}=\alpha+\lambda[2 x \alpha(1-\alpha)]=0 \\
\frac{\partial L(\alpha, x, \lambda)}{\partial \lambda}=\alpha(1-\alpha) x^{2}-\frac{1}{c}=0
\end{array}\right.
$$

We find that the system of equations (4.3.3), (4.3.4), and (4.3.5) has no solution, since (4.3.3) and (4.3.4) contradict each other.

Consider the boundary cases (i) $\alpha=0$, (ii) $\alpha=1$, (iii) $x=0$, and (iv) $x=1$. We find that the maximum value will occur in the case when $x=1$. In this case, we have $L(\alpha, 1, \lambda)=\alpha+\lambda\left[\alpha-\alpha^{2}-\frac{1}{c}\right]$. Solving

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=1+\lambda(1-2 \alpha)=0 \\
\frac{\partial L}{\partial \lambda}=\alpha(1-\alpha)-\frac{1}{c}=0
\end{array}\right.
$$

we get

$$
\alpha^{2}-\alpha+\frac{1}{c}=0 \quad \text { and } \quad \alpha=\frac{1}{2} \pm \sqrt{\frac{1}{4}-\frac{1}{c}}
$$

Again, we choose $\alpha=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c}}$, since we wnat to maximize $\alpha x$. Therefore, we get $\xi_{0}=\left(\frac{1}{4}+\frac{1}{2} \sqrt{\frac{1}{4}-\frac{1}{c}}\right) \Delta_{ \pm 1}+\left(\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{1}{c}}\right) \Delta_{0}$, i.e. $\xi_{0}( \pm 1)=\frac{1}{4}+\frac{1}{2} \sqrt{\frac{1}{4}-\frac{1}{c}}$ and $\xi_{0}(0)=\frac{1}{2}-\sqrt{\frac{1}{4}-\frac{1}{c}}$.
Remark 1. The design measure $\xi_{0}$ which we found in Theorem 4.3.1 is the $C$-restricted $D$-, $A-$, and $Q$ - optimal design over $\mathcal{F}$. This fact follows by Lemma 4.2.4. But the design measure $\xi_{0}$ may not be the $C$-restricted $G$ - optimal design over $\mathcal{F}$, although Stigler (1971) showed the convexity of $G\left(C^{k}\right)$, where $G\left(C^{k}\right)=\left\{\xi: \max _{-1 \leq x \leq 1} d\left(x, \xi_{0}\right)=\right.$ $\left.\min _{\xi \in V\left(\widetilde{C}^{k}\right)} \max _{-1 \leq x \leq 1} d\left(x, \xi_{0}\right)\right\}$. But we do not know whether $\left.\xi(x) \in \bar{G}^{-1 \leq x \leq 1} \underline{C}^{k}\right)$ will imply $\xi(-x) \in G\left(C^{k}\right)$ or not. To be safe, we only consider $\xi_{0}$ to be the $C$-restricted $G$ optimal design over $\mathcal{F}_{S}$.
Remark 2. For $c=\infty$, the design becomes $\xi_{0}(-1)=\xi_{0}(1)=\frac{1}{2}$ which is the usual optimal design for the model $P_{1}$. When $c=4$, we get $\xi_{0}(-1)=\xi_{0}(1)=\frac{1}{4}$ and $\xi_{0}(0)=\frac{1}{2}$, which is the best design for estimating $\beta_{2}$ in the model $P_{2}$. For $4<c<\infty$, we get a compromise between these two extreme cases.

The question remains: how should $c$ be chosen? As we mentioned in Chapter 3, the choice of $c$ should reflect both the desire for efficiency of the model $P_{1}$ and the
wish to check the fit of this model. Stigler (1971) considered the following measures of the efficiency of a design for a model.

Definition 4.3.2 The model $P_{m}$ D-efficiency of a design $\xi$ is given by

$$
E_{m}^{D}(\xi)=\left(\frac{\left|B_{m}(\xi)\right|}{\max _{\eta \in \mathcal{F}}\left|B_{m}(\eta)\right|}\right)^{1 /(m+1)}
$$

The model $P_{m}$ G-efficiency of a design $\xi$ is given by

$$
E_{m}^{G}(\xi)=\frac{m+1}{\max _{-1 \leq x \leq 1} d_{m}(x, \xi)}
$$

Stigler (1971) provided some tables and pictures to show the relationship between the choice of $c$ and the efficiencies $E_{m}^{D}(\xi)$ and $E_{m}^{G}(\xi)$. It is easy to extend this definition to the $A$ - and $Q$ - optimal situations.

Definition 4.3.3 The model $P_{m} A$-efficiency of $a \operatorname{design} \xi$ is given by

$$
E_{m}^{A}(\xi)=\frac{\min _{\eta \in \mathcal{F}} \operatorname{tr} B_{m}^{-1}(\eta)}{\operatorname{tr} B_{m}^{-1}(\xi)}
$$

The model $P_{m} Q$-efficiency of a design $\xi$ is given by

$$
E_{m}^{Q}(\xi)=\frac{\min _{\eta \in \mathcal{F}} \int_{-1}^{1} d_{m}(x, \eta) d x}{\int_{-1}^{1} d_{m}(x, \xi) d x}
$$

### 4.4 Approximately Linear Regression Model: Case II

The $C$-restricted optimal design we discussed in Section 4.3 is useful for determining the presence of a quadratic term in the regression function, but it is no good at all for estimating cubic or higher-order coefficients. The $\underline{C}^{k}$-restricted optimal design is proposed to deal with this situation. In this section, we are going to find the $C^{k}$-restricted optimal designs for the model $P_{m}$ with $m=1$ and $k=2$.

As we noted in Section 4.3, for $m=1$ and $\mathcal{L}(\xi) \in\left\{\mathcal{L}_{D}(\xi), \mathcal{L}_{A}(\xi), \mathcal{L}_{Q}(\xi), \mathcal{L}_{G}(\xi)\right\}$, we have that

$$
\min _{\xi \in \mathcal{F}} \mathcal{L}(\xi) \text { subject to }\left|B_{1}(\xi)\right| \leq c_{1}\left|B_{2}(\xi)\right| \text { and }\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|
$$

is equivalent to

$$
\max _{\xi \in \mathcal{F}} \mu_{2} \text { subject to } \frac{1}{c_{1}} \leq \mu_{4}-\mu_{2}^{2} \text { and } \mu_{2} \leq c_{2}\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right)
$$

According to Theorem 4.2.6, the above problem is equivalent to

$$
\max _{\xi \in \mathcal{F}_{1}} \mu_{2} \quad \text { subject to } \frac{1}{c_{1}} \leq \mu_{4}-\mu_{2}^{2} \text { and } \mu_{2} \leq c_{2}\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right)
$$

where $\mathcal{F}_{1}=\left\{\xi: \xi=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq\right.$ $1,0 \leq x \leq 1\}$.

For any $\xi \in \mathcal{F}_{1}$, we have

$$
\mu_{2}=\int_{-1}^{1} x^{2} d \xi=\alpha+\beta x, \mu_{4}=\int_{-1}^{1} x^{4} d \xi=\alpha+\beta x^{2}, \mu_{6}=\int_{-1}^{1} x^{6} d \xi=\alpha+\beta x^{3}
$$

Hence, the problem can be further transformed to the following form:

$$
\begin{array}{cc}
\max \{\alpha+\beta x\} & \text { subject to } \frac{1}{c_{1}} \leq \alpha+\beta x^{2}-(\alpha+\beta x)^{2} \text { and } \alpha+\beta x \leq c_{2} \alpha \beta x(1-x)^{2} \\
& \text { for } 0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1,0 \leq x \leq 1
\end{array}
$$

The problem may not have feasible solutions for some values of $c_{1}$ and $c_{2}$. If we consider the restriction $c_{1}$ alone, we know that the lower bound for $c_{1}$ is $c_{1}^{*}=4$. Now the question is: What is the lower bound for $c_{2}$ ? The following lemma answers the question.

Lemma 4.4.1 The lower bound for $c_{2}$ is $c_{2}^{*}=16$, and the corresponding design measure is $\xi=\frac{1}{6} \Delta_{ \pm 1}+\frac{1}{3} \Delta_{ \pm \frac{1}{2}}$.

Proof: It is easy to see that the lower bound of $c_{2}$, denoted by $c_{2}^{*}$, should satisfy the following:

$$
\frac{1}{c_{2}^{*}}=\max _{(\alpha, \beta, x) \in A} \frac{\alpha \beta x(1-x)^{2}}{\alpha+\beta x},
$$

where $A=\{(\alpha, \beta, x): 0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1,0 \leq x \leq 1\}$. We denote

$$
L(\alpha, \beta, x)=\frac{\alpha \beta x(1-x)^{2}}{\alpha+\beta x},
$$

and we should exclude the case when $\alpha=0$ and $\beta=0$, or $\alpha=0$ and $x=0$ in which our objective function $L(\alpha, \beta, x)$ will approach zero and the corresponding $c_{2}=\infty$. Solving

$$
\left\{\begin{aligned}
\frac{\partial L}{\partial \alpha} & =\frac{\beta x(1-x)^{2}}{(\alpha+\beta x)^{2}}[(\alpha+\beta x)-\alpha]=\frac{\beta^{2} x^{2}(1-x)^{2}}{(\alpha+\beta x)^{2}}=0 \\
\frac{\partial L}{\partial \beta} & =\frac{\alpha x(1-x)^{2}}{(\alpha+\beta x)^{2}}[(\alpha+\beta x)-\beta x]=\frac{\alpha^{2} x(1-x)^{2}}{(\alpha+\beta x)^{2}}=0 \\
\frac{\partial L}{\partial x} & =\frac{\alpha \beta}{(\alpha+\beta x)^{2}}\left[(\alpha+\beta x)\left(1-4 x+3 x^{2}\right)-x(1-x)^{2} \beta\right] \\
& =\frac{\alpha \beta(1-x)}{(\alpha+\beta x)^{2}}\left(\alpha-3 \alpha x-2 \beta x^{2}\right)=0
\end{aligned}\right.
$$

we find that there is no solution inside $A$. Hence, the extremum points must occur on the boundary of $A$. It is obvious that the boundary cases (i) $\alpha=0$, (ii) $\beta=0$, (iii) $x=0$, and (iv) $x=1$ are corresponding to the minimum values of $L(\alpha, \beta, x)$. We only need to consider the situation when $\alpha+\beta=1$. In this case, we have

$$
L_{0}(1-\beta, \beta, x)=\frac{\beta(1-\beta) x(1-x)^{2}}{(1-\beta+\beta x)},
$$

and

$$
\left\{\begin{aligned}
\frac{\partial L_{0}}{\partial \beta} & =\frac{x(1-x)^{2}}{(1-\beta+\beta x)^{2}}[(1-\beta+\beta x)(1-2 \beta)-\beta(1-\beta)(-1+\mu)] \\
& =\frac{x(1-x)^{2}}{(1-\beta+\beta x)^{2}}\left(1-2 \beta+\beta^{2}-\beta^{2} x\right) \\
\frac{\partial L_{0}}{\partial x} & =\frac{\beta(1-\beta)}{(1-\beta+\beta x)^{2}}\left[(1-\beta+\beta x)\left(1-4 x+3 x^{2}\right)-x(1-x)^{2} \beta\right] \\
& =\frac{\beta(1-\beta)(1-x)}{(1-\beta+\beta x)^{2}}\left(1-3 x-\beta+3 \beta x-2 \beta x^{2}\right)
\end{aligned}\right.
$$

We exclude the cases of $\beta=0, \beta=1, x=0$, or $x=1$ which will cause $\alpha=0$. By solving

$$
\begin{cases}1-2 \beta+\beta^{2}-\beta^{2} x & =0  \tag{4.4.1}\\ 1-3 x-\beta-3 \beta x-2 \beta x^{2} & =0\end{cases}
$$

we find $\beta=1, x=0$, or $\beta=\frac{2}{3}, x=\frac{1}{4}$. We choose the solution $\beta=\frac{2}{3}, x=\frac{1}{4}$ which yields $\alpha=\frac{1}{3}$ and

$$
L\left(\frac{1}{3}, \frac{2}{3}, \frac{1}{4}\right)=\frac{1}{16}=\max _{(\alpha, \beta, x) \in A} L(\alpha, \beta, x)=\frac{1}{c_{2}^{*}}
$$

Hence, we get $c_{2}^{*}=16$ and the corresponding design measure is $\xi=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+$ $(1-\alpha-\beta) \Delta_{0}=\frac{1}{6} \Delta_{ \pm 1}+\frac{1}{3} \Delta_{ \pm \frac{1}{2}}$.

Remark 1. It is interesting to note that the design measure $\xi$ corresponding to $c_{1}=4$ (the lower bound of $c_{1}$ ) corresponds to $c_{2}=\infty$ (the upper bound of $c_{2}$ ). But the design measure $\xi$ corresponding to $c_{2}=16$ (the lower bound of $c_{2}$ ) corresponds to $c_{1}=8$ (not the upper bound of $c_{1}$ ). This fact implies that the design measure $\xi$ which provides the largest opportunity for determining the presence of a quadratic term in the regression function is no good for estimating cubic coefficients. But on the other hand, the design measure $\xi$ which provides the largest opportunity for determining the presence of a cubic term still allows us to estimate the quadratic term with some degree of precision.

There are two special cases linked with the original problem. One considers the restriction $c_{1}$ only and the other $c_{2}$ only, i.e.
(i) $\max _{\xi \in \mathcal{F}} \mu_{2}$ subject to $\left|B_{1}(\xi)\right| \leq c_{1}\left|B_{2}(\xi)\right|$,
and
(ii) $\max _{\xi \in \mathcal{F}} \mu_{2}$ subject to $\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|$.

Case (i) has already been studied in Section 4.3. For case (ii), we first point out the following fact:

Lemma 4.4.2 The problem of $\max _{\xi \in \mathcal{F}} \mu_{2}$ subject to $\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|$ is equivalent to the problem of $\max _{\xi \in \mathcal{F}} \mu_{2}$ subject to $\quad\left|B_{2}(\xi)\right|=c_{2}\left|B_{3}(\xi)\right|$.

Proof: The constraint $\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|$ is the same as $\mu_{2} \leq c_{2}\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right)$ or $\mu_{6} \geq \frac{\mu_{4}^{2}}{\mu_{2}}+\frac{1}{c_{2}}$, if we exclude the case $\mu_{2}=0$. For convenience, we use $(x, y, z)$ instead of $\left(\mu_{2}, \mu_{4}, \mu_{6}\right)$. For any fixed $x \in[0,1]$, we denote $D\left(c_{2}\right)=\left\{(x, y, z): \dot{z} \geq \frac{y^{2}}{x}+\frac{1}{c_{2}}\right\}$ and $E\left(c_{2}\right)=\left\{(x, y, z): z=\frac{y^{2}}{x}+\frac{1}{c_{2}}\right\}$. Let $\pi_{k}: z=-k x+(1+k) y$ and $\hat{S}_{1}=P=\left\{A_{k}: A_{k}\right.$ is the interior and boundary of the triangle with vertices $\left.p_{0}, p_{1}, p_{k}, 0 \leq k \leq 1\right\}$, where $p_{0}=(0,0,0), p_{1}=(1,1,1)$, and $p_{k}=\left(k, k^{2}, k^{3}\right)$ (See Section 4.2). It is obvious that $\hat{S}_{1} \subseteq\left\{\pi_{k}: 0 \leq k \leq 1\right\}$. In order to get $D\left(c_{2}\right) \cap \hat{S}_{1} \neq \emptyset$, it is necessary that

$$
\begin{equation*}
\frac{y^{2}}{x}+\frac{1}{c_{2}} \leq-k x+(1+k) y \tag{4.4.3}
\end{equation*}
$$

for some $0 \leq k \leq 1$ and some $(x, y) \in S^{*}=\left\{(x, y): 0 \leq x \leq 1, x^{2} \leq y \leq x\right\}$. The inequality (4.4.3) can also be written as

$$
\begin{equation*}
y^{2}-(1+k) x y+\left(k x^{2}+\frac{x}{c_{2}}\right) \leq 0 \tag{4.4.4}
\end{equation*}
$$

Solving

$$
\begin{equation*}
y^{2}-(1+k) x y+\left(k x^{2}+\frac{x}{c_{2}}\right)=0 \tag{4.4.5}
\end{equation*}
$$

we get

$$
y=\frac{(1+k) x \pm \sqrt{(1+k)^{2} x^{2}-4\left(k x^{2}+\frac{x}{c_{2}}\right)}}{2}=\frac{(1+k) x \pm \sqrt{(1-k)^{2} x^{2}-\frac{4 x}{c_{2}}}}{2}
$$

Hence, (4.4.3) will hold if $(1-k)^{2} x^{2}-\frac{4 x}{c_{2}} \geq 0$. In this case we have

$$
\frac{(1+k) x-\sqrt{(1-k)^{2} x^{2}-\frac{4 x}{c_{2}}}}{2} \leq y \leq \frac{(1+k) x+\sqrt{(1-k)^{2} x^{2}-\frac{4 x}{c_{2}}}}{2}
$$

$$
\leq \frac{(1+k) x+\sqrt{(1-k)^{2} x^{2}}}{2}=\frac{(1+k) x+(1-k) x}{2}=x .
$$

It is not hard to see that $D\left(c_{2}\right) \cap \hat{S}_{1} \neq \emptyset$ implies $E\left(c_{2}\right) \cap \hat{S}_{1} \neq \emptyset$, since we have $y \leq x$.


Figure 4.4.1
Note also our objective function is simply $\mu_{2}$. Hence, it is sufficient for us to search for the maximum $\mu_{2}$ on the boundary of the constraint which is $\left|B_{2}(\xi)\right|=c_{2}\left|B_{3}(\xi)\right|$

According to Lemma 4.4.2, we can use Lagrange's method of multipliers to solve the following problem:

$$
\max _{\xi \in \mathcal{F}} \mu_{2} \text { subject to } \mu_{2}=c_{2}\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right),
$$

or

$$
\max _{(\alpha, \beta, x) \in A}\{\alpha+\beta x\} \quad \text { subject to } \quad \alpha+\beta x=c_{2} \alpha \beta x(1-x)^{2}
$$

We define $L(\alpha, \beta, x, \lambda)=\alpha+\beta x+\lambda\left[\alpha+\beta x-c_{2} \alpha \beta x(1-x)^{2}\right]$. By solving

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=1+\lambda\left[1-c_{2} \beta x(1-x)^{2}\right] \\
\frac{\partial L}{\partial \beta}=0 \\
\frac{\partial L}{\partial x}=\beta+\lambda\left[x-c_{2} \alpha x(1-x)^{2}\right] \\
\frac{\partial L}{\partial \lambda}=\alpha\left[\beta-c_{2} \alpha \beta(1-x)(1-3 x)\right] \\
=\alpha+\beta x-c_{2} \alpha \beta x(1-x)^{2}=0 \\
=0
\end{array}\right.
$$

we find that the above system of equations has no solution inside $A$. There are five boundary cases to be considered. They are (i) $\alpha=0$, (ii) $\beta=0$, (iii) $x=0$, (iv) $x=1$ and (v) $\alpha+\beta=1$. We find that the extremum points should occur on the boundary $\alpha+\beta=1$. For $\alpha+\beta=1$, we define $L_{0}(1-\beta, \beta, x, \lambda)=1-\beta+\beta x+\lambda[1-\beta+\beta x-$ $\left.c_{2} \beta(1-\beta) x(1-x)^{2}\right]$, and let

$$
\begin{cases}\frac{\partial L_{0}}{\partial \beta}=-1+x+\lambda\left[-1+x-c_{2}(1-2 \beta) x(1-x)^{2}\right] & =0  \tag{4.4.6}\\ \frac{\partial L_{0}}{\partial x}=\beta+\lambda\left[\beta-c_{2} \beta(1-\beta)(1-x)(1-3 x)\right] & =0 \\ \frac{\partial L_{0}}{\partial \lambda}=1-\beta+\beta x-c_{2} \beta(1-\beta) x(1-x)^{2} & =0\end{cases}
$$

Combining (4.4.6) and (4.4.7) gives us

$$
\frac{-1}{1-c_{2}(1-\beta)(1-x)(1-3 x)}=\frac{1-x}{-1+x-c_{2}(1-2 \beta) x(1-x)^{2}},
$$

and hence we have

$$
\begin{equation*}
x=\frac{1-\beta}{2-\beta} . \tag{4.4.9}
\end{equation*}
$$

Put (4.4.9) into (4.4.8), we get

$$
(1-\beta)+\beta \cdot \frac{(1-\beta)}{(2-\beta)}-c_{2} \beta(1-\beta) \cdot \frac{(1-\beta)}{(2-\beta)}=0
$$

which can be simplified as the following

$$
\begin{equation*}
\left(2+c_{2}\right) \beta^{2}-\left(8+c_{2}\right) \beta+8=0 . \tag{4.4.10}
\end{equation*}
$$

Solving (4.4.10), we find

$$
\beta=\frac{8+c_{2} \pm \sqrt{\left(8+c_{2}\right)^{2}-32\left(2+c_{2}\right)}}{2\left(2+c_{2}\right)}=\frac{8+c_{2} \pm \sqrt{c_{2}^{2}-16 c_{2}}}{2\left(2+c_{2}\right)} .
$$

For $\beta_{1}=\frac{8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{\left(4+2 c_{2}\right)}$, we get

$$
\begin{gathered}
\alpha_{1}=1-\beta_{1}=1-\frac{8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}=\frac{4+2 c_{2}-\left(8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}\right)}{4+2 c_{2}} \\
=\frac{c_{2}-4-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}},
\end{gathered}
$$

and

$$
\begin{gathered}
x_{1}=\frac{1-\beta_{1}}{2-\beta_{1}}=\frac{1-\frac{8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{\left(4+2 c_{2}\right)}}{2-\frac{8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{\left(4+2 c_{2}\right)}}=\frac{c_{2}-4-\sqrt{c_{2}^{2}-16 c_{2}}}{3 c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}} \\
=\frac{\left(c_{2}-4-\sqrt{c_{2}^{2}-16 c_{2}}\right)\left(3 c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}\right)}{9 c_{2}^{2}-\left(c_{2}^{2}-16 c_{2}\right)} \\
=\frac{2 c_{2}^{2}+4 c_{2}-\left(2 c_{2}+4\right) \sqrt{c_{2}^{2}-16 c_{2}}}{8 c_{2}^{2}+16 c_{2}}=\frac{c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}} .
\end{gathered}
$$

Hence, we have

$$
\begin{gathered}
\mu_{2}^{(1)}=\alpha_{1}+\beta_{1} x_{1}=\frac{c_{2}-4-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}+\frac{8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}} \cdot \frac{c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}} \\
= \\
=\frac{4 c_{2}\left(c_{2}-4-\sqrt{c_{2}^{2}-16 c_{2}}\right)+\left(8+c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}\right)\left(c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}\right)}{4 c_{2}\left(4+2 c_{2}\right)} \\
=\frac{4 c_{2}^{2}+8 c_{2}-\left(4 c_{2}+8\right) \sqrt{c_{2}^{2}-16 c_{2}}}{8 c_{2}\left(2+c_{2}\right)}=\frac{c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}
\end{gathered}
$$

Similarly, for $\beta_{2}=\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}$, we get

$$
\begin{gathered}
\alpha_{2}=1-\beta_{2}=1-\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}=\frac{4+2 c_{2}-\left(8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}\right)}{4+2 c_{2}} \\
=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}
\end{gathered}
$$

and

$$
x_{2}=\frac{1-\beta_{2}}{2-\beta_{2}}=\frac{1-\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}}{2-\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}}=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{3 c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}
$$

$$
\begin{gathered}
=\frac{\left(c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}\right)\left(3 c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}\right)}{9 c_{2}^{2}-\left(c_{2}^{2}-16 c_{2}\right)} \\
=\frac{2 c_{2}^{2}+4 c_{2}+\left(2 c_{2}+4\right) \sqrt{c_{2}^{2}-16 c_{2}}}{8 c_{2}^{2}+16 c_{2}}=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}}
\end{gathered}
$$

Hence, we have

$$
\begin{gathered}
\mu_{2}^{(2)}=\alpha_{2}+\beta_{2} x_{2}=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}+\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}} \cdot \frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}} \\
=\frac{4 c_{2}\left(c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}\right)+\left(8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}\right)\left(c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}\right)}{4 c_{2}\left(4+2 c_{2}\right)} \\
=\frac{4 c_{2}^{2}+8 c_{2}+\left(4 c_{2}+8\right) \sqrt{c_{2}^{2}-16 c_{2}}}{8 c_{2}\left(c_{2}+2\right)}=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}
\end{gathered}
$$

For $c_{2} \geq 16$, we always have $\mu_{2}^{(2)} \geq \mu_{2}^{(1)}$. Hence we choose

$$
\alpha=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}, \quad \beta=\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}, \text { and } x=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}} .
$$

Therefore, the restricted optimal design is given by
$\xi_{0}( \pm 1)=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}+8}$ and $\xi_{0}\left( \pm \frac{\sqrt{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}}{2 \sqrt{c_{2}}}\right)=\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}+8}$.
When $c_{2}=16$, we have $\alpha=\frac{1}{3}, \beta=\frac{2}{3}, x=\frac{1}{4}$, and $\xi_{0}=\frac{1}{6} \Delta_{ \pm 1}+\frac{1}{3} \Delta_{ \pm \frac{1}{2}}$. When $c_{2}=\infty$, we have $\alpha=1, \beta=0, x=\frac{1}{2}$, and $\xi_{0}=\frac{1}{2} \Delta_{+1}+\frac{1}{2} \Delta_{-1}$.

We have proved the following:

Theorem 4.4.3 For any $16 \leq c_{2} \leq \infty$, the optimal design for

$$
\max _{\xi \in \mathcal{F}} \mu_{2} \quad \text { subject to } \quad\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|
$$

is given by
$\xi_{0}( \pm 1)=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}+8}$ and $\xi_{0}\left( \pm \frac{\sqrt{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}}{2 \sqrt{c_{2}}}\right)=\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}+8}$.

Remark 2. According to Theorem 4.4.3, the lower bound of $c_{2}$ can be spotted right away from the form of $\xi_{0}$. It seems as if Lemma 4.4.1 is not necessary. However, the restricted optimal designs sometime cannot be solved explicitly. In this case, the proof of Lemma 4.4.1 provides an alternative way to find the lower bounds for $c_{i}$ 's without solving the restricted optimal designs.

In general, we can only find the $C^{2}$-restricted optimal designs numerically by

$$
\max _{(\alpha, \beta, x) \in A}\{\alpha+\beta x\} \quad \text { subject to } \frac{1}{c_{1}} \leq \alpha+\beta x^{2}-(\alpha+\beta x)^{2} \text { and } \alpha+\beta x \leq c_{2} \alpha \beta x(1-x)^{2}
$$ for any $c_{1} \in[4, \infty)$ and $c_{2} \in[16, \infty)$. However, when $c_{1}$ and $c_{2}$ have some special relationship, we are still able to solve the problem explicitly. For any $4 \leq c_{1} \leq \infty$ and $16 \leq$ $c_{2} \leq \infty$, we define $\mathcal{F}\left(c_{1}, c_{2}\right)=\left\{\xi: \xi \in \mathcal{F}_{s},\left|B_{1}(\xi)\right| \leq c_{1}\left|B_{2}(\xi)\right|,\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|\right\}$, and let $\xi_{0}\left(c_{1}, c_{2}\right)$ be the design measure such that $\mu_{2}\left(\xi_{0}\left(c_{1}, c_{2}\right)\right)=\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$. Then we have the following:

Lemma 4.4.4 Let $c_{1}$ and $c_{2}$ be any real numbers such that $4 \leq c_{1} \leq \infty$ and $16 \leq$ $c_{2} \leq \infty$. If $c_{1} \geq \frac{c_{2}}{2}$, then $\xi_{0}\left(\infty, c_{2}\right) \in \mathcal{F}\left(c_{1}, c_{2}\right)$.

Proof: We know that $\xi_{0}\left(\infty, c_{2}\right)$ is the design measure such that $\mu_{2}\left(\xi\left(\infty, c_{2}\right)\right)=$ $\max _{\xi \in \mathcal{F}\left(\infty, c_{2}\right)} \mu_{2}(\xi)$. According to Theorem 4.4.3, we have $\xi_{0}\left(\infty, c_{2}\right)=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}$, where

$$
\alpha=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}, \beta=\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}, \text { and } x=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}} .
$$

In order to prove $\xi_{0}\left(\infty, c_{2}\right) \in \mathcal{F}\left(c_{1}, c_{2}\right)$, it is sufficient to show $\left|B_{1}\left(\xi_{0}\left(\infty, c_{2}\right)\right)\right| \leq$ $c_{1}\left|B_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)\right|$. We find

$$
\begin{gathered}
\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\alpha+\beta x=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}} \\
+\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}} \cdot \frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}}=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}
\end{gathered}
$$

and

$$
\mu_{4}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\alpha+\beta x^{2}=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}}
$$

$$
+\frac{8+c_{2}-\sqrt{c_{2}^{2}-16 c_{2}}}{4+2 c_{2}} \cdot\left(\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{4 c_{2}}\right)^{2}=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}
$$

Hence, we get

$$
\mu_{4}\left(\xi_{0}\left(\infty, c_{2}\right)\right)-\mu_{2}^{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\frac{c_{2}-4+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}-\left(\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}}\right)^{2}=\frac{2}{c_{2}}
$$

and

$$
\frac{\left|B_{1}\left(\xi_{0}\right)\right|}{\left|B_{2}\left(\xi_{0}\right)\right|}=\frac{1}{\mu_{4}\left(\xi_{0}\left(\infty, c_{2}\right)\right)-\mu_{2}^{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)}=\frac{c_{2}}{2} \leq c_{1} .
$$

Therefore, we have proved $\xi_{0}\left(\infty, c_{2}\right) \in \mathcal{F}\left(c_{1}, c_{2}\right)$.
Lemma 4.4.4 plays an important role in the proof of the next theorem.
Theorem 4.4.5 Let $c_{1}$ and $c_{2}$ be any real numbers such that $4 \leq c_{1} \leq \infty$ and $16 \leq$ $c_{2} \leq \infty$.
(i) If $c_{1} \geq \frac{c_{2}}{2}$, then we have $\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$.
(ii) If $c_{1}<\frac{c_{2}}{2}$, then we have

$$
\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{2}{c_{1}}} \leq \max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi) \leq\left\{\begin{array}{lc}
\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{4}{c_{2}}} & \text { if } 2 c_{1}<c_{2} \leq 4 c_{1} \\
\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c_{1}}} & \text { if } c_{2}>4 c_{1}
\end{array}\right.
$$

Proof: (i) For any $c_{1} \in\left[\frac{c_{2}}{2}, \infty\right)$, it is clear that $\mathcal{F}\left(\frac{c_{2}}{2}, c_{2}\right) \subseteq \mathcal{F}\left(c_{1}, c_{2}\right) \subseteq \mathcal{F}\left(\infty . c_{2}\right)$. By Lemma 4.4.4, we have $\xi_{0}\left(\infty, c_{2}\right) \in \mathcal{F}\left(\frac{c_{2}}{2}, c_{2}\right)$. Combining these facts along with the definition of $\xi_{0}\left(\infty, c_{2}\right)$, we have
$\max _{\xi \in \mathcal{F}\left(\frac{c_{2}}{2}, c_{2}\right)} \mu_{2}(\xi) \max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi) \leq \max _{\xi \in \mathcal{F}\left(\infty_{0}, c_{2}\right)} \mu_{2}(\xi)=\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right) \leq \max _{\xi \in \mathcal{F}\left(\frac{c_{2}}{2}, c_{2}\right)} \mu_{2}(\xi)$.
Hence we have shown $\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$.
(ii) For any $c_{1} \in\left[4, \frac{c_{2}}{2}\right)$, we have $2 c_{1}<c_{2}$ and $\mathcal{F}\left(c_{1}, 2 c_{1}\right) \subseteq \mathcal{F}\left(c_{1}, c_{2}\right)$ which implies that $\max _{\xi \in \mathcal{F}\left(c_{1}, 2 c_{1}\right)} \mu_{2}(\xi) \leq \max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$. According to part (i) of Theorem 4.4.5 and Theorem 4.4.3, we have

$$
\max _{\xi \in \mathcal{F}\left(c_{1}, 2 c_{1}\right)} \mu_{2}(\xi)=\mu_{2}\left(\xi_{0}\left(\infty, 2 c_{1}\right)\right)=\frac{2 c_{1}+\sqrt{\left(2 c_{1}\right)^{2}-16\left(2 c_{1}\right)}}{2\left(2 c_{1}\right)}
$$

$$
=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{2}{c_{1}}}
$$

Hence, we get $\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{2}{c_{1}}} \leq \max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$.
On the other hand, we have (1) $\mathcal{F}\left(c_{1}, c_{2}\right) \subseteq \mathcal{F}\left(\infty, c_{2}\right)$, and (2) $\mathcal{F}\left(c_{1}, c_{2}\right) \subseteq$ $\mathcal{F}\left(c_{1}, \infty\right)$. By (1), we have

$$
\begin{gathered}
\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi) \leq \max _{\xi \in \mathcal{F}\left(\infty, c_{2}\right)} \mu_{2}(\xi)=\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\frac{c_{2}+\sqrt{c_{2}^{2}-16 c_{2}}}{2 c_{2}} \\
=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{4}{c_{2}}}
\end{gathered}
$$

By (2), we have

$$
\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi) \leq \max _{\xi \in \mathcal{F}\left(c_{1}, \infty\right)} \mu_{2}(\xi)=\mu_{2}\left(\xi_{0}\left(c_{1}, \infty\right)\right)=\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c_{1}}}
$$

It is clear that $\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{4}{c_{2}}} \leq \frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c_{1}}}$ when $2 c_{1}<c_{2} \leq 4 c_{1}$ and $\frac{1}{2}+$ $\sqrt{\frac{1}{4}-\frac{4}{c_{2}}}>\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c_{1}}}$ when $c_{2}>4 c_{1}$. Hence, we have shown

$$
\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi) \leq \begin{cases}\frac{1}{2}+\sqrt{\frac{1}{4}-\frac{4}{c_{2}}} & \text { if } 2 c_{1}<c_{2} \leq 4 c_{1} \\ \frac{1}{2}+\sqrt{\frac{1}{4}-\frac{1}{c_{1}}} & \text { if } c_{2}>4 c_{1}\end{cases}
$$

Remark 3. In fact, part (i) of Theorem 4.4.5 tells us $\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\mu_{2}\left(\xi_{0}\left(c_{1}, c_{2}\right)\right)$ for any $c_{1} \geq \frac{c_{2}}{2}$. When $c_{1}<\frac{c_{2}}{2}$, part (ii) of Theorem 4.4.5 gives us a range for $\mu_{2}\left(\xi_{0}\left(c_{1}, c_{2}\right)\right)$.

Again, the choice of $c_{i}$ in the $C^{k}$-restricted optimal designs should reflect both the desire for efficiency for the model $P_{m}$ and the wish to check the fit of this model.

Let $\xi_{P}\left(c_{i}\right)$ be a design such that

$$
\begin{gathered}
\mathcal{L}_{P}\left(\xi_{P}\left(c_{i}\right)\right)=\min _{\xi \in \mathcal{F}} \mathcal{L}_{P}(\xi) \text { subject to }\left|B_{m+i-1}(\xi)\right| \leq c_{i}\left|B_{m+i}(\xi)\right| \\
\\
\text { for some } i \in\{1, \ldots, k\}
\end{gathered}
$$

where $P \in\{D, A, Q, G\}$.
We propose the following:

Definition 4.4.6 The ith-relative $D$-efficiency of the model $P_{m}$ is given by

$$
R E_{m}^{D}\left(\xi_{D}\left(c_{i}\right)\right)=\left(\frac{\left|B_{m}\left(\xi_{D}\left(c_{i}\right)\right)\right|}{\max _{\eta \in \mathcal{F}}\left|B_{m}(\eta)\right|}\right)^{1 /(m+1)}
$$

The ith-relative $A$-efficiency of the model $P_{m}$ is given by

$$
R E_{m}^{A}\left(\xi_{A}\left(c_{i}\right)\right)=\frac{\min _{\eta \in \mathcal{F}} \operatorname{tr} B_{m}^{-1}(\eta)}{\operatorname{tr} B_{m}^{-1}\left(\xi_{A}\left(c_{i}\right)\right)}
$$

The ith-relative $Q$-efficiency of the model $P_{m}$ is given by

$$
R E_{m}^{Q}\left(\xi_{Q}\left(c_{i}\right)\right)=\frac{\min _{\eta \in \mathcal{F}} \int_{-1}^{1} d_{m}(x, \eta) d x}{\int_{-1}^{1} d_{m}\left(x, \xi_{Q}\left(c_{i}\right)\right) d x}
$$

The ith-relative G-efficiency of the model $P_{m}$ is given by

$$
R E_{m}^{G}\left(\xi_{G}\left(c_{i}\right)\right)=\frac{m+1}{\max _{-1 \leq x \leq 1} d_{m}\left(x, \xi_{G}\left(c_{i}\right)\right)}
$$

where $i=1, \ldots, k$.

For the $C^{k}$-restricted optimal designs, the efficiency defined by Definition 4.4.6 should serve the same purpose as Definition 4.3.2 and Definition 4.3.3 did for the $C$-restricted optimal designs.

### 4.5 Approximately Quadratic Regression Model

In this section, we briefly discuss the optimal designs for the approximately quadratic polynomial regression model. We consider the following problem:

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}} \mathcal{L}(\xi) \quad \text { subject to } \quad\left|B_{2}(\xi)\right| \leq c\left|B_{3}(\xi)\right| \tag{4.5.1}
\end{equation*}
$$

where $\mathcal{L}(\xi) \in\left\{\mathcal{L}_{D}(\xi), \mathcal{L}_{A}(\xi), \mathcal{L}_{Q}(\xi)\right\}$.
For any $\xi \in \mathcal{F}_{s}$, we have

$$
\begin{gathered}
B_{2}(\xi)=\left(\begin{array}{ccc}
1 & 0 & \mu_{2} \\
0 & \mu_{2} & 0 \\
\mu_{2} & 0 & \mu_{4}
\end{array}\right), \quad B_{2}^{-1}(\xi)=\left(\begin{array}{ccc}
\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} \\
0 & \frac{1}{\mu_{2}} & 0 \\
\frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{1}{\mu_{4}-\mu_{2}^{2}}
\end{array}\right) \\
B_{3}(\xi)=\left(\begin{array}{cccc}
1 & 0 & \mu_{2} & 0 \\
0 & \mu_{2} & 0 & \mu_{4} \\
\mu_{2} & 0 & \mu_{4} & 0 \\
0 & \mu_{4} & 0 & \mu_{6}
\end{array}\right)
\end{gathered}
$$

and

$$
d(x, \xi)=\left(1, x, x^{2}\right) B_{2}^{-1}(\xi)\left(\begin{array}{c}
1 \\
x \\
x^{2}
\end{array}\right)=\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}}+\left(\frac{1}{\mu_{2}}-\frac{2 \mu_{2}}{\mu_{4}-\mu_{2}^{2}}\right) x^{2}+\frac{1}{\mu_{4}-\mu_{2}^{2}} x^{4}
$$

According to Lemma 4.4.1, we know that the lower bound for $c$ is $c^{*}=16$. Hence (4.5.1) has feasible solutions when $c \in[16, \infty)$.

For $D$-optimality, (4.5.1) becomes

$$
\left.\max _{\xi \in \mathcal{F}_{s}}\left|B_{2}(\xi)\right| \text { (or } \min _{\xi \in \mathcal{F}_{s}}\left|B_{2}^{-1}(\xi)\right|\right) \text { subject to } \quad\left|B_{2}(\xi)\right| \leq c\left|B_{3}(\xi)\right|
$$

which is the same as

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{s}}\left\{\mu_{2}\left(\mu_{4}-\mu_{2}^{2}\right)\right\} \quad \text { subject to } \quad \mu_{2} \leq c\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right) \tag{4.5.2}
\end{equation*}
$$

For $A$-optimality, (4.5.1) becomes

$$
\min _{\xi \in \mathcal{F}_{s}} \operatorname{tr} B_{2}^{-1}(\xi) \quad \text { subject to } \quad\left|B_{2}(\xi)\right| \leq c\left|B_{3}(\xi)\right|
$$

i.e.

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}_{s}}\left\{\frac{1+\mu_{4}}{\mu_{4}-\mu_{2}^{2}}+\frac{1}{\mu_{2}}\right\} \quad \text { subject to } \quad \mu_{2} \leq c\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right) \tag{4.5.3}
\end{equation*}
$$

For $Q$-optimality, we have

$$
\begin{gathered}
\int_{-1}^{1} d(x, \xi) d x=\int_{-1}^{1}\left[\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}}+\left(\frac{1}{\mu_{2}}-\frac{2 \mu_{2}}{\mu_{4}-\mu_{2}^{2}}\right) x^{2}+\frac{1}{\mu_{4}-\mu_{2}^{2}} x^{4}\right] d x \\
=2\left[\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}}+\frac{1}{3}\left(\frac{1}{\mu_{2}}-\frac{2 \mu_{2}}{\mu_{4}-\mu_{2}^{2}}\right)+\frac{1}{5} \cdot \frac{1}{\mu_{4}-\mu_{2}^{2}}\right] \\
=\frac{30 \mu_{4}-20 \mu_{2}+6}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}}
\end{gathered}
$$

Hence, (4.5.1) becomes

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}_{s}}\left\{\frac{30 \mu_{4}-20 \mu_{2}+6}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}}\right\} \quad \text { subject to } \quad \mu_{2} \leq c\left(\mu_{2} \mu_{6}-\mu_{4}^{2}\right) \tag{4.5.4}
\end{equation*}
$$

In light of Lemma 4.2.4, we know that the optimal designs over $\mathcal{F}$ are the same as those over $\mathcal{F}_{s}$. Moreover, followed by Theorem 4.2.6, we can change (4.5.2), (4.5.3), and (4.5.4) into the following forms respectively:

$$
\begin{align*}
& \max _{(\alpha, \beta, x) \in A}\left\{(\alpha+\beta x)\left[\alpha+\beta x^{2}-(\alpha+\beta x)^{2}\right]\right\} \quad \text { subject to } \alpha+\beta x \leq c \alpha \beta x(1-x)^{2},  \tag{4.5.5}\\
& \min _{(\alpha, \beta, x) \in A}\left\{\frac{1+\alpha+\beta x^{2}}{\alpha+\beta x^{2}-(\alpha+\beta x)^{2}}+\frac{1}{\alpha+\beta x}\right\} \quad \text { subject to } \quad \alpha+\beta x \leq c \alpha \beta x(1-x)^{2}, \tag{4.5.6}
\end{align*}
$$

and

$$
\begin{align*}
& \min _{(\alpha, \beta, x) \in A}\left\{\frac{30\left(\alpha+\beta x^{2}\right)-20(\alpha+\beta x)+6}{15\left[\alpha+\beta x^{2}-(\alpha+\beta x)^{2}\right]}+\frac{2}{3(\alpha+\beta x)}\right\}  \tag{4.5.7}\\
& \text { subject to } \alpha+\beta x \leq c \alpha \beta x(1-x)^{2}
\end{align*}
$$

The $C$-restricted $D$-, $A$-, and $Q$ - optimal designs can be solved numerically by searching for optimal solutions according to (4.5.5), (4.5.6), and (4.5.7) respectively for any $c \in[16, \infty)$.

### 4.6 Some Numerical Results

In Section 4.3, we found the $C$-restricted optimal designs for model $P_{1}$. We noted that the $D$-, $A$-, and $Q$-optimal designs are the same. But the efficiencies of these designs are different. For different values of $c_{1}$, we present the optimal designs and their efficiencies in Table 4.6.1. The calculations are based on Definition 4.3.2, Definition 4.3.3 and Theorem 4.3.1. When $c_{1}=\infty$, the "restricted" optimal design is $\xi_{0}=\frac{1}{2} \Delta_{ \pm 1}$ which is the usual optimal design (without the restriction).

In Section 4.4, we discussed the $\underline{C}^{2}$-restricted optimal designs for model $P_{1}$, where $C^{2}=\left(c_{1}, c_{2}\right)^{T}$. We found that the optimal design $\xi_{0}$ has the form of $\xi_{0}=\frac{\alpha}{2} \Delta_{ \pm 1}+$ $\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}$ for some $0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1$, and $0 \leq x \leq 1$. In Table 4.6.2, we provide the $\underline{C}^{2}$-restricted optimal designs for model $P_{1}$. Note that, in Table 4.6.2, there are three numbers in each cell. The first one is the value of $\alpha$; the second $\beta$; the third $x$. We provide the efficiencies of $\underline{C}^{2}$-restricted optimal designs for model $P_{1}$ in Table 4.6.3. The calculations are based on Definition 4.3.2 and Definition 4.3.3 rather than Definition 4.4.6. Again there are three numbers in each cell of Table 4.6.3. The first one is the model $P_{1} D$-efficiency of design $\xi_{0}$; the second $A$-efficiency; the third $Q$-efficiency. There are some missing values in Table 4.6.2 and Table 4.6 .3 which are the cases when $c_{1}=4$ and $c_{2}<\infty$. This is simply because when $c_{1}=4$, there is only one design measure $\xi_{0}=\frac{1}{4} \Delta_{ \pm 1}+\frac{1}{2} \Delta_{0}$ satisfying $\left|B_{1}(\xi)\right| \leq c_{1}\left|B_{2}(\xi)\right|$ and also satisfying $\left|B_{2}(\xi)\right| \leq c_{2}\left|B_{3}(\xi)\right|$ only if $c_{2}=\infty$ (see Remark 1 in Section 4.4). Some results in Table 4.6.2 and Table 4.6.3 are the same due to the fact that $\mu_{2}\left(\xi_{0}\left(\infty, c_{2}\right)\right)=\max _{\xi \in \mathcal{F}\left(c_{1}, c_{2}\right)} \mu_{2}(\xi)$ when $2 c_{1} \geq c_{2}$ (see Theorem 4.4.5 Part (i)). In Table 4.6.2, there are two "*" values for $x$, which means $x$ can be any number between 0 and 1 . The reason is, in these two cases, we have $\beta=0$. When $c_{1}=4$ and $c_{2}=\infty$, we have $\xi_{0}=\frac{1}{4} \Delta_{ \pm 1}+\frac{1}{2} \Delta_{0}$ which coincides with the $c_{1}$-restricted optimal design for model $P_{1}$ with $c_{1}=4$. When $c_{1}=\infty$ and $c_{2}=\infty$, we have $\xi_{0}=\frac{1}{2} \Delta_{ \pm 1}$.

Based on the formulas in Section 4.5, $C$-restricted $D$-, $A$-, and $Q$-optimal designs and their efficiencies for model $P_{2}$ are calculated in Table 4.6.4 and Table 4.6.5. In this case, we again find the fact that the optimal design $\xi_{0}$ has the form of $\xi_{0}=$ $\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}$ for some $0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1$, and $0 \leq x \leq 1$. For some different $c_{2}$, the corresponding $\alpha, \beta$, and $x$ values are presented. When $c_{2}=\infty$, we get $\xi_{0}=\frac{1}{3} \Delta_{ \pm 1}+\frac{1}{3} \Delta_{0}$ for $D$-optimality and $\xi_{0}=\frac{1}{4} \Delta_{ \pm 1}+\frac{1}{2} \Delta_{0}$ for $A$ - and $Q$-optimality. (In this case, $A$ - and $Q$-optimal designs are the same). These are the usual $D-, A$ - and $Q$-optimal designs for the quadratic polynomial regression model.

Table 4.6.1
$C$-restricted Optimal Designs and Their Efficiencies for Model $P_{1}$

| $c_{1}$ | $\xi_{0}(-1), \xi_{0}(+1)$ | $\xi_{0}(0)$ | $E_{1}^{D}\left(\xi_{0}\right)$ | $E_{1}^{A}\left(\xi_{0}\right), E_{1}^{G}\left(\xi_{0}\right)$ | $E_{1}^{Q}\left(\xi_{0}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4.0 | 0.2500 | 0.5000 | 0.7071 | 0.6667 | 0.8000 |
| 4.5 | 0.3333 | 0.3333 | 0.8165 | 0.8000 | 0.8889 |
| 5.0 | 0.3618 | 0.2764 | 0.8507 | 0.8396 | 0.9128 |
| 5.5 | 0.3816 | 0.2389 | 0.8724 | 0.8644 | 0.9272 |
| 6.0 | 0.3943 | 0.2113 | 0.8881 | 0.8819 | 0.9372 |
| 7.0 | 0.4137 | 0.1727 | 0.9096 | 0.9055 | 0.9504 |
| 8.0 | 0.4268 | 0.1464 | 0.9239 | 0.9210 | 0.9589 |
| 9.0 | 0.4363 | 0.1273 | 0.9342 | 0.9320 | 0.9648 |
| 10.0 | 0.4436 | 0.1127 | 0.9420 | 0.9403 | 0.9692 |
| 15.0 | 0.4641 | 0.0718 | 0.9634 | 0.9627 | 0.9810 |
| 20.0 | 0.4736 | 0.0528 | 0.9732 | 0.9729 | 0.9863 |
| 50.0 | 0.4898 | 0.0204 | 0.9897 | 0.9897 | 0.9948 |
| 100.0 | 0.4949 | 0.0101 | 0.9949 | 0.9949 | 0.9975 |
| $\infty$ | 0.5000 | 0.0000 | 1.0000 | 1.0000 | 1.0000 |

Table 4.6.2
${\underset{\sim}{C}}^{2}$-restricted Optimal Designs for Model $P_{1}$

| $c_{1}$ <br> $c_{2}$ | $\mathbf{4}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{5 0}$ | $\mathbf{1 0 0}$ | $\mathbf{2 0 0}$ | $\boldsymbol{\infty}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 |  | 0.3333 | 0.3333 | 0.3333 | 0.3333 | 0.3333 | 0.3333 |
|  |  | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.6667 |
|  |  | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 |
| 20 |  | 0.5669 | 0.5669 | 0.5669 | 0.5669 | 0.5669 | 0.5669 |
|  |  | 0.4331 | 0.4331 | 0.4331 | 0.4331 | 0.4331 | 0.4331 |
|  |  | 0.3618 | 0.3618 | 0.3618 | 0.3618 | 0.3618 | 0.3618 |
| 30 |  | 0.7400 | 0.7265 | 0.7265 | 0.7265 | 0.7265 | 0.7265 |
|  |  | 0.2600 | 0.2735 | 0.2735 | 0.2735 | 0.2735 | 0.2735 |
|  |  | 0.2700 | 0.4208 | 0.4208 | 0.4208 | 0.4208 | 0.4208 |
| 50 |  | 0.8200 | 0.8500 | 0.8388 | 0.8388 | 0.8388 | 0.8388 |
|  |  | 0.1800 | 0.1500 | 0.1612 | 0.1612 | 0.1612 | 0.1612 |
|  |  | 0.1700 | 0.3700 | 0.4562 | 0.4562 | 0.4562 | 0.4562 |
| 100 |  | 0.0800 | 0.9100 | 0.9199 | 0.9199 | 0.9199 | 0.9199 |
|  |  | 0.2300 | 0.2900 | 0.0801 | 0.0801 | 0.0801 | 0.0801 |
| 200 |  | 0.8700 | 0.9300 | 0.4791 | 0.4791 | 0.4791 | 0.4791 |
|  |  | 0.0400 | 0.0400 | 0.0400 | 0.9600 | 0.9600 | 0.9600 |
|  |  | 0.2100 | 0.2300 | 0.2700 | 0.4898 | 0.0400 | 0.0400 |
| 500 |  | 0.8800 | 0.9400 | 0.9700 | 0.9800 | 0.9800 | 0.9840 |
|  |  | 0.0200 | 0.0300 | 0.0200 | 0.0200 | 0.0200 | 0.0160 |
|  |  | 0.1700 | 0.1200 | 0.2700 | 0.2800 | 0.4900 | 0.4960 |
| $\infty$ | 0.5000 | 0.8850 | 0.9450 | 0.9750 | 0.9850 | 0.9900 | 1.0000 |
|  | 0.000 | 0.0050 | 0.0050 | 0.0050 | 0.0050 | 0.0050 | 0.0000 |
|  | $*$ | 0.2300 | 0.2350 | 0.6950 | 0.8450 | 0.8450 | $*$ |

Table 4.6.3
The Efficiencies of ${\underset{\sim}{C}}^{2}-$ restricted Optimal Designs for Model $P_{1}$

| $c_{1}$ <br> $c_{2}$ | $\mathbf{4}$ | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{5 0}$ | $\mathbf{1 0 0}$ | $\mathbf{2 0 0}$ | $\boldsymbol{\infty}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 |  | 0.7071 | 0.7071 | 0.7071 | 0.7071 | 0.7071 | 0.7071 |
|  |  | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.6667 | 0.6667 |
|  |  | 0.8000 | 0.8000 | 0.8000 | 0.8000 | 0.8000 | 0.8000 |
| 20 |  | 0.8507 | 0.8507 | 0.8507 | 0.8507 | 0.8507 | 0.8507 |
|  |  | 0.8396 | 0.8396 | 0.8396 | 0.8396 | 0.8396 | 0.8396 |
|  |  | 0.9128 | 0.9128 | 0.9128 | 0.9128 | 0.9128 | 0.9128 |
| 30 |  | 0.9001 | 0.9174 | 0.9174 | 0.9174 | 0.9174 | 0.9174 |
|  |  | 0.8951 | 0.9140 | 0.9140 | 0.9140 | 0.9140 | 0.9140 |
|  |  | 0.9447 | 0.9550 | 0.9550 | 0.9550 | 0.9550 | 0.9550 |
| 50 |  | 0.9193 | 0.9516 | 0.9551 | 0.9551 | 0.9551 | 0.9551 |
|  |  | 0.9579 | 0.9746 | 0.9541 | 0.9541 | 0.9541 | 0.9541 |
|  |  | 0.9319 | 0.9645 | 0.9789 | 0.9765 | 0.9765 | 0.9765 |
| 100 |  | 0.9296 | 0.9639 | 0.9787 | 0.9787 | 0.9789 | 0.9789 |
|  |  | 0.9635 | 0.9816 | 0.9892 | 0.9892 | 0.9892 | 0.9787 |
|  |  | 0.9372 | 0.9691 | 0.9853 | 0.9897 | 0.9897 | 0.9892 |
| 200 |  | 0.9353 | 0.9686 | 0.9852 | 0.9897 | 0.9897 | 0.9897 |
|  |  | 0.9665 | 0.9841 | 0.9925 | 0.9948 | 0.9948 | 0.9948 |
| 500 |  | 0.9399 | 0.9714 | 0.9876 | 0.9928 | 0.9949 | 0.9960 |
|  |  | 0.9381 | 0.9710 | 0.9875 | 0.9927 | 0.9949 | 0.9960 |
|  |  | 0.9681 | 0.9853 | 0.9937 | 0.9964 | 0.9974 | 0.9980 |
| $\infty$ | 0.7071 | 0.9414 | 0.9727 | 0.9892 | 0.9946 | 0.9971 | 1.0000 |
|  | 0.6667 | 0.9396 | 0.9723 | 0.9891 | 0.9946 | 0.9971 | 1.0000 |
|  | 0.8000 | 0.9689 | 0.9860 | 0.9945 | 0.9973 | 0.9985 | 1.0000 |

Table 4.6.4
$C$-restricted $D$-Optimal Design and its Efficiency for Model $P_{2}$

| $c_{2}$ | $\alpha$ | $\beta$ | $x$ | $E_{2}^{D}\left(\xi_{0}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 16.1 | 0.37 | 0.63 | 0.25 | 0.7758 |
| 20 | 0.53 | 0.47 | 0.19 | 0.8807 |
| 25 | 0.57 | 0.43 | 0.14 | 0.9170 |
| 30 | 0.60 | 0.39 | 0.12 | 0.9351 |
| 50 | 0.63 | 0.35 | 0.07 | 0.9649 |
| 75 | 0.64 | 0.26 | 0.06 | 0.9776 |
| 100 | 0.65 | 0.28 | 0.04 | 0.9837 |
| 200 | 0.66 | 0.18 | 0.03 | 0.9921 |
| 500 | 0.66 | 0.21 | 0.01 | 0.9968 |
| $\infty$ | 0.67 | 0.33 | 0.00 | 1.0000 |

Table 4.6.5
$C$-restricted $A$ - and $Q$-optimal Design and Their Efficiencies for Model $P_{2}$

| $c_{2}$ | $\alpha$ | $\beta$ | $x$ | $E_{2}^{A}\left(\xi_{0}\right)$ | $E_{2}^{Q}\left(\xi_{0}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 16.1 | 0.34 | 0.66 | 0.23 | 0.6469 | 0.8417 |
| 20 | 0.41 | 0.58 | 0.14 | 0.8058 | 0.9233 |
| 25 | 0.43 | 0.56 | 0.10 | 0.8642 | 0.9488 |
| 30 | 0.45 | 0.54 | 0.08 | 0.8947 | 0.9608 |
| 50 | 0.47 | 0.47 | 0.05 | 0.9424 | 0.9792 |
| 75 | 0.48 | 0.49 | 0.03 | 0.9636 | 0.9870 |
| 100 | 0.49 | 0.28 | 0.04 | 0.9726 | 0.9902 |
| 200 | 0.49 | 0.18 | 0.03 | 0.9868 | 0.9953 |
| 500 | 0.50 | 0.21 | 0.01 | 0.9948 | 0.9981 |
| $\infty$ | 0.50 | 0.00 | 0.00 | 1.0000 | 1.0000 |

## Chapter 5

## Bounded Bias Optimal Designs for Approximately Linear Regression Models

### 5.1 Introduction and Preliminaries

In 1992, Douglas Wiens suggested a problem that considers the optimal design minimizing the variance of the estimator of the parameters of the regression function when the fitted model is correct, subject to a bound on the bias term which occurs when the true model is different from the assumed one. The corresponding optimal designs can be called bounded bias optimal designs. We are now going to formulate the problem in detail.

Consider the following regression model:

$$
\begin{equation*}
y_{i}=y\left(x_{i}\right)=\underline{\theta}^{T} \underline{f}\left(x_{i}\right)+\epsilon_{i}, \quad i=1, \ldots, n \tag{5.1.1}
\end{equation*}
$$

where $\epsilon_{i}^{\prime}$ 's are independent and identically distributed with mean 0 and some common variance $\sigma^{2}>0 . \underline{\theta}^{T}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{k}\right)$ and $\underline{f}^{T}(x)=\left(f_{0}(x), f_{1}(x), \ldots, f_{k}(x)\right), x \in S \subseteq \mathbf{R}^{1}$.

Let $\underline{\theta}$ be the least squares estimator of $\underline{\theta}$. For a given design measure $\xi$, we have

$$
\begin{equation*}
M(\xi)=E\left[(\underline{\hat{\theta}}-\underline{\theta})(\underline{\theta}-\underline{\theta})^{T}\right]=\frac{\sigma^{2}}{n} B^{-1}(\xi) \tag{5.1.2}
\end{equation*}
$$

where $B(\xi)=\int_{S} \underline{f}(x) \cdot \underline{f}^{T}(x) d \xi(x)$.
Suppose that (5.1.1) is only an approximation of the real situation. Instead of (5.1.1), the real model is

$$
\begin{equation*}
y_{i}=y\left(x_{i}\right)=\underline{\theta}^{T} \underline{f}\left(x_{i}\right)+\psi\left(x_{i}\right)+\epsilon_{i}, \quad i=1, \ldots, n \tag{5.1.3}
\end{equation*}
$$

where $\psi(x)$ is the bias factor, departure from (5.1.1).
Under (5.1.3), we know that

$$
\begin{equation*}
E[\underline{\hat{\theta}}-\theta]=B^{-1}(\xi) \cdot \underline{b}(\psi, \xi) \tag{5.1.4}
\end{equation*}
$$

and

$$
\begin{align*}
M(\psi, \xi) & =E\left[(\hat{\theta}-\underline{\theta})(\hat{\theta}-\underline{\theta})^{T}\right] \\
& =\frac{\sigma^{2}}{n} B^{-1}(\xi)+B^{-1}(\xi) \underline{b}(\psi, \xi) \underline{b}^{T}(\psi, \xi) B^{-1}(\xi) \tag{5.1.5}
\end{align*}
$$

where $\underline{b}(\psi, \xi)=\int_{S} \underline{f}(x) \psi(x) d \xi(x)$.
Let $v(\xi)=\frac{\sigma^{2}}{n} B^{-1}(\xi)$, and $\operatorname{bias}(\psi, \xi)=B^{-1}(\xi) \underline{b}(\psi, \xi) \underline{b}^{T}(\psi, \xi) B^{-1}(\xi)$. For some loss function $\mathcal{L}$, our objective is the following:

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}} \mathcal{L}\left[B^{-1}(\xi)\right] \text { subject to } \max _{\psi \in \Psi}\|E[\underline{\theta}-\underline{\theta}]\| \leq c, \tag{5.1.6}
\end{equation*}
$$

where $\|\cdot\|$ is the norm of vector $E[\hat{\theta}-\theta]$. As we noted, $B^{-1}(\xi)$ is proportional to $v(\xi)$ and $E[\underline{\hat{\theta}}-\theta]$ is closely related to $\operatorname{bias}(\psi, \xi)$. (In fact, $\operatorname{bias}(\psi, \xi)=(E[\hat{\theta}-\underline{\theta}])$. $(E[\hat{\theta}-\theta])^{T}$ ). There are many different ways to choose $\mathcal{L}, \mathcal{F}$, and $\Psi$.

First, we consider the following situation. Let

$$
\mathcal{F}=\left\{\xi(x): \xi(x) \text { is a design measure such that } \sigma(\xi) \subseteq S \subseteq \mathbf{R}^{1}\right\}
$$

and

$$
\begin{aligned}
\Psi(\phi)= & \{\psi(x):|\psi(x)| \leq \phi(x), \text { where } \phi(x) \text { is a known function such that } \\
& \phi(-x)=\phi(x) \text { and } \phi(x) \geq 0 \text { on } S\} .
\end{aligned}
$$

For the loss function, we choose $\mathcal{L} \in\left\{\mathcal{L}_{D}, \mathcal{L}_{A}, \mathcal{L}_{Q}, \mathcal{L}_{G}\right\}$. We understand that $\mathcal{L}_{D}(\xi)=$ $\left|B^{-1}(\xi)\right|, \mathcal{L}_{A}(\xi)=\operatorname{tr} B^{-1}(\xi), \mathcal{L}_{Q}(\xi)=\int_{S} d(x, \xi) d x$ and $\mathcal{L}_{G}(\xi)=\max _{x \in S} d(x, \xi)$, where
$d(x, \xi)=\underline{f}^{T}(x) B^{-1}(\xi) \underline{f}(x)$. It is clear that $d(x, \xi)$ is proportional to the MSE of $\hat{\theta}^{T} \underline{f}(x)$ as an estimator of $\underline{\theta}^{T} \underline{f}(x)$ under the model (5.1.1).

In general, it is hard to find a solution of (5.1.6). In Section 5.2 and Section 5.3, we further restrict our attention to the one dimensional linear regression case, i.e., $\underline{f}^{T}(x)=(1, x)$. For the set of $\Psi$, we consider two cases:
(i) $\Psi_{s}(\phi)=\left\{\psi: \psi(0)=\psi^{\prime}(0)=0, \psi(-x)=\psi(x),|\psi(x)| \leq \phi(x)\right.$ on $[-1,1]$ and $\phi(x)=\sum_{i=1}^{p} a_{2 i} x^{2 i} \geq 0$ on $\left.[-1,1]\right\}$ and
(ii) $\Psi_{a}(\phi)=\left\{\psi: \psi(0)=\psi^{\prime}(0)=0, \psi(-x)=-\psi(x),|\psi(x)| \leq|\phi(x)|\right.$ on $[-1,1]$ and $\phi(x)=\sum_{i=1}^{p} a_{2 i+1} x^{2 i+1} \geq 0$ on $\left.[0,1]\right\}$.
The condition of $\psi(0)=\psi^{\prime}(0)=0$ is to insure the identifiability of the parameters to be estimated. We refer to $\Psi_{s}(\phi)$ as the set of "symmetric contamination" and $\Psi_{a}(\phi)$ "antisymmetric contamination". These two cases are treated in Section 5.2 and Section 5.3 , respectively. For some choices of the "upper bound" function $\phi(x)$, we find the solution to the problem (5.1.6). It is possible to extend the problem to the higher dimensional case and high order polynomial case. But the details will be very tedious. Similar to the problem of $C^{k}$-restricted optimal designs, we have that the bounded bias optimal designs over $\mathcal{F}$ is equivalent to that over $\mathcal{F}_{S}$, where $\mathcal{F}_{S}=\{\xi(x): \xi(x) \in \mathcal{F}$ and $\xi(-x)=\xi(x)$ on $[-1,1]\}$. The problem can be further reduced to a non-linear programming problem with a finite number of variables or a search for optimal solutions within the subclass of $\mathcal{F}_{S}$ that have design measures supported on a finite number of points. Some relevant results will be provided later in this section.

Second, we consider the choice of $\mathcal{F}$ and $\Psi$ as the following. Let

$$
\mathcal{F}=\left\{\xi(x): \frac{d \xi(x)}{d x}=m(x), \int_{S} m(x) d x=1, m(x) \geq 0 \text { and } m(-x)=m(x) \text { on } S\right\},
$$

and

$$
\Psi=\left\{\psi(x): \int_{S} \psi^{2}(x) d x \leq \eta^{2}, \int_{S} f(x) \psi(x) d s=0\right\}
$$

where $\eta$ is a preassigned constant and the side condition $\int_{S} \underline{f}(x) \psi(x) d x=0$ is to insure the identifiability of the parameters to be estimated.

Let $\hat{y}=\hat{\theta}^{T} \underline{f}(x)$ be the estimator of $\underline{\theta}^{T} \underline{f}(x)$. Under (5.1.3), we have

$$
M S E(\hat{y})=\frac{\sigma^{2}}{n} \underline{f}^{T}(x) B^{-1}(\xi) \underset{f}{f}(x)+\underline{f}^{T}(x) B^{-1}(\xi) \underline{b}(\psi, \xi) \underline{b}^{T}(\psi, \xi) B^{-1}(\xi) \underset{f}{f}(x)
$$

and

$$
\int_{S} M S E(\hat{y}) d x=\frac{\sigma^{2}}{n} \operatorname{tr} A B^{-1}(\xi)+\underline{b}^{T}(\psi, \xi) B^{-1}(\xi) A B^{-1}(\xi) \underline{b}(\psi, \xi)
$$

where $A=\int_{S} \underset{\sim}{f}(x){\underset{\sim}{T}}^{T}(x) d x$.
Let $V(\xi)=\frac{\sigma^{2}}{n} \operatorname{tr} A B^{-1}(\xi)$ and $\operatorname{Bias}(\psi, \xi)=\underline{b}^{T}(\psi, \xi) B^{-1}(\xi) A B^{-1}(\xi) \underline{b}(\psi, \xi)$. We consider the following problem:

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}} V(\xi) \text { subject to } \max _{\psi \in \Psi} \operatorname{Bias}(\psi, \xi) \leq c \tag{5.1.7}
\end{equation*}
$$

where $c$ is a preassigned positive number.
The maximization of $\operatorname{Bias}(\psi, \xi)$ over the class $\Psi$ was done by Huber (1975). The solution to the problem (5.1.7) is the main result in Section 5.4. The problem (5.1.7) can be easily extended to multiple linear regression case, since the maximization of $\operatorname{Bias}(\psi, \xi)$ in multiple linear regression case was solved by Wiens (1990).

We are now going to provide some results which can be used to reduce the problem (5.1.6). For the cases we will consider in Section 5.2 and Section 5.3, we always have

$$
\begin{equation*}
\max _{\psi \in \Psi}\|E(\underline{\theta}-\theta)\|=\sum_{i=0}^{p} c_{i} \mu_{2 i} \tag{5.1.8}
\end{equation*}
$$

where $c_{i}$ 's are some coefficients and $\mu_{2 i}=\int_{-1}^{1} x^{2 i} d \xi(x)$.
Let $V(\phi, c)$ be the set of all design measures satisfying the constraint $\sum_{i=0}^{p} c_{i} \mu_{2 i} \leq$ $c$, where $c$ is a preassigned positive number and the range of $c$ will be specified case by case. We claim the following:

Lemma 5.1.1 (i) $V(\phi, c)$ is convex.
(ii) $\xi(x) \in V(\phi, c)$ if and only if $\xi(-x) \in V(\phi, c)$.

Proof: (i) Let $\xi_{1}, \xi_{2} \in V(\phi, c)$ and $\xi^{*}=\lambda \xi_{1}+(1-\lambda) \xi_{2}$ where $0<\lambda<1$. We have

$$
\begin{aligned}
\sum_{i=0}^{p} c_{i} \mu_{2 i} & =\sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d \xi^{*}(x) \\
& =\sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d\left(\lambda \xi_{1}+(1-\lambda) \xi_{2}\right) \\
& =\lambda \sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d \xi_{1}+(1-\lambda) \sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d \xi_{2} \\
& \leq \lambda c+(1-\lambda) c=c
\end{aligned}
$$

Hence, $\xi^{*} \in V(\phi, c)$.
(ii) Note that

$$
\sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d \xi(-x)=\sum_{i=0}^{p} c_{i} \int_{-1}^{1} x^{2 i} d \xi(x)
$$

Hence, $\xi(x) \in V(\phi, c)$ if and only if $\xi(-x) \in V(\phi, c)$.

Let $D=\left\{\xi_{0}:\left|B^{-1}\left(\xi_{0}\right)\right|=\min _{\xi \in V(\phi, c)}\left|B^{-1}(\xi)\right|\right\}, A=\left\{\xi_{0}: \operatorname{tr} B^{-1}\left(\xi_{0}\right)=\min _{\xi \in V(\phi, c)}\right.$ $\left.\operatorname{tr} B^{-1}(\xi)\right\}$, and $Q=\left\{\xi_{0}: \int_{-1}^{1} d\left(x, \xi_{0}\right) d x=\min _{\xi \in V(\phi, c)} \int_{-1}^{1} d(x, \xi) d x\right\}$, that is, $D, A$, and $Q$ are the sets of bounded bias $D-, A$-, and $Q$-optimal designs respectively. We state the following lemma without proof, since the proof is very similar to the proof of Lemma 4.2.4.

Lemma 5.1.2 (i) $D, A, Q$ are convex sets.
(ii) $\xi(x) \in D, A, Q$ if and only if $\xi(-x) \in D, A, Q$ respectively.

Assume that $\xi_{1}$ is a bounded bias $D-, A$-, or $Q$-optimal design measure and we define $\xi_{2}$ by $\xi_{2}(x)=\xi_{1}(-x)$. The consequence of Lemma 5.1.2 is that there is a symmetrical optimal design, namely $\left(\xi_{1}+\xi_{2}\right) / 2$. The problem (5.1.6) can be further simplified by using Theorem 4.2.5 and Theorem 4.2 .6 as we will see in Section 5.2 and Section 5.3.

### 5.2 Approximately Linear Regression Model with Norm 1 Bounded and Symmetric Contamination Functions

In this section, we consider the one dimensional linear regression model and the class of symmetric design measures on $[-1,1]$. Let $\underline{f}^{T}(x)=(1, x), \underline{\theta}^{T}=\left(\theta_{0}, \theta_{1}\right)$, and $\mathcal{F}_{S}=\{\xi: \xi \in \mathcal{F}, \xi(-x)=\xi(x)\}$. For any $\xi \in \mathcal{F}_{S}$ we have

$$
B(\xi)=\int_{-1}^{1} \underline{f}(x) \underline{f}^{T}(x) d \xi(x)=\left(\begin{array}{cc}
1 & 0 \\
0 & \mu_{2}
\end{array}\right), \quad B^{-1}(\xi)=\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)
$$

and

$$
d(x, \xi)={\underset{f}{ }}^{T}(x) B^{-1}(\xi) \underset{\sim}{f}(x)=(1, x)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{1}{x}=1+\frac{x^{2}}{\mu_{2}}
$$

where $\mu_{2}=\int_{-1}^{1} x^{2} d \xi(x)$. We know that $\mathcal{L}_{D}(\xi)=\frac{1}{\mu_{2}}, \mathcal{L}_{A}(\xi)=1+\frac{1}{\mu_{2}}$, $\mathcal{L}_{Q}(\xi)=2+\frac{2}{3 \mu_{2}}$, and $\mathcal{L}_{G}(\xi)=1+\frac{1}{\mu_{2}}$. Hence, for $\mathcal{L} \in\left\{\mathcal{L}_{D}, \mathcal{L}_{A}, \mathcal{L}_{Q}, \mathcal{L}_{G}\right\}$,

$$
\min _{\xi \in \mathcal{F}_{s}} \mathcal{L}(\xi) \text { subject to } \max _{\psi \in \Psi}\|E(\hat{\theta}-\underline{\theta})\| \leq c
$$

is equivalent to

$$
\max _{\xi \in \mathcal{F}_{s}} \mu_{2} \text { subject to } \max _{\psi \in \Psi}\|E(\underline{\hat{\theta}}-\underline{\theta})\| \leq c .
$$

For the class of contamination functions $\Psi$, we choose

$$
\begin{aligned}
\Psi_{s}(\phi)= & \left\{\psi: \psi(0)=\psi^{\prime}(0)=0, \psi(-x)=\psi(x)\right. \\
& \left.|\psi(x)| \leq \phi(x) \text { on }[-1,1], \text { and } \phi(x)=\sum_{i=1}^{p} a_{2 i} x^{2 i} \geq 0 \text { on }[0,1]\right\}
\end{aligned}
$$

In this case, we have

$$
\begin{aligned}
E[\hat{\theta}-\underline{\theta}] & =B^{-1}(\xi) \underline{b}(\psi, \xi) \\
& =\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{\int \psi d \xi}{\int x \psi d \xi} \\
& =\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{\int \psi d \xi}{0} \\
& =\binom{\int \psi d \xi}{0}
\end{aligned}
$$

and $\|E[\hat{\theta}-\theta]\|=\left|\int \psi(x) d \xi(x)\right|$. It is clear that

$$
\begin{aligned}
\max _{\psi \in \Psi,}\|E[\hat{\theta}-\theta]\| & =\max _{\psi \in \Psi}\left|\int \psi(x) d \xi(x)\right| \\
& \leq \max _{\psi \in \Psi_{s}} \int|\psi(x)| d \xi(x) \\
& \leq \int \phi(x) d \xi(x) \\
& =\int\left(\sum_{i=1}^{p} a_{2 i} x^{2 i}\right) d \xi(x) \\
& =\sum_{i=1}^{p} a_{2 i} \mu_{2 i} .
\end{aligned}
$$

On the other hand, $\phi(x) \in \Psi_{s}(\phi)$. Hence we have

$$
\left.\max _{\psi \in \Psi_{S}} \| E[\underline{\hat{\theta}}-\theta]\right] \|=\int \phi(x) d \xi(x)=\sum_{i=1}^{p} a_{2 i} \mu_{2 i} .
$$

In the case considered here, the problem (5.1.6) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{S}} \mu_{2} \text { subject to } \sum_{i=1}^{p} a_{2 i} \mu_{2 i} \leq c \tag{5.2.1}
\end{equation*}
$$

for some $a_{2 i}$ 's such that $\phi(x)=\sum_{i=1}^{p} a_{2 i} x^{2 i} \geq 0$ on $[-1,1]$.
It is necessary to specify the range of $c$ so that the problem (5.2.1) has feasible solutions. Let

$$
c_{*}=\min _{\xi \in \mathcal{F}_{S}}\left\{\sum_{i=1}^{p} a_{2 i} \mu_{2 i}\right\}, \text { and } c^{*}=\max _{\xi \in \mathcal{F}_{S}}\left\{\sum_{i=1}^{p} a_{2 i} \mu_{2 i}\right\} .
$$

Then (5.2.1) has solutions for any $c_{*} \leq c \leq c^{*}$. (5.2.1) has no solution for $c<c_{*}$. For $c>c^{*},(5.2 .1)$ has the same solution as the unconditional optimal design problem. Hence $c^{*}$ is not the "real upper bound".

We are now seeking the solution of the problem (5.2.1) for some specific choices of $\phi(x)$.

Case I: $\phi(x)=a_{2} x^{2}, a_{2}>0$
When $\phi(x)=a_{2} x^{2}$, the problem (5.2.1) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{S}} \mu_{2} \text { subject to } a_{2} \mu_{2} \leq c . \tag{5.2.2}
\end{equation*}
$$

Denote $\mu_{2}^{*}$ to be the maximum value of $\mu_{2}$ in (5.2.1) and $\xi^{*}$ to be the corresponding design measure. The following result is trivial.

Theorem 5.2.1 In (5.2.1), let $\phi(x)=a_{2} x^{2}$ and $a_{2}>0$. Then we have
(i) $\xi^{*}=\frac{1}{2} \Delta_{ \pm \sqrt{\tau}}$ and $\mu_{2}^{*}=\tau$, where $\tau=\frac{c}{a_{2}}$, if $0<c<a_{2}$
(ii) $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$ and $\mu_{2}^{*}=1$, if $c \geq a_{2}$.

Remark 1. The usual optimal design is $\xi_{0}=\frac{1}{2} \Delta_{ \pm 1}$ which is supported at $\pm 1$. For Case $I$, the violation occurs at $\pm 1$. Hence the bounded bias optimal design $\xi^{*}$ supported at $\pm \sqrt{\tau}$, somehow stays away from $\pm 1$.

Case II: $\phi(x)=a_{2} x^{2}+a_{4} x^{4}, a_{4} \neq 0$
In order to make $\phi(x) \geq 0$ on $[-1,1]$, we must have (i) $a_{4}>0, a_{2} \geq 0$ or (ii) $a_{4}<0, a_{2}+a_{4} \geq 0$. In Case II, the side condition of (5.2.1) is $a_{2} \mu_{2}+a_{4} \mu_{4} \leq c$. It is clear that $c_{*}=0$. We have $c^{*}=a_{2}+a_{4}$ if $a_{4}>0, a_{2} \geq 0$. For the case that $a_{4}<0$, $a_{2}+a_{4} \geq 0$, we have

$$
c^{*}:=\max _{\xi \in \mathcal{F}_{s}}\left\{a_{2} \mu_{2}+a_{4} \mu_{4}\right\}=\max _{\xi \in \mathcal{F}_{0}}\left\{a_{2} \mu_{2}+a_{4} \mu_{4}\right\},
$$

where $\mathcal{F}_{0}=\left\{\xi: \xi=\frac{\alpha}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq x \leq 1\right\}$. The second equality is followed by Theorem 4.2.5. For any $\xi \in \mathcal{F}_{0}$, we have $\mu_{2}=\alpha x$ and $\mu_{4}=\alpha x^{2}$. Hence

$$
\max _{\xi \in \mathcal{F}_{0}}\left\{a_{2} \mu_{2}+a_{4} \mu_{4}\right\}=\max _{(\alpha, x) \in A_{0}}\left\{a_{2} \alpha x+a_{4} \alpha x^{2}\right\}
$$

where $A_{0}=\{(\alpha, x): 0 \leq \alpha \leq 1,0 \leq x \leq 1\}$. We define $L(\alpha, x)=a_{2} \alpha x+a_{4} \alpha x^{2}$, and let

$$
\left\{\begin{array}{c}
\frac{\partial L}{\partial \alpha}=a_{2} x+a_{4} x^{2}:=0 \\
\frac{\partial L}{\partial x}=a_{2} \alpha+2 a_{4} \alpha x:=0
\end{array}\right.
$$

We find that there is no solution in the interior of $A_{0}$. There are four boundary cases. They are (i) $\alpha=0$, (ii) $x=0$, (iii) $\alpha=1$, and (iv) $x=1$. For case (i) and (ii), we have $L(0, x)=L(\alpha, 0)=0$. Case (iii) gives us $L(1, x)=a_{2} x+a_{4} x^{2}$. Let $\frac{d L}{d x}=a_{2}+2 a_{4} x=0$, we get $x=-\frac{a_{2}}{2 a_{4}}$. Under the condition that $a_{4}<0$, $a_{2}+a_{4} \geq 0$, we always have $x=-\frac{a_{2}}{2 a_{4}}>0$. If $-\frac{a_{2}}{2 a_{4}} \leq 1$, i.e. $a_{2}+2 a_{4} \leq 0$, then $L\left(1,-\frac{a_{2}}{2 a_{4}}\right)=a_{2}\left(-\frac{a_{2}}{2 a_{4}}\right)+a_{4}\left(-\frac{a_{2}}{2 a_{4}}\right)^{2}=-\frac{a_{2}^{2}}{4 a_{4}}$. For case (iv), we have $L(\alpha, 1)=$ $a_{2} \alpha+a_{4} \alpha=\left(a_{2}+a_{4}\right) \alpha$. The fact $a_{2}+a_{4} \geq 0$ implies max $L(\alpha, 1)=L(1,1)=a_{2}+a_{4}$. Note that $L\left(1,-\frac{a_{2}}{2 a_{4}}\right)-L(1,1)=-\frac{a_{2}^{2}}{4 a_{4}}-a_{2}-a_{4}=\frac{\left(a_{2}+2 a_{4}\right)^{2}}{-4 a_{4}} \geq 0$. Hence, we have

$$
c^{*}=-\frac{a_{2}^{2}}{4 a_{4}} \text { if } a_{4}<0, a_{2}+a_{4} \geq 0, \text { and } a_{2}+2 a_{4} \leq 0
$$

and

$$
c^{*}=a_{2}+a_{4} \text { if } a_{4}<0, a_{2}+2 a_{4}>0
$$

We summarize these results as the following lemma:

Lemma 5.2.2 (i) $\phi(x)=a_{2} x^{2}+a_{4} x^{4} \geq 0$ on $[-1,1]$ if and only if one of the following is true:
(a) $a_{4}>0$, and $a_{2} \geq 0$; (b) $a_{4}<0$, and $a_{2}+a_{4} \geq 0$.
(ii) When $\phi(x) \geq 0$ on $[-1,1]$, we have $c_{*}=0$ and

$$
c^{*}= \begin{cases}a_{2}+a_{4} & \text { if } a_{4}>0, a_{2} \geq 0, \text { or } a_{4}<0, a_{2}+2 a_{4}>0 \\ -\frac{a_{2}^{2}}{4 a_{4}} & \text { if } a_{4}<0, a_{2}+a_{4} \geq 0, \text { and } a_{2}+2 a_{4} \leq 0\end{cases}
$$

In the case of $\phi(x)=a_{2} x^{2}+a_{4} x^{4}$, the problem (5.2.1) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{S}} \mu_{2} \text { subject to } a_{2} \mu_{2}+a_{4} \mu_{4} \leq c \tag{5.2.3}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{0}} \mu_{2} \text { subject to } a_{2} \mu_{2}+a_{4} \mu_{4} \leq c \tag{5.2.4}
\end{equation*}
$$

Let $\hat{S}_{0}=\left\{\left(\mu_{2}, \mu_{4}\right): \mu_{2}^{2} \leq \mu_{4} \leq \mu_{2}, 0 \leq \mu_{2} \leq 1\right\}$ and $\tilde{S}_{0}=\left\{\left(\mu_{2}, \mu_{4}\right):\left(\mu_{2}, \mu_{4}\right) \in \hat{S}_{0}\right.$, and $\left.a_{2} \mu_{2}+a_{4} \mu_{4} \leq c\right\}$. Let $\left(a_{2}, a_{4}\right)$ satisfy one of the conditions (a), (b) in Lemma 5.2 .2 , and $0<c \leq c^{*}$. It is clear that " $a_{2} \mu_{2}+a_{4} \mu_{4}=c$ " divides $\hat{S}_{0}$ into $\tilde{S}_{0}$ and $\hat{S}_{0} \backslash \tilde{S}_{0}$ where $\tilde{S}_{0} \neq \phi$. Moreover, we have

$$
\begin{equation*}
\mu_{2}^{*}=\max _{\left(\mu_{2}, \mu_{4}\right) \in \tilde{S}_{0}} \mu_{2} \tag{5.2.5}
\end{equation*}
$$

and the design measure $\xi^{*}$ will be the solution to the problem (5.2.3), where $\mu_{2}^{*}=$ $\int x^{2} d \xi^{*}(x)$.

The values of $\mu_{2}^{*}$ and the corresponding design measures $\xi^{*}$ are summarized in the next theorem.

Theorem 5.2.3 In (5.2.1), let $\phi(x)=a_{2} x^{2}+a_{4} x^{4}$, where $\left(a_{2}, a_{4}\right)$ satisfies one of the conditions (a) and (b) in Lemma 5.2.2. Given $0<c \leq c^{*}$, we have
(i) $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$ and $\mu_{2}^{*}=1$, if $a_{2}+a_{4} \leq c$;
(ii) $\xi^{*}=\frac{1}{2} \Delta_{ \pm \sqrt{z}}$ and $\mu_{2}^{*}=z$, where $z=\frac{-a_{2}+\sqrt{a_{2}^{2}+4 a_{4} c}}{2 a_{4}}$, if $a_{2}+a_{4}>c, a_{4}>0$, and $a_{2} \geq 0$;
(iii) $\xi^{*}=\frac{\tau}{2} \Delta_{ \pm 1}+(1-\tau) \Delta_{0}$ and $\mu_{2}^{*}=\tau$, where $\tau=\frac{c}{a_{2}+a_{4}}$, if $a_{2}+a_{4}>c, a_{4}<0$, and $a_{2}+a_{4} \geq 0$.

Proof: It is obvious that $\left(\mu_{2}, \mu_{4}\right)=(1,1) \in \tilde{S}_{0}$ if and only if $a_{2}+a_{4} \leq c$. In this case, we have $\mu_{2}^{*}=\max _{\left(\mu_{2}, \mu_{4}\right) \in \dot{S}_{0}} \mu_{2}=1$ which can be achieved by $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$. This gives us case (i). Next, we consider the situation that $(1,1) \notin \tilde{S}_{0}$, i.e. $a_{2}+a_{4}>c$. Assume $a_{4}>0, a_{2} \geq 0$. Then the side condition becomes $\mu_{4} \leq \frac{c}{a_{4}}-\frac{a_{2}}{a_{4}} \mu_{2}$, and $\mu_{2}^{*}$ is the solution of the system equations $\mu_{4}=\frac{c}{a_{4}}-\frac{a_{2}}{a_{4}} \mu_{2}$, and $\mu_{4}=\mu_{2}^{2}$ (see Figure 5.2.1). We find that $\mu_{2}^{*}=\frac{-a_{2}+\sqrt{a_{2}^{2}+4 a_{4} c}}{2 a_{4}}:=z$, which can be achieved by $\xi^{*}=\frac{1}{2} \Delta_{ \pm \sqrt{z}}$. This is case (ii). For case (iii), i.e. $a_{2}+a_{4}>c, a_{4}<0$, and $a_{2}+a_{4} \geq 0$, the side
condition becomes $\mu_{4} \geq \frac{c}{a_{4}}-\frac{a_{2}}{a_{4}} \mu_{2}$, and $\mu_{2}^{*}$ is the solution of the system equations $\mu_{4}=\frac{c}{a_{4}}-\frac{a_{2}}{a_{4}} \mu_{2}$ and $\mu_{4}=\mu_{2}$, (see Figure 5.2.2). We find $\mu_{2}^{*}=\frac{c}{a_{2}+a_{4}}:=\tau$ and $\mu_{2}^{*}$ can be realized by $\xi^{*}=\frac{\tau}{2} \Delta_{ \pm 1}+(1-\tau) \Delta_{0}$.
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Case III: $\phi(x)=a_{2} x^{2}+a_{4} x^{4}+a_{6} x^{6}, a_{6} \neq 0$
In the case that $\phi(x)=a_{2} x x^{2}+a_{4} x^{4}+a_{6} x^{6}$, the problem (5.2.1) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}} \mu_{2} \text { sulbject to } a_{2} \mu_{2}+a_{4} \mu_{4}+a_{6} \mu_{6} \leq c \tag{5.2.6}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{1}} \mu_{2} \text { subject to } a_{2} \mu_{2}+a_{4} \mu_{4}+a_{6} \mu_{6} \leq c \tag{5.2.7}
\end{equation*}
$$

where $\mathcal{F}_{1}=\left\{\xi: \xi \in \mathcal{F}_{S}, \xi=\frac{\alpha}{2} \Delta_{ \pm 1}+\frac{\beta}{2} \Delta_{ \pm \sqrt{x}}+(1-\alpha-\beta) \Delta_{0}, 0 \leq \alpha \leq 1,0 \leq \beta \leq 1\right.$, $\alpha+\beta \leq 1,0 \leq x \leq 1\}$. The equivalence of (5.2.6) and (5.2.7) follows by Theorem 4.2.6.

Before we solve the problem (5.2.7), we would like to provide a necessary and sufficient condition for $\phi(x) \geq 0$ on $[-1,1]$ in terms of the coefficients of $\phi(x)$, namely $a_{2}, a_{4}$, and $a_{6}$. We state the result as below.

Lemma 5.2.4 Let $\phi(x)=a_{2} x^{2}+a_{4} x^{4}+a_{6} x^{6}$. Then $\phi(x) \geq 0$ on $[-1,1]$ if and only if one of the following is true:
(i) $a_{6}<0, a_{2} \geq 0$, and $a_{2}+a_{4}+a_{6} \geq 0$;
(ii) $a_{6}>0, a_{4} \geq 0$, and $a_{2} \geq 0$;
(iii) $a_{6}>0, a_{4}<0, a_{2}>0, a_{4}+2 a_{6} \geq 0$, and $4 a_{2} a_{6}-a_{4}^{2} \geq 0$;
(iv) $a_{6}>0, a_{4}<0, a_{2}>0, a_{4}+2 a_{6}<0$, and $a_{2}+a_{4}+a_{6} \geq 0$.

Proof: Let $\phi_{0}(x)=a_{2}+a_{4} x^{2}+a_{6} x^{4}$. Then $\phi(x) \geq 0$ on $[-1,1]$ if and only if $\phi_{0}(x) \geq 0$ on $[-1,1]$. We discuss different cases according to the signs of the coefficients of $\phi_{0}(x)$.
(1) $a_{6}<0$

In this case, it is necessary that $a_{2} \geq 0$. Note that $\phi_{0}(x)=0$ has only one pair of solutions

$$
x_{0}= \pm \sqrt{\frac{-a_{4}-\sqrt{a_{4}^{2}-4 a_{2} a_{6}}}{2 a_{6}}} .
$$

It is easy to see that the necessary and sufficient condition for $\phi_{0}(x) \geq 0$ on $[-1,1]$ is $\left|x_{0}\right| \geq 1$ which is equivalent to $a_{2}+a_{4}+a_{6} \geq 0$. In fact, we can simply require $\phi_{0}(1) \geq 0$. Again, we get $a_{2}+a_{4}+a_{6} \geq 0$. This gives us case (i)
(2) $a_{6}>0, a_{4} \geq 0$

It is obvious that the necessary and sufficient condition for $\phi_{0}(x) \geq 0$ on $[-1,1]$ is $a_{2} \geq 0$ which is case (ii).
(3) $a_{6}>0, a_{4}<0$

In this case, it is necessary that $a_{2}>0$. Let $\phi_{0}^{\prime}(x)=2 a_{4} x+4 a_{6} x^{3}:=0$. We get $x=0$, and $x= \pm \sqrt{-\frac{a_{4}}{2 a_{6}}}$. If $\sqrt{-\frac{a_{4}}{2 a_{6}}} \leq 1$, i.e., $a_{4}+2 a_{6} \geq 0$, then we need

$$
\phi_{0}\left(\sqrt{-\frac{a_{4}}{2 a_{6}}}\right)=a_{2}+a_{4}\left(-\frac{a_{4}}{2 a_{6}}\right)+a_{6}\left(-\frac{a_{4}}{2 a_{6}}\right)^{2}=a_{2}-\frac{a_{4}^{2}}{4 a_{6}} \geq 0,
$$

i.e. $4 a_{2} a_{6}-a_{4}^{2} \geq 0$, which gives us case (iii).

If $\sqrt{-\frac{a_{4}}{2 a_{6}}}>1$, i.e. $a_{4}+2 a_{6}<0$, then we need $\phi_{0}(1)=a_{2}+a_{4}+a_{6} \geq 0$. This is
case (iv).

We are now going to find the range of $c$ such that (5.2.7) has feasible solution. The range of $c$ is indicated by the following:

Lemma 5.2.5 Let $\left(a_{2}, a_{4}, a_{6}\right)$ satisfy one of the four conditions (i)-(iv) in Lemma 5.2.4. Let $x_{0}=\frac{-a_{4}-\sqrt{a_{4}^{2}-3 a_{2} a_{6}}}{3 a_{6}}$. Then we have
(i) $c_{*}=0$
(ii) $c^{*}= \begin{cases}\frac{1}{27 a_{6}^{2}}\left(2 a_{4}^{3}+2 a_{4}^{2} \sqrt{a_{4}^{2}-3 a_{2} a_{6}}\right. & \\ \left.-9 a_{2} a_{4} a_{6}-6 a_{2} a_{6} \sqrt{a_{4}^{2}-3 a_{2} a_{6}}\right) & \text { if } 0<x_{0}<1 \\ a_{2}+a_{4}+a_{6} & \text { otherwise }\end{cases}$

Proof: For any $\xi \in \mathcal{F}_{1}$, we have $\mu_{2}=\alpha+\beta x, \mu_{4}=\alpha+\beta x^{2}$, and $\mu_{6}=\alpha+\beta x^{3}$. Let

$$
\begin{aligned}
L(\alpha, \beta, x) & =a_{2}(\alpha+\beta x)+a_{4}\left(\alpha+\beta x^{2}\right)+a_{6}\left(\alpha+\beta x^{3}\right) \\
& =\left(a_{2}+a_{4}+a_{6}\right) \alpha+\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta
\end{aligned}
$$

It is clear that $c_{*}=\min _{(\alpha, \beta, x) \in A} L(\alpha, \beta, x)$ and $c^{*}=\max _{(\alpha, \beta, x) \in A} L(\alpha, \beta, x)$, where $A=\{(\alpha, \beta, x): 0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1,0 \leq x \leq 1\}$. Solving

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=a_{2}+a_{4}+a_{6}:=0 \\
\frac{\partial L}{\partial \beta}=x\left(a_{2}+a_{4} x+a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial x}=\beta\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right):=0
\end{array}\right.
$$

we find that the system of equations has no solution in the interior of $A$. We now consider the boundary cases (i) $\alpha=0$, (ii) $\beta=0$, (iii) $x=0$, (iv) $x=1$, and (v) $\alpha+\beta=1$.
(i) For $\alpha=0$, we have $L(0, \beta, x)=\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta$. Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=x\left(a_{2}+a_{4} x+a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial x}=\beta\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right):=0
\end{array}\right.
$$

The above equations have no solution for $0<x<1$ and $0<\beta<1$. For $\beta=1$, we have $L(0,1, x)=a_{2} x+a_{4} x^{2}+a_{6} x^{3}$. Solving $\frac{d L}{d x}=a_{2}+2 a_{4} x+3 a_{6} x^{2}=0$, we get $x=\frac{-a_{4} \pm \sqrt{a_{4}^{2}-3 a_{2} a_{6}}}{3 a_{6}}$. We denote $x_{0}=\frac{-a_{4}-\sqrt{a_{4}^{2}-3 a_{2} a_{6}}}{3 a_{6}}$ and $x_{1}=$ $\frac{-a_{4}+\sqrt{a_{4}^{2}-3 a_{2} a_{6}}}{3 a_{6}}$. We have to discuss the maximum and minimum values of $L(0,1, x)$ in each of the four cases of Lemma 5.2.4. We assume that $a_{4}^{2}-3 a_{2} a_{6} \geq 0$.
(1) $a_{6}<0, a_{2} \geq 0$, and $a_{2}+a_{4}+a_{6} \geq 0$

In this case, we have $x_{0}>0$ and $x_{1} \leq 0$. It is clear that

$$
\min _{0 \leq x \leq 1} L(0,1, x)=L(0,1,0)=0
$$

and

$$
\max _{0 \leq x \leq 1} L(0,1, x)= \begin{cases}L\left(0,1, x_{0}\right) & \text { if } x_{0}<1 \\ L(0,1,1)=a_{2}+a_{4}+a_{6} & \text { if } x_{0} \geq 1\end{cases}
$$

(2) $a_{6}>0, a_{4} \geq 0$, and $a_{2} \geq 0$

In this case, we have $x_{0}, x_{1} \leq 0$. Hence we have $\frac{d L}{d x} \geq 0$ for $x \geq 0$, and

$$
\min _{0 \leq x \leq 1} L(0,1, x)=L(0,1,0)=0
$$

and

$$
\max _{0 \leq x \leq 1} L(0,1, x)=L(0,1,1)=a_{2}+a_{4}+a_{6}
$$

In Case (3) and (4) of Lemma 5.2.4, we always have $a_{6}>0, a_{4}<0$, and $a_{2}>0$. This implies that $x_{1}>x_{0}>0$. It is clear that

$$
\min _{0 \leq x \leq 1} L(0,1, x)=L(0,1,0)=0
$$

and

$$
\max _{0 \leq x \leq 1} L(0,1, x)= \begin{cases}L\left(0,1, x_{0}\right) & \text { if } 0<x_{0}<1 \\ L(0,1,1)=a_{2}+a_{4}+a_{6} & \text { if } x_{0} \geq 1\end{cases}
$$

We find that

$$
L\left(0,1, x_{0}\right)=\frac{1}{27 a_{6}^{2}}\left(2 a_{4}^{3}+2 a_{4}^{2} \sqrt{a_{4}^{2}-3 a_{2} a_{6}}-9 a_{2} a_{4} a_{6}-6 a_{2} a_{6} \sqrt{a_{4}^{2}-3 a_{2} a_{6}}\right)
$$

If $a_{4}^{2}-3 a_{2} a_{6}<0$, then $L(0,1, x)=a_{2} x+a_{4} x^{2}+a_{6} x^{3}$ is monotone increasing when $a_{6}>0$ and monotone decreasing when $a_{6}<0$. When $L(0,1, x)$ is monotone increasing, we have $\min _{0 \leq x \leq 1} L(0,1, x)=0$ and $\max _{0 \leq x \leq 1} L(0,1, x)=a_{2}+a_{4}+a_{6}$. When $L(0,1, x)$ is monotone decreasing, we have $L(0,1,1)<L(0,1,0)=0$. This is not possible since $\phi(x) \geq 0$ on $[-1,1]$ implies that $\phi(1)=a_{2}+a_{4}+a_{6} \geq 0$.
(ii) For $\beta=0$, we have $L(\alpha, 0, x)=\left(a_{2}+a_{4}+a_{6}\right) \alpha$. It is obvious that min maxx $L(\alpha, 0, x)=L(0,0, x)=0$ and $\max _{0 \leq x \leq 1} L(\alpha, 0, x)=a_{2}+a_{4}+a_{6}$, since $a_{2}+a_{4}+a_{6} \geq 0$ implies that $L(\alpha, 0, x)$ is non-decreasing in $\alpha$.
(iii) For $x=0$, we have $L(\alpha, \beta, 0)=\left(a_{2}+a_{4}+a_{6}\right) \alpha$ which is the same as case (ii).
(iv) For $x=1$, we have $L(\alpha, \beta, 1)=\left(a_{2}+a_{4}+a_{6}\right)(\alpha+\beta):=\left(a_{2}+a_{4}+a_{6}\right) \gamma$, where $\gamma=\alpha+\beta, 0 \leq \gamma \leq 1$. This is similar to the case (ii).
(v) When $\alpha+\beta=1$, we have

$$
\begin{aligned}
L(1-\beta, \beta, x) & =\left(a_{2}+a_{4}+a_{6}\right)(1-\beta)+\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta \\
& =a_{2}+a_{4}+a_{6}+\left[a_{2}(x-1)+a_{4}\left(x^{2}-1\right)+a_{6}\left(x^{3}-1\right)\right] \beta
\end{aligned}
$$

Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=(x-1)\left[a_{2}+a_{4}(x+1)+a_{6}\left(x^{2}+x+1\right)\right]:=0 \\
\frac{\partial L}{\partial x}=\beta\left[a_{2}+2 a_{4} x+3 a_{6} x^{2}\right]:=0
\end{array}\right.
$$

and let $\left(\beta^{*}, x^{*}\right) \in(0,1) \times(0,1)$ be a solution of the above equations. Then we always have $L\left(1-\beta^{*}, \beta^{*}, x^{*}\right)=a_{2}+a_{4}+a_{6}$. Summarizing the above results, we have proved Lemma 5.2.5.

In order to solve the problem (5.2.7), the next lemma is needed. It indicates that the optimal solution of (5.2.7) is achieved on the boundary of the side condition.

Lemma 5.2.6 Let $\left(a_{2}, a_{4}, a_{6}\right)$ satisfy one of the four conditions in Lemma 5.2.4 and $0<c \leq c^{*}$, where $c^{*}$ is indicated in Lemma 5.2.5. If $a_{2}+a_{4}+a_{6}>c$, then (5.2.7) is equivalent to

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{1}} \mu_{2} \text { subject to } a_{2} \mu_{2}+a_{4} \mu_{4}+a_{6} \mu_{6}=c . \tag{5.2.8}
\end{equation*}
$$

Proof: By Lemma 4.2.7, we have
$\hat{S}_{1}=P=\left\{A_{k}: A_{k}\right.$ is the interior and boundary of the triangle with vertices

$$
\left.p_{0}, p_{1}, p_{k}, \quad 0 \leq k \leq 1\right\}
$$

where $p_{0}=(0,0,0), p_{1}=(1,1,1)$, and $p_{k}=\left(k, k^{2}, k^{3}\right)$.
Let $\tilde{S}_{1}=\left\{(x, y, z):(x, y, z) \in \hat{S}_{1}\right.$ and $\left.a_{2} x+a_{4} y+a_{6} z \leq c\right\}=\{(x, y, z):(x, y, z) \in$ $A_{k}$ and $\left.a_{2} x+a_{4} y+a_{6} z \leq c, 0 \leq k \leq 1\right\}$. Let $\pi_{k}: z=-k x+(1+k) y, k \in(0,1)$. Then
$A_{k} \subseteq \pi_{k}$. Using $(x, y, z)$ instead of $\left(\mu_{2}, \mu_{4}, \mu_{6}\right)$, the side condition of (5.2.8) becomes $a_{2} x+a_{4} y+a_{6} z=c$. Projecting

$$
l_{k}:\left\{\begin{array}{l}
z=-k x+(1+k) y \\
a_{2} x+a_{4} y+a_{6} z=c
\end{array}\right.
$$

onto the plane $x O y$, i.e., $z=0$, we have $-k a_{6} x+(1+k) a_{6} y=c-a_{2} x-a_{4} y$, and hence $\left(a_{2}-k a_{6}\right) x+\left[a_{4}+(1+k) a_{6}\right] y=c$. Let $a:=a_{2}-k a_{6}$ and $b:=a_{4}+(1+k) a_{6}$. Then we have $a x+b y=c$. We make the following statement:
$S 1: " \max _{0 \leq x \leq 1}\{x\}$ subject to $(x, y) \in P\left[\tilde{S}_{1} \cap A_{k}\right]$ (or $(x, y, z) \in \tilde{S}_{1} \cap A_{k}$ )
is equivalent to

$$
\left.\max _{0 \leq x \leq 1}\{x\} \text { subject to }(x, y) \in P\left[l_{k} \cap A_{k}\right] \text { (or }(x, y, z) \in l_{k} \cap A_{k}\right) "
$$

Note $P[S]$ refers to the projection of set $S$ onto $x O y$. Note also that, for any possible values of $a_{2}, a_{4}, a_{6}$, and $0 \leq k \leq 1$, the possible signs of $a$ and $b$ are (i) $a>0, b>0$, (ii) $a<0, b>0$, (iii) $a<0, b<0$, (iv) $a>0, b<0$, (v) $a=0$ or $b=0$, and (vi) $a=0$ and $b=0$.

It is obvious that $S 1$ is true in case (i) and case (ii) (see Figure 5.2.3 and Figure 5.2.4). Under the assumption of Lemma 5.2.6, we have $\hat{S}_{1} \cap B \neq \phi$, where $B=$ $\left\{(x, y, z): a_{2} x+a_{4} y+a_{6} z=c\right\}$. Hence $a<0$ and $b<0$ is not possible. In case (iv), we solve

$$
\left\{\begin{array}{l}
\left(a_{2}-k a_{6}\right) x+\left[a_{4}+(1+k) a_{6}\right] y=c \\
y=x
\end{array}\right.
$$

and get

$$
x=\frac{c}{a_{2}-k a_{6}+a_{4}+(1+k) a_{6}}=\frac{c}{a_{2}+a_{4}+a_{6}}<1 .
$$

Hence $S 1$ is also true in this case. (See Figure 5.2.5). For case (v), we have $y=$ $\frac{c}{a_{4}+(1+k) a_{6}}$ when $a=0$, and $x=\frac{c}{a_{2}-k a_{6}}$ when $b=0$. It is clear that in both cases $S^{\prime} 1$ is true. (See Figure 5.2.6 and Figure 5.2.7). In case (vi) we have $a=0$ and $b=0$. Note that $a=0$ implies $a_{2}=k a_{6}$, and $b=0$ implies $a_{4}=-(1+k) a_{6}$. Consequently, we have $a_{2}+a_{4}+a_{6}=k a_{6}-(1+k) a_{6}+a_{6}=0$. This contradicts the assumption that $a_{2}+a_{4}+a_{6}>c \geq 0$.

We have shown that $S 1$ is true for any $k \in[0,1]$ and all the $\left(a_{2}, a_{4}, a_{6}\right)$ values that satisfy the conditions of Lemma 5.2.4 and $0<c \leq c^{*}$. Hence Lemma 5.2.6 is true.
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The consequence of Lemma 5.2 .6 is that the inequality constraint in(5.2.7) becomes an equality constraint. Hence, the method of Lagrange multiplier can be used to solve the problem (5.2.7).

For any $\xi \in \mathcal{F}_{1}$, we have $\mu_{2}=\alpha+\beta x, \mu_{4}=\alpha+\beta x^{2}$, and $\mu_{6}=\alpha+\beta x^{3}$, where $0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1$, and $0 \leq x \leq 1$. Let $A=\{(\alpha, \beta, x): 0 \leq \alpha \leq$ $1,0 \leq \beta \leq 1, \alpha+\beta \leq 1$, and $0 \leq x \leq 1\}$, and $\tilde{A}=\{(\alpha, \beta, x):(\alpha, \beta, x) \in A$, and $\left.a_{2}(\alpha+\beta x)+a_{4}\left(\alpha+\beta x^{2}\right)+a_{6}\left(\alpha+\beta x^{3}\right) \leq c\right\}$, where $\left(a_{2}, a_{4}, a_{6}\right)$ satisfies one of the four conditions in Lemma 5.2.4 and $0<c \leq c^{*}$, where $c^{*}$ is indicated in Lemma 5.2.5. It is obvious that (5.2.7) is equivalent to

$$
\begin{equation*}
\max _{(\alpha, \beta, x) \in A}\{\alpha+\beta x\} \text { subject to } a_{2}(\alpha+\beta x)+a_{4}\left(\alpha+\beta x^{2}\right)+a_{6}\left(\alpha+\beta x^{3}\right) \leq c \tag{5.2.9}
\end{equation*}
$$

Let $\mu_{2}^{*}=\alpha^{*}+\beta^{*} x^{*}$ to be the maximum value of (5.2.9). We have $\mu_{2}^{*}=\max _{(\alpha, \beta, x) \in \bar{A}}$
$\{\alpha+\beta x\}$. Note that $\left(\mu_{2}, \mu_{4}, \mu_{6}\right)=(1,1,1)$ can be attained by design measure $\xi=$ $\frac{1}{2} \Delta_{ \pm 1}$ which corresponds to ( $\alpha_{0}, \beta_{0}, 1$ ) for any $\alpha_{0}, \beta_{0}$ such that $\alpha_{0}+\beta_{0}=1$. Moreover, $\left(\alpha_{0}, \beta_{0}, 1\right) \in \tilde{A}$ if and only if $a_{2}+a_{4}+a_{6} \leq c$, and in this case we have $\mu_{2}^{*}=1$ and the corresponding design measure is $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$.

From now on, we assume that $a_{2}+a_{4}+a_{6}>c$. In this situation, the application of Lemma 5.2.6 will simplify (5.2.9) to be the following:

$$
\begin{equation*}
\max _{(\alpha, \beta, x) \in A}\{\alpha+\beta x\} \text { subject to } a_{2}(\alpha+\beta x)+a_{4}\left(\alpha+\beta x^{2}\right)+a_{6}\left(\alpha+\beta x^{3}\right)=c . \tag{5.2.10}
\end{equation*}
$$

The method of Lagrange multipliers now can be used to solve (5.2.10). Let

$$
L(\alpha, \beta, x, \lambda)=\alpha+\beta x+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right) \alpha+\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta-c\right],
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=1+\lambda\left(a_{2}+a_{4}+a_{6}\right):=0 \\
\frac{\partial L}{\partial \beta}=x+\lambda x\left(a_{2}+a_{4} x+a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial x}=\beta+\lambda \beta\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\left(a_{2}+a_{4}+a_{6}\right) \alpha+\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta-c:=0
\end{array}\right.
$$

We find that the above equations have no solution in the interior of $A$. We now consider the five boundary cases (i) $\alpha=0$, (ii) $\beta=0$, (iii) $x=0$, (iv) $x=1$, and (v) $\alpha+\beta=1$.
(i) $\alpha=0$

In this case, we have $L(0, \beta, x, \lambda)=\beta x+\lambda\left[\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta-c\right]$. Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=x+\lambda x\left(a_{2}+a_{4} x+a_{6} x^{2}\right):=0  \tag{i-1}\\
\frac{\partial L}{\partial x}=\beta+\lambda \beta\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta-c:=0 .
\end{array}\right.
$$

For $x \neq 0$, and $\beta \neq 0$, we can rewrite ( $\mathrm{i}-1$ ) and ( $\mathrm{i}-2$ ) as

$$
\left\{\begin{array}{c}
1+\lambda\left(a_{2}+a_{4} x+a_{6} x^{2}\right)=0  \tag{i-4}\\
1+\lambda\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right)=0
\end{array}\right.
$$

Solving (i-4) and (i-5), we find that $x^{*}=-\frac{a_{4}}{2 a_{6}}$. Put $x^{*}$ into (i-3) and (i-4), we have

$$
\beta^{*}=\frac{c}{x^{*}\left(a_{2}+a_{4} x^{*}+a_{6} x^{* 2}\right)}=\frac{c}{-\frac{a_{4}}{2 a_{6}}\left(a_{2}-\frac{a_{4}^{2}}{2 a_{6}}+\frac{a_{4}^{2}}{4 a_{6}}\right)}=\frac{8 a_{6}^{2} c}{a_{4}\left(a_{4}^{2}-4 a_{2} a_{6}\right)}
$$

and

$$
\lambda^{*}=\frac{-1}{a_{2}+a_{4} x^{*}+a_{6} x^{* 2}}=\frac{-1}{a_{2}-\frac{a_{4}^{2}}{2 a_{6}}+\frac{a_{4}^{2}}{4 a_{6}}}=\frac{4 a_{6}}{a_{4}^{2}-4 a_{2} a_{6}}
$$

If $x^{*}=-\frac{a_{4}}{2 a_{6}} \in(0.1)$, i.e. (1) $a_{6}<0, a_{4}>0$, and $a_{4}+2 a_{6}<0$, or (2) $a_{6}>0, a_{4}<$ 0 , and $a_{4}+2 a_{6}>0$, then we always have $\beta^{*}>0$ (see Lemma 5.2.4 case (i) and case (iii)). Moreover, if we assume that $\beta^{*}=\frac{8 c a_{6}^{2}}{a_{4}\left(a_{4}^{2}-4 a_{2} a_{6}\right)} \leq 1$, then $L\left(0, \beta^{*}, x^{*}, \lambda^{*}\right)=$ $\frac{4 c a_{6}}{4 a_{2} a_{6}-a_{4}^{2}}$ is a possible maximum value of $L(\alpha, \beta, x, \lambda)$. The corresponding design measure is $\xi^{*}=\frac{\beta^{*}}{2} \Delta_{ \pm \sqrt{x^{*}}}+\left(1-\beta^{*}\right) \Delta_{0}$.
(ii) $\beta=0$

When $\beta=0$, we have $L(\alpha, 0, x, \lambda)=\alpha+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right) \alpha-c\right]$. Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=1+\lambda\left(a_{2}+a_{4}+a_{6}\right):=0 \quad \text { (ii-1) } \\
\frac{\partial L}{\partial \lambda}=\left(a_{2}+a_{4}+a_{6}\right) \alpha-c:=0 \quad \text { (ii-2). }
\end{array}\right.
$$

From equations (ii-1) and (ii-2), we find that $\alpha^{*}=\frac{c}{a_{2}+a_{4}+a_{6}}$ and $\lambda^{*}=\frac{-1}{a_{2}+a_{4}+a_{6}}$. Hence, $L\left(\alpha^{*}, 0, x^{*}, \lambda^{*}\right)=\alpha^{*}=\frac{c}{a_{2}+a_{4}+a_{6}}$ is a possible maximum value of $L(\alpha, \beta, x, \lambda)$, and the corresponding design measure is $\xi^{*}=\frac{\alpha^{*}}{2} \Delta_{ \pm 1}+\left(1-\alpha^{*}\right) \Delta_{0}$.

For case (iii), we have : $x=0$, and $L(\alpha, \beta, 0, \lambda)=\alpha+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right) \alpha-c\right]$ which is the same as case (ii). Similarly, for case (iv), we have $x=1$, and $L(\alpha, \beta, 1, \lambda)=$ $\alpha+\beta+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right)(\alpha+\beta)-c\right]=\gamma+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right) \gamma-c\right]$, where $\gamma=\alpha+\beta$. This yields the same maximum value as case (ii).
(v) $\alpha+\beta=1$

In this case, we have $L(1-\beta, \beta, x, \lambda)=1-\beta+\beta x+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right)(1-\beta)+\right.$ $\left.\left(a_{2} x+a_{4} x^{2}+a_{6} x^{3}\right) \beta-c\right]=1+(x-1) \beta+\lambda\left\{\left(a_{2}+a_{4}+a_{6}\right)+\left[a_{2}(x-1)+a_{4}\left(x^{2}-\right.\right.\right.$

1) $\left.\left.+a_{6}\left(x^{3}-1\right)\right] \beta-c\right\}$. Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=(x-1)+\lambda(x-1)\left[a_{2}+a_{4}(x+1)+a_{6}\left(x^{2}+x+1\right)\right]:=0  \tag{iii-1}\\
\frac{\partial L}{\partial x}=\beta+\lambda \beta\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\left(a_{2}+a_{4}+a_{6}\right)+(x-1)\left[a_{2}+a_{4}(x+1)+a_{6}\left(x^{2}+x+1\right)\right] \beta-c:=0
\end{array}\right.
$$

For $x \neq 1$ and $\beta \neq 0$, (iii-1) and (iii-2) can be rewritten as

$$
\left\{\begin{array}{l}
1+\lambda\left[\left(a_{2}+a_{4}+a_{6}\right)+\left(a_{4}+a_{6}\right) x+a_{6} x^{2}\right]=0  \tag{iii-4}\\
1+\lambda\left(a_{2}+2 a_{4} x+3 a_{6} x^{2}\right)=0
\end{array}\right.
$$

Solving (iii-4) and (iii-5), we find that $x^{*}=-\frac{a_{4}+a_{6}}{2 a_{6}}$,

$$
\begin{gathered}
\lambda^{*}=\frac{-1}{a_{2}+2 a_{4} x^{*}+3 a_{6} x^{* 2}} \\
=\frac{-1}{a_{2}-\frac{2 a_{4}\left(a_{4}+a_{6}\right)}{2 a_{6}}+\frac{3\left(a_{4}+a_{6}\right)^{2}}{4 a_{6}}} \\
=\frac{-4 a_{6}}{3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}}, \\
\beta^{*}=\frac{c-\left(a_{2}+a_{4}+a_{6}\right)}{\left(x^{*}-1\right)\left[a_{2}+a_{4}\left(x^{*}+1\right)+a_{6}\left(x^{* 2}+x^{*}+1\right)\right]} \\
=\frac{c-\left(a_{2}+a_{4}+a_{6}\right)}{\left(x^{*}-1\right)\left(a_{2}+2 a_{4} x^{*}+3 a_{6} x^{* 2}\right)} \\
=\frac{c-\left(a_{2}+a_{4}+a_{6}\right)}{\left(-\frac{a_{4}+a_{6}}{2 a_{6}}-1\right)\left[a_{2}-\frac{2 a_{4}\left(a_{4}+a_{6}\right)}{2 a_{6}}+\frac{3 a_{6}\left(a_{4}+a_{6}\right)^{2}}{4 a_{6}^{2}}\right]} \\
=\frac{8 a_{6}^{2}\left(a_{2}+a_{4}+a_{6}-c\right)}{\left(a_{4}+3 a_{6}\right)\left(3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}\right)},
\end{gathered}
$$

and

$$
\alpha^{*}=1-\beta^{*}=\frac{\left(a_{4}+a_{6}\right)\left(a_{6}^{2}+4 a_{2} a_{6}-a_{4}^{2}\right)+8 a_{6}^{2} c}{\left(a_{4}+3 a_{6}\right)\left(3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}\right)}
$$

If we have $x^{*} \in(0,1)$ and $\beta^{*} \in(0,1)$, then $L\left(1-\beta^{*}, \beta^{*}, x^{*}, \lambda^{*}\right)=1+\left(z^{*}-\right.$ 1) $\beta^{*}=\frac{4 a_{6} c-\left(a_{4}+a_{6}\right)^{2}}{3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}}$ is a possible maximum value of $L(\alpha, \beta, x, \lambda)$ and the corresponding design measure is $\xi^{*}=\frac{\alpha^{*}}{2} \Delta_{ \pm 1}+\frac{\beta^{*}}{2} \Delta_{ \pm \sqrt{x^{*}}}$.

We now list some conditions:

C1: $a_{2}+a_{4}+a_{6} \leq c$.
C2: $x^{*}=-\frac{a_{4}}{2 a_{6}} \in(0,1)$ and $\beta^{*}=\frac{8 a_{6}^{2} c}{a_{4}\left(a_{4}^{2}-4 a_{2} a_{6}\right)} \leq 1$.
$(0,1)$.
$\mathrm{C} 3: x^{*}=-\frac{a_{4}+a_{6}}{2 a_{6}} \in(0,1)$ and $\beta^{*}=\frac{8 a_{6}^{2}\left(a_{2}+a_{4}+a_{6}-c\right)}{\left(a_{4}+3 a_{6}\right)\left(3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}\right)} \in$ Furthermore, we define some notations:

N1: $\alpha_{1}^{*}=\frac{c}{a_{2}+a_{4}+a_{6}}, \beta_{1}^{*}=x_{1}^{*}=0, v_{1}^{*}=\frac{c}{a_{2}+a_{4}+a_{6}}$, and $\xi_{1}^{*}=\frac{\alpha_{1}^{*}}{2} \Delta_{ \pm 1}+(1-$ $\left.\alpha_{1}^{*}\right) \Delta_{0}$.

N2: $\quad \alpha_{2}^{*}=0, \beta_{2}^{*}=\frac{8 a_{6}^{2} c}{a_{4}\left(a_{4}^{2}-4 a_{2} a_{6}\right)}, x_{2}^{*}=-\frac{a_{4}}{2 a_{6}}, v_{2}^{*}=\frac{4 a_{6} c}{4 a_{2} a_{6}-a_{4}^{2}}$, and $\xi_{2}^{*}=$ $\frac{\beta_{2}^{*}}{2} \Delta_{ \pm \sqrt{x_{2}^{*}}}+\left(1-\beta_{2}^{*}\right) \Delta_{0}$.

N3: $\alpha_{3}^{*}=\frac{\left(a_{4}+a_{6}\right)\left(a_{6}^{2}+4 a_{2} a_{6}-a_{4}^{2}\right)+8 a_{6}^{2} c}{\left(a_{4}+3 a_{6}\right)\left(3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}\right)}$,

$$
\begin{aligned}
& \beta_{3}^{*}=\frac{8 a_{6}^{2}\left(a_{2}+a_{4}+a_{6}-c\right)}{\left(a_{4}+3 a_{6}\right)\left(3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}\right)}, x_{3}^{*}=-\frac{a_{4}+a_{6}}{2 a_{6}} \\
& v_{3}^{*}=\frac{4 a_{6} c-\left(a_{4}+a_{6}\right)^{2}}{3 a_{6}^{2}+2 a_{4} a_{6}+4 a_{2} a_{6}-a_{4}^{2}}, \text { and } \xi_{3}^{*}=\frac{\alpha_{3}^{*}}{2} \Delta_{ \pm 1}+\frac{\beta_{3}^{*}}{2} \Delta_{ \pm \sqrt{x_{3}^{*}}}
\end{aligned}
$$

We have proved the next theorem which provides the solution to the problem (5.2.7).

Theorem 5.2.7 Let $\left(a_{2}, a_{4}, a_{6}\right)$ satisfy one of the four conditions in Lemma 5.2.4, and $0<c \leq c^{*}$, where $c^{*}$ is indicated in Lemma 5.2.5. The solution to the problem (5.2.7) is provided as follows:
(i) If C1 is true, then $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$ and $\mu_{2}^{*}=1$.
(ii) If C1 is not true, but C2 and C3 are true, then $\mu_{2}^{*}=\max \left\{v_{1}^{*}, v_{2}^{*}, v_{3}^{*}\right\}:=v_{i}^{*}$, and the corresponding design measure is $\xi_{i}^{*}, i \in\{1,2,3\}$.
(iii) If $C 1$ and C2 are not true, but C3 is true, then $\mu_{2}^{*}=\max \left\{v_{1}^{*}, v_{3}^{*}\right\}:=v_{j}^{*}$, and the corresponding design measure is $\xi_{j}^{*}, j \in\{1,3\}$.
(iv) If C1 and C3 are not true, but. C2 is true, then $\mu_{2}^{*}=\max \left\{v_{1}^{*}, v_{2}^{*}\right\}:=v_{k}^{*}$, and the corresponding design measure is $\xi_{k}^{*}, k \in\{1,2\}$.
(v) If C1, C2, and C3 are not true, then $\mu_{2}^{*}=v_{1}^{*}$, and the corresponding design measure is $\xi_{1}^{*}=\frac{\alpha_{1}^{*}}{2} \Delta_{ \pm 1}+\left(1-\alpha_{1}^{*}\right) \Delta_{0}$.

The following corollary is obvious.

Corollary 5.2.8 Let $\phi(x)=a_{2} x^{2}+a_{4} x^{4}+a_{6} x^{6} \geq 0$ on $[-1,1]$, and $a_{2}+a_{4}+a_{6}=0$. Then the solution of the problem (5.2.7) is $\xi^{*}=\frac{\overline{1}}{2} \Delta_{ \pm 1}$, and $\mu_{2}^{*}=1$.

Remark 2. Note that $a_{2}+a_{4}+a_{6}=0$ if and only if $\phi( \pm 1)=0$, i.e. there is no violation at $\pm 1$. Note also that the usual optimal design is supported at $\pm 1$. The implication of Corollary 5.2 .8 is that the bounded bias optimal design will be the same as usual optimal design if the regression model is not violated at $\pm 1$.
Remark 3. For $D-, A-$, and $Q$-optimality, the optimal design we get in Theorem 5.2.7 is not only the optimal design over $\mathcal{F}_{s}$ but also the optimal design over $\mathcal{F}$ as well. This fact follows by Lemma 5.1.2. For G-optimality we can only say that the result in Theorem 5.2.7 is only the optimal design over $\mathcal{F}_{s}$.

Let us define the efficiency of bounded bias optimal design $\xi^{*}$ as the following

$$
e\left(\xi^{*}\right)=\frac{\mathcal{L}\left(\xi^{0}\right)}{\mathcal{L}\left(\xi^{*}\right)}
$$

where $\xi^{0}$ is the usual optimal design and $\mathcal{L} \in\left\{\mathcal{L}_{D}, \mathcal{L}_{A}, \mathcal{L}_{Q}, \mathcal{L}_{G}\right\}$. It is clear that $e\left(\xi^{*}\right)$ is "increasing in $\mu_{2}^{*}$ ". Consider the situation that $\mu_{2}^{*}=\frac{c}{a_{2}+a_{4}+a_{6}}$. For fixed $c, e\left(\xi^{*}\right)$ is decreasing when $\phi(1)=a_{2}+a_{4}+a_{6}$ is increasing; for fixed $\phi(1)=a_{2}+a_{4}+a_{6}$, $e\left(\xi^{*}\right)$ is decreasing when $c$ is decreasing. This implies that we lose efficiency (smaller $e\left(\xi^{*}\right)$ ) to gain more protection on the possible bias (smaller $c$ ) when the amount of model violations at $\pm 1$ are fixed.

### 5.3 Approximately Linear Regression Model with Norm 1 Bounded and Antisymmetric Contamination Functions

In this section, we consider again the one dimensional linear regression model and the class of symmetric design measures on $[-1,1]$. But for the class of contamination functions $\Psi$ we choose

$$
\begin{aligned}
& \Psi_{a}(\phi)=\left\{\psi: \psi(0)=\psi^{\prime}(0)=0, \psi(-x)=-\psi(x),|\psi(x)| \leq|\phi(x)|\right. \\
& \left.\quad \text { on }[-1,1], \text { and } \phi(x)=\sum_{i=1}^{p} a_{2 i+1} x^{2 i+1} \geq 0 \text { on }[0,1]\right\}
\end{aligned}
$$

In the case of antisymmetric contamination, we have

$$
\begin{aligned}
E[\underline{\hat{\theta}}-\theta] & =B^{-1}(\xi) \underline{b}(\psi, \xi) \\
& =\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{\int \psi d \xi}{\int x \psi d \xi} \\
& =\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{0}{\int x \psi d \xi} \\
& =\binom{0}{\frac{1}{\mu_{2}} \int x \psi d \xi}
\end{aligned}
$$

and

$$
\begin{aligned}
\|E[\hat{\theta}-\hat{\theta}]\| & =\left|\frac{1}{\mu_{2}} \int x \psi(x) \xi(x)\right| \\
& \leq \frac{1}{\mu_{2}} \int|x \psi(x)| d \xi(x) \\
& \leq \frac{1}{\mu_{2}} \int|x \phi(x)| d \xi(x) \\
& =\frac{1}{\mu_{2}} \int x \phi(x) d \xi(x)
\end{aligned}
$$

On the other hand, we have $\phi(x) \in \Psi_{a}(\phi)$. Hence

$$
\begin{aligned}
\max _{\psi \in \Psi_{a}}\|E[\hat{\theta}-\underline{\theta}]\| & =\frac{1}{\mu_{2}} \int x \phi(x) d \xi(x) \\
& =\frac{1}{\mu_{2}} \int \sum_{i=1}^{p} a_{2 i+1} x^{2 i+2} d \xi(x) \\
& =\frac{1}{\mu_{2}} \sum_{i=1}^{p} a_{2 i+1} \mu_{2 i+2}
\end{aligned}
$$

Under the case of antisymmetric contamination, the original problem (5.1.6) now becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{s}} \mu_{2} \text { subject to } \frac{1}{\mu_{2}} \sum_{i=1}^{p} a_{2 i+1} \mu_{2 i+2} \leq c \tag{5.3.1}
\end{equation*}
$$

for some $a_{2 i+1}$ 's such that $\phi(x)=\sum_{i=1}^{p} a_{2 i+1} x^{2 i+1} \geq 0$ on $[0,1]$.
We are seeking the solution to the problem (5.3.1) for some specific choice of $\phi(x)$. The situation is very similar to Section 5.2. Hence, we only consider one case, namely when $\phi(x)=a_{3} x^{3}+a_{5} x^{5}$. In this case, the problem (5.3.1) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{s}} \mu_{2} \text { subject to } a_{3} \mu_{4}+a_{5} \mu_{6} \leq c \mu_{2} \tag{5.3.2}
\end{equation*}
$$

It is clear that $\phi(x) \geq 0$ on $[0,1]$ if and only if $\phi_{1}(x):=a_{3}+a_{5} x^{2} \geq 0$ on $[0,1]$ if and only if (i) $a_{5}>0, a_{3} \geq 0$; or (ii) $a_{5}<0, a_{3}+a_{5} \geq 0$. Again we define $c_{*}=\inf _{\xi \in \mathcal{F}_{S}}\left\{\frac{1}{\mu_{2}}\left(a_{3} \mu_{4}+a_{5} \mu_{6}\right)\right\}$ and $c^{*}=\max _{\xi \in \mathcal{F}_{S}}\left\{\frac{1}{\mu_{2}}\left(a_{3} \mu_{4}+a_{5} \mu_{6}\right)\right\}$. It follows by Theorem 4.2.6 that we have

$$
c_{*}=\inf _{(\alpha, \beta, x) \in A}\left\{\frac{a_{3}\left(\alpha+\beta x^{2}\right)+a_{5}\left(\alpha+\beta x^{3}\right)}{\alpha+\beta x}\right\}
$$

and

$$
c^{*}=\max _{(\alpha, \beta, x) \in A}\left\{\frac{a_{3}\left(\alpha+\beta x^{2}\right)+a_{5}\left(\alpha+\beta x^{3}\right)}{\alpha+\beta x}\right\},
$$

where $A=\{(\alpha, \beta, x): 0 \leq \alpha \leq 1,0 \leq \beta \leq 1, \alpha+\beta \leq 1$, and $0 \leq x \leq 1\}$. For $c_{*}$, we use "inf" instead of "min", because $c_{*}$ is not achievable. We define

$$
L(\alpha, \beta, x)=\frac{a_{3}\left(\alpha+\beta x^{2}\right)+a_{5}\left(\alpha+\beta x^{3}\right)}{\alpha+\beta x}=\frac{\left(a_{3}+a_{5}\right) \alpha+\left(a_{3} x^{2}+a_{5} x^{3}\right) \beta}{\alpha+\beta x} .
$$

We exclude the cases when $\alpha=0, \beta=0$, or $\alpha=0, x=0$, where $L(\alpha, \beta, x)$ is
undefined. Let

$$
\left\{\begin{align*}
& \frac{\partial L(\alpha, \beta, x)}{\partial \alpha}= \frac{1}{(\alpha+\beta x)^{2}}\left\{(\alpha+\beta x)\left(a_{3}+a_{5}\right)-\left[\left(a_{3}+a_{5}\right) \alpha+\left(a_{3} x^{2}+a_{5} x^{3}\right) \beta\right]\right\}  \tag{i-1}\\
&= \frac{1}{(\alpha+\beta x)^{2}}\left[\beta x\left(a_{3}+a_{5}\right)-\beta x^{2}\left(a_{3}+a_{5} x\right)\right] \\
&= \frac{\beta x}{(\alpha+\beta x)^{2}}\left(a_{3}+a_{5}-a_{3} x-a_{5} x^{2}\right) \\
&= \frac{\beta x(1-x)}{(\alpha+\beta x)^{2}}\left(a_{3}+a_{5}+a_{5} x\right) \\
&:=0 \\
& \frac{\partial L(\alpha, \beta, x)}{\partial \beta}= \frac{1}{(\alpha+\beta x)^{2}}\left\{(\alpha+\beta x)\left(a_{3} x^{2}+a_{5} x^{3}\right)\right. \\
& \frac{\left.-\left[\left(a_{3}+a_{5}\right) \alpha+\left(a_{3} x^{2}+a_{5} x^{3}\right) \beta\right] x\right\}}{(\alpha+\beta x)^{2}}\left[\alpha\left(a_{3} x+a_{5} x^{2}\right)-\left(a_{3}+a_{5}\right) \alpha\right] \\
&= \frac{\alpha x(x-1)}{(\alpha+\beta x)^{2}}\left(a_{3}+a_{5}+a_{5} x\right) \\
&:= 0 \\
& \frac{\partial L(\alpha, \beta, x)}{\partial x}= \frac{1}{(\alpha+\beta x)^{2}}\left\{(\alpha+\beta x) \beta\left(2 a_{3} x+3 a_{5} x^{2}\right)\right. \\
& \frac{\left.-\left[\left(a_{3}+a_{5}\right) \alpha+\left(a_{3} x^{2}+a_{5} x^{3}\right) \beta\right] \beta\right\}}{=} \frac{\beta}{(\alpha+\beta x)^{2}}\left(2 a_{3} \alpha x+3 a_{5} \alpha x^{2}+a_{3} \beta x^{2}+2 a_{5} \beta x^{3}-a_{3} \alpha-a_{5} \alpha\right) \\
&:=
\end{align*}\right.
$$

From (i-1) and (i-2), we find $x^{*}=-\frac{a_{3}+a_{5}}{a_{5}}$. Let $x^{*} \in(0,1)$, we get $a_{5}<0, a_{3}+a_{5}>0$, and $a_{3}+2 a_{5}<0$. Put $x^{*}$ into (i-3), we have

$$
\begin{aligned}
& 2 a_{3} \alpha\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)+\left(3 a_{5} \alpha+a_{3} \beta\right)\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)^{2}+2 a_{5} \beta\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)^{3}-\left(a_{3}+a_{5}\right) \alpha \\
& \quad=\frac{\left(a_{3}+a_{5}\right)}{a_{5}^{2}}\left(-2 a_{3} a_{5} \alpha+3 a_{3} a_{5} \alpha+3 a_{5}^{2} \alpha+a_{3}^{2} \beta+a_{3} a_{5} \beta-2 a_{3}^{2} \beta-4 a_{3} a_{5} \beta-2 a_{5}^{2} \beta-a_{5}^{2} \alpha\right) \\
& \quad=\frac{\left(a_{3}+a_{5}\right)}{a_{5}^{2}}\left[a_{5}\left(a_{3}+2 a_{5}\right) \alpha-\left(a_{3}^{2}+3 a_{3} a_{5}+2 a_{5}^{2}\right) \beta\right] \\
& \quad=\frac{1}{a_{5}^{2}}\left(a_{3}+a_{5}\right)\left(a_{3}+2 a_{5}\right)\left[a_{5} \alpha-\left(a_{3}+a_{5}\right) \beta\right] \neq 0
\end{aligned}
$$

since $a_{3}+a_{5}>0, a_{3}+2 a_{5}<0$, and $a_{5} \alpha-\left(a_{3}+a_{5}\right) \beta<0\left(\right.$ Note that $\left.a_{5}<0\right)$.

Therefore the system of equations (i-1), (i-2), and (i-3) has no solution in the interior of $A$. There are five boundary cases to be considered.
(i) $\alpha=0$

In this case, we have $L(0, \beta, x)=\left(a_{3}+a_{5} x\right) x$. Let $\frac{d L}{d x}=a_{3}+2 a_{5} x=0$; then we have $x^{*}=-\frac{a_{3}}{2 a_{5}}$. If $x^{*}=-\frac{a_{3}}{2 a_{5}} \in(0,1)$, then $L\left(0, \beta, x^{*}\right)=\left(a_{3}+a_{5} \cdot \frac{-a_{3}}{2 a_{5}}\right)\left(-\frac{a_{3}}{2 a_{5}}\right)=$ $-\frac{a_{3}^{2}}{4 a_{5}}$ is a possible maximum value of $L(\alpha, \beta, x)$.

For the cases (ii) $\beta=0$, (iii) $x=0$, and (iv) $x=1$, we have $L(\alpha, 0, x)=$ $L(\alpha, \beta, 0)=L(\alpha, \beta, 1)=a_{3}+a_{5}$.
(v) $\alpha+\beta=1$

In this case, we have

$$
\begin{aligned}
L(1-\beta, \beta, x) & =\frac{\left(a_{3}+a_{5}\right)(1-\beta)+\left(a_{3} x^{2}+a_{5} x^{3}\right) \beta}{1-\beta+\beta x} \\
& =\frac{\left(a_{3}+a_{5}\right)+\left[a_{3}\left(x^{2}-1\right)+a_{5}\left(x^{3}-1\right)\right] \beta}{1+\beta(x-1)}
\end{aligned}
$$

. Let

$$
\begin{align*}
\frac{\partial L}{\partial \beta}= & \frac{1}{[1+\beta(x-1)]^{2}}\left\{[1+\beta(x-1)]\left[a_{3}\left(x^{2}-1\right)+a_{5}\left(x^{3}-1\right)\right]\right. \\
& \left.-\left[\left(a_{3}+a_{5}\right)+\left(a_{3}\left(x^{2}-1\right)+a_{5}\left(x^{3}-1\right)\right) \beta\right](x-1)\right\} \\
& \frac{x(x-1)\left(a_{3}+a_{5}+a_{5} x\right)}{[1+\beta(z-1)]^{2}}:=0 \tag{ii-1}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial L}{\partial x}= & \frac{1}{[1+\beta(x-1)]^{2}}\left\{[1+\beta(x-1)] \beta\left[2 a_{3} x+3 a_{5} x^{2}\right]\right. \\
& \left.-\left[\left(a_{3}+a_{5}\right)+\left(a_{3}\left(x^{2}-1\right)+a_{5}\left(x^{3}-1\right)\right) \beta\right] \beta\right\} \\
= & \frac{\beta}{[1+\beta(x-1)]^{2}}\left[(1-\beta)\left(2 a_{3} x+3 a_{5} x^{2}-a_{3}-a_{5}\right)+\beta\left(a_{3}+2 a_{5} x\right) x^{2}\right]:=0 \tag{ii-2}
\end{align*}
$$

From (ii-1), we find $x^{*}=-\frac{a_{3}+a_{5}}{a_{5}}$. Let $x^{*} \in(0,1)$; then we get $a_{5}<0, a_{3}+a_{5}>0$,
and $a_{3}+2 a_{5}<0$. Putting $x^{*}$ into (ii-2), we have

$$
\begin{align*}
& (1-\beta)\left[2 a_{3}\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)+3 a_{5}\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)^{2}-\left(a_{3}+a_{5}\right)\right] \\
& \quad \quad+\beta\left[a_{3}+2 a_{5}\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)\right]\left(-\frac{a_{3}+a_{5}}{a_{5}}\right)^{2} \\
& =\frac{(1-\beta)\left(a_{3}+a_{5}\right)}{a_{5}}\left[-2 a_{3}+3\left(a_{3}+a_{5}\right)-a_{5}\right]+\frac{\beta\left(a_{3}+a_{5}\right)^{2}}{a_{5}^{2}}\left(a_{3}-2 a_{3}-2 a_{5}\right) \\
& =\frac{(1-\beta)\left(a_{3}+a_{5}\right)}{a_{5}}\left(a_{3}+2 a_{5}\right)-\frac{\beta\left(a_{3}+a_{5}\right)^{2}}{a_{5}^{2}}\left(a_{3}+2 a_{5}\right) \\
& =\frac{1}{a_{5}^{2}}\left(a_{3}+a_{5}\right)\left(a_{3}+2 a_{5}\right)\left[a_{5}(1-\beta)-\left(a_{3}+a_{5}\right) \beta\right] \\
& =\frac{1}{a_{5}^{2}}\left(a_{3}+a_{5}\right)\left(a_{3}+2 a_{5}\right)\left[a_{5}-\left(a_{3}+2 a_{5}\right) \beta\right]:=0 . \tag{ii-3}
\end{align*}
$$

From (ii-3), we find $\beta^{*}=\frac{a_{5}}{a_{3}+2 a_{5}}$. Let $\beta^{*}<1$; then we get $a_{5}>a_{3}+2 a_{5}$, i.e., $a_{3}+a_{5}<0$, which is a contradiction. Note that the case of $\beta^{*}=1$ corresponds to $x^{*}=0$ and $\alpha^{*}=0$ which has been excluded. Hence, there is no extreme value in case (v).

Note that

$$
\left(a_{3}+a_{5}\right)-\left(-\frac{a_{3}^{2}}{4 a_{5}}\right)=\frac{4 a_{3} a_{5}+4 a_{5}^{2}+a_{3}^{2}}{4 a_{5}}=\frac{\left(a_{3}+2 a_{5}\right)^{2}}{4 a_{5}}<0
$$

if $a_{5}<0$. Hence, we have the conclusion,

$$
c^{*}= \begin{cases}-\frac{a_{3}^{2}}{4 a_{5}} & \text { if } x^{*}=-\frac{a_{3}}{2 a_{5}} \in(0,1] \text { i.e. } a_{5}<0 \text { and } a_{3}+2 a_{5} \leq 0 \\ a_{3}+a_{5} & \text { otherwise. }\end{cases}
$$

Note also, we have $L(\alpha, \beta, x) \geq 0$, and $\lim _{x \rightarrow 0} L(0,1, x)=\lim _{x \rightarrow 0}\left(a_{3}+a_{5} x\right) x=0$. Hence $c_{*}=0$. We have proved the next lemma.

Lemma 5.3.1 (i) $\varphi(x)=a_{3} x^{3}+a_{5} x^{5} \geq 0$ on $[0,1]$ if and only if one of the following is true: (a) $a_{5}>0$, and $a_{3} \geq 0$; (b) $a_{5}<0$, and $a_{3}+a_{5} \geq 0$.
(ii) When $\varphi(x) \geq 0$ on $[0,1]$, we have $c_{*}=0$, and

$$
c^{*}= \begin{cases}a_{3}+a_{5} & \text { if } a_{5}>0, a_{3} \geq 0, \text { or } a_{5}<0, a_{3}+2 a_{5}>0 \\ -\frac{a_{3}^{2}}{4 a_{5}} & \text { if } a_{5}<0, a_{3}+a_{5} \geq 0, \text { and } a_{3}+2 a_{5} \leq 0\end{cases}
$$

Similar to Lemma 5.2.6, we indicate that the optimal solution to the problem (5.3.2) is achieved on the boundary of the side condition of (5.3.2). We formally state this fact as the next Lemma.

Lemma 5.3.2 Let $\left(a_{3}, a_{5}\right)$ satisfy one of the two conditions (a) and (b) in Lemma 5.3.1, and $0<c \leq c^{*}$ where $c^{*}$ is indicated in Lemma 5.3.1 (ii). If $a_{3}+a_{5}>c$, then (5.3.2) is equivalent to

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{1}} \mu_{2} \text { subject to } a_{3} \mu_{4}+a_{5} \mu_{6}=c \mu_{2} . \tag{5.3.3}
\end{equation*}
$$

Proof: By Lemma 4.2.7, we have

$$
\begin{gathered}
\hat{S}_{1}=P=\left\{A_{k}: A_{k}\right. \text { is the interior and boundary of the triangle } \\
\text { with vertices } \left.p_{0}, p_{1}, p_{k}, 0 \leq k \leq 1\right\}
\end{gathered}
$$

where $p_{0}=(0,0,0), p_{1}=(1,1,1)$, and $p_{k}=\left(k, k^{2}, k^{3}\right)$. Let $\tilde{S}_{1}=\{(x, y, z):(x, y, z) \in$ $\hat{S}_{1}$ and $\left.a_{3} y+a_{5} z \leq c x\right\}=\left\{(x, y, z):(x, y, z) \in A_{k}\right.$ and $\left.a_{3} y+a_{5} z \leq c x, 0 \leq k \leq 1\right\}$. Let $\pi_{k}: z=-k x+(1+k) y, k \in(0,1)$. Then we have $A_{k} \subseteq \pi_{k}$. Using $(x, y, z)$ instead of ( $\mu_{2}, \mu_{4}, \mu_{6}$ ), the side condition of (5.3.3) becomes $a_{3} y+a_{5} z=c x$. Projecting

$$
l_{k}:\left\{\begin{array}{l}
z=-k x+(1+k) y \\
a_{3} y+a_{5} z=c x
\end{array}\right.
$$

onto the plane $x O y$, i.e., $z=0$, we have $a_{3} y+a_{5}[-k x+(1+k) y]=c x$ and hence $\left[a_{3}+a_{5}(1+k)\right] y=\left(c+a_{5} k\right) x$. Let $a=c+a_{5} k, b=a_{3}+a_{5}(1+k)$. Then we have $P\left[l_{k}\right]: a x=b y$, where $P[S]$ refers to the projection of set $S$ onto the plane $x O y$. We make a statement as follows:

$$
\left.S 2: " \max _{0 \leq x \leq 1}\{x\} \text { subject to }(x, y) \in P\left[\tilde{S}_{1} \cap A_{k}\right] \text { (or }(x, y, z) \in \tilde{S}_{1} \cap A_{k}\right)
$$

is equivalent to

$$
\left.\max _{0 \leq x \leq 1}\{x\} \text { subject to }(x, y) \in P\left[l_{k} \cap A_{k}\right] \text { (or }(x, y, z) \in l_{k} \cap A_{k}\right) \text { ". }
$$

If for some $k \in[0,1]$, we have one of the following: (i) $a=0$, (ii) $b=0$, (iii) $a b<0$, or (iv) $a b>0$ but the slope of $P\left[l_{k}\right]$ is greater than 1 or less than $k$. Then
$P\left[l_{k}\right] \cap P\left[A_{k}\right]=\{(0,0)\}$. Hence $\tilde{S}_{1} \cap A_{k}=\{(0,0,0)\}$. In this case, it is trivial that $S 2$ is true. If for some $k \in[0,1]$, we have (v) $a b>0$ and the slope of $P\left[l_{k}\right]$ is greater or equal to $k$ and less than 1 , again $S 2$ is obviously true (see Figure 5.3.1). Note that $c+a_{5} k=a_{3}+a_{5}(1+k)$ implies that $c=a_{3}+a_{5}$ which contradicts to $a_{3}+a_{5}>c$. Hence $a=b$ will not occur, i.e. the slop of $P\left[l_{k}\right]$ will never be 1 . Also, $a=b=0$ will never occur.

We have shown that $S 2$ is true for any $k \in[0,1]$. Therefore, we have proved Lemma 5.3.2.


Figure 5.3.1
We are now going to find the solution to the problem (5.3.2). Similar to the proof of Theorem 5.2.7, we have $\mu_{2}^{*}=1$ if and only if $a_{3}+a_{5} \leq c$. The corresponding design measure is $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$.

From now on, we assume that $a_{3}+a_{5}>0$. In this case, the application of Theorem 4.2.6 and Lemma 5.3 .2 will simplify the problem (5.3.2) to be the following:

$$
\begin{equation*}
\max _{(\alpha, \beta, x) \in A}\{\alpha+\beta x\} \text { subject to } c(\alpha+\beta x)-a_{3}\left(\alpha+\beta x^{2}\right)-a_{5}\left(\alpha+\beta x^{3}\right)=0 \tag{5.3.4}
\end{equation*}
$$

The method of Lagrange multipliers now can be used to solve (5.3.4). Let

$$
\begin{aligned}
L(\alpha, \beta, x, \lambda) & =\alpha+\beta x+\lambda\left[c(\alpha+\beta x)-a_{3}\left(\alpha+\beta x^{2}\right)-a_{5}\left(\alpha+\beta x^{3}\right)\right] \\
& =\alpha+\beta x+\lambda\left[\left(c-a_{3}-a_{5}\right) \alpha+\left(c x-a_{3} x^{2}-a_{5} x^{3}\right) \beta\right],
\end{aligned}
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \alpha}=1+\lambda\left(c-a_{3}-a_{5}\right):=0 \\
\frac{\partial L}{\partial \beta}=x+\lambda x\left(c-a_{3} x-a_{5} x^{2}\right):=0 \\
\frac{\partial L}{\partial L}=\beta+\lambda \beta\left(c-2 a_{3} x-3 a_{5} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\left(c-a_{3}-a_{5}\right) \alpha+\left(c x-a_{3} x^{2}-a_{5} x^{3}\right):=0
\end{array}\right.
$$

We find that the above system of equations has no solution in the interior of $A$. There are five boundary cases to be considered. They are (i) $\alpha=0$, (ii) $\beta=0$, (iii) $x=0$, (iv) $x=1$, and (v) $\alpha+\beta=1$.
(i) $\alpha=0$

In this case, we have $L(0, \beta, x, \lambda)=\beta x+\lambda \beta\left(c x-a_{3} x^{2}-a_{5} x^{3}\right)$. Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=x+\lambda x\left(c-a_{3} x-a_{5} x^{2}\right):=0  \tag{i-1}\\
\frac{\partial L}{\partial x}=\beta+\lambda \beta\left(c-2 a_{3} x-3 a_{5} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\beta x\left(c-a_{3} x-a_{5} x^{2}\right):=0
\end{array}\right.
$$

Note that (i-1) and (i-3) contradict each other when $\beta \neq 0$ or $z \neq 0$. For the special case when $\alpha=0$ and $\beta=1$, we have $L(0,1, x, \lambda)=x+\lambda\left(c x-a_{3} x^{2}-a_{5} x^{3}\right)$, and

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial x}=1+\lambda\left(c-2 a_{3} x-3 a_{5} x^{2}\right):=0  \tag{i-4}\\
\frac{\partial L}{\partial \lambda}=x\left(c-a_{3} x-a_{5} x^{2}\right):=0
\end{array}\right.
$$

Solving (i-4) and (i-5), we find $x_{1}=\frac{-a_{3}-\sqrt{a_{3}^{2}+4 a_{5} c}}{2 a_{5}}$ and $x_{2}=\frac{-a_{3}+\sqrt{a_{3}^{2}+4 a_{5} c}}{2 a_{5}}$. When $\left(a_{3}, a_{5}\right)$ and $c$ satisfy the restriction in Lemma 5.3.1, we always have $x_{2} \in[0,1]$, and $x_{1}<0$, or $x_{1}>1$. Let $x^{*}=x_{2}$. Then $L\left(0,1, x^{*}, \lambda\right)=x^{*}$ is a possible maximum value of $L(\alpha, \beta, x, \lambda)$.

For the cases: (ii) $\beta=0$, (iii) $x=0$, and (iv) $x=1$, we have $L(\alpha, 0, x, \lambda)=$ $L(\alpha, \beta, 0, \lambda)=\alpha+\lambda\left(c-a_{3}-a_{5}\right) \alpha$ and $L(\alpha, \beta, 1, \lambda)=\alpha+\beta+\lambda\left(c-a_{3}-a_{5}\right)(\alpha+\beta)$. We find no maximum values in these cases.
(v) $\alpha+\beta=1$

In this case, we have $L(1-\beta, \beta, x, \lambda)=1-\beta+\beta x+\lambda\left[\left(c-a_{3}-a_{5}\right)(1-\beta)+(c x-\right.$ $\left.\left.a_{3} x^{2}-a_{5} x^{3}\right) \beta\right]=1+\beta(x-1)+\lambda\left\{\left(c-a_{3}-a_{5}\right)+\beta(x-1)\left[c-a_{3}(x+1)-a_{5}\left(x^{2}+x+1\right)\right]\right\}$.

Let

$$
\left\{\begin{array}{l}
\frac{\partial L}{\partial \beta}=(x-1)+\lambda(x-1)\left[c-a_{3}(x+1)-a_{5}\left(x^{2}+x+1\right)\right]:=0  \tag{ii-1}\\
\frac{\partial L}{\partial x}=\beta+\lambda \beta\left(c-2 a_{3} x-3 a_{5} x^{2}\right):=0 \\
\frac{\partial L}{\partial \lambda}=\left(c-a_{3}-a_{5}\right)+\beta(x-1)\left[c-a_{3}(x+1)-a_{5}\left(x^{2}+x+1\right)\right]:=0 .
\end{array}\right.
$$

From (ii-1) and (ii-2), we get $c-2 a_{3} x-3 a_{5} x^{2}=c-a_{3}(x+1)-a_{5}\left(x^{2}+x+1\right)$, and hence $(x-1)\left(x+\frac{a_{3}+a_{5}}{2 a_{5}}\right)=0$. Let $x^{*}=-\frac{a_{3}+a_{5}}{2 a_{5}} \in(0,1)$. Then we have $a_{5}<0$ and $a_{3}+3 a_{5}<0$. Putting $x^{*}$ into (ii-3), we find

$$
\begin{aligned}
\beta^{*} & =\frac{a_{3}+a_{5}-c}{\left(x^{*}-1\right)\left[c-a_{3}\left(x^{*}+1\right)-a_{5}\left(x^{* 2}+x^{*}+1\right)\right]} \\
& =\frac{a_{3}+a_{5}-c}{\left(x^{*}-1\right)\left[c-2 a_{3} x^{*}-3 a_{5} x^{* 2}\right]} \\
& =\frac{a_{3}+a_{5}-c}{\left(-\frac{a_{3}+a_{5}}{2 a_{5}}-1\right)\left[c-2 a_{3}\left(-\frac{a_{3}+a_{5}}{2 a_{5}}\right)-3 a_{5}\left(-\frac{a_{3}+a_{5}}{2 a_{5}}\right)^{2}\right]} \\
& =\frac{8 a_{5}^{2}\left(c-a_{3}-a_{5}\right)}{\left(a_{3}+3 a_{5}\right)\left(a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c\right)} .
\end{aligned}
$$

It is easy to see that $\beta^{*}>0$. If we also have $\beta^{*}<1$, then

$$
\begin{aligned}
L\left(1-\beta^{*}, \beta^{*}, x^{*}, \lambda^{*}\right) & =1-\beta^{*}+\beta^{*} x^{*} \\
& =\frac{\left(a_{3}+a_{5}\right)^{2}}{a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c}
\end{aligned}
$$

is also a possible maximum value of $L(\alpha, \beta, x, \lambda)$.
We introduce the following conditions:
C1: $a_{3}+a_{5} \leq c$.
$\mathrm{C} 2: x^{*}=-\frac{a_{3}+a_{5}}{2 a_{5}} \in(0,1)$ and $\beta^{*}=\frac{8 a_{5}^{2}\left(c-a_{3}-a_{5}\right)}{\left(a_{3}+3 a_{5}\right)\left(a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c\right)}<1$.
Furthermore, we define the following notations:
N1: $\alpha_{1}^{*}=0, \beta_{1}^{*}=1, x_{1}^{*}=\frac{-a_{3}+\sqrt{a_{3}^{2}+4 a_{5} c}}{2 a_{5}}, v_{1}^{*}=\frac{-a_{3}+\sqrt{a_{3}^{2}+4 a_{5} c}}{2 a_{5}}$, and $\xi_{1}^{*}=\frac{1}{2} \Delta_{ \pm \sqrt{x_{1}^{*}}}$.
$\mathrm{N} 2: \alpha_{2}^{*}=\frac{\left(a_{3}+a_{5}\right)\left(a_{3}^{2}-a_{5}^{2}+4 a_{5} c\right)}{\left(a_{3}+3 a_{5}\right)\left(a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c\right)}, \beta_{2}^{*}=\frac{8 a_{5}^{2}\left(c-a_{3}-a_{5}\right)}{\left(a_{3}+3 a_{5}\right)\left(a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c\right)}$,
$x_{2}^{*}=-\frac{a_{3}+a_{5}}{2 a_{5}}, v_{2}^{*}=\frac{\left(a_{3}+a_{5}\right)^{2}}{a_{3}^{2}-2 a_{3} a_{5}-3 a_{5}^{2}+4 a_{5} c}$, and $\xi_{2}^{*}=\frac{\alpha_{2}^{*}}{2} \Delta_{ \pm 1}+\frac{\beta_{2}^{*}}{2} \Delta_{ \pm \sqrt{x_{2}^{*}}}$.
We have proved the next theorem which provides the solution to the problem (5.3.2).

Theorem 5.3.3 Let $\left(a_{3}, a_{5}\right)$ satisfy one of the two conditions (a) and (b) in Lemma 5.3.1 (i), and $0<c \leq c^{*}$, where $c^{*}$ is indicated in Lemma 5.3.1 (ii). The solution to the problem (5.3.2) is the following:
(i) If $C 1$ is true, then $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$ and $\mu_{2}^{*}=1$.
(ii) If $C 1$ is not true, but C2 is true, then $\mu_{2}^{*}=\max \left\{v_{1}^{*}, v_{2}^{*}\right\}:=v_{i}^{*}$, and the corresponding design measure is $\xi_{i}, i \in\{1,2\}$.
(iii) If both C1 and C2 are not true, then $\mu_{2}^{*}=v_{1}^{*}$, and the corresponding design measure is $\xi_{1}^{*}=\frac{1}{2} \Delta_{ \pm \sqrt{x_{1}^{*}}}$.

The following corollary is obviously true.
Corollary 5.3.4 Let $\varphi(x)=a_{3} x^{3}+a_{5} x^{5} \geq 0$ on $[0,1]$ and $a_{3}+a_{5}=0$. Then the solution of the problem (5.3.2) is $\xi^{*}=\frac{1}{2} \Delta_{ \pm 1}$, and $\mu_{2}^{*}=1$.

### 5.4 Approximately Linear Regression Models with Norm 2 bounded Contamination Functions

In this section, we consider the problem of bounded bias optimal designs of approximately linear and multiple linear regression models with different class of $\mathcal{F}$ and $\Psi$ as we discussed in Section 5.2 and Section 5.3. We define

$$
\Psi=\left\{\psi(x): \int_{S} \psi^{2}(x) d x \leq \eta^{2}, \int_{S} f(x) \psi(x) d x=0\right\}
$$

where $\eta$ is a preassigned constant and the side condition $\int_{S} \underline{f}(x) \psi(x) d x=\underline{0}$ is to insure the identifiability of the parameters to be estimated. Also, we define

$$
\mathcal{F}=\left\{\xi(x): \frac{d \xi(x)}{d x}=m(x), \int_{S} m(x) d x=1, m(x) \geq 0, \text { and } m(-x)=m(x) \text { on } S\right\}
$$

In this section, we choose $S=\left[-\frac{1}{2}, \frac{1}{2}\right]$.
Let $\hat{y}=\hat{\theta}^{T} \underline{f}(x)$ to be the estimator of $\underline{\theta}^{T} \underline{f}(x)$, where $\underline{\theta}^{T}=\left(\theta_{0}, \theta_{1}\right), \hat{\theta}^{T}=\left(\hat{\theta}_{0}, \hat{\theta}_{1}\right)$, and $\underline{f}^{T}(x)=(1, x)$. Under the model (5.1.3), we know that

$$
M S E(\hat{y})=\frac{\sigma^{2}}{n} \underline{f}^{T}(x) B^{-1}(\xi) \underline{f}(x)+\underline{f}^{T}(x) B^{-1}(\xi) \underline{b}(\psi, \xi) b_{-}^{T}(\psi, \xi) B^{-1}(\xi) \underline{f}(x)
$$

where $B(\xi)=\int_{S} \underline{f}(x) \underline{f}^{T}(x) d \xi(x), \underline{b}(\psi, \xi)=\int_{S} \underline{f}(x) \psi(x) d \xi(x)$, and

$$
\int_{S} M S E(\hat{y}) d x=\frac{\sigma^{2}}{n} \operatorname{tr} A B^{-1}(\xi)+\underline{b}^{T}(\psi, \xi) B^{-1}(\xi) A B^{-1}(\xi) \underline{b}(\psi, \xi)
$$

with $A=\int_{S} \underset{\sim}{f}(x) \underline{f}^{T}(x) d x$.
For the approximately linear regression model, we have

$$
B(\xi)=\left(\begin{array}{cc}
1 & 0 \\
0 & \mu_{2}
\end{array}\right), B^{-1}(\xi)=\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right), A=\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{12}
\end{array}\right), \text { and }
$$

$$
\begin{aligned}
& \underline{b}^{T}(\psi, \xi)=\left(\int_{S} \psi(x) d \xi(x), \int_{S} x \psi(x) d \xi(x)\right) . \text { Denote } \\
& \qquad \begin{aligned}
V(\xi)=\frac{\sigma^{2}}{n} \operatorname{tr} A B^{-1}(\xi) & =\frac{\sigma^{2}}{n} \operatorname{tr}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{12}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right) \\
& =\frac{\sigma^{2}}{n} \operatorname{tr}\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{12 \mu_{2}}
\end{array}\right) \\
& =\frac{\sigma^{2}}{n}\left(1+\frac{1}{12 \mu_{2}}\right)
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Bias}(\psi, \xi)= & b^{T}(\psi, \xi) B^{-1}(\xi) A B^{-1}(\xi) \underline{b}(\psi, \xi) \\
= & \left(\int \psi(x) d \xi(x), \int x \psi(x) d \xi(x)\right) \\
& \cdot\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{12}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)\binom{\int \psi(x) d \xi(x)}{\int x \psi(x) d \xi(x)} \\
= & \left(\int \psi(x) d \xi(x)\right)^{2}+\frac{1}{12 \mu_{2}^{2}}\left(\int x \psi(x) d \xi(x)\right)^{2} .
\end{aligned}
$$

We consider the following problem:

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}} V(\xi) \text { subject to } \max _{\psi \in \Psi} \operatorname{Bias}(\psi, \xi) \leq c \tag{5.4.1}
\end{equation*}
$$

where $c$ is a preassigned positive constant.
The maximization of $\operatorname{Bias}(\psi, \xi)$ over the class $\Psi$ has been done by Huber in 1975 . The result can also be found in Huber (1981). We state the result in the next lemma.

Lemma 5.4.1 (Huber 1975) Let $\mathcal{F}_{l}=\left\{\xi: \xi \in \mathcal{F}\right.$ and $\left.\mu_{2}=\int_{S} x^{2} d \xi(x) \geq \frac{1}{12}\right\}$. For any $\xi \in \mathcal{F}_{l}$, we have

$$
\max _{\psi \in \Psi} \operatorname{Bias}(\psi, \xi)=\eta^{2} \int_{S}(m(x)-1)^{2} d x
$$

where $m(x)=\frac{d \xi(x)}{d x}$.
The fact $V(\xi)=\frac{\sigma^{2}}{n}\left(1+\frac{1}{12 \mu_{2}}\right)$ implies that minimizing $V(\xi)$ is equivalent to maximizing $\mu_{2}$. By Lemma 5.4.1, we conclude that, within the class $\mathcal{F}_{l}$, (5.4.1) is
equivalent to

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{l}} \mu_{2} \text { subject to } \int_{S} m(x) d x=1, \text { and } \eta^{2} \int_{S}(m(x)-1)^{2} d x \leq c \tag{5.4.2}
\end{equation*}
$$

Furthermore, we can write $\mu_{2}=\int_{S} x^{2} d \xi(x)=\int_{S} x^{2} m(x) d x$, and $\int_{S}(m(x)-1)^{2} d x=$ $\int_{S}\left(m^{2}(x)-2 m(x)+1\right) d x=\int_{S} m^{2}(x) d x-1$. Hence (5.4.2) becomes

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{l}} \int_{S} x^{2} m(x) d x \text { subject to } \int_{S} m(x) d x=1 \text { and } \int_{S} m^{2}(x) d x \leq \frac{c}{\eta^{2}}+1 \tag{5.4.3}
\end{equation*}
$$

We first consider the subproblem

$$
\begin{equation*}
\max _{\xi \in \mathcal{F}_{l}} \int_{S} x^{2} m(x) d x \text { subject to } \int_{S} m(x) d x=1 \text { and } \int_{S} m^{2}(x) d x=\frac{c}{\eta^{2}}+1 \tag{5.4.4}
\end{equation*}
$$

For some multipliers $a, b$, we maximize

$$
\int\left[x^{2} m(x)+\frac{b}{a} m(x)-\frac{1}{2 a} m^{2}(x)\right] d x
$$

by maximizing the integrand pointwise. We find that

$$
m(x)=\left[a x^{2}+b\right]^{+}
$$

with $a, b$ determined by $\int_{S} m(x) d x=1$ and $\int_{S} m^{2}(x) d x=\frac{c}{\eta_{2}}+1$.
Before we solve the problem (5.4.3), we are going to show that the problem (5.4.3) and the problem (5.4.4) are equivalent.

## Lemma 5.4.2

$$
\max _{\xi \in \mathcal{F}_{l}} \int_{S} x^{2} m(x) d x \text { subject to } \int_{S} m(x) d x=1 \text { and } \int_{S} m^{2}(x) d x \leq \frac{c}{\eta^{2}}+1
$$

is equivalent to

$$
\max _{\xi \in \mathcal{F}_{1}} \int_{S} x^{2} m(x) d x \text { subject to } \int_{S} m(x) d x=1 \text { and } \int_{S} m^{2}(x) d x=\frac{c}{\eta^{2}}+1
$$

Proof: Let $\mu_{2}^{*}$ be the maximum value of (5.4.3). We are going to prove Lemma 5.4.2 by showing that $\mu_{2}^{*}$ is a function of $\lambda$ and increasing in $\lambda$ where $0 \leq \lambda \leq \frac{c}{\eta_{2}}$.

For any $\xi \in \mathcal{F}_{l}$, we have $\mu_{2}=\int_{S} x^{2} d \xi(x) \geq \frac{1}{12}$ which implies $a>0$. Hence, we consider two cases.
(i) $a>0, b \geq 0$

In this case, we have $m(x)=\left[a x^{2}+b\right]^{+}=a x^{2}+b$. Hence, we get

$$
\begin{align*}
& \int_{S} m(x) d x=\int_{-\frac{1}{2}}^{\frac{1}{2}}\left(a x^{2}+b\right) d x=\frac{a}{12}+b:=1,  \tag{i-1}\\
& \int_{S} m^{2}(x) d x=\int_{-\frac{1}{2}}^{\frac{1}{2}}\left(a^{2} x^{4}+2 a b x^{2}+b^{2}\right) d x=\frac{1}{80} a^{2}+\frac{1}{6} a b+b^{2}:=1+\lambda, \tag{i-2}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{2}=\int_{S} x^{2} m(x) d x=\int_{-\frac{1}{2}}^{\frac{1}{2}}\left(a x^{4}+b x^{2}\right) d x=\frac{a}{80}+\frac{b}{12} . \tag{i-3}
\end{equation*}
$$

Put (i-1) into ( $\mathrm{i}-2$ ) to obtain

$$
\begin{equation*}
\frac{1}{80} a^{2}+\frac{1}{6} a\left(1-\frac{a}{12}\right)+\left(1-\frac{a}{12}\right)^{2}=1+\lambda ; \text { and hence } a=\sqrt{180 \lambda} . \tag{i-4}
\end{equation*}
$$

Put ( $\mathrm{i}-1$ ) and ( $\mathrm{i}-4$ ) into ( $\mathrm{i}-3$ ) to obtain

$$
\begin{equation*}
\mu_{2}^{*}=\frac{1}{80} a+\frac{1}{12}\left(1-\frac{1}{12} a\right)=\frac{1}{12}+\frac{1}{180} a=\frac{1}{12}+\frac{1}{180} \sqrt{180 \lambda}=\frac{1}{12}+\frac{\sqrt{\lambda}}{6 \sqrt{5}} . \tag{i-5}
\end{equation*}
$$

Note $b=1-\frac{a}{12}=1-\frac{\sqrt{180 \lambda}}{12} \geq 0$ implies that $\lambda \leq \frac{4}{5}$. Hence $\mu_{2}^{*}$ is a function of $\lambda$ and increasing in $\lambda$ when $\lambda \in\left(0, \frac{4}{5}\right.$ ].
(ii) $a>0, b<0$

In this case, there exists a $x_{0} \in\left(0, \frac{1}{2}\right)$ such that

$$
m(x)=\left\{\begin{array}{ll}
a x^{2}+b & x \in\left[-\frac{1}{2},-x_{0}\right) \text { or } x \in\left(x_{0}, \frac{1}{2}\right] . \\
0 & x \in\left[-x_{0}, x_{0}\right]
\end{array} .\right.
$$

Hence, we get

$$
\begin{align*}
& a x_{0}^{2}+b=0 \\
& \int_{S} m(x) d s=2 \int_{x_{0}}^{\frac{1}{2}}\left(a x^{2}+b\right) d x=2\left[\frac{a}{3} x^{3}+b x\right]_{x_{0}}^{\frac{1}{2}}=2\left[\frac{a}{3}\left(\frac{1}{8}-x_{0}^{3}\right)+b\left(\frac{1}{2}-x_{0}\right)\right]:=1  \tag{ii-2}\\
& \int_{S} m^{2}(x) d x=2 \int_{x_{0}}^{\frac{1}{2}}\left(a x^{2}+b\right)^{2} d x=2 \int_{x_{0}}^{\frac{1}{2}}\left(a^{2} x^{4}+2 a b x^{2}+b^{2}\right) d x \\
&=2\left[\frac{a^{2}}{5} x^{5}+\frac{2 a b}{3} x^{3}+b^{2} x\right]_{x_{0}}^{\frac{1}{2}} \\
&=2\left[\frac{a^{2}}{5}\left(\frac{1}{32}-x_{0}^{5}\right)+\frac{2 a b}{3}\left(\frac{1}{8}-x_{0}^{3}\right)+b^{2}\left(\frac{1}{2}-x_{0}\right)\right] \\
&:=1+\lambda \tag{ii-3}
\end{align*}
$$

and

$$
\begin{align*}
\mu_{2}=\int_{S} x^{2} m(x) d x & =2 \int_{x_{0}}^{\frac{1}{2}} x^{2}\left(a x^{2}+b\right) d x \\
& =2 \int_{x_{0}}^{\frac{1}{2}}\left(a x^{4}+b x^{2}\right) d x \\
& =2\left[\frac{a}{5} x^{5}+\frac{b}{3} x^{3}\right]_{x_{0}}^{\frac{1}{2}} \\
& =2\left[\frac{a}{5}\left(\frac{1}{32}-x_{0}^{5}\right)+\frac{b}{3}\left(\frac{1}{8}-x_{0}^{3}\right)\right] \tag{ii-4}
\end{align*}
$$

Put (ii-1) into (ii-2) to get $\frac{a}{3}\left(\frac{1}{8}-x_{0}^{3}\right)+\left(-a x_{0}^{2}\right)\left(\frac{1}{2}-x_{0}\right)=\frac{1}{2}$; and hence we find

$$
\begin{align*}
a & =\frac{1}{2\left[\frac{1}{3}\left(\frac{1}{8}-x_{0}^{3}\right)-x_{0}^{2}\left(\frac{1}{2}-x_{0}\right)\right]} \\
& =\frac{1}{2\left(\frac{1}{2}-x_{0}\right)\left(\frac{1}{12}+\frac{1}{6} x_{0}-\frac{2}{3} x_{0}^{2}\right)} \\
& =\frac{1}{2\left(x_{0}-\frac{1}{2}\right)^{2}\left(\frac{2}{3} x_{0}+\frac{1}{6}\right)} . \tag{ii-5}
\end{align*}
$$

Putting (ii-2) and (ii-5) into (ii-3), we get

$$
\frac{a^{2}}{5}\left(\frac{1}{32}-x_{0}^{5}\right)+\frac{2 a}{3}\left(-a x_{0}^{2}\right)\left(\frac{1}{8}-x_{0}^{3}\right)+\left(-a x_{0}^{2}\right)^{2}\left(\frac{1}{2}-x_{0}\right)=\frac{1+\lambda}{2}
$$

which can be simplified as the following:

$$
\begin{equation*}
\frac{3}{5} \frac{\left(32 x_{0}^{2}+18 x_{0}+3\right)}{\left(-32 x_{0}^{3}+6 x_{0}+1\right)}=1+\lambda \tag{ii-6}
\end{equation*}
$$

Finally, putting (ii-1) and (ii-5) into (ii-4), we find

$$
\begin{align*}
\mu_{2}^{*} & =2\left[\frac{a}{5}\left(\frac{1}{32}-x_{0}^{5}\right)+\frac{1}{3}\left(-a x_{0}^{2}\right)\left(\frac{1}{8}-x_{0}^{3}\right)\right] \\
& =2\left[\frac{1}{5}\left(\frac{1}{32}-x_{0}^{5}\right)-\frac{1}{3} x_{0}^{2}\left(\frac{1}{8}-x_{0}^{3}\right)\right] a \\
& =\frac{2\left(x_{0}-\frac{1}{2}\right)^{2}\left(\frac{2}{15} x_{0}^{3}+\frac{2}{15} x_{0}^{2}+\frac{1}{10} x_{0}+\frac{1}{40}\right)}{2\left(x_{0}-\frac{1}{2}\right)^{2}\left(\frac{2}{3} x_{0}+\frac{1}{6}\right)} \\
& =\frac{16 x_{0}^{3}+16 x_{0}^{2}+12 x_{0}+3}{20\left(4 x_{0}+1\right)} \tag{ii-7}
\end{align*}
$$

From (ii-6) and (ii-7), we know that $\mu_{2}^{*}$ is a function of $x_{0}$, and $x_{0}$ is a function of $\lambda$. Hence $\mu_{2}^{*}$ is a function of $\lambda$ through $x_{0}$. For the sake of argument, we write $x$ instead
of $x_{0}$ hereafter. Taking the derivative on both sides of (ii-6) with respect to $\lambda$, we get

$$
\begin{aligned}
& \frac{3}{5\left(-32 x^{3}+6 x+1\right)^{2}}\left[\left(-32 x^{3}+6 x+1\right)(64 x+18) \frac{d x}{d \lambda}-\left(32 x^{2}+18 x+3\right)\left(-96 x^{2}+6\right) \frac{d x}{d \lambda}\right] \\
& \quad=\frac{96 x\left(32 x^{3}+36 x^{2}+15 x+2\right)}{5\left(-32 x^{3}+6 x+1\right)^{2}} \frac{d x}{d \lambda}=1 .
\end{aligned}
$$

It is easy to see that

$$
\frac{d x}{d \lambda}=\frac{5\left(-32 x^{3}+6 x+1\right)^{2}}{96 x\left(32 x^{3}+36 x^{2}+15 x+2\right)}>0
$$

when $x \in\left(0, \frac{1}{2}\right)$. On the other hand, $x \in\left(0, \frac{1}{2}\right)$ if and only if $\lambda \in\left(\frac{4}{5}, \infty\right)$. Hence, we conclude that $\frac{d x}{d \lambda}>0$, for $\lambda \in\left(\frac{4}{5}, \infty\right)$. Taking the derivative on both sides of (ii-7) with respect to $x$, we get

$$
\begin{aligned}
\frac{d \mu_{2}^{*}}{d x} & =\frac{1}{20(4 x+1)^{2}}\left[(4 x+1)\left(48 x^{2}+32 x+12\right)-4\left(16 x^{3}+16 x^{2}+12 x+3\right)\right] \\
& =\frac{1}{5(4 x+1)^{2}}\left(32 x^{3}+28 x^{2}+8 x\right) \\
& =\frac{4 x\left(8 x^{2}+7 x+2\right)}{5(4 x+1)^{2}}>0 \text { for } x \in\left(0, \frac{1}{2}\right)
\end{aligned}
$$

By the chain rule for derivatives, we have

$$
\frac{d \mu_{2}^{*}}{d \lambda}=\frac{d \mu_{2}^{*}}{d x} \cdot \frac{d x}{d \lambda}>0 \text { for } \lambda \in\left(\frac{4}{5}, \infty\right)
$$

Hence $\mu_{2}^{*}$ is a function of $\lambda$ and increasing in $\lambda$.

Remark 1. There are two limiting cases:
(i) $\lambda \rightarrow 0$ which corresponds to $a=0$, and $b=1$. In this case, we get $m(x)=1$ on $\left[-\frac{1}{2}, \frac{1}{2}\right]$ which is the uniform density function and $\mu_{2}^{*}=\frac{1}{12}$.
(ii) $\lambda \rightarrow \infty$ which corresponds to $x_{0} \rightarrow \frac{1}{2}$. In this case, we have $\mu_{2}^{*}=\frac{1}{4}$ and $\xi^{*}=\frac{1}{2} \Delta_{ \pm \frac{1}{2}}$ which is the same as the usual optimal design.

The next theorem follows by Lemma 5.4 .2 , which provides the solution to the problem (5.4.3).

Theorem 5.4.3 Let us maintain the same notations as we used in this section. The solution to the problem (5.4.3) depends on the value of $\lambda:=\frac{c}{\eta^{2}}$.
(i) If $\lambda \in\left(0, \frac{4}{5}\right]$, then $m(x)=a x^{2}+b$ with $a, b$ determined $b y$

$$
\int_{S} m(x) d x=1, \int_{S} m^{2}(x) d x=1+\lambda,
$$

and $\mu_{2}^{*}=\frac{1}{12}+\frac{\sqrt{\lambda}}{6 \sqrt{5}}$.
(ii) If $\lambda \in\left(\frac{4}{5}, \infty\right)$, then

$$
m(x)= \begin{cases}a x^{2}+b & x \in\left[-\frac{1}{2}, x_{0}\right) \text { or } x \in\left(x_{0}, \frac{1}{2}\right] \\ 0 & x \in\left[-x_{0}, x_{0}\right]\end{cases}
$$

with $a, b$, determined by

$$
\int_{S} m(x) d x=1, \int_{S} m^{2}(x) d x=1+\lambda,
$$

and

$$
\mu_{2}^{*}=\frac{16 x_{0}^{3}+16 x_{0}^{2}+12 x_{0}+3}{20\left(4 x_{0}+1\right)}
$$

where $x_{0}$ is determined by

$$
\frac{3\left(32 x_{0}^{2}+18 x_{0}+3\right)}{5\left(-32 x_{0}^{3}+6 x_{0}+1\right)}=1+\lambda .
$$

It is possible to extend the problem (5.4.3) to the higher dimensional case. Here we only discuss the multiple linear regression case.

Let $\underline{f}^{T}(\underline{x})=\left(1, x_{1}, \ldots, x_{p}\right), \underline{\theta}^{T}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{p}\right)$, and $\underline{\theta}^{T}=\left(\hat{\theta}_{0}, \hat{\theta}_{1}, \ldots, \hat{\theta}_{p}\right)$ where $\hat{\theta}$ is the least squares estimator of $\theta$. Define

$$
\Psi=\left\{\psi(\underline{x}): \int_{R} \psi^{2}(\underline{x}) d x \leq \eta^{2}, \text { and } \int_{R} f(\underline{x}) \psi(\underline{x}) d \underline{x}=\underline{0}\right\},
$$

where $R=\left\{x:\|\underline{x}\| \leq \gamma_{p}:=\frac{\left[\Gamma\left(\frac{p}{2}+1\right)\right]^{\frac{1}{p}}}{\sqrt{\pi}}\right\}$, and

$$
\begin{aligned}
\mathcal{F} & =\left\{\xi(\underline{x}): \frac{d \xi(\underline{x})}{d \underline{x}}=m(\underline{x}), \int_{R} m(\underline{x}) d \underline{x}=1, m(\underline{x}) \geq 0, \text { and } m\left(x_{1}, \ldots,-x_{i}, \ldots, x_{p}\right)\right. \\
& \left.=m\left(x_{1}, \ldots, x_{i}, \ldots, x_{p}\right) \text { on } R, i=1, \ldots, p\right\} .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
B(\xi(\underline{x})) & =\int_{R} \underset{\sim}{f}(\underline{x}) f^{T}(\underline{x}) d \xi(\underline{x}) \\
& =\int_{R}\left(\begin{array}{cccc}
1 & x_{1} & \cdots & x_{p} \\
x_{1} & x_{1}^{2} & \cdots & x_{1} x_{p} \\
\cdots & \cdots & \cdots & \cdots \\
x_{p} & x_{p} x_{1} & \cdots & x_{p}^{2}
\end{array}\right) d \xi(\underline{x}) \\
& =\left(\begin{array}{ccccc}
1 & 0 & & \cdots & 0 \\
0 & \int_{R} x_{1}^{2} m(x) d \underline{x} & \cdots & 0 \\
\vdots & & \vdots & \ddots & \vdots \\
0 & & 0 & \cdots & \int_{R} x_{p}^{2} m(\underline{x}) d \underline{x}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \gamma & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \gamma
\end{array}\right),
\end{aligned}
$$

where $\gamma=\int_{R} x_{i}^{2} m(\underline{x}) d \underline{x}, i=1, \ldots, p$, and

$$
\begin{aligned}
A & =\int_{R} \underline{f}(\underset{\sim}{x}) f_{-}^{T}(\underline{x}) d \underline{x} \\
& =\int_{R}\left(\begin{array}{cccc}
1 & x_{1} & \cdots & x_{p} \\
x_{1} & x_{1}^{2} & \cdots & x_{1} x_{p} \\
\vdots & \vdots & \ddots & \vdots \\
x_{p} & x_{p} x_{1} & \cdots & x_{p}^{2}
\end{array}\right) d \underline{x} \\
& =\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \int_{R} x_{1}^{2} d \underline{x} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \int_{R} x_{p}^{2} d \underline{x}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \gamma_{0} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \gamma_{0}
\end{array}\right)
\end{aligned}
$$

where $\gamma_{0}=\int_{R} x_{i}^{2} d \underline{x}=\frac{\gamma_{p}^{2}}{p+2}$.
Let $\hat{y}=\hat{\theta}^{T} \underline{f}(\underline{x})$ be the estimator of $\underline{\theta}^{T} \underline{f}(\underline{x})$. Under the model

$$
\begin{equation*}
y_{i}=y\left(x_{i}\right)=\underline{\theta}^{T} \underline{f}\left({\underset{i}{i}}_{x}\right)+\psi\left(x_{i}\right)+\epsilon_{i}, \quad i=1,2, \ldots, n \tag{5.4.5}
\end{equation*}
$$

we have

$$
\begin{aligned}
M S E(\hat{y})= & \frac{\sigma^{2}}{n} \underline{f}^{T}(\underline{x}) B^{-1}(\xi(\underline{x})) \underline{f}(\underline{x}) \\
& +\underline{f}^{T}(\underline{x}) B^{-1}(\xi(\underline{x})) \underline{b}(\psi(\underline{x}), \xi(\underline{x})) \underline{b}^{T}(\psi(\underline{x}), \xi(\underline{x})) B^{-1}(\xi(\underline{x})) \underline{f}(\underline{x}),
\end{aligned}
$$

where

$$
\begin{aligned}
\underline{b}^{T}(\psi(\underline{x}), \xi(\underline{x})) & =\int_{R} \underline{f}^{T}(\underline{x}) \psi(\underline{x}) d \xi(\underline{x}) \\
& =\left(\int_{R} \psi(\underline{x}) m(\underline{x}) d \underline{x}, \int_{R} x_{1} \psi(\underline{x}) m(\underline{x}) d \underline{x}, \ldots, \int_{R} x_{p} \psi(\underline{x}) m(\underline{x}) d \underline{x}\right)
\end{aligned}
$$

and

$$
\int_{R} M S E(\hat{y}) d \underline{x}=V(\xi(\underline{x}))+\operatorname{Bias}(\psi(\underline{x}), \xi(\underline{x}))
$$

where

$$
\begin{aligned}
V(\xi(\underset{\sim}{x})) & =\frac{\sigma^{2}}{n} \operatorname{tr} A B^{-1}(\xi(\underline{x})) \\
& =\frac{\sigma^{2}}{n} \operatorname{tr}\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \gamma_{0} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \gamma_{0}
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \frac{1}{\gamma} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\gamma}
\end{array}\right) \\
& =\frac{\sigma^{2}}{n}\left[1+\frac{p \gamma_{0}}{\gamma}\right]
\end{aligned}
$$

and

$$
\operatorname{Bias}(\psi(\underline{x}), \xi(\underline{x}))=\underline{b}^{T}(\psi(\underset{\sim}{x}), \xi(\underline{x})) B^{-1}(\xi(\underline{x})) A B^{-1}(\xi(\underline{x})) \underline{b}(\psi(\underline{x}), \xi(\underline{x})) .
$$

We consider the following problem:

$$
\begin{equation*}
\min _{\xi \in \mathcal{F}} V(\xi(\underline{x})) \text { subject to } \max _{\psi \in \Psi} \operatorname{Bias}(\psi(\underline{x}), \xi(\underline{x})) \leq c \tag{5.4.6}
\end{equation*}
$$

where $c$ is a preassigned positive constant.
The maximization of $\operatorname{Bias}(\psi(\underline{x}), \xi(\underline{x}))$ over the class $\Psi$ has been done by Wiens (1990). Let $H=B(\xi(\underline{x})) A^{-1} B(\xi(\underline{x}))$, and $K=\int_{R} \underline{f}(\underline{x}) f_{-}^{T}(\underset{x}{x}) m^{2}(\underline{x}) d \underline{x}$, and $v_{\xi}$ be the largest solution to the equation $|K-v H|=0$. Then we have:

Lemma 5.4.4 (Wiens 1990) Let $\mathcal{F}_{m}=\left\{\xi: \xi \in \mathcal{F}\right.$, and $\left.\gamma=\int_{R} x_{i}^{2} d \xi(\underline{x}) \geq \frac{\gamma_{p}^{2}}{p+2}\right\}$. For any $\xi \in \mathcal{F}_{m}$, we have

$$
\max _{\psi \in \Psi} \operatorname{Bias}(\psi(\underset{x}{x}), \xi(\underset{x}{x}))=\eta^{2}\left(\int_{R} m^{2}(\underset{\sim}{x}) d \underline{x}-1\right)
$$

where $m(x)=\frac{d \xi(x)}{d \underline{x}}$.
Similar to the one dimensional case, within the class of $\mathcal{F}_{m}$, we only need to consider the problem:

$$
\begin{equation*}
\min _{x \in \mathcal{F}_{m}} \frac{\sigma^{2}}{n}\left[1+\frac{p \gamma_{0}}{\gamma}\right] \text { subject to } \eta^{2}\left(\int_{R} m^{2}(x) d x-1\right)=c, \tag{5.4.7}
\end{equation*}
$$

which is equivalent to

$$
\begin{gather*}
\max \int_{R} x_{1}^{2} m(\underline{x}) d \underline{x} \text { subject to } \int_{R} m(\underline{x}) d \underline{x}=1 \\
\text { and } \int_{R} m^{2}(\underline{x}) d \underline{x}=\frac{c}{\eta^{2}}+1:=\lambda+1 . \tag{5.4.8}
\end{gather*}
$$

For some multipliers $a, b$ we maximize

$$
\int_{R}\left[x_{1}^{2} m(\underline{x})+\frac{b}{a} m(\underline{x})-\frac{1}{2 a} m^{2}(\underline{x})\right] d \underline{x}
$$

by maximizing the integrand pointwise. We find $m(\underline{x})=\left[a\|\underline{x}\|^{2}+b\right]^{+}$, with $a, b$ determined by

$$
\int_{R} m(\underline{x}) d \underline{x}=1 \text { and } \int_{R} m^{2}(\underline{x}) d \underline{x}=\lambda+1 .
$$

## Chapter 6

## Robust Designs for some Regression Models with Random Bias

### 6.1 Introduction and Preliminaries

In Chapter 4 and Chapter 5, we have assumed that a class of possible bias functions exists but that all functions in the class are equally likely to be the actual bias present in the regression model. In practice, it is possible that certain bias functions would be more likely than the others, and perhaps the experimenter can specify a prior probability distribution on the form of the possible bias functions in the model. In this chapter, we consider the following regression model:

$$
\begin{equation*}
y(\underset{\sim}{x}, \omega)=\underset{\sim}{\theta} \underset{\sim}{T} \underset{\sim}{f}(\underset{\sim}{x})+\psi(\underset{\sim}{x}, \omega)+\epsilon_{i}(\omega), \quad i=1, \ldots, n . \tag{6.1.1}
\end{equation*}
$$

The $\epsilon_{i}(\omega)$ 's, for a given $\omega$, are uncorrelated random variables with mean 0 and variance $\sigma^{2}>0 . \underset{\sim}{x} \in S:=\left\{\left(x_{1}, \ldots, x_{q}\right):-1 \leq x_{j} \leq 1, j=1, \ldots, q\right\} \subseteq \mathbb{R}^{q}, i=1, \ldots, n$. ${\underset{\sim}{\theta}}^{T}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{p}\right)$, and $\underset{\sim}{f}{\underset{\sim}{f}}^{T}(\underset{\sim}{x})=\left(f_{0}(\underset{\sim}{x}), f_{1}(\underset{\sim}{x}), \ldots, f_{p}(\underset{\sim}{x})\right) . \omega$ is a random variable defined on $\Omega$ with distribution $\Pi(\omega)$. For $A \in \mathcal{F}_{\Omega}, \mathcal{F}_{\Omega}$ is a $\sigma$-finite field defined on $\Omega, \Pi(A)$ represents the probability that $\psi(\cdot, \omega)$ falls in the set $\{\psi(\cdot, \omega), \omega \in A\} . \Pi(\omega)$ represents our prior knowledge or opinion about the distribution of possible functions
$\psi(\cdot, \omega)$. We additionally assume that $E[\psi(\underset{\sim}{x}, \omega)]=\int \psi(\underset{\sim}{x}, \omega) d \Pi(\omega)=0$ and $E\left[\psi^{2}(\underset{\sim}{x}\right.$ $, \omega)]<\infty$ for all $\underset{\sim}{x} \in S$. The assumption $E[\psi(\underset{\sim}{x}, \omega)]=0$ reflects the notion that the model

$$
\left.y\left({\underset{\sim}{i}}_{x}^{x}, \omega\right)={\underset{\sim}{\theta}}^{T} \underset{\sim}{f} \underset{\sim}{x}\right)+\epsilon_{i}(\omega), \quad i=1, \ldots, n,
$$

is correct on the average, but any particular realization (choice of $\omega$ ) may induce the bias $\psi(\underset{\sim}{x}, \omega)$. Note that if $\infty>|E[\psi(\underset{\sim}{x}, \omega)]| \neq 0$, and one can write $E[\psi(\underset{\sim}{x}, \omega)]={\underset{\sim}{r}}^{T}$ $\cdot \underset{\sim}{g}(\underset{\sim}{x})$ where $\underset{\sim}{\mu}$ is a vector of unknown constants, and $\underset{\sim}{g} \underset{\sim}{x})$ a known function. One can then define $\phi(\underset{\sim}{x}, \omega)=\psi(\underset{\sim}{x}, \omega)-E[\psi(\underset{\sim}{x}, \omega)]$ and write

$$
\left.y(\underset{\sim}{x}, \omega)=\underset{\sim}{\theta^{T}}, \underset{\sim}{\mu^{T}}\right)(\underset{\sim}{\underset{\sim}{g}} \underset{\sim}{\underset{\sim}{x}} \underset{\sim}{x})
$$

which is in the form of (6.1.1) with $E[\phi(\underset{\sim}{x}, \omega)]=0$. Note also that the condition $E[\psi(x, \omega)]=0$ insures the identifiability of the parameters $\theta$.

Let $\xi(\underset{\sim}{x})$ be a design measure defined on $S$. We define $\left.B(\xi(\underset{\sim}{x}))=\int_{\mathcal{S}} \underset{\sim}{f} \underset{\sim}{x}\right)$ $\cdot{\underset{\sim}{f}}^{T}(\underset{\sim}{x}) d \xi(\underset{\sim}{x})$ and $\underset{\sim}{b}{ }^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))=\left(\int_{S} f_{0}(\underset{\sim}{x}) \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x}), \ldots, \int_{S} f_{p}(\underset{\sim}{x}) \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x})\right)$. The least squares estimator of $\underset{\sim}{\theta}$ is then $\left.\underset{\sim}{\hat{\theta}}=B^{-1}(\xi(\underset{\sim}{x})) \int_{S} \underset{\sim}{f} \underset{\sim}{x}\right) y(\underset{\sim}{x}) d \underset{\sim}{x}$ with bias vector and mean squared error matrix as follows:

$$
\begin{equation*}
\left.E[\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta}]=B^{-1}(\xi(\underset{\sim}{x})) \cdot \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi \underset{\sim}{x})\right) \tag{6.1.2}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{MSE}(\underset{\sim}{\hat{\theta}})= & E\left[(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})(\underset{\sim}{\hat{\theta}}-\underset{\sim}{\theta})^{T}\right] \\
= & \frac{\sigma^{2}}{n} B^{-1}(\xi(\underset{\sim}{x}))+B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))  \tag{6.1.3}\\
& \quad \underset{\sim}{b^{T}}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) .
\end{align*}
$$

Let $\hat{y}={\underset{\sim}{\theta}}^{T} \underset{\sim}{f}(\underset{\sim}{x})$ be the estimator of $\left.\underset{\sim}{\theta^{T}} \underset{\sim}{f} \underset{\sim}{x}\right)$. Then the mean squared error of $\hat{y}$ is

$$
\begin{align*}
& \left.\operatorname{MSE}(\hat{y})=E\left[\left(\hat{\theta}_{\sim}^{T} \underset{\sim}{f}(\underset{\sim}{x})-{\underset{\sim}{\theta}}^{T} \underset{\sim}{f} \underset{\sim}{x}\right)\right)^{2}\right] \\
& =\frac{\sigma^{2}}{n}{\underset{\sim}{f}}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f}(\underset{\sim}{x})+\underset{\sim}{f}{ }^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x}))  \tag{6.1.4}\\
& \cdot \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \underset{\sim}{b}{ }^{T}(\psi(\underset{\sim}{x}, \omega), \underset{\sim}{\xi}(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f}(\underset{\sim}{x}) .
\end{align*}
$$

We consider the loss functions (i) $\mathcal{L}_{D}(\xi)=\int_{\Omega}|M S E(\underset{\sim}{\hat{\theta}})| d \Pi(\omega)$, (ii) $\mathcal{L}_{A}(\xi)=$ $\int_{\Omega} \operatorname{tr} \operatorname{MSE}(\underset{\sim}{\hat{\theta}}) d \Pi(\omega)$, and (iii) $\mathcal{L}_{Q}(\xi)=\int_{\Omega}\left(\int_{S} M S E(\hat{y}) d \underset{\sim}{\underset{\sim}{x}}\right) d \Pi(\omega)$. It is clear that these loss functions correspond to the classical notions of $D-, A-$, and $Q$-optimality if $\psi \underset{\sim}{x}, \omega) \equiv 0$. For convenience, we call a design measure $\xi D-, A-$, or $Q$-optimal if $\xi$ minimizes $\mathcal{L}_{D}(\xi), \mathcal{L}_{A}(\xi)$, or $\mathcal{L}_{Q}(\xi)$ respectively. In this chapter, we are going to find:
(i) $Q$-optimal design for one dimensional polynomial regression model;
(ii) $D-, A-$, and $Q$-optimal designs for multiple linear regression model;
(iii) $D-, A-$, and $Q$-optimal designs for two dimensional linear regression with interaction term.

The solutions are provided in Section 6.2, Section 6.3 and Section 6.4 respectively. The problem discussed here was posed by Notz in 1989. In his paper, he found optimal designs for one dimensional polynomial regression model with respect to $D$ and $A$-optimal criteria. Hence this chapter extends Notz's results to some other loss function and to the high dimensional situations.

Before we start to solve the optimal design problems, we first provide some results which are useful in the later sections. For convenience, we set $v=\frac{\sigma^{2}}{n}$. We maintain the same notations as we made earlier in this section. We present some useful results in the next four lemmas.

Lemma 6.1.1 $\mathcal{L}_{D}(\xi)=\left|v B^{-1}(\xi(\underset{\sim}{x}))\right| \cdot\left\{1+v^{-1} \int_{\Omega} \underset{\sim}{b}{ }^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right.$

$$
\left.\cdot B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) d \Pi(\omega)\right\}
$$

Proof: Let $G$ be a nondegenerate $m \times m$ matrix and let $F$ be an $m \times k$ matrix. Then we have

$$
\left|G+F F^{T}\right|=|G|\left|I_{k}+F^{T} G^{-1} F\right|
$$

(See Fedorov (1972)). Let $G=v B^{-1}(\xi(\underset{\sim}{x}))$ and $F=B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))$ (In this case, we have $k=1$ ). Then we have

$$
\begin{aligned}
& |\operatorname{MSE}(\underset{\sim}{\hat{\theta}})|=\mid v B^{-1}(\xi(\underset{\sim}{x}))+B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \cdot{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \mid \\
& \left.\left.=\left|v B^{-1}(\xi(\underset{\sim}{x}))\right| \mid I_{k}+\left(B^{-1}(\xi \underset{\sim}{x})\right) \underset{\sim}{b} \underset{\sim}{b}(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})\right)\right)^{T} \\
& \cdot\left(v B^{-1}(\xi(\underset{\sim}{x}))\right)^{-1}\left(B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b} \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \mid\right. \\
& =\left|v B^{-1}(\xi(\underset{\sim}{x}))\right| \cdot\left\{1+\underset{\sim}{b}{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \cdot \frac{1}{v} B(\xi(\underset{\sim}{x}))\right. \\
& \left.\cdot B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right\} \\
& \left.=\left|v B^{-1}(\xi(\underset{\sim}{x}))\right| \cdot\left\{1+v^{-1} \cdot \underset{\sim}{b}{ }^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \underset{\sim}{\xi(x)})\right)\right\} .
\end{aligned}
$$

Hence, we get

$$
\begin{aligned}
\mathcal{L}_{D}(\xi)= & \int_{\Omega} \mid M S E(\underset{\sim}{\hat{\theta}} \mid d \Pi(\omega) \\
= & \left|v B^{-1}(\xi(\underset{\sim}{x}))\right| \cdot\left\{1+v^{-1} \int_{\Omega}{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right. \\
& \left.\left.\cdot B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi \underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})\right) d(\omega)\right\} .
\end{aligned}
$$

Lemma 6.1.2 $\mathcal{L}_{A}(\xi)=v \cdot \operatorname{tr} B^{-1}(\xi(\underset{\sim}{x}))+\int_{\Omega}{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-2}(\xi(\underset{\sim}{x}))$

$$
\underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) d \Pi(\omega) .
$$

Proof: Let $G$ be an $m \times m$ matrix and $\underset{\sim}{u}$ be a $m$-dimensional column vector. We are going to show that the following equation is true:

$$
\begin{equation*}
\operatorname{tr} G \underset{\sim}{u} u^{T} G={\underset{\sim}{u}}^{T} G^{2} \underset{\sim}{u} . \tag{6.1.5}
\end{equation*}
$$

Let $g_{i j}$ be the $i^{\text {th }}$ row and $j^{\text {th }}$ column element of $G$, and $\underset{\sim}{\underset{\sim}{u}}=\left(u_{1}, \ldots, u_{m}\right)$. The $j^{\text {th }}$ row and $k^{\text {th }}$ column element of $\underset{\sim}{u u^{T}}$ is $u_{j} u_{k}$. Hence, the $i^{\text {th }}$ row and $k^{\text {th }}$ column element of $G \underset{\sim}{u \sim} u^{T}$ is $\sum_{j=1}^{m} g_{i j} u_{j} u_{k}$, and the $i^{\text {th }}$ row and $l^{\text {th }}$ column element of $G \underset{\sim}{u \sim} u^{T} G$ is $\sum_{k=1}^{m}\left(\sum_{j=1}^{m} g_{i j} u_{j} u_{k}\right) g_{k l}$. Therefore, we have

$$
\operatorname{tr} G \underset{\sim}{\sim} \underset{\sim}{u}{\underset{\sim}{T}}^{T}=\sum_{i=1}^{m}\left[\sum_{k=1}^{m}\left(\sum_{j=1}^{m} g_{i j} u_{j} u_{k}\right) g_{k i}\right]=\sum_{k=1}^{m}\left[\sum_{j=1}^{m} u_{j}\left(\sum_{i=1}^{m} g_{k i} g_{i j}\right) u_{k}\right] .
$$

On the other hand, the $k^{t h}$ row and $j^{\text {th }}$ column element of $G^{2}$ is $\sum_{i=1}^{m} g_{k i} g_{i j}$. Hence

$$
{\underset{\sim}{u}}^{T} G^{2} \underset{\sim}{u}=\sum_{k=1}^{m}\left[\sum_{j=1}^{m} u_{j}\left(\sum_{i=1}^{m} g_{k i} g_{i j}\right) u_{k}\right]=\operatorname{tr} G \underset{\sim}{u} \underset{\sim}{u} G .
$$

We have proved that (6.1.5) is true.
Let $G=B^{-1}(\xi(\underset{\sim}{x}))$ and $\underset{\sim}{u}=\underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))$. By (6.1.5), we have

$$
\begin{aligned}
& \operatorname{tr} M S E(\hat{\theta})= \operatorname{tr}\left[v B^{-1}(\xi(\underset{\sim}{x}))+B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right. \\
&\left.\cdot{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x}))\right] \\
&= v \cdot \operatorname{tr} B^{-1}(\xi(\underset{\sim}{x}))+{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-2}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) .
\end{aligned}
$$

Hence, we get

$$
\begin{aligned}
\mathcal{L}_{A}(\xi)= & \int_{\Omega} \operatorname{tr} M S E(\hat{\theta}) d \Pi(\omega) \\
= & v \cdot \operatorname{tr} B^{-1}(\xi(\underset{\sim}{x}))+\int_{\Omega} \underset{\sim}{b}{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \cdot B^{-2}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) d \Pi(\omega) .
\end{aligned}
$$

Lemma 6.1.3 Let $\left.\underset{\sim}{f}{\underset{\sim}{f}}^{T} \underset{\sim}{x}\right)=\left(f_{0}(\underset{\sim}{x}), \ldots, f_{p}(\underset{\sim}{x})\right)$ and $B$ be a $(p+1) \times(p+1)$ matrix. Then

$$
\int_{S}{\underset{\sim}{f}}^{T}(\underset{\sim}{x}) B \underset{\sim}{f}(\underset{\sim}{x}) d \underset{\sim}{x}=\operatorname{tr} A B
$$

where $\left.A=\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \underset{\sim}{f}{ }_{\sim}^{T} \underset{\sim}{x}\right) d \underset{\sim}{x}$.
Proof: Let $a_{i j}=\int_{S} f_{i}(\underset{\sim}{x}) f_{j}(\underset{\sim}{x}) d \underset{\sim}{x}$ be the $i^{\text {th }}$ row and $j^{\text {th }}$ column element of $A, b_{j k}$ be the $j^{\text {th }}$ row and $k^{t h}$ column element of $B$ and $c_{i k}$ be the $i^{t h}$ row and $k^{t h}$ column element of $A B$. We have

$$
c_{i k}=\sum_{j=0}^{p} a_{i j} b_{j k}=\sum_{j=0}^{p} \int_{S} f_{i}(\underset{\sim}{x}) f_{j}(\underset{\sim}{x}) b_{j k} d \underset{\sim}{x} .
$$

Consequently, we get

$$
\begin{aligned}
\operatorname{tr} A B & =\sum_{i=0}^{p} c_{i i} \\
& =\sum_{i=0}^{p}\left(\sum_{j=0}^{p} \int_{S} f_{i}(\underset{\sim}{x}) b_{j i} f_{j}(\underset{\sim}{x}) d \underset{\sim}{x}\right) \\
& =\int_{S}\left(\sum_{i=0}^{p} \sum_{j=0}^{p} f_{i}(\underset{\sim}{x}) b_{j i} f_{j}(\underset{\sim}{x})\right) d \underset{\sim}{x} \\
& \left.=\int_{S} f_{\sim}^{T}(\underset{\sim}{x}) B \underset{\sim}{f} \underset{\sim}{x}\right) d \underset{\sim}{x} .
\end{aligned}
$$

Suppose $\xi$ is a probability measure supported on $[-1,1]$ and $\mu_{i}=\int_{-1}^{1} x^{i} d \xi(x)$ for integers $i \geq 0$. If $i \geq j \geq 0$ and $i, j$ are even integers, then Notz (1989) showed

$$
\begin{equation*}
\mu_{i+j} \geq \mu_{i} \cdot \mu_{j} \tag{6.1.6}
\end{equation*}
$$

The application of (6.1.6) will give us the next lemma.

Lemma 6.1.4 $\mu_{2}^{k} \leq \mu_{2 k} \leq \mu_{2}$ for $k \geq 1$.
Proof: (i) For $k=1$, we have $\mu_{2} \leq \mu_{2}$.
Assume that $\mu_{2}^{k-1} \leq \mu_{2 k-2}$. Then we have $\mu_{2}^{k}=\mu_{2}^{k-1} \cdot \mu_{2} \leq \mu_{2 k-2} \cdot \mu_{2} \leq \mu_{2 k}$.
Note that the first inequality follows by the assumption and the second inequality follows by (6.1.6). By mathematical induction, we have

$$
\mu_{2}^{k} \leq \mu_{2 k} \text { for all } k \geq 1
$$

(ii) $\mu_{2 k}=\int_{-1}^{1} x^{2 k} d \xi(x) \leq \int_{-1}^{1} x^{2} d \xi(x)=\mu_{2}$.

We have proved $\mu_{2}^{k} \leq \mu_{2 k} \leq \mu_{2}$ for $k \geq 1$.

### 6.2 Q-optimal Design for One Dimensional Polynomial Regression

We first consider the one dimensional linear regression model. Let $\underset{\sim}{f}(x)=$ $(1, x), \psi(x, \omega)=\sum_{i=0}^{r} c_{i}(\omega) x^{i}$, where $x \in S:=[-1,1] . \quad c_{i}(\omega)^{\prime}$ s are integrable real valued function on $\Omega$ satisfying $\gamma_{i}=\int_{\Omega} c_{i}^{2}(\omega) d \Pi(\omega)<\infty$, and $\int_{\Omega} c_{i}(\omega) c_{j}(\omega) d \Pi(\omega)=0$ for $i \neq j$ and $i+j$ even. Let $\mathcal{F}_{S}$ be the set of all the symmetric design measures defined on $S$. For any $\xi \in \mathcal{F}_{S}$, we have

$$
B(\xi(x))=\int_{S} f(x) \underset{\sim}{f}{\underset{\sim}{r}}^{T}(x) d \xi(x)=\int_{S}\left(\begin{array}{cc}
1 & x \\
x & x^{2}
\end{array}\right) d \xi(x)=\left(\begin{array}{cc}
1 & 0 \\
0 & \mu_{2}
\end{array}\right)
$$

and

$$
\begin{aligned}
{\underset{\sim}{b}}^{T}(\psi(x, \omega), \xi(x)) & =\left(\int \psi(x, \omega) d \xi(x), \int x \psi(x, \omega) d \xi(x)\right) \\
& =\left(\sum_{\substack{i=0 \\
i \text { even }}}^{r} c_{i}(\omega) \mu_{i}, \sum_{\substack{i=0 \\
i \text { odd }}}^{r} c_{i}(\omega) \mu_{i+1}\right),
\end{aligned}
$$

where $\mu_{i}=\int_{S} x^{i} d \xi(x)$. We also have

$$
A=\int_{S}{\underset{\sim}{f}}^{T}(x) \underset{\sim}{f}(x) d x=\int_{-1}^{1}\left(\begin{array}{cc}
1 & x \\
x & x^{2}
\end{array}\right) d x=\left(\begin{array}{cc}
2 & 0 \\
0 & \frac{2}{3}
\end{array}\right)
$$

and

$$
\begin{aligned}
\int_{S} M S E(\hat{y}) d x= & \frac{\sigma^{2}}{n} \operatorname{tr}\left(\begin{array}{ll}
2 & 0 \\
0 & \frac{2}{3}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & \frac{1}{\mu_{2}}
\end{array}\right)+\operatorname{tr}\left(\begin{array}{ll}
2 & 0 \\
0 & \frac{2}{3}
\end{array}\right) \\
& \cdot\left(\begin{array}{l}
\left.\sum_{\substack{i=0 \\
i \text { even }}}^{r} c_{i}(\omega) \mu_{i}\right)^{2} \\
\frac{1}{\mu_{2}}\left(\sum_{\substack{i=0 \\
i=0 \\
i \text { even } \\
i \text { even }}}^{r} c_{i}(\omega) \mu_{i}(\omega) \mu_{i}\right)\left(\sum_{\substack{i=0 \\
i \text { odd }}}^{r} c_{i}(\omega) \mu_{i+1}\right) \\
\left.\sum_{\substack{i=0 \\
i \text { odd }}}^{r} c_{i}(\omega) \mu_{i+1}\right) \\
\left.\frac{1}{\mu_{2}^{2}}\left(\sum_{\substack{i=0 \\
i \text { odd }}}^{r} c_{i}(\omega) \mu_{i+1}\right)^{2}\right) \\
= \\
\left.\sum_{\substack{i=0 \\
i \text { even }}}^{r} c_{i}(\omega) \mu_{i}\right)^{2}+\frac{2}{3 \mu_{2}^{2}}\left(\sum_{\substack{i=0 \\
i \text { odd }}}^{r} c_{i}(\omega) \mu_{i+1}\right)^{2}
\end{array}\right.
\end{aligned}
$$

Therefore, we find

$$
\begin{aligned}
\mathcal{L}_{Q}(\xi) & =\int_{\Omega}\left(\int_{S} M S E(\hat{y}) d x\right) d \prod(\omega) \\
& =2 v\left(1+\frac{1}{3 \mu_{2}}\right)+2 \sum_{\substack{i=0 \\
i \text { even }}}^{r} \gamma_{i} \mu_{i}^{2}+\frac{2}{3 \mu_{2}^{2}} \sum_{\substack{i=0 \\
i \text { odd }}}^{r} \gamma_{i} \mu_{i+1}^{2}
\end{aligned}
$$

where $v=\frac{\sigma^{2}}{n}$. Our objective is to find a symmetric design measure $\xi_{0}$ minimizing $\mathcal{L}_{Q}(\xi)$ over $\mathcal{F}_{S}$. This is equivalent to minimizing

$$
\begin{equation*}
\frac{v}{3 \mu_{2}}+\sum_{\substack{i=0 \\ i \text { even }}}^{r} \gamma_{i} \mu_{i}^{2}+\frac{1}{3 \mu_{2}^{2}} \sum_{\substack{i=0 \\ i \text { odd }}}^{r} \gamma_{i} \mu_{i+1}^{2} \tag{6.2.1}
\end{equation*}
$$

over $\mathcal{F}_{S}$.
In light of Lemma 6.1.4, (6.2.1) can be minimized when $\xi$ is such that $\mu_{i}=\mu_{2}^{\frac{i}{2}}$ for even $i \geq 2$. This occurs when $\xi$ is of the form $\xi(z)=\xi(-z)=\frac{1}{2}$ for some $0<z \leq 1$ or $\xi(0)=1$. We exclude the case $\xi(0)=1$ since then $\mu_{2}=0$ and $\mathcal{L}_{Q}(\xi)$ is not defined. For any $\xi$ of the form $\xi(z)=\xi(-z)=\frac{1}{2}$, we have $\mu_{i}=z^{i}$ when $i$ is even. For such $\xi$,
(6.2.1) becomes

$$
\begin{aligned}
& \frac{v}{3 z^{2}}+\sum_{\substack{i=0 \\
i \text { even }}}^{r} \gamma_{i} z^{2 i}+\frac{1}{3 z^{4}} \sum_{i=0}^{r} \gamma_{i} z^{2 i+2} \\
& =\frac{v}{3 z^{2}}+\sum_{\substack{i=0 \\
i=0 \\
i \text { even }}} \gamma_{i} z^{2 i}+\frac{1}{3} \sum_{i=0}^{r} \gamma_{i} z^{2 i-2} \\
& =\frac{v}{3 x}+\sum_{\substack{i=0 \\
i \text { even }}}^{r} \gamma_{i} x^{i}+\frac{1}{3} \sum_{\substack{i=0 \\
i \text { odd } \\
i \text { odd }}}^{r} \gamma_{i} x^{i-1}:=L(x),
\end{aligned}
$$

where $x=z^{2}$ and $0<x \leq 1$. Let

$$
\frac{d L(x)}{d x}=-\frac{v}{3 x^{2}}+\sum_{\substack{i=0 \\ i \text { even }}}^{r} i \gamma_{i} x^{i-1}+\frac{1}{3} \sum_{\substack{i=0 \\ i \text { odd }}}^{r}(i-1) \gamma_{i} x^{i-2}:=0 .
$$

We get

$$
\begin{equation*}
v=3 \sum_{\substack{i=0 \\ i \text { even }}}^{r} i \gamma_{i} x^{i+1}+\sum_{\substack{i=0 \\ i \text { odd }}}^{r}(i-1) \gamma_{i} x^{i} . \tag{6.2.2}
\end{equation*}
$$

Thus we have proved the following theorem.

Theorem 6.2.1 Assume $\underset{\sim}{f}{ }^{T}(x)=(1, x)$ and $\psi(x, \omega)=\sum_{i=0}^{r} c_{i}(\omega) x^{i}$ for some integer $r \geq 0$, where the $c_{i}(\omega)^{\prime}$ s are integrable real valued functions defined on $\Omega$ satisfying $\gamma_{i}=\int_{\Omega} c_{i}^{2}(\omega) d \Pi(\omega)<\infty$ for $i=0, \ldots, r$ and $\int_{\Omega} c_{i}(\omega) c_{j}(\omega) d \Pi(\omega)=0$ for all $i \neq j$ and $i+j$ even. Then there exists a design measure $\xi_{0} \in \mathcal{F}_{S}$ that minimizes $\mathcal{L}_{Q}(\xi)$ and is of the form $\xi(z)=\xi(-z)=\frac{1}{2}$, where $z=\min \{1, \sqrt{x}\}$ and $0<x \leq 1$ satisfies (6.2.2).

Probably, the most useful special case is $\psi(x, \omega)=\sum_{i=0}^{2} c_{i}(\omega) x^{i}$. In this case, the more explicit result can be found. We state it as a corollary.

Corollary 6.2.2 Suppose the assumptions of Theorem 6.2.1 are hold with $r=2$. Then $\mathcal{L}_{Q}(\xi)$ is minimized by $\xi_{0}$ of the form $\xi(z)=\xi(-z)=\frac{1}{2}$ where $z=\min \left\{1, \sqrt[6]{\frac{v}{6 \gamma_{2}}}\right\}$.

Proof: In (6.2.2), we put $r=2$. Then we have $v=6 \gamma_{2} x^{3}$ and hence $x=\sqrt[3]{\frac{v}{6 \gamma_{2}}}$. The corollary follows by Theorem 6.2.1.

Now we consider the one dimensional quadratic regression model. Let $\underset{\sim}{f^{T}}(x)=\left(1, x, x^{2}\right)$. For $\psi(x, \omega)$, we consider a special case when $\psi(x, \omega)=c_{0}(\omega)+$ $c_{1}(\omega) x+c_{2}(\omega) x^{2}+c_{3}(\omega) x^{3}$. For $\xi \in \mathcal{F}_{S}$, we find

$$
B(\xi(x))=\int_{S} \underset{\sim}{f}(x) \underset{\sim}{f}{\underset{\sim}{T}}^{T}(x) d \xi(x)=\left(\begin{array}{ccc}
1 & 0 & \mu_{2} \\
0 & \mu_{2} & 0 \\
\mu_{2} & 0 & \mu_{4}
\end{array}\right)
$$

and

$$
B^{-1}(\xi(x))=\left(\begin{array}{ccc}
\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} \\
0 & \frac{1}{\mu_{2}} & 0 \\
\frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{1}{\mu_{4}-\mu_{2}^{2}}
\end{array}\right) .
$$

We also find

$$
\begin{aligned}
& A=\int_{S} \underset{\sim}{f}(x) \underset{\sim}{f}{ }^{T}(x) d x=\left(\begin{array}{ccc}
2 & 0 & \frac{2}{3} \\
0 & \frac{2}{3} & 0 \\
\frac{2}{3} & 0 & \frac{2}{5}
\end{array}\right), \\
& \stackrel{b}{\sim}^{T}(\psi(x, \omega), \xi(x)) \\
& =\left(\int_{S} \psi(x, \omega) d \xi(x), \int_{S} x \psi(x, \omega) d \xi(x), \int_{S} x^{2} \psi(x, \omega) d \xi(x)\right) \\
& \\
& =\left(c_{0}(\omega)+c_{2}(\omega) \mu_{2}, c_{1}(\omega) \mu_{2}+c_{3}(\omega) \mu_{4}, c_{0}(\omega) \mu_{2}+c_{2}(\omega) \mu_{4}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{tr} A B^{-1}(\xi(x)) & =\frac{2 \mu_{4}}{\mu_{4}-\mu_{2}^{2}}-\frac{2 \mu_{2}}{3\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}}-\frac{2 \mu_{2}}{3\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{5\left(\mu_{4}-\mu_{2}^{2}\right)} \\
& =\frac{30 \mu_{4}-20 \mu_{2}+6}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}} .
\end{aligned}
$$

Note that

$$
\begin{aligned}
& {\underset{\sim}{f}}^{T}(x) B^{-1}(\xi(x)) \underset{\sim}{b}(\psi(x, \omega), \xi(x)) \\
& =\left(1, x, x^{2}\right)\left(\begin{array}{ccc}
\frac{\mu_{4}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} \\
0 & \frac{1}{\mu_{2}} & 0 \\
\frac{-\mu_{2}}{\mu_{4}-\mu_{2}^{2}} & 0 & \frac{1}{\mu_{4}-\mu_{2}^{2}}
\end{array}\right)\left(\begin{array}{l}
c_{0}(\omega)+c_{2}(\omega) \mu_{2} \\
c_{1}(\omega) \mu_{2}+c_{3}(\omega) \mu_{4} \\
c_{0}(\omega) \mu_{2}+c_{2}(\omega) \mu_{4}
\end{array}\right) \\
& =\left(1, x, x^{2}\right)\left(\begin{array}{c}
c_{0}(\omega) \\
c_{1}(\omega)+c_{3}(\omega) \frac{\mu_{4}}{\mu_{2}} \\
c_{2}(\omega)
\end{array}\right) \\
& =c_{0}(\omega)+c_{1}(\omega) x+c_{2}(\omega) x^{2}+c_{3}(\omega) \frac{\mu_{4}}{\mu_{2}} x .
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
& \operatorname{tr} A B^{-1}(\xi(x)) \underset{\sim}{b}(\psi(x, \omega), \xi(x)) \underset{\sim}{\underset{\sim}{b}} \underset{\sim}{T}(\psi(x, \omega), \xi(x)) B^{-1}(\xi(x)) \\
& =\int_{S}\left({\underset{\sim}{f}}^{T}(x) B^{-1}(\xi(x)) \underset{\sim}{b}(\psi(x, \omega), \xi(x))\right]\left[{\underset{\sim}{f}}^{T}(x) B^{-1}(\xi(x)) \underset{\sim}{b}(\psi(x, \omega), \xi(x))\right]^{T} d x \\
& =\int_{S}\left[c_{0}(\omega)+c_{1}(\omega) x+c_{2}(\omega) x^{2}+c_{3}(\omega) \frac{\mu_{4}}{\mu_{2}} x\right]^{2} d x \\
& =2 c_{0}^{2}(\omega)+\frac{2}{3} c_{1}^{2}(\omega)+\frac{2}{5} c_{2}^{2}(\omega)+\frac{2}{3} c_{3}^{2}(\omega) \frac{\mu_{4}^{2}}{\mu_{2}^{2}}+\frac{2}{3} c_{0}(\omega) c_{2}(\omega)+\frac{2}{3} c_{1}(\omega) c_{3}(\omega) \frac{\mu_{4}}{\mu_{2}} .
\end{aligned}
$$

Finally, we get

$$
\begin{aligned}
\mathcal{L}_{Q}(\xi)= & \int_{\Omega}\left(\int_{S} M S E(\hat{y}) d x\right) d \prod(\omega) \\
= & v \cdot \operatorname{tr} A B^{-1}(\xi(x))+\int_{\Omega} \operatorname{tr} A B^{-1}(\xi(x)) \underset{\sim}{b}(\psi(x, \omega), \xi(x)) \\
& \left.\underset{\sim}{b^{T}(\psi(x, \omega), \xi(x)) B^{-1}(\xi(x)) d(\omega)} \begin{array}{rl} 
& =v\left[\frac{30 \mu_{4}-20 \mu_{2}+6}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}}\right]+\int_{\Omega}\left[2 c_{0}^{2}(\omega)+\frac{2}{3} c_{1}^{2}(\omega)+\frac{2}{5} c_{2}^{2}(\omega)\right. \\
& \left.+\frac{2}{3} c_{3}^{2}(\omega)+\frac{2}{3} c_{0}(\omega) c_{2}(\omega)+\frac{2}{3} c_{1}(\omega) c_{3}(\omega) \frac{\mu_{4}}{\mu_{2}}\right] d \Pi(\omega) \\
= & v\left[\frac{30 \mu_{4}-20 \mu_{2}+6}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{2}{3 \mu_{2}}\right]+2 \gamma_{0}+\frac{2}{3} \gamma_{1}+\frac{2}{5} \gamma_{2}+\frac{2}{3} \gamma_{3} \frac{\mu_{4}^{2}}{\mu_{2}^{2}}
\end{array}\right) .
\end{aligned}
$$

if. $\int_{\Omega} c_{0}(\omega) c_{2}(\omega) d \prod(\omega)=\int_{\Omega} c_{1}(\omega) c_{3}(\omega) d \Pi(\omega)=0$ and $\gamma_{i}=\int_{\Omega} c_{i}^{2}(\omega) d \prod(\omega)<$ $\infty, \quad i=0,1,2,3$.

It is clear that a symmetric design measure $\xi_{0}$ which minimizes $\mathcal{L}_{Q}(\xi)$ over $\mathcal{F}_{S}$ is equivalent to minimizing

$$
\begin{equation*}
L_{0}\left(\mu_{2}, \mu_{4}\right):=v\left[\frac{15 \mu_{4}-10 \mu_{2}+3}{15\left(\mu_{4}-\mu_{2}^{2}\right)}+\frac{1}{3 \mu_{2}}\right]+\frac{1}{3} \gamma_{3} \frac{\mu_{4}^{2}}{\mu_{2}^{2}} \tag{6.2.3}
\end{equation*}
$$

over $\mathcal{F}_{S} . L_{0}\left(\mu_{2}, \mu_{4}\right)$ depends on $\xi$ only through $\left(\mu_{2}, \mu_{4}\right)$. The application of Theorem 4.2.5 yields

$$
\min _{\xi \in \mathcal{F}_{S}} L_{0}\left(\mu_{2}, \mu_{4}\right)=\min _{\xi \in \mathcal{F}_{0}} L_{0}\left(\mu_{2}, \mu_{4}\right),
$$

where $\mathcal{F}_{0}=\left\{\xi: \xi \in \mathcal{F}_{S}, \quad \xi=\frac{\alpha}{2} \triangle_{ \pm \sqrt{x}}+(1-\alpha) \triangle_{0}, 0 \leq \alpha \leq 1,0 \leq x \leq 1\right\}$. For any $\xi \in \mathcal{F}_{0}$, we have $\mu_{2}=\int_{S} x^{2} d \xi(x)=\alpha x$, and $\mu_{4}=\int_{S} x^{4} d \xi(x)=\alpha x^{2}$. Put $\mu_{2}=\alpha x$, and $\mu_{4}=\alpha x^{2}$ into (6.2.3), we find

$$
\begin{equation*}
L_{0}\left(\mu_{2}, \mu_{4}\right):=L_{1}(\alpha, x)=v\left[\frac{15 \alpha x^{2}-10 \alpha x+3}{15 \alpha(1-\alpha) x^{2}}+\frac{1}{3 \alpha x}\right]+\frac{\gamma_{3} x^{2}}{3} \tag{6.2.4}
\end{equation*}
$$

Hence, we have

$$
\min _{\xi \in \mathcal{F}_{s}} L_{0}\left(\mu_{2}, \mu_{4}\right)=\min _{(\alpha, x) \in A} L_{1}(\alpha, x)
$$

where $A=\{(\alpha, x): 0 \leq \alpha \leq 1,0 \leq x \leq 1\}$. This yields the next theorem.
Theorem 6.2.3 Assume $\underset{\sim}{f}{\underset{\sim}{f}}^{T}(x)=\left(1, x, x^{2}\right)$ and $\psi(x, \omega)=\sum_{i=0}^{3} c_{i}(\omega) x^{i}$, where the $c_{i}(\omega)$ 's are integrable real valued functions defined on $\Omega$ satisfying $\gamma_{i}=\int_{\Omega} c_{i}^{2}(\omega) d \prod(\omega)<$ $\infty$ for $i=0,1,2,3$, and $\int_{\Omega} c_{0}(\omega) c_{2}(\omega) d \Pi(\omega)=\int_{\Omega} c_{1}(\omega) c_{3}(\omega) d \Pi(\omega)=0$. Then there exists a design measure $\xi_{0} \in \mathcal{F}_{S}$ that minimizes $\mathcal{L}_{Q}(\xi)$ over $\mathcal{F}_{S}$ and is of the form $\xi_{0}=\frac{\alpha_{0}}{2} \triangle_{ \pm \sqrt{x_{0}}}+\left(1-\alpha_{0}\right) \triangle_{0}$, where $0 \leq \alpha_{0} \leq 1$ and $0 \leq x_{0} \leq 1$ minimize $L_{1}(\alpha, x)$ in (6.2.4).

Remark 1. The assumptions $\int_{\Omega} c_{0}(\omega) c_{2}(\omega) d \prod(\omega)=\int_{\Omega} c_{1}(\omega) c_{3}(\omega) d \prod(\omega)=0$ in Theorem 6.2.3 are not necessary. The similar result can be found without these assumptions. However, when we consider the case $\psi(x, \omega)=\sum_{i=0}^{r} c_{i}(\omega) x^{i}$ for $r>3$, the assumptions $\int_{\Omega} c_{i}(\omega) c_{j}(\omega) d \prod(\omega)=0$ for $i \neq j$ and $i+j$ even will greatly simplify the problem.

Remark 2. The solutions in Theorem 6.2.1 and Theorem 6.2.3 are not unique. For example, (6.2.4) can also be minimized by a design measure $\xi$ of the form $\xi=\frac{\alpha}{2} \triangle_{ \pm 1}+$ $\frac{(1-\alpha)}{2} \triangle_{ \pm \sqrt{x}}$ for some $0 \leq \alpha \leq 1$ and $0 \leq x \leq 1$.

### 6.3 Optimal Designs for Approximately Multiple Linear Regression

The results in Section 6.2 and in Notz (1989) can be extended to the high dimensional case. In this section, we only consider the approximately linear regression situation. In this case, the problem of finding optimal designs can be easily solved. Let

$$
\left.y_{i}=y_{i}(\underset{\sim}{x}, \omega)=\underset{\sim}{\theta^{T}} \underset{\sim}{f} \underset{\sim}{f} \underset{\sim}{x}\right)+\psi(\underset{\sim}{x}, \omega)+\epsilon_{i}(\omega), \quad i=1, \ldots, n,
$$

where $\epsilon_{i}(\omega)$ are independent and identically distributed with mean 0 and finite variance $\sigma^{2}>0$. We also assume $\underset{\sim}{x}=\left(x_{1}, \ldots, x_{p}\right) \in S:=\left\{\left(x_{1}, \ldots, x_{p}\right):-1 \leq x_{j} \leq 1, j=\right.$ $1, \ldots, p\} \subseteq \mathbb{R}^{p}, \underset{\sim}{f}{ }_{\sim}^{T}(\underset{\sim}{x})=\left(f_{0}(\underset{\sim}{x}), \ldots, f_{p}(\underset{\sim}{x})\right)=\left(1, x_{1}, \ldots, x_{p}\right), \underset{\sim}{\theta^{T}}=\left(\theta_{0}, \theta_{1}, \ldots, \theta_{p}\right)$ with $p \geq 2$, and

$$
\psi(\underset{\sim}{x}, \omega)=a_{0}(\omega)+\sum_{i=1}^{p} a_{i}(\omega) x_{i}+\sum_{i=1}^{p} b_{i}(\omega) x_{i}^{2}+\sum_{i \neq j} c_{i j} x_{i} x_{j} .
$$

We again restrict ourself to consider the symmetric design measures defined on $S$. We denote $\mathcal{F}_{p}$ to be the set of all the symmetric design measures on $S$. For any $\xi \in \mathcal{F}_{p}$, we have

$$
\begin{aligned}
B(\xi(\underset{\sim}{x})) & =\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \underset{\sim}{f} \\
\underset{\sim}{T} & \underset{\sim}{x}) d \xi(\underset{\sim}{x})=\int_{S}\left(\begin{array}{cccc}
1 & x_{1} & \ldots & x_{p} \\
x_{1} & x_{1}^{2} & \ldots & x_{1} x_{p} \\
\ldots & \ldots & \ldots & \ldots \\
x_{p} & x_{p} x_{1} & \ldots & x_{p}^{2}
\end{array}\right) d \xi(\underset{\sim}{x}) \\
& =\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & \int x_{1}^{2} d \xi(\underset{\sim}{x}) & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \int x_{p}^{2} d \xi(\underset{\sim}{x})
\end{array}\right)=\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & \lambda & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \lambda
\end{array}\right),
\end{aligned}
$$

where $\lambda=\int_{S} x_{i}^{2} d \xi(\underset{\sim}{x}) \quad i=1, \ldots, p$, and

$$
\begin{aligned}
{\underset{\sim}{b}}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) & =\left(\int_{S} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x}), \int_{S} x_{1} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x}), \ldots, \int_{S} x_{p} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x})\right) \\
& =\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega), a_{1}(\omega) \lambda, \ldots, a_{p}(\omega) \lambda\right) .
\end{aligned}
$$

According to Lemma 6.1.1, we have

$$
\begin{align*}
& \left.\mathcal{L}_{D}(\xi)=\mid v B^{-1}(\xi \underset{\sim}{x})\right) \mid \cdot\left\{1+v^{-1} \int_{\Omega} \underset{\sim}{\underset{\sim}{b}} \underset{\sim}{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right. \\
& \left.\cdot B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) d \Pi(\omega)\right\} \\
& =\frac{v}{\lambda^{p}}\left\{1+v^{-1} \int_{\Omega}\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega), a_{1}(\omega) \lambda, \ldots, a_{p}(\omega) \lambda\right)\right. \\
& \left.\cdot\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \frac{1}{\lambda} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\lambda}
\end{array}\right)\left(\begin{array}{c}
a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega) \\
a_{1}(\omega) \lambda \\
\vdots \\
a_{p}(\omega) \lambda
\end{array}\right) d \Pi(\omega)\right\} \\
& =\frac{v}{\lambda^{p}}\left\{1+v^{-1} \int_{\Omega}\left[\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega)\right)^{2}\right.\right. \\
& \left.\left.+a_{1}^{2}(\omega) \lambda+\ldots+a_{p}^{2}(\omega) \lambda\right] d \Pi(\omega)\right\} \\
& =\frac{1}{\lambda^{p}}\left(v+\alpha_{0}+\lambda^{2} \sum_{i=1}^{p} \beta_{i}+\lambda \sum_{i=1}^{p} \alpha_{i}\right) \text {, } \tag{6.3.1}
\end{align*}
$$

if $\int_{\Omega} a_{0}(\omega) b_{i}(\omega) d \prod(\omega)=0, \quad i=1, \ldots, p$, and $\int_{\Omega} b_{i}(\omega) b_{j}(\omega) d \prod(\omega)=0$ for all $i \neq j ; \alpha_{i}=\int_{\Omega} a_{i}^{2}(\omega) d \prod(\omega)<\infty, \quad i=0, \ldots, p$, and $\beta_{i}=\int_{\Omega} b_{i}^{2}(\omega) d \prod(\omega)<\infty, \quad i=$ $1, \ldots, p$.

It is clear that the range of $\lambda$ is between 0 and 1 , and any value of $\lambda$ within its range can be achieved by choosing a design measure $\xi$ of the form $\xi\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ where $x_{i}= \pm \sqrt{z}$ for some $0 \leq z \leq 1, i=1, \ldots, p$. Putting $\lambda=\int_{S} x_{i}^{2} d(\xi(\underset{\sim}{x}))=z$ into (6.3.1), we get

$$
\begin{aligned}
\mathcal{L}_{D}(\xi) & =\frac{1}{z^{p}}\left(v+\alpha_{0}+z^{2} \sum_{i=1}^{p} \beta_{i}+z \sum_{i=1}^{p} \alpha_{i}\right) \\
& =\left(v+\alpha_{0}\right) \frac{1}{z^{p}}+\frac{1}{z^{p-2}} \cdot \sum_{i=1}^{p} \beta_{i}+\frac{1}{z^{p-1}} \cdot \sum_{i=1}^{p} \alpha_{i}:=L_{D}(z) .
\end{aligned}
$$

We find

$$
\frac{d L_{D}(z)}{d z}=\left(v+\alpha_{0}\right) \frac{(-p)}{z^{p+1}}+\frac{-(p-2)}{z^{p-1}} \sum_{i=1}^{p} \beta_{i}+\frac{-(p-1)}{z^{p}} \sum_{i=1}^{p} \alpha_{i}<0
$$

since we assume $p \geq 2$. Hence $L_{D}(\xi)$ is decreasing in $z$, and

$$
\min _{0 \leq z \leq 1} L_{D}(z)=L_{D}(1)=v+\sum_{i=0}^{p} \alpha_{i}+\sum_{i=1}^{p} \beta_{i}
$$

and the corresponding optimal design measure is $\xi_{0}$, where $\xi_{0}\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ with $x_{i}= \pm 1, i=1, \ldots, p$.

According to Lemma 6.1.2, we have

$$
\begin{align*}
\mathcal{L}_{A}(\xi)= & \int_{\Omega} \operatorname{tr} M S E(\hat{\theta}) d \prod(\omega) \\
= & v \cdot \operatorname{tr} B^{-1}(\xi(\underset{\sim}{x}))+\int_{\Omega} \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \left.\cdot B^{-2}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi \underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})\right) d(\omega) \\
= & v\left(1+\frac{p}{\lambda}\right)+\int_{\Omega}\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega), a_{1}(\omega) \lambda, \ldots, a_{p}(\omega) \lambda\right) \\
& \quad\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & \frac{1}{\lambda^{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \underset{\lambda^{2}}{1}
\end{array}\right)\left(\begin{array}{c}
a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega) \\
a_{1}(\omega) \lambda \\
\vdots \\
a_{p}(\omega) \lambda
\end{array}\right) d \prod(\omega) \\
= & v\left(1+\frac{p}{\lambda}\right)+\int_{\Omega}\left[\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega)\right)^{2}+\sum_{i=1}^{p} a_{i}^{2}(\omega)\right] d \prod(\omega) \\
= & v\left(1+\frac{p}{\lambda}\right)+\alpha_{0}+\lambda^{2} \sum_{i=1}^{p} \beta_{i}+\sum_{i=1}^{p} \alpha_{i} \\
= & \left(v+\sum_{i=0}^{p} \alpha_{i}\right)+\frac{v p}{\lambda}+\lambda^{2} \sum_{i=1}^{p} \beta_{i}, \tag{6.3.2}
\end{align*}
$$

if $\int_{\Omega} a_{0}(\omega) b_{i}(\omega) d \Pi(\omega)=0, i=1, \ldots, p$, and $\int_{\Omega} b_{i}(\omega) b_{j}(\omega) d \Pi(\omega)=0$ for all $i \neq$ $j ; \alpha_{i}=\int_{\Omega} a_{i}^{2}(\omega) d \prod(\omega)<\infty, i=0, \ldots, p$, and $\beta_{i}=\int_{\Omega} b_{i}^{2}(\omega) d \prod(\omega)<\infty, i=1, \ldots, p$.

Similar to $D$-optimal case, (6.3.2) can be minimized by a design measure $\xi$ of the form $\xi\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ with $x_{i}= \pm \sqrt{z}$ for some $0 \leq z \leq 1, i=1, \ldots, p$. Put
$\lambda=\int_{S} x_{i}^{2} d \xi(\underset{\sim}{x})=z$ into (6.3.2), we have

$$
\mathcal{L}_{A}(\xi)=\left(v+\sum_{i=0}^{p} \alpha_{i}\right)+\frac{v p}{z}+z^{2} \sum_{i=1}^{p} \beta_{i}:=L_{A}(z) .
$$

Solving $\frac{d L_{A}(z)}{d z}=-\frac{v p}{z^{2}}+2 z \sum_{i=1}^{p} \beta_{i}:=0$, we find $2 z \sum_{i=1}^{p} \beta_{i}=\frac{v p}{z^{2}}$ and hence $z=\sqrt[3]{v p / 2 \sum_{i=1}^{p} \beta_{i}}$.

Note that

$$
\begin{aligned}
& {\underset{\sim}{f}}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b} \underset{\sim}{~}(\underset{\sim}{\psi}(\underset{\sim}{x}, \omega), \underset{\sim}{\xi}(\underset{\sim}{x})) \\
& =\left(1, x_{1}, \ldots, x_{p}\right)\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & \frac{1}{\lambda} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\lambda}
\end{array}\right)\left(\begin{array}{c}
a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega) \\
a_{1}(\omega) \lambda \\
\vdots \\
a_{p}(\omega) \lambda
\end{array}\right) \\
& =a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega)+\sum_{i=1}^{p} a_{i}(\omega) x_{i}
\end{aligned}
$$

and

$$
\begin{aligned}
& A=\int_{S} \underset{\sim}{f}(\underset{\sim}{x}) \underset{\sim}{f}{\underset{\sim}{T}}^{T}(\underset{\sim}{x}) d \underset{\sim}{x}\left(\begin{array}{cccc}
1 & x_{1} & \ldots & x_{p} \\
x_{1} & x_{1}^{2} & \ldots & x_{1} x_{p} \\
\ldots & \ldots & \ldots & \ldots \\
x_{p} & x_{p} x_{1} & \ldots & x_{p}^{2}
\end{array}\right) d \underset{\sim}{x} \\
& =\left(\begin{array}{cccc}
2^{p} & 0 & \ldots & 0 \\
0 & \frac{1}{3} 2^{p} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \frac{1}{3} 2^{p}
\end{array}\right) .
\end{aligned}
$$

Hence, for $Q$-optimality, we have

$$
\begin{aligned}
& \left.\int_{S} M S E(\hat{y}) d \underset{\sim}{x}=v \int_{S}{\underset{\sim}{f}}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f} \underset{\sim}{x}\right) d \underset{\sim}{x} \\
& +\int_{S} \underset{\sim}{f}{ }_{\sim}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b} \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \text { - }{\underset{\sim}{\sim}}_{T}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f} \underset{\sim}{x}(\underset{\sim}{x}) d \underset{\sim}{x} \\
& =v \cdot \operatorname{tr} A B^{-1}(\xi(\underset{\sim}{x}))+\int_{S}\left(a_{0}(\omega)+\lambda \sum_{i=1}^{\tilde{p}} b_{i}(\omega)+\sum_{i=1}^{p} a_{i}(\omega) x_{i}\right)^{2} d \underset{\sim}{x} \\
& =v\left[2^{p}+\frac{2^{p}}{3}\left(\frac{1}{\lambda}+\cdots+\frac{1}{\lambda}\right)\right]+2^{p}\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega)\right)^{2} \\
& +\int_{S} \sum_{i=1}^{p} a_{i}^{2}(\omega) x_{i}^{2} d \underset{\sim}{x}+2 \int_{S} \sum_{i<j} \sum_{i}(\omega) a_{j}(\omega) x_{i} x_{j} d \underset{\sim}{x} \\
& =2^{p} v\left(1+\frac{p}{3 \lambda}\right)+2^{p}\left(a_{0}(\omega)+\lambda \sum_{i=1}^{p} b_{i}(\omega)\right)^{2}+\frac{2^{p}}{3} \sum_{i=1}^{p} a_{i}^{2}(\omega) \text {. }
\end{aligned}
$$

Therefore, we get

$$
\begin{aligned}
\mathcal{L}_{Q}(\xi) & =\int_{\Omega}\left(\int_{S} M S E(\hat{y}) d \underset{\sim}{x}\right) d \prod(\omega) \\
& =2^{p} v\left(1+\frac{p}{3 \lambda}\right)+2^{p}\left(\alpha_{0}+\lambda^{2} \sum_{i=1}^{p} \beta_{i}\right)+\frac{2^{p}}{3} \sum_{i=1}^{p} \alpha_{i},
\end{aligned}
$$

if $\int_{\Omega} a_{0}(\omega) b_{i}(\omega) d \Pi(\omega)=0, \quad i=1, \ldots, p$, and $\int_{\Omega} b_{i}(\omega) b_{j}(\omega) d \prod(\omega)=0$ for all $i \neq$ $j ; \alpha_{i}=\int_{\Omega} a_{i}^{2}(\omega) d \prod(\omega)<\infty, i=0, \ldots, p$, and $\beta_{i}=\int_{\Omega} b_{i}^{2}(\omega) d \prod(\omega)<\infty, i=1, \ldots, p$.

It is clear that the minimization of $\mathcal{L}_{Q}(\xi)$ is equivalent to the minimization of the following:

$$
\begin{equation*}
\frac{v p}{3 \lambda}+\lambda^{2} \sum_{i=1}^{p} \beta_{i} \tag{6.3.3}
\end{equation*}
$$

which can be minimized by a design measure $\xi$ of the form $\xi\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ with $x_{i}= \pm \sqrt{z}$ for some $0 \leq z \leq 1, i=1, \ldots, p$. Putting $\lambda=\int_{S} x_{i}^{2} d(\xi(\underset{\sim}{x}))=z$ into (6.3.3), we have

$$
\frac{v p}{3 z}+z^{2} \sum_{i=1}^{p} \beta_{i}:=L_{Q}(z)
$$

Solving $\frac{d L_{Q}(z)}{d z}=-\frac{v p}{3 z^{2}}+2 z \sum_{i=1}^{p} \beta_{i}=0$, we find $z=\sqrt[3]{v p / 6 \sum_{i=1}^{p} \beta_{i}}$.
We summarize the above results as the next theorem.

Theorem 6.3.1 Assume that $\left.\underset{\sim}{f}{ }_{\sim}^{T} \underset{\sim}{x}\right)=\left(1, x_{1}, \ldots, x_{p}\right)$, and $\left.\psi \underset{\sim}{x}, \omega\right)=a_{0}(\omega)+\sum_{i=1}^{p} a_{i}(\omega) x_{i}$ $+\sum_{i=1}^{p} b_{i}(\omega) x_{i}^{2}+\sum_{i \neq j} c_{i j} x_{i} x_{j}$ where $\alpha_{i}=\int_{\Omega} a_{i}^{2}(\omega) d \prod(\omega)<\infty, i=0,1, \ldots, p$, $\beta_{i}=\int_{\Omega} b_{i}^{2}(\omega) d \prod(\omega)<\infty, i=1, \ldots, p$, and $\int_{\Omega} a_{0}(\omega) b_{i}(\omega) d \prod(\omega)=0, i=1, \ldots, p$, $\int_{\Omega} b_{i}(\omega) b_{j}(\omega) d \prod(\omega)=0$ for all $i \neq j$. Within the class of $\mathcal{F}_{p}$, we have that
(i) $\mathcal{L}_{D}(\xi)$ is minimized by $\xi_{0}\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$, where $x_{i}= \pm 1 \quad i=1, \ldots, p$, and

$$
\min _{\xi \in \mathcal{F}_{p}} \mathcal{L}_{D}(\xi)=\mathcal{L}_{D}\left(\xi_{0}\right)=v+\sum_{i=0}^{p} \alpha_{i}+\sum_{i=1}^{p} \beta_{i}
$$

(ii) $\mathcal{L}_{A}(\xi)$ is minimized by $\xi_{0}\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ with $x_{i}= \pm \sqrt{z} \quad i=1, \ldots, p$, where $z=\min \left\{1, \sqrt[3]{v p / 2 \sum_{i=1}^{p} \beta_{i}}\right\}$.
(iii) $\mathcal{L}_{Q}(\xi)$ is minimized by $\xi_{0}\left(x_{1}, \ldots, x_{p}\right)=\frac{1}{2^{p}}$ with $x_{i}= \pm \sqrt{z} \quad i=1, \ldots, p$, where $z=\min \left\{1, \sqrt[3]{v p / 6 \sum_{i=1}^{p} \beta_{i}}\right\}$.

### 6.4 Optimal Designs for Two Dimensional Linear Regression with Interaction Term

Linear regression with an interaction term is a very common and useful model in regression analysis. There is an advantage to considering this model. For any symmetric design measure, we have that $B^{-1}(\xi(\underset{\sim}{x}))$ is a diagonal matrix. In this case, the problem of finding optimal designs is very easy. The approach to the problem in this section is very similar to Section 6.3.

$$
\begin{aligned}
& \text { Let } \underset{\sim}{f} \underset{\sim}{T}(\underset{\sim}{x})=\left(1, x_{1}, x_{2}, x_{1} x_{2}\right), \psi(\underset{\sim}{x}, \omega)=a_{0}(\omega)+a_{1}(\omega) x_{1}+a_{2}(\omega) x_{2}+b_{1}(\omega) x_{1}^{2}+ \\
& b_{2}(\omega) x_{2}^{2}+c_{12} x_{1} x_{2}, S=\left\{\left(x_{1}, x_{2}\right):-1 \leq x_{j} \leq 1, j=1,2\right\} \subseteq \mathbf{R}^{2} \text {, and } \mathcal{F}_{2}=\{\xi: \xi \text { is } \\
& \text { symmetric design measure defined on } S\} \text {. We find }
\end{aligned}
$$

$$
\begin{aligned}
& B(\xi(\underset{\sim}{x}))=\int_{S} \underset{\sim}{f}(\underset{\sim}{x} \underset{\sim}{\underset{\sim}{f}} \underset{\sim}{T}(\underset{\sim}{x}) d \xi(\underset{\sim}{x}) \\
& =\int_{S}\left(\begin{array}{cccc}
1 & x_{1} & x_{2} & x_{1} x_{2} \\
x_{1} & x_{1}^{2} & x_{1} x_{2} & x_{1}^{2} x_{2} \\
x_{2} & x_{1} x_{2} & x_{2}^{2} & x_{1} x_{2}^{2} \\
x_{1} x_{2} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2} & x_{1}^{2} x_{2}^{2}
\end{array}\right) d \xi(\underset{\sim}{x}) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \int_{S} x_{1}^{2} d \xi(\underset{\sim}{x}) & 0 & 0 \\
0 & 0 & \left.\int_{S} x_{2}^{2} d \xi \underset{\sim}{x}\right) & 0 \\
0 & 0 & 0 & \int_{S} x_{1}^{2} x_{2}^{2} d \xi(\underset{\sim}{x})
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \lambda & 0 \\
0 & 0 & 0 & \lambda_{12}
\end{array}\right),
\end{aligned}
$$

where $\lambda=\int_{S} x_{i}^{2} d \xi(\underset{\sim}{x}) i=1,2$ and $\lambda_{12}=\int_{S} x_{1}^{2} x_{2}^{2} d \xi(\underset{\sim}{x})$, and

$$
\begin{aligned}
\underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))= & \left(\int_{S} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x}), \int_{S} x_{1} \psi(\underset{\sim}{x}, \omega) d \xi \underset{\sim}{x}\right) \\
& \left.\int_{S} x_{2} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x}), \int_{S} x_{1} x_{2} \psi(\underset{\sim}{x}, \omega) d \xi(\underset{\sim}{x})\right) \\
= & \left(a_{0}(\omega)+\left(b_{1}(\omega)+b_{0}(\omega)\right) \lambda, a_{1}(\omega) \lambda, a_{2}(\omega) \lambda, c_{12}(\omega) \lambda_{12}\right) .
\end{aligned}
$$

For $D$-optimality, we have

$$
\begin{align*}
\mathcal{L}_{D}(\xi)= & \int_{\Omega}|M S E(\hat{\theta})| d \prod(\omega) \\
= & \operatorname{det} B^{-1}(\xi(x)) \cdot\left[v+\int_{\Omega}{\underset{\sim}{\sim}}_{T}^{T}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x}))\right. \\
& \left.\left.\cdot B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \underset{\sim}{\xi})\right) d \prod(\omega)\right] \\
= & \frac{1}{\lambda^{2} \lambda_{12}}\left\{v+\int_{\Omega}\left(a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda, a_{1}(\omega) \lambda, a_{2}(\omega) \lambda, c_{12}(\omega) \lambda_{12}\right)\right. \\
& \left.\quad\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{1}{\lambda} & 0 & 0 \\
0 & 0 & \frac{1}{\lambda} & 0 \\
0 & 0 & 0 & \frac{1}{\lambda}
\end{array}\right)\left(\begin{array}{c}
a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda \\
a_{1}(\omega) \lambda \\
a_{2}(\omega) \lambda \\
c_{12}(\omega) \lambda_{12}
\end{array}\right) d \prod(\omega)\right\} \\
= & \frac{1}{\lambda^{2} \lambda_{12}}\left\{v+\int_{\Omega}\left[\left(a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda\right)^{2}\right.\right. \\
+ & \left.\left.\left.+a_{1}^{2}(\omega)+a_{2}^{2}(\omega)\right) \lambda+c_{12}^{2}(\omega) \lambda_{12}\right] d \Pi(\omega)\right\} \\
= & \frac{1}{\lambda^{2} \lambda_{12}}\left\{v+\alpha_{0}+\left(\alpha_{1}+\alpha_{2}\right) \lambda+\left(\beta_{1}+\beta_{2}\right) \lambda^{2}+\gamma_{12} \lambda_{12}\right\}, \tag{6.4.1}
\end{align*}
$$

if $\alpha_{i}=\int_{S} a_{i}^{2}(\omega) d \Pi(\omega)<\infty, \quad i=0,1,2, \beta_{i}=\int_{S} b_{i}^{2}(\omega) d \prod(\omega)<\infty, i=1,2$, $\gamma_{12}=\int_{S} c_{12}^{2}(\omega) d \prod(\omega)<\infty$ and $\int_{S} a_{0}(\omega) b_{1}(\omega) d \prod(\omega)=\int_{S} a_{0}(\omega) b_{2}(\omega) d \prod(\omega)=$ $\int_{S} b_{1}(\omega) b_{2}(\omega) d \prod(\omega)=0$.

It is clear that Theorem 4.2 .5 can be extended to the high dimensional case. For any $\xi(\underset{\sim}{x}) \in \mathcal{F}_{2}$, let $T(\xi)=\left(\int_{S} x_{1}^{2} d \xi(\underset{\sim}{x}), \int_{S} x_{1}^{2} x_{2}^{2} d \xi(\underset{\sim}{x})\right)$ and $\mathcal{E}_{2}=\{\xi: \xi( \pm \sqrt{z}, \pm \sqrt{z})=$ $\left.\frac{1}{4}, 0 \leq z \leq 1\right\}$ which is the set of extreme points of $\mathcal{F}_{2}$. Then we have $T\left(\mathcal{E}_{2}\right)=$ $\left\{(u, v): 0 \leq u \leq 1, v=u^{2}\right\}:=S_{2}$ and $T\left(\mathcal{F}_{2}\right)=\hat{S}_{2}$ where $\hat{S}_{2}$ is the convex hull of $S_{2}$. It is easy to see that any point $p \in \hat{S}_{2}$ is the image of $\xi$ under $T$ where $\xi( \pm \sqrt{z}, \pm \sqrt{z})=\alpha, \xi(0,0)=1-4 \alpha$ for some $0 \leq \alpha \leq \frac{1}{4}$ and $0 \leq z \leq 1$. If we
denote $\mathcal{F}^{*}$ to be the set containing all these design measures, i.e. $\mathcal{F}^{*}=\left\{\xi: \xi \in \mathcal{F}_{2}\right.$ $\xi( \pm \sqrt{z}, \pm \sqrt{z})=\alpha, \xi(0,0)=1-4 \alpha, 0 \leq \alpha \leq \frac{1}{4}$ and $\left.0 \leq z \leq 1\right\}$, then we know that the minimization of (6.4.1) over $\mathcal{F}_{2}$ is equivalent to the minimization of (6.4.1) over $\mathcal{F}^{*}$. For any $\xi \in \mathcal{F}^{*}$, we have

$$
\begin{equation*}
\lambda=\int_{S} x_{i}^{2} d \xi(\underset{\sim}{x})=4 \alpha z \text { and } \lambda_{12}=\int_{S} x_{1}^{2} x_{2}^{2} d \xi(\underset{\sim}{x})=4 \alpha z^{2} . \tag{6.4.2}
\end{equation*}
$$

Putting (6.4.2) into (6.4.1), we find

$$
\begin{align*}
\mathcal{L}_{D}(\xi):=L_{D}(\alpha, z) & =\frac{1}{64 \alpha^{3} z^{4}}\left[v+\alpha_{0}+4\left(\alpha_{1}+\alpha_{2}\right) \alpha z\right.  \tag{6.4.3}\\
& \left.+16\left(\beta_{1}+\beta_{2}\right) \alpha^{2} z^{2}+4 \gamma_{12} \alpha z^{2}\right]
\end{align*}
$$

For $A$-optimality, we have

$$
\begin{align*}
& \mathcal{L}_{A}(\xi)= \int_{\Omega} \operatorname{tr} M S E(\hat{\theta}) d \prod(\omega) \\
&= v \cdot \operatorname{tr} B^{-1}(\xi(\underset{\sim}{x}))+\int_{\Omega} \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \cdot B^{-2}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) d \prod(\omega) \\
&= v\left(1+\frac{2}{\lambda}+\frac{1}{\lambda_{12}}\right)+\int_{\Omega}\left(a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda, a_{1}(\omega) \lambda, a_{2}(\omega) \lambda,\right. \\
&\left.c_{12}(\omega) \lambda_{12}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 \\
0 & \frac{1}{\lambda^{2}} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\lambda^{2} & 0 \\
0 & \frac{1}{\lambda_{12}^{2}}
\end{array}\right)\left(\begin{array}{c}
a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda \\
a_{1}(\omega) \lambda \\
a_{2}(\omega) \lambda \\
c_{12}(\omega) \lambda_{12}
\end{array}\right) d \Pi(\omega) \\
&= v\left(1+\frac{2}{\lambda}+\frac{1}{\lambda_{12}}\right)+\int_{\Omega}\left[\left(a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda\right)^{2}\right. \\
&\left.+a_{1}^{2}(\omega)+a_{2}^{2}(\omega)+c_{12}^{2}(\omega)\right] d \Pi(\omega) \\
&= v\left(1+\frac{2}{\lambda}+\frac{1}{\lambda_{12}}\right)+\alpha_{0}+\left(\beta_{1}+\beta_{2}\right) \lambda^{2}+\alpha_{1}+\alpha_{2}+\gamma_{12} \\
&= v+\sum_{i=0}^{2} \alpha_{i}+\gamma_{12}+v\left(\frac{2}{\lambda}+\frac{1}{\lambda_{12}}\right)+\left(\beta_{1}+\beta_{2}\right) \lambda^{2} . \tag{6.4.4}
\end{align*}
$$

Similar to the case of $D$-optimality, we only need to search for the optimal result within $\mathcal{F}^{*}$. Putting (6.4.2) into (6.4.4) we find

$$
\begin{align*}
\mathcal{L}_{A}(\xi) & :=L_{A}(\alpha, z) \\
& =v+\sum_{i=0}^{2} \alpha_{i}+\gamma_{12}+\frac{v}{4 \alpha z}\left(2+\frac{1}{z}\right)+16\left(\beta_{1}+\beta_{2}\right) \alpha^{2} z^{2} \tag{6.4.5}
\end{align*}
$$

It is obvious that the minimization of (6.4.5) is equivalent to the minimization of the following:

$$
\begin{equation*}
\frac{v}{4 \alpha z}\left(2+\frac{1}{z}\right)+16\left(\beta_{1}+\beta_{2}\right) \alpha^{2} z^{2} \tag{6.4.6}
\end{equation*}
$$

For $Q$-optimality, we have

$$
\begin{aligned}
& \left.\int_{S} M S E(\hat{y}) d \underset{\sim}{x}=v \int_{S}{\underset{\sim}{\sim}}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f} \underset{\sim}{x}\right) d \underset{\sim}{x} \\
& +\int_{S}{\underset{\sim}{\sim}}^{T}(\underset{\sim}{x}) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{b}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) \\
& \left.\cdot \underset{\sim}{b^{T}}(\psi(\underset{\sim}{x}, \omega), \xi(\underset{\sim}{x})) B^{-1}(\xi(\underset{\sim}{x})) \underset{\sim}{f} \underset{\sim}{x}\right) d \underset{\sim}{x} \\
& =v \int_{S}\left(1+\frac{x_{1}^{2}}{\lambda}+\frac{x_{2}^{2}}{\lambda}+\frac{x_{1}^{2} x_{2}^{2}}{\lambda_{12}}\right) d \underset{\sim}{x} \\
& +\int_{S}\left[a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda\right. \\
& \left.+a_{1}(\omega) x_{1}+a_{2}(\omega) x_{2}+c_{12}(\omega) x_{1} x_{2}\right]^{2} d \underset{\sim}{x} \\
& =4 v\left(1+\frac{2}{3 \lambda}+\frac{1}{9 \lambda_{12}}\right)+4\left\{\left[a_{0}(\omega)+\left(b_{1}(\omega)+b_{2}(\omega)\right) \lambda\right]^{2}\right. \\
& \left.+\frac{1}{3} a_{1}^{2}(\omega)+\frac{1}{3} a_{2}^{2}(\omega)+\frac{1}{9} c_{12}^{2}(\omega)\right\} .
\end{aligned}
$$

Hence, we get

$$
\begin{align*}
\mathcal{L}_{Q}(\xi)= & \int_{\Omega}\left(\int_{S} M S E(\hat{y}) d \underset{\sim}{x}\right) d \Pi(\omega) \\
= & 4 v\left(1+\frac{2}{3 \lambda}+\frac{1}{9 \lambda_{12}}\right) \\
& +4\left[\alpha_{0}+\left(\beta_{1}+\beta_{2}\right) \lambda^{2}+\frac{1}{3} \alpha_{1}+\frac{1}{3} \alpha_{2}+\frac{1}{9} \gamma_{12}\right] \\
= & 4\left(v+\alpha_{0}+\frac{1}{3} \alpha_{1}+\frac{1}{3} \alpha_{2}+\frac{1}{9} \gamma_{12}\right) \\
& +4\left[v\left(\frac{2}{3 \lambda}+\frac{1}{9 \lambda_{12}}\right)+\left(\beta_{1}+\beta_{2}\right) \lambda^{2}\right] . \tag{6.4.7}
\end{align*}
$$

Again, put (6.4.2) into (6.4.7), we find

$$
\begin{align*}
\mathcal{L}_{Q}(\xi):= & L_{Q}(\alpha, z)=4\left(v+\alpha_{0}+\frac{1}{3} \alpha_{1}+\frac{1}{3} \alpha_{2}+\frac{1}{9} \gamma_{12}\right) \\
& +4\left[v\left(\frac{1}{6 \alpha z}+\frac{1}{36 \alpha z^{2}}\right)+16\left(\beta_{1}+\beta_{2}\right) \alpha^{2} z^{2}\right] \tag{6.4.8}
\end{align*}
$$

and the minimization of $\mathcal{L}_{Q}(\xi)$ is equivalent to the minimization of the following:

$$
\begin{equation*}
\frac{v}{6 \alpha z}\left(1+\frac{1}{6 z}\right)+16\left(\beta_{1}+\beta_{2}\right) \alpha^{2} z^{2} \tag{6.4.9}
\end{equation*}
$$

We summarize these results as the next theorem.

Theorem 6.4.1 Assume that $\left.\underset{\sim}{f}{ }_{\sim}^{T}(\underset{\sim}{x})=\left(1, x_{1}, x_{2}, x_{1} x_{2}\right), \underset{\sim}{\underset{\sim}{x}} \underset{\sim}{x}, \omega\right)=a_{0}(\omega)+a_{1}(\omega) x_{1}+$ $a_{2}(\omega) x_{2}+b_{1}(\omega) x_{1}^{2}+b_{2}(\omega) x_{2}^{2}+c_{12}(\omega) x_{1} x_{2}$, where $\alpha_{i}=\int_{\Omega} a_{i}^{2}(\omega) d \prod(\omega)<\infty, i=$ $0,1,2, \beta_{i}=\int_{\Omega} b_{i}^{2}(\omega) d \Pi(\omega)<\infty, \quad i=1,2, \quad \gamma_{12}=\int_{\Omega} c_{12}^{2}(\omega) d \Pi(\omega)<\infty$ and $\int_{\Omega} a_{0}(\omega) b_{1}(\omega) d \prod(\omega)=\int_{\Omega} a_{0}(\omega) b_{2}(\omega) d \prod(\omega)=\int_{\Omega} b_{1}(\omega) b_{2}(\omega) d \prod(\omega)=0$. Let $\xi_{0}$ be a design measure of the form $\xi_{0}( \pm \sqrt{z}, \pm \sqrt{z})=\alpha, \xi_{0}(0,0)=1-4 \alpha$. Within the class of $\mathcal{F}_{2}$, we have $\mathcal{L}_{D}(\xi), \mathcal{L}_{A}(\xi)$, or $\mathcal{L}_{Q}(\xi)$ is minimized by $\xi_{0}$ for some $0 \leq \alpha \leq \frac{1}{4}$ and $0 \leq z \leq 1$ which minimize (6.4.3), (6.4.6), or (6.4.9) respectively.

Remark. The above result can be easily extended to the case when $p>2$, where $p$ is the dimension of the design space.
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