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Abstract

Input Control via 1':he Order Review aﬁd Release (ORR) mechanism is a known method of
improving make-to-order manufacturing performance. A broad view of the ORR
‘I_nechanism includes two components, the ﬁrst concerned with accepting/rejecting
éfriving jobé (order review), and the second with determining when to release jobs (order
release). The goal of Athis research is to explore ;the fundamental behaviour of the order 7

" review and order release components, using a simple testbed system and a parametric
ﬁroﬁt model. By better understanding the fole each component plays in improving the
performance of the simple test system, valuable insights into thé generic use of ORR are

- obtained. The order release component is shown to enable reduction in earliness costs,
while judicious order i‘ej ectio‘n is shown to permit excessive tardiness costs to be avoided.
The combination of both components is shown to oufperform the best of the individual

components under most conditions.

iii



Acknowledgements

My thesis was completed with the help and support of many people whom I wishto

acknowledge here.

I would like to thank Dr. Paul Rogers for his supervision and direction, and for his
assistance in securing financial support for my studies. I would also like to thank him for
his excellent undergraduate teaching, which directed me towards operations research and

a graduate degree in Manufacturing Systems.

I would also like to thank my examining committee — Dr. Paul Rogers; Dr. Van Enns, and

Dr. Diane Bischak.

My wonderful wife, Marina, deserves my utmost gratitude and appreciation for her love

and support thrbughout my program.

Finally, a special thanks the Natural Sciences and Engineering Research Council‘ of
Canada, to SMED International, and to the Department of Mechanical and Manufacturing

Engineering for their financial support which has made this research possible.

v



Dedicated to my Family



Table of Contents

APPIOVAI PAGE ...tevieniei it e e ieenen AT
ADSEIACT L1ttt . il
Acknowledgments...........ccoeuenenn.. O Ve 1V
DEdiCAION. 1.vvvvviiiieiiiiiiiiciic e \
Table OF COMEEIES. .. vuininiiittiei ittt ettt e e e et et e e teeneneaessnenerrrserriirenernanens vi
|5 o) i o) - S U SR P ST ix
|5 o) T PP X
Chapter1  Introduction , " 1
Chapter 2  Review of Relevant Literature _ 4
2.1  Input Control via Order Review and Release ..................................................... 4
2. 1.1 Input Control.....ceiiiiiiiiiiiccsleiieisteesbcnesenesesesesessesessssssassensons 4
2.1.2 The Order Review and Release Mechamsm ................................................... 6
2.2 Brief Survey of ORR ReSEArCh.....covivuieeiieiieiveniieneererreereeeereerresreeseeeeseensenes 10
2.2.1 General ORR ReSEAICH ......cocveieverrinrirrenierinientectetertenrenreeresseessesessessensensens 10
222 CriticiSms O ORRu...ueriireiieireniinieieenieieiereneseeesesesssessesineesessssessesensens 11
2.2.3 The Accept/Reject Decision as Part of ORR ......cccevvverievenecieciereeeeeerenenns 13
2.3 Motivation and Objectives for the Present Research........ccoeevevereeneeneercenncane. 15
Chapter3  Test System : : 18
3.1 A Hypothetical Manufacturing System ...........ccecovueumruriirrincreinicriieninreccreencs 18
3.1.1 Basic Operating Characterlstlcs .................................................................... 18
3. 1.2 SYSLEIMN COSES uutruiererierierieeniereiseerersresseseesseseessersessessessessessessessesssossonsossossons 19
3.1.3  Profit MOGELS ...ceevereireieiereireeeeniecrneerensetesesseae e reressessesensessssessend errenes 24
3.2 Chosen Parameter ValUes ........cccoevererenrresionennerinerueressensessesensessersessesessesneens 27



3.2.1 Traffic INtensity ......ccoeevveceveervereeveereeenesneereennns S rereeteeteenaearesree e etenes 28

3.2.2  FLOW ALIOWENCE ...overvrreerevreererseeerecse s sssassssssesssessessensenssosesnssnssesessasessnsens 28
3.2.3  Cost Magnitude Factor.......cccvevurrvererueriecieirinrereeceeeresene s ceseseesseseseesnenes 30

© 3.24 Relative Earliness COSt FACOT........cvvveveeevemiereriessceersaeesseessesenseessssesenn. 31
3.3 M/M/1 Analytical Derivations..........ccceeereerervevverreresverveeereenessenees everresrenrennanes 32
3.3.1 System Description .....cccvcceereevenieiernrereeenieieereeeereeeresesesseseeseeesseessssesones 32
3.3.2 Analytical Derivations for the M/M/1 System.......c.ccveeerervevverereerrervenerrennes 33
3.4 M/M/I RESUILS ..cueveverieeriiereecrereesieentsseeetenseseassessssessssesessessssesessesessosonsososonce 39
341 PPUAR VS, Pueiicicicinieininietnieentnseessessssssssssssssssssessssessssessesensesessssossssasons 40
3.4.2 Cost Breakdown.......... rrreeetersarranes fevrerrertanretreaesseanen eererrerrrrerariesesraraaas 43
3.4.3 Absolute Profit Rate................ ettt re st e e sate st e st e e s s be b e saanntan v 45
3.4.4  Summary Of RESUILS....coceveverrererrenerirenieneenteiereerestessesesessessesessesessessesessenses 48
Chapter 4  Analytically Tractable Control Policies 50
4.1  M/M/1 —d Analytical Derivations........cccceeveeeeerevrerrerenrereerneressesrosneseressessssessens 50
4.1.1 Control System DeSCription .......ccceurereeresrerennrenreresnssersesesresesrseeesesssseressesens 50
4.1.2 Analytical Derivations for the M/M/1 — d System.......ccecuervcivvreruerervererennnn. 51
42  M/M/1-dResults.......... ettt et a ettt a st s et s s tae st e sersneraene 59
421 ¥ VS Pttt ettt 59
4.2.2 PPUAR VS. Pucceriririiiiiincnerierenieenrentensessesseessensessesens ettt erenenes 60
423 Cost BreakdoWn........cocceveivecenerereerereseenes ettt aeeseseesaees 63
424  Absolute Profit Rate.......cccceerererererererersrerenennn. eteteteterererete et e e s ts st asaereress 65
4.2.5 Sensitivity of PPUAR Performance to Non-Op‘umal ¢ IOOTPRRIOROURIIPRRIIO 67
4.2.6  Summary 0f RESUILS......ceveererririnrerreriiereeneeienssniessessesiesseessesseeseessersesersensonss 09
43  M/M/1/N Analytical Derivations............... eeetesteseebeeaeesasaae feeeeteereesiensasnenres 71
4.3.1 © Control System Description...........cou...... rreterenesensensssstssesesenesesssasassenensssnsees 11
4.3.2 Analytical Derivations for the M/M/ 1I/N System .......................................... 72
44 M/M/I/N RESULLS ..cverereererrererieresinrenseeniensiosessersssessessessessssessessossasesessersessasens 85
44.1 N*ys. D eerveertetrtesetetete et et ettt bbbt a bbb et e bt et e s e s e s e e s e e nsseaeaea e bbbttt aens 86
4.4.2  PPUAR™ V5. Petreecrereeeereerenieneneeseseoessreesessssssssessessesassssssessesssessessessersens 88
4.4.3 Cost Breakdown.......c.ccceureureucurenncnn. v sasene s sasaseasessessssesaessessens 1

S 444 ADSOIULE PrOfit RAtE...uoviveveverereiisiieieieresseeseseseeeaeeeseeesessasassssssssssssssssssssessns 93
4.4.5 Sensitivity of PPUAR Performance to Non- Optlmal N e 95
4.4.6  Summary Of RESUILS.....ccvcevierieeriiieniierteieeenee e rereresre s st srensesesressones 96
Chapter 5  Experimental Control Policies 99
5.1 M/M/1/N —d Description and ReSUltS.......coceeveeererererererenevensreererennerereserennnns 100
5.1.1 Control System Description.................. ettt snene s enas 100
5.1.2  Optimal Control Parameters (N*, d*) .....cccccceeremerensiernerirenrneneenerereseenes 101
5.1.3  PPUAR VS. P ceeircrreririnieninententeientenieessessessessessesessessessissesesssssosessensesennes 109
5.1.4 €St BIEaKAOWI.....ovvuvevuereicinsinscvinsnccnisnisissseceasnsseesssecssissssinnesesissesssnneses 112



5.1.5 Absolute Profit Rate........cccocevveverrrirurenirenieecneeneeeerereeescseseseesesessenses 115
5.1.6 Sensitivity of PPUAR Performance to Non-Optlmal Control Parameters. 115
5.1.7  Summary of RESUILS....c.ccuevieervriinrereieieenenteteenreeetevesr e eresnesrestesesasenenes 117
52 M/M/1/N —d—RL Description and Results........cccoccceereeeverereurnnnn. O, 118
5.2.1 Control System Description.......ccccueeereeeecerrrereenrereervennenn. e 118
5.2.2 Optimal Control Parameters (N*, d%*, RL*)ceevireeeneeenieniansesnessessensennnis 119
5.2.3  PPUAR® VS, Puueiiicrcrinrerecnenenrereeestesesssesessssssssssssssssssssesesesesssssessnsssssosas 123
524 COSt BIEAKAOWIL....t0ecvvenveescessciesseeseseeseeveeeessesesesessssessssseiossessesesssssessens .. 126
5.2.5 Absolute Profit Rate........cceceeereererenreseerenenrenresrerensennereeresvenees reeevereonaeneenees 128
5.2.6 Sensitivity of PPUAR Performance to Non-Optimal RL ........cccccevurrreunnn.. 128
5.2.7 Summary Of ReSUIES ..vvviiiiiiicccceeeeieieienien PR .. 130
Chapter 6  Conclusions and Future Research 131
6.1 Summarizing the Main Results From the Research ............. eveererneseesnesnsennanes 131
6.1.1 Uncontrolled Behaviour of the M/M/1 System .......cccceeveeiiveerenvenrereenvenn. 131
6.1.2 The M/M/1 —d Control POLICY.....ccecerveererrererrerenrerierereseenrerereeseeseesesennnns 132
6.1.3  The M/M/1/N Control POIiCY.......cereererreriereerenrerreenrerreenresereesensene creeeeenane 132
6.1.4 The M/M/1/N = d Control POLICY......crveeverveerreeeenrenrenreereerresseessesssesssessenns 133
6.1.5 The M/M/1/N —d —RL Control Policy .........ccceuvvrererecmnes eereresnererenisneenn 133
6.2  Applicability of This Research in Practice ..............o....... reveseanans rerereneneneenens 134
6.3 Original Contributions ...c.....ceceeveveverereieenenenens rereereree e te e teas st renenene 135
6.4  Future RESCAICH ......ccevurirerrererinererieenieneesteesessesnseeresssssssessessessssensensesnes . 136
6.5.1 Further Enhanced Control Algorithms for the Existing System......... eeeenees 136
6.5.2 Increasing the Complexity of the System.......... eeesrestesestas e e saeesresaassaenrans 136
REfErences....cceeruuumeeereasrneereasoneneanans sesesesseretntatettesnesttimsesscrasncrcnsesresnne 139
Appendix A: Glossary of Acronyms, Symbols and Special Terms.....ccecevecceranen 144
Appendix B: Description of the Simulation Model ..... 150
Appendix C: Simulation Code......ccovivuiuiniriiiriesaiiieieetieencersscacecsssacescscncen 160

viii



List of Tables

. Table 1: Optimal p and PPUAR for the Uncontrolled M/M/1 System ............................. ‘

Table 2: Cost Parameter Combinations

............................................................................

ix



List of Figures

Figure 2.1: The ORR MECHANISIL......cceveererreiierenreieieeeeeereseeressesesesesssesensesssseseossos PR |
Figure 2.2: The ORR Mechanism with REJECHON ......cccevevreiererieiereererereererereererenenenens 14
Figure 3.1: Tardiness Cost FUNCHON......ccoeevvereerverieceneeeeieeeeeeeverennennen ereeereeaeeaenaanns 22
Figure 3.2: Earliness Cost FUNCtion........coceeeeircenclenencnueennnrenens RO erereeeesnseesien 23
Figure 3.3: Diagram of the Uncontrolled M/M/1 System ............................................. e 33
Figure 3.4: Expected Tardiness vs. pfor M/M/1 (1=1).c.ueeeveevererenanee. S verreres reveene 35
Figure 3.5: Expected Earliness vs. p for M/M/1 (LE1) ccuvuevveeciveceeceeeeeieteeenreveveseeeenens 37
‘Figure 3.6: PPUAR vs. p for Uncontrolled M/M/1 at kn =1 v.ovevvevveeeereerererererererrerennis 41
Figure 3.7: PPUAR vs. p for Uncontrolled M/M/1 at &m = 0.5 .c.cocererieeeenrerrreerenrenenens 42
Figure 3.8: PPUAR vs. p for Uncontrolled M/M/1 at k= 0.25 ...eveeeene.e. oo ceeeeenes 42
Figure 3.9: CPUAR vs. p for the Low Cost Parameter Combination...............coveeveuneec. 44
Figure 3.10: CPUAR vs. p for the Medium Cost Parameter Combination ......... e .. 44
Figure 3.11: CPUAR vs. p for the High Cost Parameter Combination..........cccceeeevennsien. 45
Figure 3.12: Absolute Profit Rate vs. p for Uncontrolled M/M/1 at kp =1 .......o........l.. 46
Figure 3.13: Absolute Profit Rate vs. p for Uncontrolled M/M/1 at k= 0.5 ... 47
Figure 3.14: Absolute Profit Rate vs. p for. Uncontrolled M/M/1 at k= 0.25 .......... e 47
Figure 4.1: Diagram of the M/M/1 — d SyStem......ccceoevvrurerercsinrnnerssrenniineiscreseninesenennn 51
Figure 4.2: Expected Tardiness vs. pat Various Values of d (m=20, =) ... S 54
Figure 4.3: Expected Earliness vs. p at Various Values of d (m=20, £=1) .....cocoevevurunecc. 56
Figure 4.4: Maximum p Value for Which M/M/1 — d is Appropriate vs. m (for Various %,
VAIUES) «.cveeueereeeereniereeentestetestestessessessessestetessessessassssessnassssssssessessassansassassassessenns 58
Figure 4.5: d* VS. P coeveeeverereeereereerenernerereeneeenees reereesensessesiesssessssassssssnsssessasssnssaenss 60
Figure 4.6: PPUAR* vs. p for M/M/1 —d at k= 1 coovveveecerreererereeeereneeseevnnenans S 61
Figure 4.7: PPUAR* vs. p for M/M/1 —d at ki = 0.5 .covrevevreriieveciecinreeeeceseeeerevennes 62
Figure 4.8: PPUAR* vs. p for M/M/1 —d at kyy = 0.25 .couevveereeereereeeeeieeenereesennenens 62
Figure 4.9: CPUAR* vs. p for the Low Cost Parameter Combination..........ccccocecervrunene. 64
Figure 4.10: CPUAR* vs. p for the Medium Cost Parameter Combination .................... 64
Figure 4.11: CPUAR® vs. p for the High Cost Parameter Combination.............ceeeeu.... 65
Figure 4.12: Absolute Profit Rate vs. p for M/IM/1 —datkm =1 .occevvvceervvevererenrenenenne. 66
Figure 4.13: Absolute Profit Rate vs. p for M/M/1 —d atk,=0.5 ....... oo eeeeneeaes 66
Figure 4.14: Absolute Profit Rate vs. p for M/M/1 —d at kp = 0.25 ................ cereeraanns 67
Figure 4.15: PPUAR vs. d for the Medium Cost Parameter Combination, o~75%......... 68
Figure 4.16: PPUAR vs. d for the Medium Cost Parameter Combination, 0=85%......... 69
Figure 4.17: Diagram of the M/M/1/N SYStEM.....cceueerevrevinrevrerenreereeerenrereereeressessesessenens 71
Figure 4.18: Proportion Accepted VS. D...cvvrererreireererrererueresensesesnsnnas ceedereeresesnessnenienees 13



Expected Tardiness vs. p at Various Values of N (=20, t=1).....ccceruueu...

Figure 4.19: 76
Figure 4.20: Expected Earliness vs. p at Various Values of N (=20, t=1).....ccceceveve.... 79
Figure 4.21: PPUAR vs. N (m=16.0944, £,=0.5, £i=5) ceveveverrrecreieirnerenceeeerersesesesssns 84
Figure 4.22: N*vs. p for M/M/1/N at ki = Loeevvieeeiieeeeeeeeeseeeie e sesensssnsesasasnsens 87
Figure 4.23: N*vs. p for M/M/1/N @t ki = 0.5 ceuueeuveeeemmecrieceseressseseeissecsnsssssssssssssnns 87
Figure 4.24: N*vs. £ Tor M/M/T/N @t iy = 0.25 ettt v ereresreeens 88
Figure 4.25: PPUAR* vs. p for M/M/1/N at kim = Leecocoireernerenreenieenneeierenieresssessenens 89
Figure 4.26: PPUAR* vs. p for M/M/1/N at k= 0.5 eeeereeereereoreeereeeesersene etenveeeeaens 90
Figure 4.27: PPUAR¥* vs. p for M/M/1/N at ke = 0.25...c.oovvveveverrnreervenenss veererneesrenaens 90
Figure 4.28: CPUAR* vs. p for the Low Cost Parameter Combination..............cceevreens 92
- Figure 4.29: CPUAR* vs. p for the Medium Cost Parameter Combination ............ eeen 92
Figure 4.30: Absolute Profit Rate vs. p for M/M/1/N at k= 1oceeevveeeeeieveneenieeenene 93
Figure 4.31: Absolute Profit Rate.vs. o for M/M/1/N at k= 0.5..ccoveereeecrereirenreeenene 94
Figure 4.32: Absolute Profit Rate vs. p for M/M/1/N at km = 0.25.....ccoecvverrcrrererreereenne. 94
Figure 4.33: PPUAR vs. N Under Medium Cost Parameters, g=85% ........cccoeuvvvurirunnee 96
Figure 4.34: PPUAR vs. N Under Medium Cost Parameters, 0=90% .......ccccoevvevereruenens 96
Figure 5.1: Diagram of the M/M/1/N — d SYSteM ...iceeveciruenienieneneneeiesresresreeseessersennes 100
Figure 5.2: (V*, d*) vs. p for the Low Cost Parameter Combination.................... eeenene 105
Figure 5.3: (V*, d*) vs. p for the Medium Cost Parameter Combination ...........cc.c...... 105
Figure 5.4: (N*, d*) vs. p for the High Cost Parameter Combination...........ccccevvererurnee 106

Figure 5.5: Optimal Control Parameters for M/M/1/N — d, M/M/1/N and M/M/1 — d vs.
p for the Low Cost Parameter Combination........ccceveveriinieeniecrccreenieresrerereseeneenes 107

| Figure 5.6: Optimal Control Parameters for M/M/1/N — d, M/M/1/N and M/M/1 - d vs.

o for the Medium Cost Parameter COmbINation..............ewueveereceeeeerveseesesesersinns

Figure 5.7: Optimal Control Parameters for M/M/1/N — d, M/M/1/N and M/M/1 — d vs.

- pfor the High Cost Parameter Combination ........cc.ceveeeeueerereercrscreceesrereenersensenees 108
Figure 5.8: PPUAR* for M/M/1/N — d, M/M/1/N and M/M/ 1 — d Under the Low Cost
Parameter COmMDINALION ....cc.coevurverererienrerererenreesioeeneraesseessessesessessessessensessassesasseses 111
Figure 5.9: PPUAR* for M/M/1/N — d, M/M/1/N and M/M/1 — d Under the Medium Cost
- Parameter COMDBINAION ....c.oueiiererereririsceeesereseseissensseesesssesesssesssassesessenesesesessones 111
Figure 5.10: PPUAR* for M/M/1/N — d, M/M/ 1/N and M/M/1 - d Under the High Cost
Parameter CombINation ........ccceceeieiieuererreriererecrestnereeresesesieseesessessessassessassasessesins 112
Figure 5.11: CPUAR¥* vs. p for the Low Cost Parameter Combination............c..ccvernne.. 113
Figure 5.12: CPUAR¥* vs. p for the Medium Cost Parameter Combination .................. 114
. Figure 5.13: CPUAR¥* vs. p for the High Cost Parameter Combination............c.eevnee 114
Figure 5.14: Absolute Profit Rate vs. p Under M/M/1/N — d Control for Low, Medium
and High Cost Parameter Combinations.........cceevevereerereresrereeeeessessessersernersenens .. 115
Figure 5.15: Sensitivity of PPUAR to Non-Optimal (N ,d) When p=90% for the Medium
Cost Parameter CombINation .........ceeververeereererresrererenieseesessesseesersessesseseseesesseseses 116
Figure 5.16: (N*, d*, RL*) vs. p for the Low Cost Parameter Combination.................. 121
Figure 5.17: (N*, d*, RL*) vs. p for the Medium Cost Parameter Combination............ 122

xi



Figure 5.18: (N*, d*) for M/M/1/N — d and for M/M/1/N —d — RL vs. p for the Low Cost

Parameter COMDINAION ....c.ccvueieieririrentrrerinentnernrseerereesse st eressesessesessnesesesns 122
Figure 5.19: (N*, d*) for M/M/1/N - d and for M/M/ 1/N—d-RLvs. p for the Medium
‘ Cost Parameter CombBINation .....iuovivvvevevierreieeeerreeeneeeeeesereeessessseessesssrsesisesssssssesns 123
Figure 5.20: PPUAR* for M/M/1/N —d — RL and M/M/1/N - d for the Low Cost
Parameter COMDINALION ......coeivveereeierieieierisereeisteisetreereeseseseese s sesbesesaesenssens 125
Figure 5.21: PPUAR* for M/M/1/N — d — RL and M/M/1/N - d for the Medlum Cost
Parameter CombINAtion .........c.ecveviririieiecierrecrereneeeeseesesereassssssesesssnssessssssssassenes 129
Figure 5.22: CPUAR¥* vs. p for the Low Cost Parameter Combination.............ceeunen... 127
Figure 5.23: CPUAR¥* vs. p for the Medium Cost Parameter Combination .................. 127
Figure 5.24: Absolute Profit Rate vs. p Under M/M/1/N — d — RL Control for Low and
Medium Cost Parameter COmbInations.........cececvrververereersererernesesessereeverssvereressivens 128
Figure 5.25: PPUAR vs. RL at p=90% for the Medium Cost Parameter Combmatlon
 (NFL0, B=12) et s s bbb s e n b taes 129

xii



Chapter 1

Introduction

Managing a manufacturing system in a competitive environment requires continuous
" improvement in productivity, quality and cost. In recent years, the focus of
manufacturing improvement has shifted to reducing inventories and work-in-process

(WIP), shortening lead timés, and improving delivery performance.

For ovér thirty yearé, “input control” has been recognized as a key component of 7
achieving these pérformance improvemer;ts. The concepts of input control have been
most often applied to make-to-order manufactufing systems in the context of the Order
Review and Release (ORR) mechanisrr;, which manages tﬁe transition of orders from
Varrival at the planning system, throilgh to thé"'shop floor. The ORR mechanism consists of
‘the careful review of arriving jobs, and the holding of accepted jobs in a pre-release pool,
' réleasing them to the manufacturing floor only when necessary. A broad view of the
ORR mechanism includgs two components, the first concerned with acceﬁting/rejecting
arriving jobs (order review), and the rsecorid_with determining when to release j Qbs (order

release). The bulk of ORR research has focused on the order release component of the



mechanism, with relatively little attention paid to order review via the judicious

acceptance/rejection of orders.

The primary criticism of ORR within the literature is that while the use of a pre-release
pool and careful order release has been shown to reduce the time spent by jobs on the
shop floor (and thus tﬁe levels of WIP on the floor), the total customer lead time is not .
decreased, because of the time spent in the pool. Researchers have sﬁown that control of
input variance is required fbr the order release function to be truly effective. |
Acceptance/rejection of jobs in the context of order review has been suggested as an
effective form of input variance control, but this area has been largely ignored in the

literature.

A major problem with the state of ORR research is that the literature is too focused on
experiment-based testing of specific release rules under specific conditions. There js a
signiﬁcant lack of general insight and the conclusions of authors are rafely genericaily
applicable. Practitioners have identiﬁed the need for more generally insightful

investigations of the ORR mechanism.

The present thesis is intended to address these two criticisms of ORR. The goal of this
research is to explore the fundamental behaviour of the order review and order release
components using a simple testbed system. By better understanding the role each
component plays in improving the performance of the simple test system, valuable

insights into the generic use of ORR can be obtained.



The remainder of the thesis is arranged in the following manner. Chapter 2 presents a
literature review of iﬁput control and the ORR rﬂeéhariism, and furthef highlights the
objectives of thé research. Chapter 3 describes the manufacturing system modelled and
the performance measures considered, and also presents analytical derivations and
numericai resﬁlts for the uncontrolled system. Chapter 4 presents analytical derivations
and numerical results for two analytically tractable cohtrol policies. Chapter 5 presents
experimental results for two intractable contfol policies explored using discrete-e;/ent
simulation. Finally, Chapter 6 concludes this thesis by highlighting the main

contributions of the work and identifying some suggested directions for future work.



Chapter 2

Review of Relevant Literature

This chapteI: contains a review of relevant literature focusing on the area of input control,
and on the Order Review and Release (ORR) mechanism through which it is appiied.
Critiéisms of ORR and of the state of ORR research are presented, which serve to provide
the motivation for the current research. The chapter concludes with a summary of specific

objectives for the research reported in the thesis.

2.1 Input Control via Order Review and Release

" 2.1.1 Input Control

Common problems facing manufacturing facilities include high levels of both work in

process (WIP) and finished goods inventory, excessive éxpediting, and production plans
regularly falling behind schedule resulting in missed delivery dates. In his seminal papef,
Wight (1970) identifies these problems as frequently being causéd by what he referred to
as long Manufacturing Lead ’fime (MLT). Wight shdws that the actual time a jdb spends
beiné processed typically accounts for less than ten percent of its time on the shop ﬂc;or.

Most of a job’s time is spent waiting in queues for thé opportunity to be processed by



equipment currently occupied by a job of higher priority. Wight identifies the long
queuing times seen in most plants as having three causes: (i) lead time inflation; (ii)
erratic plant input; (iii) the inability to plan and control output rates effectively. The three

causes are further described in the following paragraph.

Lead time inflation is caused by the misconception that longer lead times will result in a
greator likelihood of meeting customer due dates. Instead, lonéer lead times result in an 7
increase in work on the shop floor, causing congestion and lengthening queue times.
Releaéing jobs to the shop floor as soon as the system éenerates them usually results in
highly erratic input to the shop. Because of the relatively fixed capacity of most
resources, periods in which demand is higher than capacity will result in a large number
of tardy orders. Additionally, the carryover of uncompleted jobs to future periods will
have undesirable effects as those jobs will interfere with the priorities and schedules of
future work. The relatively fixed output capacity of most manufacturing resources is a
symptom of the general inability to control output in nlost manufacturing environments.
Outside of the ability to run overtime, there is little that most manufacturing managers
can do to alter short-term capacity. Hiring and training (or eliminating) workers or
acquiring and installing new equipment can involvo considerable costs, and require |
longer time horizons than typical load forecasts offer. Altering output oapacity is

therefore not an appropriate method of addressing short-term variation in demand.

Wight proposes one simple rule for eliminating these three problems — ensure that “the

input to a shop be equal or less than the output”. This simple rule requires carefully



reviewing planned orders and only releasing accepted orders to the floor when the time is

right.

Wight’s principle of Workload Control (WLC), also called input/output control, has
attracted much interest in the research community. The majority of work in this area has
' been devoted to manufacturing systems where ou‘qﬁut capacity remains constant in the

short term, and is thus referred to only as input control.

2.1.2  The Order Review and Release Mechanism

Input control, when applied to make-to-order (MTO) production syste.ms, has typically
been studied in the context of the ORR mechanism. In MTO systemé production can only
begin after a customer’s order is placed, as opposed to make-to-stock (MTS) systems,
where customer orders are (ideally) instantly filled from existing stocks; and production
orders are only used to replenish those stocks. Thus, for MTO systems, a primary goal is
the completion of jobs within the lead time promised to the customer. Addi‘;ionally, an
MTO manufacéturer can usually gain a competitive advantage by reducing its lead time in
relation to competitors (provided, of course, that this doés not reduce the ability to meet

the lead time).

The ORR mechanism is the method by which the system: (i) carefully reviews arriving
jobs to ensure. that they have a “good” chance of being completed on time; (ii) releases
them to the manufacturing floor at the appropriate time. Thus, ORR consists of the group

of activities taking place between the initial customer request until the job, if accepted, is



released to the floor. According to Melnyk and Carter (1987), ORR is one of the five

major components of the Production Activity Control (PAC) system, in addition to

detailed scheduling, data collection and monitoring, control and feedback, and order

disposition. Figure 2.1 shows a diagram of the ORR meéhanism.‘

ORR System

Order Review Order Release
00 Pool
—“‘_’A,, . L "R N" R
1riving = 2@
Orders - )

Order
Release
Mechanism

Figure 2.1: The ORR Mechanism

Two primary frameworks for ORR can be found in the literature, the first developed by

Melnyk and Carter (1987), and the second by Bechte (1988). Melnyk and Carter view

“ORR asVCOnsisting of three major activities: (i) order preparation; (ii) review and

evaluation of orders; (iii) load levellivng.‘ Bechte views the three main parts of ORR as: (i)

order entry‘phe'lse; (ii) pre-shop pool management phaée; (iii) order release phase. These

- frameworks are highly similar in function.




Melnyk and Ragatz (1988) identify four major componénts of ORR functionality: (i) the
order release pool; (ii) the shop floor; (iii) the planning system; (iv) the information

system.

The order release pool holds all jobs which have been accepted by the planning system,
but have not yet been released to the shop floor. Exit from the pool is governed by a
triggering mechanism, which decides when to release an order, and an order selecﬁon
rule, which decides what order(s) to release. Triggering mechanisms may oﬁerate_ under a
continuous or bucketed (periodic review) timing convention. The triggering mechanism
may be pool-based, shop-based, or pool and shop-based. Pool-based triggering
mechanisms are dependant only on information about the jrobs inrtlilze pool, shop-based
mechanisms are based only on information about jobs on the shop floor, and pool and
shop-based mechanisms use ‘informatiion on both. The order selection rule can likeWise be
local (only based on information on jobs in the pooi) or global (also based: on information

on the shop floor).

ORR attempts to balance the release of work to the shop floor against the available
capacity on the shop floor. Typically, it is not the remaining capacity, but rather the
current load that is monitored by the ORR system. Information about the load on the shop

can either be expressed individually for each workeentre, individually for select

! The selection rule cannot be solely based on information on the shop floor, as it is required to have at least
minimal knowledge of the pool to select a job from it.



workcentres (usually known bottlenecks), or aggregated as total shop load. The ORR -
system may monitor instantaneous load, or the planned load profile over a given time

horizon.

The planning system is an impox:tant component of ORR because planned orders
represent future shop loads. Jobs still in the planning system may or may not be visible to
the ORR mechanlsm Schedule v1s1b111ty helps the ORR mechanlsm make predictions of
future demands on the shop floor by exammmg planned orders. The period-to-period
feasibility of plans generated by the planning system is also of importance to the ORR
mechanism, andthis feasibility may be controlled of uncontrolled by the planning

system.

The information system is the final ma_] or component of the ORR mechanism, prov1d1ng
data on the state of the pre-release pool and/or the shop ﬂoor as discussed above. The
- timeliness, accuracy and completeness of this 1nformat10n may have a significant impact
::on ORl{ functionality. Timeliness refers to the speed at which changes are reflected in the .
inforrnation availablo to the ORR mechanism. Accurécy may be compromised by
measurement or data-entry errors, and completeness reflects the extent to which generally

available data may occasionally be missing.



10

2.2 Brief Survey of ORR Research

2.2.1 General ORR Research

There are a large number of research pépers consisting of general discussions of ORR
and surveys of the litgrature; As discussed earlier, Melnyk and Carter (1987), Bechte
(1988), and Melnylk and Ragatz (1988) provide early frameworks for inpﬁt control via -
ORR. This framewérk has been re-exémined and expanded in subsequent literature By

-Melnk and Ragatz (1989) and more recently in Bergamaschi et al. (1997).

Wisﬁer (1995) and Bergalhaschi et al. (1997) provide reviews of exisﬁng ORR literature.
Wisner (1995) reviews descriptive research (general discussion, case study and industry
surveys), analytical research, and simulation—based research. Simulation-based research is
classified by routing Wi)e, number of workcentres and worker resources, release rules
used, performance criteria, type of statistical analysis? and the real/hypothetical nature of
system characteristics. Bergamaschi ef al. (1997) review the descriptive résearch, and
classify experimental research on the basis of an expanded version of the framework

originally introduced by Melnyk and Ragatz (1988, 1989).

The bulk of ORR literature is in the form of simulation-based exploration of order release
rules (triggering and selection) in small shop environments. Some research compares
performance. of different rules on the same system, while some explores the effect of

other system characteristics (such as priority dispétch rules, due date setting, shop size
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and routing type). The literature reviews listed above provide thorough summaries of

most of these works.

2.2.2  Criticisms of ORR

Research into the order-release component of the ORR framework has found that
controlled release can definitely rerult in significant reductions in shop congestion and
manufacturing flowtime. However, critics of ORR, such as Bertrand (1983a, 1983b),
show that ORR may increase overall flowtime because of excessive delays in the pre-
releasekpool. Even proponents of workload control, sﬁch as Melnyk and Ragatz (1989),v
have found that the reduction in manﬁfacturing ﬂthime may be more than offset by the
time spent in the order release po‘ol.r Therefore, while order release strategies may result
in smoother operations in the ;hop dué !to the anticipated effects of decreased congestion,
they may not reduce the lead time that can be promised to customers, and therefore might
not result in a direct competitive advantage. Additionally, Baker (1984) notes that
feduced congestion on the floor may make scheduling and dispatching ’less effective. His
results for a single-server system show that under some conditions selective order release
may not be advantageous because it degrades the performance of certain dispatching

rules.

These criticism are addressed by proponents of ORR, who conclude that order release is

an effective technique when combined with variance control at the planning and shop -
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floor level. Fredendall and Melnyk (1995) show that variance in the rate at which work
content is received from the planning system is still the main cause of cost’ variances,
even when an ORR system is in place. The authors show that the delay-and;reiease
function of the pre-release pool serves only as a secondary mode of variancé control, and
that the planning system is required to serve as the primary source of variance controi.
The authors show that ORR functions properly only when input variance is controlled by
- the planning system, and confirm Melnyk et al. (1992) who show that the performénce of

simple dispatching rules is far better when input variance is controlled.

A major criticism of the current state of ORR research, is that the focus of most literature
is on testing specific methods in particular situations. Conclusions ére specific to the
combination of methods and systems tested, and there is a significant lack of generic
insight. Gaalman and Perona (2002) note in their introduction to a special issue of -

Production Planning and Control focused on workload control in j()b shops:

Though many Workload Control methods are presented in
the literature, relatively little is known about their
performance in specific production contexts. The large
number of aspects that are necessary to describe a’
particular situation and which make generic conclusions
difficult to apply can explain this. From a practical
perspective, the need for structural insights in the
performance of the methods is quite large.

2 The authors use a cost model that includes tardiness costs, WIP costs, and worker transfer costs (a penalty
for moving a worker between workcentres), but self-admittedly select a ratio of parameter values that place,
by far, the greatest priority on minimizing tardiness.
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Cigolini and Portioli-Staudacher (2002) reiterate this message elsewhere in the same

special issue:

Anyway, ORR techniques are various and the literature
shows quite a difference in performance among the
different techniques. Moreover, until now no research has
proven an ORR technique to outperform all others, and
very little research is available about the strengths and
weaknesses of each technique. Common questions arising
when literature about ORR is analysed, refer to why a
specific policy performs better than another and why some
research results contrast with others.

The ovérly-speciﬁc nature of ORR research, and the lack of generally applicable insights
found in the literature may be a barrier to the implémentation of ORR in industrial

systems.

2.2.3 The Accept/Reject Decision as Part of ORR

While the majority of the ORR literature focuses on ordér release, order review is also an
irﬁportant component of input control, particularly in the context of variance reduction.
Control of input variance by selectively rejecting jobs is commonly found in the queuing
literature, and is enumerated as one of five input control methods in a survey of queuing
literature conducted by Crabill et al. (1977)°. Bergamaschi ef al. (1997) place the

accept/reject decision in the context of the order review phase of ORR, as shown in

? The others being: (i) difectly affecting the arrival rate; (ii) indirectly affecting the arrival rate (i.e. through
pricing policy); (iii) encouraging customers to behave in a socially optimal manner; (iv) “closing down” the
system.
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Figurer2.2. However, the accept/reject decision has not been extensively explored in this
context. Philipoom and Fry (1992) are the first to relax the assumption that all ordets
must be accepted. The authors experiment with rejection based on (i) the aggrégat_e shop
load; (ii) the load on the workcentres on the arriving job’s routing. A work limit is set for
the system in the case of (i), or for individual workcentres in the case bf (ii). The autﬁors ‘
conclude that selective rejection of a small percentége -of the arriving work can result in
dramatic imbrovements in shop performance. The authors also fmd that workcentre-

‘based rejection is better than rejection based on aggregate shop load.

ORR System
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Figure 2.2: The ORR Mechanism with Rejection

Nandi (2000) builds on the work of Philipoom and Fry, addressing a manufacturing
system with two classes of jobs (“urgent” and “regular”), and exploring more complex
accept/reject rules. The author finds that input control through judicioué order rejection

can result in significant performance improvements for jobs that are accepted. Rogers
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(2002) and Rogers and Segal (2003) build on Nandi’s work, finding that more complex

rejection rules are capable of further performance improvements.

The accgpt/reject decision is also studied outside the context of the ORR framework.
There is a substantial body of early queuing theory work involving the accept/reject
décisio_n in the context of multiple job clas.ses in simple service systems. For exaﬁlple,
Scott (1969,. 1970) analyzes a two-class single-server queuing system limit such that
when the queue length is at or beyond some limit, lower priority jobs are rejected by the
system. Mﬂler (1969) and Lippman and Ross (1971) eXplore the célse of multiple j’db
classes of differing value, and no backlog perrhitted; for multiple- and single-server
systems. Wester et al. (1992) consider the accept/reject decision in the context of
sequence-dependent setup times for a single-server system. The authors find that by

" intelligent rejection of jobs based on setup time ‘considerations, performance in a high-
load system can be improved. This work is expénded by ten Kate (1994) who shows that
under high-foad, low lead-time conditions, selective rejection based on sequence-
dependent setﬁp time considerations results in improv'ed perforrﬁance in a more complex
system. While this research explores order review and the accept/reject decision, none of
it is in the context of ORR, where accepted jobs ;are then subject to an order release

mechanism (beyond immediate release).

2.3 Motivation and Objectives for the Present Research

The present research is motivated by the clearly identified need for increased knowledge

of the fundamental functions of input control via ORR. Additionally, there is a need to
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examine the role of the accept/reject decision in the context of order review (and variance

reduction) within the ORR framework.

The objectives of the present research are as follows:

()

(i)

(iii)

To explore the fundamental functionality of ORR using a simple testbed system
that will provide generic insights into the benefits of ORR. The well known -
M/M/1 queuing system will be used (i.e. single server system with exponentially

distributed interarrival and service).

To explore the order release mechanism and the accept/reject decision
independently, and in combination, to better understand the .circumstanées under
which each component can be of benefit. Simple analytically-tractable
abstractions of each of the release and reject mechanisms will be investigated, and
their effect on the system will be determined. Discrete-event simulation will be
used to model and explore more complicated (intractable) combillations of the

two components.

To perform the above analysis under a range of énvironmental factors. A
cost/profit model will be used that considers the various aspects of system
performance affected by the ORR mechanism. The exogenous environmental
parameters to be considered are: (i) the shop load; (i) the flow éllowance; (ii) the
severity of tardiness costs; (iv) the severity of earliness costs. Analysis will occur

under multiple combinations of cost parameters and flow allowance, and under a
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wide range of shop loads, so that the effect of these parameters on control policy

performance can be evaluated.
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Chapter 3
Test System

The previoué chapter presented the motivation for, and objectives of, this research. This
chapter describes the system being modelled and the i)erformance meaéures that Will be
considered relevant. The performaﬁce of the uncontrolled system is pr.es,ented in'this
chapter, with candidate éontrol policies presented and evaluated in the following two -

chapters.

31 A Hypotlzetica'l Manufacturing System

For this research, a hypothetical manufacturing systerh is being used as a testbed to
explore various control policies under various operating conditions. This section
describes the basic operating characteristics as well as the financial perforrnance‘

measures relevant to optimal system control.

3.1.1 Basic Operating Characteristics

The test systém is a single-server M/M/1 queuing system, characterized by the folloWing:

(a) Interarrival times are exponentially distributed with a mean interarriVal time of

1/ (and mean arfival rate of 1).
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(b) Service times are exponentially distributed with a mean service time of 1/u (and

mean service rate of p).
| (c) There is a fixed flow allowance M, such that an arriving job is assigned a due date
M time units from its arrival time. We caﬁ alsoe;xpress the flow allowance in
normalized form (m) in ;cerms of a multiple of the mean service time (m=M p).
(d lThe profit contribution (before costs) for each completed job is R (currency units).
In the remainder of this thesis this will be referred to as job revenue.

(e) Jobs are processed on a first-come, first-served basis.

The system operates under ideal conditions with no breakdowns, resource unavailability,

or similar disruptions.

3.1.2 System Costs

We are interested in constructing a cost/profit model that is capable of capturing the
benefits and limitations of the various combinations of order release rules, order review
rules, and environmental factors to be tested. The literature shows a great variety of cost
and prbﬁt models used in the analysis of manufacturing systems. Enns (1995) lists the
cost categories for a manufacturing system as: (i) variable production costs; (ii) WIP

holding costs; (ii1) lead time costs; (iv) due-date deviation costs; (v) fixed overhead costs.

For the system under consideration variable production costs and fixed overhead are not
affected by the ORR mechahism, and are not considered. Likewise lead time costs (the

costs of having an uncompetitive lead time) are not considered, as it is assumed that the
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firm is operating with a competitive lead time, and the flow allowance (M) is set
accordingly. Rejection of arriving jobs may be considered as being an indirect lead time
cost, but we will assume no costs to rejecting incoming jobs beyond the losé of potential
revenue, as per Nandi (2000). Due-date deviation costs will be modelled, as the primary
functionality of ORR is to improve the due-date perfommce of the manufacturing
system. Due-date deviation costs are incurred for both tardiness and earliness of jobs. We
assume that for a single-server system WIP costs for items in process are equal to the cost
of holding the equivalent raw material in inventory, and can therefore Be ignored; Note
that holding costs for finished goods inventory are included under the :earl‘iness cost

component of due-date deviation costs.

The modelling of tardiness costs and earliness costs (or the equivalent holding costs) as
linear with time is generally accepted in the literature. While some advocate for the use of
non-linear cost functions, a large number of practitioners use linear functions to model

these costs. We will assume that these costs accrue linearly with time.

Tardiness costs are incurred when a job is completed after its promised due date. We will
model] tardiness costs as increasing linearly with job tardiness. In reality, tardiness costs
may be due to: (i) contract-specific penalties; (ii) loss of custqmér goodwill and company

reputation; (iii) expediting costs (i.e. faster, more expensive shipping).

Earliness costs are incurred when jobs are completed before the promised due date.
Because our system is single-stage, earliness costs are equivalent to finished goods

holding costs. We will model earliness costs as increasing linearly with job earliness. In



21
reality, earliness costs may be due to: (1) direct storage costs (space, manpower); (ii)

increased chance of spoilage, obsolescence, damage, theft and loss; (iii) cost of capital

tied up in inventory.

3.1.2.1 Expressing Tardiness Cost

We model tardiness costs as increasing linearly with time once a job’s due date has
passed. The cost parameter C,,T’ With dimensions currency per unit time, controls the
steepness of the tardiness cost functiqn. We define I (critical tardiness interval) as the
time in;terval over which accrued tardiness costs equal job revenue and iy (normalized
critical tardiness interval) as this interval expressed as a multiple of the rnean service time'
(i.e. ir=Ir p). As can be seen in Figgre 3.1, the leps of the tardiness cost curve (Cy) is

7 eciual to the job revenue (R) divided by‘ITt The expected tardiness costs of an accepted

| job equal the cost parameter Cr multiplied by the expected tardiness of an accepted job

(4vgTardiness).
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. - A Tardiness Cost Curve
tardiness

costs
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Figure 3.1: Tardiness Cost Function

We can minimize the interdependencé of parameter value choices if we express the

normalized critical tardiness as a multiple of the normalized flow allowance m, sucﬁ that
ir=ky; m, where kp, is the cost magnitude factor®. By epressing the criti;:al tardiness
interval proportional to flow alloyvance we can use-the same cost parameter (km) to

compar;e scenarios under differing flow alldwanceé. Note that decreasing ki, results inan

increase in the severity of tardiness costs.

R
* Note that k,, = £E
mC,
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3.1.2.2 Expressing Earliness Cost

We model earliness costs as increasing linearly with the time interval between the job’s .
completion time and its due date. The cost parameter Cg, with dimensions currency per
unit time, controls the steepngss of fhe earliness cost ﬁlﬁction. We d.eﬁne Ir (critical
earliness interval) as the time ‘intrervfal'over which accrued earliness costs equal job
revenue and ig (normalized critical earliness interval) as this interval expressed as a .
multiple of the mean service time (i.e. ig=Ig 4). “As can be seen in Figure 3.2, the negativé
slope of the earliness cost function (Cg) is equal to the job revenue (R) divided by Iz. The
expected earliness costs of an accepted job equal tl}e cost parameter Cz multiplied by th'e‘

_expected earliness of an accepted job (AvgEarliness).

. A Earliness Cost.Curve
earliness

costs

| >
0 M=m/p flowtime
- J

,IE=iE/u

Figure 3.2: Earliness Cost Function
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We can again minimize the interdependence of parameter value choices, By expressing
the normalized critical earliness as a multiple of the normalized critical tardiness, such
that ig= k; k,, m, where k; is the relative earliness cost factor”. By setting the éarline_:ss

interval proportional to flow allowance we can use the same cost paraméteré (ks k) to

compare scenarios under differing flow allowances.

3.1.3  Profit Models

The goal is to maximize some measure of profit, however there are many ways of
defining profit, even within our limited cost model. In order to simplify the analysis and
make the results as meaningful as possible, we Wish to reduce the number of ‘atbitrarily’

chosen parameters required to express our profit measure.

3.1.3.1 Profit Per Arriving Job

One approach that can be taken is to maximize the expected profit per arriving job

(PPAJ), which is equal to:
PPAJ = Pr(acc)x (R~ Cpx AvgTardiness — C, x AvgEarliness) 3.1

Where Pr(acc) is the probability of an arriving job being accepted.

UR
k,mCy

m

* Note that k&, =



25

3.1.3.2 Profit Per Unit Arriving Revenue (PPUAR)

In the interests of reducing the number of parameters in the analysis, we may wish to
express profit per unit arriving revenue (PPUAR) instead of per job. We do this by

dividing PPAJ by job revenue:
| | ‘ CT . CF 7. :
PPUAR = Pr(acc)x(1— 2 AvgTardiness — T AvgEarliness) (3.2)

Or, in terms of the cost magnitude and relative earliness cost factors: -

PPUAR = Pr(acc) x(1- klu AvgTardiness — i AvgEarliness) (3.3)
- m » -

.oom rom

We can therefore express profit per. unit arriving revenue in terms of only two cost
. parameters (k,, and £,), which are independent of service time and of job revenue. This
means that PPUAR is a function of three operational performance measures (percent

accepted, expected tardiness and expeé;ced earliness) and two cost parameters.

'3.1.3.3 Cost Per Unit Arriving Revenue (CPUAR)

It may be of interest to examine the costs contributing to PPUAR being less than 100%.

We define the cost per unit arriving revenue (CPUAR) as this difference:

CPUAR =1-PPUAR SRR 3.4



26

What is of greater interest, is the breakdown of CPUAR into its three cost components:
(i) rejection costs; (i) earliness costs; (iii) tardiness costs. These three costs components

are defined as:

CPUAR

Rejection

=1- Pr(acc) = Pr(rej)

CPUAR

Larliness

= Pr(acc)x £ AvgEarliness
km kr m E ‘
’ (3.5)

= Pr(acc)x £ AvgTardiness
m

ardiness

CPUAR,

m

+CPUAR

Earliness

CPUAR = CPUAR +CPUA4

Rejection Tardiness

Where Pr(rej) is the probability of rejecting an arriving job.

By examining the individual cost components we can gain insight into how the control

policies under investigation improve system performance.

3.1.3.4 Absolute Profit Rate

The true goal of the firm is not to maximize the profit per arriving, job, or per unit
arriving revenue, but rather to maximize the rate of profit over time (so that the total
profit in an intérval is maximized). If the firm has no control over the arrival rate, then
this is equivalent to maximizing the profit per arriving job or per unit arriving revenue.
The actual profit rate (PR, dimensions currency per unit time) is the profit per arriving

job (PPAJ) multiplied by the rate of job arrivéls:

PR = Ax Pr(acc)x (R —Cpx AvgTardiness — C x AvgEarliness) (3.6)
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We will define the measure of absolute profit rate (APR) éuch that:

APR = px PPUAR (3.7

Where p=7A/u is the traffic intensity. Note that the absolute profit rate is dimensionless,
but for a given set.of exogenoué and control parameters can be interpreted as the ratio of

the current profit rate, to the rate of arriving revenue when the traffic intensity is 100%.

It :shquld be noted that in real systems there are ‘c‘:osts associated with increasing the
arfival rate that are not modelled here, énd therefore arrival rate is ;:onsidered an
exogénous variable. However, it is desirable that a‘g'oo'd control policy will yield an equal
or better absolute profit rate as the arrival rate increases, even though PPUAR itself might

decrease.

3.2 Chosen Parameter Values

The uncontrqlled M/M/1 system involx;es four parametersrconsidered exogenous in this
~ analysis: (i) the traffic intensity, p; (ii) the normalized flow allowance, m; (iii) the cost

'7 magnitude factor, km; (iv) the relative earlineés cost factor, 4. This section establishes -
réasonable ranges for these parameter values, anci selects spéciﬁb values to be used in ’;he

numerical analysis of the experimental control policies investigated.
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3.2.1- Traffic Intensity

Assuming that the mean service time is fixed, traffic intensity is determined by external
demand. Since traffic intensity is exfernally determined, we will experiment with a full
range of values, particularly for control systems for which there is an analytical
representation of optimal PPUAR. In cases where generation of optimal PPUAR is more
tim_e-intensive, performance will be examined over a wide and reasonably-spaced range

of traffic intensities.

3.2.2 Flow Allowance

Choosing appropriate test values for the flow allowance (M in natural time units, m as a
multiple of mean service time) is important because we need to identify tile parameter
space where contr(;l can be beneficial. Additionally, we do not want to base the choice of
flow allowance value on the PPUAR for any given set of parameter values, as this would
bias performance towards that operating range. We will éhoose the flow allowance in a

similar manner to the method Jensen ef al. (1995) used to set the Total Work Content

(TWKS) allowance factor for their dispatch-centred workload control research:

For this experiment the TWK allowance factor was
established through the use of pilot simulation runs after
model validity checks had been completed. Multiple runs
were made with SPT dispatching procedure, which can be

¢ Where there are multiple job types with varying expected service times, flow allowance can be assigned
proportional to the expected total work content for the job over all operations. The flow allowance js equal
to kywx*TWK, with krwk being the TWK allowance factor the authors are trying to determine.
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used to set a reasonably wide range of due dates (Philipoom
et al., 1993). Each run held the TWK allowance factor at
different levels. The TWK allowance factor that
corresponded to 5% of all jobs being tardy was 12.141,

while the allowance that corresponded to 20% of all jobs
being tardy was 4.065. These allowance factors were
incorporated into the experimental design as loose and tight
due-date settings, respectively.

Since the proportion tardy is not considered by our cost model, this method allows us to
set reasonable values for loose and tight flow allowances that do not depend on, nor bias

performance towards, the profit measure for any one set of parameter values.

For the M/M/1 system, the expected proportion tardy (PropTard) is equal to the integral
from the due date to infinity of the probability density function (pdf) of ﬂthime (see

section 3.3.2.1 for a;derivatior‘l of this pdf):

PropTardsy, = [ pdfyun (O dt = [(=p) e @ dt = (3.8)
7 o

" We therefore wish to set m to be:

m( p, PropTard, ,, )= - ZropTard) (3.9)

(I-p)

We will experiment with two settings for m, such that; (i) m representing a loose due date
results in 5% of jobs being tardy at 90% traffic intensity; (i) m representing a tight due
results in 20% of jobs being tardy at 90% traffic intensity. This results in the following

values:
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1. Mypese=29.9573

2. mugn=16.0944

3.2.3  Cost Magnitude Factor

The cost magnitude factor, , represents the extent to which poor delivery perfonﬁaﬂce
results in actual costs; In real systems, the cost of poor delivery performance is based on
many factors including the perfoﬁnaﬁce of competitors, the actual colstvof tar’diness' to
customers, the importancé given to due dates in comparison to other factors Such as
quality, and the explicit promises made by marketing and salersr. We desire to choose
values for k,, that represent a realistic range of Qperatiné conditiong for our testbed

system, which leads to the selection of the following values: ,

1 . k)n=1
Represents a system with “loyif” tardiness costs. The tardiness costs of a job equal

job revenue if the job takes 100% longer than i)fomised to complete.

2. k=172
Represents a system with “medium” tardiness costs. The tardiness costs of a jorb

- equal job revenue if the job takes 50% longer than promised to complete. -

3 . k”;= 1 / 4 ‘
Represents a System with “high” tardiness costs. The tardiness costs of a job

equal job revenue if the job takes 25% longer than promised to complete.
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3.2.4 Relative Earliness Cost Factor

In the literature, tardiness and earliness cost factors are frequently related to each other.
Azizoglu and Webster ( 1997) fix the earliness interval at ten times the tardiness interval
(or the cost per ‘unit per unit time early at one-tenth the cost per unit per unit time tardy).
Elhafsi (2002) fixes the earliness interval at ﬁve times the tardiness interval. These are

‘ agsuméd to be “typical” scenarios where the primary sources of earliness costs are the
cost‘of capital, storage and handling and there a;re no special considerations for earliness

(such as high perishability).

Dessouky et al. (1999) are motivatéd by a proposed chemical plant with extremely high
earliness costs due to both high spoilage resulting from stability time constraints of
chemiéal properties, and high-investment costs in purchésing storage; fanks. Planners for
this plant estimated that tardiness costs would be f‘at least as high as earliness costs™
indicating that setting the earliness interval equal to the tardiness interval is representative

of a system with special circumstances that dictate extremely high earliness costs.

There are also scenarios where there ;:11‘6 reasons for extremely low earliness costs relative
to tardiness costs. This may occur under high tardiness costs (i.e. contractually-specified
penalties) and/or under low earliness costs (i.e. non-physical ‘manufacturing’ scenarios
such as data processing machines). We will not consider situations where earliness costs

are negligible in comparison to tardiness costs.

Based on the above, we \;vilI use three settings for the relative earliness cost factor, %,



32

1. k=10
Represents a system with no special cost considerations at the lower range of
earliness costs (relative to tardiness costs). Earliness costs would equal 10% of

tardiness costs accrued-over the same interval.

2. k=5
Represents a system with no special cost considerations at the higher range of
earliness.costs (relative to tardiness costs). Earliness costs would equal 20% of

tardiness costs accrued over the same interval.

3. k=1
Represents a system with extreme characteristics (such as high_pe'rishability‘ or
special storage considerations) that result in high earliness penalties. Earliness

costs would equal 100% of tardiness costs accrued over the same interval.

3.3 M/M/I Analytical Derivations

3.3.1 System Description

We will begin by investigating the performance of the M/M/1 system without any
workload control under our cost models. The uncontrolled syste‘m: will be used as a
baseline to identify the raﬁge of exogenous parametefé over which éontrol is required
(profit is negative), and ovér which operating ranges control po’liciesrmay be of

significant benefit. A diagram of the uncontrolled system is found in Figure 3.3.
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O
+>
Arriving
Orders

Figure 3.3: Diagram of the Uncontrolled MM/I System

3.3.2  Analytical Derivations for the M/M/1 System

3.3.2.1 'M/M/1 Basics

The following section makes use of fundamental queuing theory. The reader is referred to

the standard queuing theory books, Klienrock (1975) and Papadopoulos ef al. (1993).

liecall that for an M/M/1 system, the probability of there being 7 items in the system

(queue plus service) is 7, given by the following relationship:
7, =p"x(1=p) (3.10)

Given 7 jobs currently in the system at arrival, the flowtime of an arriving job is the sum
of n+1 service times sampled from an exponential distribution with mean 1/4. The
flowtime of the entering job when there are # jobs in the system is therefore distributed

according to an Erlang distribution of order p+1:

n+l "7 -l
"e”

fMM](n>t)=ﬂ___

(3.11)
n!
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The flowtime probability density function of any entering job is the sum of fami(nt)

weighted by 7, for all n from zero to infinity:

n+l t e—y!

pdfMMl(t)=i foMl(n )= ZP" 1- P)xﬂ

n=0 nz0

This evaluates to an exponential distribution with mean (u (1-p)™":

Py (O) = p(l~ p) e"" (-p)t

3.3.2.2 Expected Tardiness
The expected tardiness of aj'ob if flow allowance is M=m/p is:

AvgTardiness,,,, = I(t———) PdfMMn(f) dt = J' (t———) (=p)u e—;ll(l P) d
M H

n m
H ‘ H

' The integral evaluates to:

e—m(l-—p)

#(1-p)

AvgTardiness,,,, =

As traffic intensity approaches zero, the expected tardiness becomes:

—m -

Llin AvgTardiness,,, =—

(3.12)

(3.13')

(3.14)

| (3.15)

(3.16)
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This will be an extremely small value relative to the flow allowance for reasonable values

of m.
As traffic ifltensity approaches one, the expected tardiness becomes:

-m(1-p) )
. . . e ‘
ELI} Angardzneé'SMM] = Ll_r{ll = ;(—I_—P) =00 ' (3.17)
Figure 3.4 shows the expected tardiness vs. traffic intensity for three values of m (5, 10
and 15) when ©=1. We see how expected tardiness slowly increases from negligible, and
then spikes rapidly to infinity as traffic intensity approaches 100%. The lower the flow

allowance, the greater the expected tardiness, and the lower the traffic intensity at which

expected tardiness becomes non-negligible.

149
121
@ 10
()
£ .
T 8
.o
5 6]
>
g
' 4
2..
009 0.2 0.4 06 0.8
traffic intensity
s
m=15

Figure 3.4: Expected Tardiness vs. p for M/M/1 (1=1)
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3.3.2.3 Expected Earliness

The expected earliness of a job is:

m m

i P j
AvgEarliness,y, = [(—~1) pdfy, (1) dt = [E-na-pyueoar. (3.18)
: o H o M '

The integral evaluates to:

e (- p)-1

| - (3:19)

AvgEarliness,, , =
# ! p(1-p)
Note that as traffic intensity approaches zero, the expected earliness approaches:
 lim AvgEarliness,,, = ¢ km-1 (3.20)
p—0 )7 I

For reasonable values of m, the term ¢™ will be very small. Therefore, as traffic intensity
- approaches zero, the expected tardiness becomes approximately (slightly greater than) the

flow allowance minus the mean service time:

lim AvgEarliness,y,, Il (3.21)
P ,

H H

As traffic intensity approaches one, the average earliness becomes zero:

m(1=p) _ 7_ :
e +m(1-p)-1 0 6m
#(1-p) -

lim AvgEarliness,,, =lim
p-1 p=1
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Figure 3.5 shows the expected earliness vs. traffic intensity for three values of m (5, 10

and 15) when =1. We see how expected earliness decreases from approximately
(m - 1)/ 4 to 0 as traffic intensity goes from 0 to 100%. We also see that increasing the

. flow allowance causes expected earliness to increase. It should be noted that while

expected earliness is constrained by. an upper limit, expected tardiness is unconstrained.

AvgEarliness

09 0.2 0.4 0.6 0.8
traffic intensity
——————— m=5
. m=10
m=15

Figure 3.5: Expected Earliness vs. p for M/M/1 (1=1)

3.3.2.4 M/M/1 PPUAR

Since there are no rejected jobs, our profit per unit arriving revenue is:

1 e‘—-m(l—p)' _ 1 e—m(l—p) +m (1 - p) -1
k,m (1-p) k. k,m a-p)

PPUAR,,, =1- (3.23) -
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Based on our observations in the previous section, we expect that at high traffic
intensities, PPUAR will be lowered from 100% primarily by tardiness costs, and at low
 traffic intensities, primarily by earliness costs. We also expect PPUAR to p_lﬁrige to
negative infinity as tardiness costs increase infinitely (when traffic interisity approaches

100%).

We can try to find the traffic intensity that yields the best PPUAR performance by taking

the derivative of PPUAR with respect to p, and solving for its root:

dPPUAR _ 1+e™07) (14 k) (m(1-p)-1)
dp k, k. m(1-p)’

=0 (3.24)
Since we know p<1 and that %, and %, aré real numbers, this can be reduced further:

1= 1+, ) (1-m(1- p)) =0 (3.25)

Note that %, is no longer in the equation, and that the traffic intensity yielding the
maximum PPUAR does not depend at all on £,. The solution to Equation (3.25) that

yields an optimal traffic intensity that is in the valid range of 0 to 100% is:

/4 -—1,——1— +m+1
e(1+k,)
Pon = - (3.26)

Where W(-1,x) is the —1 branch of Lambert’s #W-function (the primary branch, W(0,x),

yields another real solution that is greater than 1). Since £, is not part of the solution, the
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traffic intensity at which optimal PPUAR performance is achieved does not depend on

the cost magnitude factor.

Substituting g, for p in Equation (3.23),and simplifying, gives us an optimal PPUAR

value of:

RPN

w\- s
( e(k, +1)
PPUAR,, =1-

k, k. [W [—1, e—(i_—l)J + 1]

This is interestingly independent of 7. This means that the optimal value of PPUAR does

(3.27)

not change with flow allowance, although the traffic intensity at which this PPUAR is
achieved does. Table 1 shows optimal p and PPUAR for all combinations of %, k,, and m

under consideration.

Table 1: Optimal p and PPUAR for the Uncontrolled M/M/1 System

Op al p Op PPUAKR
m=29.9573 =16.0944 km=1 km=0.5 km=0.25
10 86.62% 75.09% 92.00% 83.99% 67.99%
5 89.20% 79.90% 84.72% 69.44% 38.89%
1 94.40% 89.57% 37.34% -25.33% . -150.65%

3.4 M/M/I Results

In this section we explore the performance of the uncontrolled M/M/1 system under our

profit model. We will explore a full range of earliness and tardiness cost factor
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combinations for all traffic intensities. Our goals for this analysis are to: (i) identify
where the control of earliness is required; (ii) identify where the control of'tardiness is

required; (iii) gauge the effect of flow allowance on the performance of the syStem.

341 PPUARvs. p.

Figure 3.6 shows how PPUAR varies with traffic intensity when k;,,=1; for all other )
explored éofnbinations of parameter values. Figure 3.7 shows how PPUAR varies with
trafﬁé intensity when £,=0.5, for all other explored combinations of parameter vélues.
Figulre 3.8 shows how PPUAR varies with traffic intensity when k,,,=0.25 , for all other
explored combinations of parameter values. The main results of interest from these plots

can be summarized as follows:

. Whén relative earliness costs are low or medium, PPUAR increases slowly with
traffic intensity until peaking at the values (and traffic intensities) shown in Table
1. Aftef peaking, PPUAR performance begins to degrade rapidly as traffic
intensity approaches 100%.

e When rélative earliness cost is high, PPUAR perform;clnce not only degrades at
higher traffic intensity, but is also low at lower traffic intensity, with a relatively
narrow range in which performénce peaks (as per ’i‘able i).

e Increasing the flow allowance increases the traffic intensity -at which ther (same)

optimal PPUAR is achieved. Loosening the flow allowance also results in worse
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PPUAR performance when operating below the optimal traffic intensity, and:

better performance when operating above the optimal traffic intensity.

e When the relative earliness cost is high, and the cost magnitude factor is medium

or high, the uncontrolled system cannot operate profitably (with a positive

PPUAR) at any traffic intensity.

m = 29.9573 : , m=16.0944

17 1
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low relative earliness cost
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Hllgh re au’w\i’e earliness cost wamrsenes high relative earliness cost

Figure 3.6: PPUAR vs. p for Uncontrolled M/M/1 at k,, =1
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Figure 3.7: PPUAR vs. p for Uncontrolled M/M/1 at ky, = 0.5
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Figure 3.8: PPUAR vs. p for Uncontrolled M/M/1 at k,,, = 0.25
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3.4.2 Cost Breakdown

Figure 3.9 shows the cost per unit arriving revenue (CPUAR), total and broken down into
earliness and tardiness components, for the lo§vest-cost parameter combination
(m=29.9573, k,=1, k,=10). Figure 3.10 shows similar plots for a medium-cost parameter
combination (m=16.0944, k,=0.5, k,=5 ), and Figure 3.117 for the highest-cost parameter
combination (m=16.0944, k,=0.25, k,=1). Theée three sets of parameter combinations,
summarized in Table 2, will be used extensivel;l for analysis of control policies where
simulation time constraints limit the number of parameter combinations that can be
analyzed, or where space constraints .require the selection of a limited number of
parameter combinations to Vbe iﬁveStigated. The main results of interest from these plots

can be summarized as follows:

o As a1‘1ticipated from our analysis of expected tardiness, tardiness costs are
negligible at low‘ and medium traffic intensities, but increase sharply as higher
traffic intensities are reached. -

e As anticipated from our analysis of expected earliness, earliness costs decrease
slowly with increasing traffic intensity for low traffic intensities, and decrease
more rapidly to zero as traffic intensity approaches 100%;

e We see that the minimum total cost (maximum PPUAR) occurs as a tradeoff

between the decreasing earliness costs, and the rapidly increasing tardiness costs.

" Note the difference in the y-axis scale for Figure 3.11.
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'Figure 3.9: CPUAR vs. p for ;ile Low Cost Parameter Combination
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‘Figure 3.10: CPUAR vs. p for the Medium Cost Parameter Combination
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Figure 3.11: CPUAR vs. p for the High Cost Parameter Combination

Table 2: Cost Parameter Combinaﬁons

Parameter Combination

Low Cost | 309573 1 10
Medium Cost 160044 | 05 5
High Cost 16.0944 025 1

3.4.3  Absolute Profit Rate

Figure 3.12 shows how the abso'lute‘proﬁt rate varies with traffic i/rl’;ensity when k,~=1 for
all other explored combinations of pafameter values. Figure 3.13 and Figure 3.14 show
similar plots for &,=0.5 and k,=0.25 respectively. We note that for all the curves the

absolute profit rate does decrease with increasing traffic intensity at higher traffic



intensities. As stated previously a good control policy should yield a non-decreasing

absolute profit rate as the arrival rate increases (even if PPUAR itself does decrease).

absolute profit rate -

| .
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Figure 3.12: Absolute Profit Rate vs. Yo for Uncontrolled M/M/1 at kp, = 1
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Figure 3.13: Absolute Profit Rate vs. o for Uncontrolled M/M/1 at k,, = 0.5
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Figure 3.14: Absolute Profit Rate vs. p for Uncontrolled M/M/1 at k,, = 0.25
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3.4.4 Summary of Results

We can summarize the results of the analysis of the M/M/1 system as follows:

1. When relative earlinéss costs are low or medium, PPUAR performance is
relaﬁvely flat, increasing slowly with traffic intensity until peaking, after which it
degrédes rapidly as traffic intensity approaches 100%.

2. For high relative earliness cost settings, PPUAR performance increases more
rapidly with traffic intensity before declining precipitously as traffic intensity
-approaches 100%. This yields a relatively narrow range of traffic intensity over

which PPUAR is near-optimal.

3. The sysfem cannot be operated i)roﬁtably under high relative earliness costs

 situations when the cost magnitude is medium or high. This is due to the fact that
either earliness costs or tardiness costs (or both) are always significant due to the
high inherent variability of the M/M/1 system.

4. The cost magnitude factor does not affect the traffic intensity at which PPUAR is
maximized. |

5. The flow allowance does not affect the maximum value of PPUAR, but increas.ing
the flow allowance increases the traffic intensity at which PPUAR is optimai.
Increasing the flow allowance increases earliness costs (thereby degrading

performance at lower traffic intensities), but reduces tardiness costs.
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6. The absolute profit rate is not non-decreasing with 'inc‘reasing trafﬁc intensity (but
rather peaks and then rapidly degrades). This undesirable behaviour means that

the availability of additional customers degrades profits.

These results will guide the analysis of the alternative control policies to be applied to our

system.
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Chapter 4
Analytically Tractable Control Policies

In this chaptef we will investigate two Vanalyticélly tractable control policies. The first
conﬁol policy to be investigated, whi'ch'will be referred to aé the M/M/1 —-d policy, uses
a ﬁxed-release delay to emulate the.order release component of the ORR mechanism. The
second ﬁolicy, which will be referrﬁed’to as the M/M/ 1/N policy, uses a system work in
process limit to reject arriving orde;é when a certain level of system congestion is

~ present.

4.1 M/M/I —d Analytical Derivations

4.1.1 Control System Description

- We may’be able to improve on system performance by introducing a fixed delay (D in
ﬁatural time units, d as a multiple of mean servicé time) between the arrival of an order,
and its release to the shop floor. All arriving jobs are held in a pre-release“pool until D
time units have elapsed since fheir arrival, and are then released to the queue. This
control policy is a simple implementation of the order release functionality of the ORR

mechanism, with the selective release being used to avoid excessive earliness costs. A
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diagram of this control policy, which we will refer to as M/M/1 — d,is sﬁown in Figure

4.1.
Control System
Order Release
0 | Pool |
Ar B I OO0O0 7 Rel '
rriving : elease
Orders 1 OO D O After Fixed
Delay

Figure 4.1: Diagram of the M/M/1 — d System

4.1.2  Analytical Derivations for the M/M/I — d System

4.1.2.1 | M/M/1 - d Basics

With this simple control policy, e{rrivals to the queue airéctly aﬁead of fhe server are still
exponentially distributed (with all jbb arrivals simply shifted in time by the same
amount). Therefore, the probability that there are n( items in the queue/process cdmponent

of the system is exactly the same as for the uncontrolled'systém,,that is:
7, =p" x(1-p) 1)

The probability that there are » items in the pre release pool is the probability that there

have been » arrivals in the last d/x time units:
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et A"
nl

Pry(n) = @.2)

Since all jobs stay in the pre-release pool for exactly d/u time units, the probaiﬁlity
density function of flowtime through the system is the same as for the uncontrolled
- M/M/1 system, but offset by d/u time units. This yields the following expression for the

flowtime probability density function‘(pdf)', which is only valid whent >d/ u:

4.3)

5 24D (r _
M
PdfMMl-d(t)=Z”nx — iy
n=0 - - H

This evaluates to:
- ~(ui=d)(=p) | .
Pdfian-a()= p1=p)e (4.4)
4.1.2.2  Expected Tardiness
The expected tardiness of a job is:

AvgTardiness,,, . , = (z—”—’) pdf, @ di=[t-2ya- p) pre”#==P) gy ‘(4.5)
MM1-d P Wl d } P

m

u u
This evaluates to:

‘ : o~ 0n-)-p)
AvgTardiness,,,, ,=——— 4.6)
u(d-p) I
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Note that the expected tardiness depends on the difference between the normalized flow
allowance and the nomalized release delay, (m-d). As traffic intensity approaches 100%,

the expected tardiness becomes:

. . g n=d0-p)
1/}3‘]1 AvgTardiness,,,_, = }013}7(—1?’07 =00 4.7

This highlights, as expected, that the M/M/1 — d control policy is not capable of
-controlling tardiness at high traffic intensities. As traffic intensity approaches zero, the

expected tardiness becomes:

1. AvoTardi i e—(m-d)(l—p) e—(lll;d) 43
Lim AvgTardinessp,q =lim i)z (4.8)

This expression is very small relative to 1/4 when (m-d) is reasonably large. -

Figure 4.2 shows the expected tardiness vs. traffic intensity for multiplé values of d

(0, 5, 10 and 15) when m is equal té 20 and pis equal to 1. We see that at low traffic
intensities, expected tardiness is negligible despite hthe presence of a release delay.
However, the greater the release delay, the lower the traffic intensity at which expected
tardiness ceases to be negligible, and the significantly earlier it becomes (infinitely) large.
Thus the implementation of a release delay has a minimal effect on expected tardiness at
low traffic intensities, and causes significantly worse tardiness performance at higher

traffic intensities.
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Figure 4.2: Expected Tardiness vs. p at Various Values of d (m=20, 1=1)

4.1.2.3 Expected Earliness -

The expected earliness of a job is:

m m

P P
AvgEarlinessyyy_y = [(—=1) pdfyy (@) di = [(~1)(1= p) Pt (4.9)
) u K

0

This evaluates to:

o~ (m=d)=p) (m-d)(1-p)-1

AvgEarliness,,,,_, =
ul-p)

(4.10)

Note that the expected earliness also depends only on the difference between the -
normalized flow allowance and the normalized release delay, (m-d). As traffic intensity

approaches zero, the expected earliness approaches:
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. ~(m-d) _ _
lim AvgEarliness,,,,_; = ¢ +(m c?) !
p—0 7]

4.11)

Again, when (m-d) is reasonably large, the exponential term will become very small, thus
the expected earliness becomes approximately (sligﬁtly greater than) the flow allowance, =~

minus the release delay, minus the mean service time:

. lim AvgEarliness, ;. ; ~ M ~ D~ L : (4.12)

p=>0 M
As traffic intensity approaches one, the average earliness becomes zero:

—(n-d)(1-p) 7 - N : '
e +(m-d)(1-p) 1=O (4.13)

| I’}_rg AvgEarliness, p,,_, = Bil’ll 0-2)

lFigure 4.3 shows the expected earliness vs. traffic intensity for multiple values of d
(0, 5, 10 and 15) when m is equal to 20 and s is equal to.1. We see that the

' implementation of a release delay signiﬁcantly reduces the earliness, although this
improvement becomes less significant as traffic intensity approaches 100% (where |

expected earliness becomes zero).
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Figure 4.3: Expected Earliness vs. p at Various Values of d (m=20, 1~1)

4.1.2.4 Profit Per Unit Arriving Revenue

Since there are no rejected jobs, our profit per unit arriving revenue is:

1 e—(m-d)(i-p) 1 g~ t=d)=p) (m - d) (1 — p) -1
k,m (-p) K km (1-p)

m-r

PPUAR,,,,_, =1 (4.14)

4.1.2.5 Optimal Release Delay

We can find the optimal release delay, d*, by solving for the root of the derivative of
PPUARMMi-¢ with respect to d. The derivative of PPUAR with respect to d is:
d C1=(+k,)e DR

—PPUAR =
dd~ =~ T MMI-d k k. m

Sm e

(4.15)
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Setting this equal to zero and solving for d* yields the results below. Note that since we |
cannot release an order prior to its arrival, @* cannot be negative, hence the formula
includes a “max” function to ensure that only valid values for d* result:
% = max(0,m — DU+ K)y ’ (416)
(1-p) v ‘
Since d* is constrained to be non-neglative in practice, we can see that the M/M/ 1-d
.policy only exerts control when d* is greater than 0, which occurs under the following
condition:
k) oo 4.17)
a-p)
Note that the optimal release delay is independent of k,,. Given flow allowance, m, and

relative earliness cost factor, k,, we can find the range of traffic intensities over which this

control policy is appropriate (oq):

_In(l+k,)
nm

p, <1 - (4.18)

Figure 4.4 plots the maximum traffic intensity for which the M/M/1 — d control policy is
appropriate vs. m for several vaiues of k. As expected, lowering the flow allowance or
increasing the relative earliness cost factor (decreasing the severity of earlipess costs)
reduces the maximum traffic intensity for which the optimal reiease delay is non-zero.

Note that at very low m values, the délay is always zero.
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Figure 4.4: Maximum p Value for Which M/M/1 — d is Appropriate vs. m (for

Various k, Values)

.4.1.2.6 Optimal PPUAR

Substituting the optimal release delay into our expression for PPUAR we get an

expression for optimal PPUAR:

In(l+&
(144 ) —[m—max(o,m—"((]_;;)]]o-p) k)
=[ m=max O,m—-——L(]_p) -9 , e +(m—max(o,m—ﬁ]](l—p)—l (419)
E3 _ ¢
PPUAR MM1-d =" ] k, m(l=p) k k m(l~p)

mr

Provided that we restrict out attention to those situations where the optimal release delay
is non-zero, this expression can be further simplified as follows:

In(k, +1)
k, k., m(1-p)

m-r

PPUAR*,,,, , =1~ (4.20)
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4.2  M/M/I1 - d Results

In this section we explore the performance of the M/M/1 —d syrstem under our proﬁt
model. First we will explore d*, then we will explore the performance at g* for a full
range of exogenous parameter combinations. We will also explore the sensitivity of

performance to non-optimal delays.

421 d*vsp

Figure 4.5 shows d* vs. p for loose and tight due dates and for low, medium and high
values of &, (reéall that d* is independent of k). We see that d* starts at m —In(1+k,),

decreasing as t;*afﬁc intensify increases until it becomes zero, whére'it remains as trafﬁc
iﬁtensity approaches 100%. As expected, increasing the severity of earliness costs |
increases d* (since increasing the relegse delay reduces expected earliness). As noted
earlier, increasing the severity of earliness costs also i_nc;eaées the traffic intensity at
Which d* becomes zero. Decreasing the flow allowance decreases tﬁe traffic intensity at

which d* becomes zero, and generally lowers the value of @* at all traffic intensities.
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- Figure 4.5: d;* vS. p

4.2.2 PPUAR*vs. p

Figure 4.6 shows how PPUAR at d* varies with traffic intensity when k,~1, for all other
éxploréd combinations of parameter values. Figure 4.7 and Figure 4.8 show similar plots
for £,=0.5 and k=025 respectively. The main results of interest from these plots can be

summarized as follows:

e Unlike for the uncontrolled system, PPUAR performance is highest at minimal
traffic intensity and decreases as traffic intensity increases. As predicted
analytically, we see that PPUAR decreases from a maximum when p is zero,

instead of rising to a maximum at an intermediate p as it did without control



PPUAR*

(Figure 3.6 through Figure 3.8). The difference is especiélly drarﬁatic at low
traffic intensities whén k=1 and k,=0.5 or 0.25.

e Athigh tfafﬁc intensity, M/M/1 — d behaves ideptic;ally‘ to the upcon;cfolled
system (sincé d* is zero) with PPUAR becorilihg répidly negativ.e aé trgfﬁc
intensity appréaches 100%. |

e This decline happens at lower‘trafﬁé‘intensriti'es for increasingly severe cost '

regimes.

m = 29.9573 : o m = 16.0944
A i 1 7
0.8- 0.8
0.67 | 06
] o
D
| o |
0.4 o 0.4'_
0.2 ' 0.21

0o 02 04 06 08 1 .00 02 04 To06- 08
traffic intensity ‘ - traffic inte‘nsity
Jelauve earlmess cost elauve earllress cost

aljve earliness cost Rj relatjve eatliness cost
hxgh relative earliness cost igh relative eariiness cost

Figure 4.6: PPUAR* vs. p for M/M/1 —d at k,,= 1
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Figure 4.8: PPUAR* vs. p for M/M/1 —d at k,, = 0.25



63

4.2.3  Cost Breakdown

Figure 4'.9, Figure 4.10 anci Figure 4.11% show the cost per unit arriving revenue
(CPUAR), total and broken down into earliness aﬁd tardiness cemponents, for‘ the
previouely examined low, medium and high cost paeameter combinatioﬁs respectively.
There are two distinctrdifferenceslbetween these figures, and those for the uncontrolled

system (Figure 3.9 through Figure 3.11):

e Both tardiness and' earliness costs increase with traffic intensity, as oioposed to the
uncontrolled system where earliness costs decreased with increasing traffic
intensity. We do see earliness costs decreasing sharply at high traffic intensities
(the discentinuity inelicates that this decrease begins at the point that d* ceases to
be non-zero), however this deerease occurs at the point where tardiness costs
begin to increase exponentially and dominate the total cost.

e Unlike for the uncontrolled system, tardiness costs are not zero at low traffic
intensiti‘es. The M/M/1 - d policy accepts a small tardiness cost in exchange fora

significant reduction in earliness cost.

8 Note the difference in vertical axes scale for Figure 4.11.
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4.2.4 Absolute Profit Rate

Figure 4.12 shows how the absolute profit rate varies with traffic intensity_When k=1 for
-all other exploréd combinations of parameter values. Figure 4.13 and F igure 4.1.4 show
similar piots for k,,=0.5 and £,=0.25 respectively. We agaiﬁ note that for all the cur\}esh
the absolute profit rate does decrease with increasing traffic intensity at high traffic
intensities. As stated previously a good control poliéy should yield a continuously higher

absolute profit rate as the arrival rate increases (even if PPUAR itself ddesﬂdecrease).
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425 Sensitivity of PPUAR Performance to Non-Optimal d

We wish to explore fhe sensitivity of PPUAR performance under the M/M/1 — d control
-policy to non-oiotimal values of d. Figure 4.15 shows how PPUAR perfofmance varieé
with d under the medium cost pararﬁeter combinati’oﬁ (lg,,=0.5, k=5, m=l6.0~944) When‘
traffic intensity is 75% (for these parameters, d*is equal to 8.93). The horizontal line is
the PPUAR perfofmance for the equivalent uncontrolled M/M/1 system. We note that: (i)
PPUAR performance is relatively flat around d*; (ii) ?PUAR performance is better than
that for the uncontrolled system for an extremely wide range of d, from zero to j.uét over

fourteen.
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Figure‘;1.16 shows a similar figure for a higher traffic intensity of 85%, at which d* is
equal to 4.15. PPUAR performance is still flat around ther d*, but now M/M/ lJ —d
performance is worse thén when uncontrolled v;fhen d is only eight or greater: Thus as
traffic intensity increases (and d* gets smaller) it becomes more important to ensure that
the release delay is not so large that it is worse than né delay at all. Erring towards a
lower-than-optimal release delay will never result in performance worse than that of the

uncontrolled system.
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4.2.6 Summary of Results

We can summarize the results of the aﬁalysis of the M/M/1 — d system as follows:

1. We can achieve a significant improvement in PPUAR over the uncontrolled
system at low and medium traffic intensities. As traffic intensity increases beyond
some high value (85%-95% depending on cost parameters and flow allowance),
the control policy becomes irrelevant (d*=0) and performance is identical to that
of the uncontrolled M/M/1 (i.e. rapidly plunging as traffic intensity approaches

100%).

2. Performance improvement is achieved by incurring some additional tardiness cost

in exchange for greater reductions in earliness costs. Therefore, if earliness costs
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are low (either because earliness is low or because the penalty for earliness is low)

the M/M/1 - d policy will not result in significant improvement..

3. The absolute profit rate is not non-decreasing with increasing traffic intensity (but
rather peaks and then répidly degrades). This undesirable behaviour means that

the availability of additional customers degrades profits.

4. PPUAR performance is relatively flat for near-optimal release delays. Under-
estimating the optimal release delay will still result in better performance then
‘when the system is uncontrolled, but overestimating may actually degrade

performance.

The results for the M/M/1 —d analysis helpr addréss the criticism that time spent in a pre-
release pool more than fosets manufacturiﬁg lead ti’me reductioﬁs. We see that the
implementation of a release delay can improve PPUAR i)erformance despite causing an
fﬁcreasé in mean tardiness over that for the uncontrolled system. This is because the

* delay results in earliness cost redpctions, which are included in our cost model. Much of
thé ORR literature is concerned only wifh tardiness (mean tardiness or percent tardy), and
examining tardiness—based measﬁres alone would not show any positive performance

‘results.
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4.3 M/M/1/N Analytical Derivations

. 4.3.1 Control System Description

‘An alternative appfoach to improving system performance is to reject any jobs wﬁich
- arrive to find the system “fuil”. Sﬁeciﬁcally, we can make use of a system work in
process limit (), such that any job which arrives to find N jobs already ﬁresent (in queue ‘
or in service) is not:permitted to'entef the system. This control policy is a simple ’
.implementation of the accept/reject decision as part of the order review ﬁlnctionality Qf
the ORR mechanism, with job rejection being usea toavoid excessive tardiness costs. A
diagram showing the role of this control policy, which we will refeIf fo as M/M/1/N, is

shown in Figure 4.17.

Control System

O Order Review:
—»| Accept/Reject - Queue
Arriving Arriving Orders | )

Orders 1

Release
) Accepted Orders
Rejected Immediately
Orders 57 g————

Figure 4.17: Diagram of the M/M/1/N System
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4.3.2  Analytical Derivations for the M/M/1/N System

4.3.2.1 Proportion of Jobs Accepted

For an M/M/1/N system, the probability of there being » jobs in the system is:

z, =g"_(lT”N§; - “21)

The proportion of jobs rejected is equal to the probability that the system contains N jobs:

Pr(rej) = 7y = % 422)

Therefore, the prOportion of jobs 'accepted is equal to:

)

o p=p) 1=p" |
Pr(acc)=1—Pr(rej)=1—'z)1 _(pr]); =l— /’)ONH (4.23)

Figure 4.18 shows the proportion accepted vs. p for multiple values of N. We see that as

N increases, the traffic intensity below which effectively all jobs are accepted increases.
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4.3.2.2 Expected Tardiness

Given » jobs currently in the system at arrival, the flowtime of an arriving job is the same
as for the uncontrolled M/M/1 system, and equals the sum of n+1 service times
independently sampled from an exponential distribution with mean 1/x (provided that

n<N-1, otherwise the flowtime is meaningless since the job is rejected):

n+l tn e ,th

fannty=E—2— (4.24)
n:

The expected tardiness of a job arriving when there are » jobs in the system is:

« ) nel on_—ut
dvgTardiness,y ()= [(t="2) frann (0 dr = [(-"HELE g 425)
H )7 n!

m ) m )
# “
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The integral evaluates to:

5s=0

o] n+1
AvgTardiness, ., (1) = -— ( —(m—n=- 1)2 j (4.26)
i !

© The average tardiness of all accepted jobs is the weighted sum of the probability of being
in state-n and the expected tardiness of a job arriving at state # (for all  in which jobs are

accepted), divided by the probability of ‘accepta“nce:

AvgTardiness, .y = Pr(:zcc) X z z, - AvgTardiness, ., (1) - (4.27)
n=0

—m

11 Zp(l —/) eﬂ( ~(m-n- 1)2 J (4.28)

AvgTardiness,y, y =

The nested summations can be removed, resulting in the expression:

~ AvgTardiness,,,y =

& N ( 1 i((mp)') P ((1-p)(m-N)- 1)21( ) (mp)" J (4.29)

p(1-p" Y 1-p%2\ n! (1-p) (v -1)!

Alternatively, the expression can be expressed without the use of summations using the

gamma function: -

AvgTardiness,,,, =

1 ( 1" r@mp) p ((1 p)(m=N)=1) T(N,m) e'"(mp) ](4.30)
p(1-p"Y1-p T (1-p) T(N) I'(N) '
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In the above equation, I'(a) is the complete gamma function and I'(a, x) is the upper

incomplete gamma function where for real values of a:

T(a)= [t™'¢” dt : @3]
0 S ‘
T(a,x)= [t dt (4.32)

Using the gamma function form instead of the summation form allows for much faster
and simpler computation, particularly from within spreadsheets, where implementation of

the summation operator is slow and complex.

As traffic inte‘néity approaches zero, the expected tardiness approaches:

-m

lim AvgTardinesspyy =—— : ' (4.33)
P> ‘ . ‘

This is the same as for the uncontrolled system (and very small relative to the service -
time for reasonable values of m). For the M/M/1/N system, traffic intensity is not
constrained to being less than 100%. As traffic intensity increases, the expected tardiness

converges on:

e"m" —(m—N)I"(N;m)
V,UF(N)

lim AvgTardiness,,,y = (4.34)

po®
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This is the same as the expected tardiness of a job entering when there are N-1 jobs in the
system. This result is unlike the previous systems Whe're expected tardiness increased

rapidly to infinity as traffic intensity approached 100%.

Figure 4.19 shows the expected tardiness vs. p for mulﬁple valuég of N. Similar to
pi'evious systems,’we see that expéc‘ted tardiness is minimal at lower traffic intensities.
' We see that for lower values of N, tardiness increases very slowly, even as traffic
intensity increases beyond 100%. For higher values of N we see the rate of increase in
eXpected tardiness decreasing as traffic intensity increaées beyond‘IOO% (until |

approaching the value defined in Equation (4.34)).

expe:cted tardiness
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N=20
----------------- N=25
................ - N=30

Figure 4.19: Expected Tardiness vs. p at Various Values of NV (=20, 1~1)
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4.3.2.3 Expected Earliness

The expected earliness of a job arriving when there are » jobs in the system is:

" n+l n —/u )
AngarlmessMM,N(n) j(— D) Fong (1)t = I(——-—t)’u—t———dt (435)

n!

This simplifies to: -

=0 s! n!

n s ~nt_ _n+l ’
AngarlinessMMlN(n)=—1—((m—n—1)(1—e""’zm—)+e i J (4.36)
‘ P |

The average earliness of all accepted jobs is the weighted sum of the probability of being
in state » and the expected earliness of a job arriving at state n (for all  ini which jobs are

accepted), divided by the overall probability of acceptancé:

AngarlmessMM, N= Pr(acc) Z - AvgEarliness,,, N'(n) (4.37)
n=0 .

Angarline;sMM]N=ll_pA, Z ZAC Nﬁ)%(( —-n- 1)( Z ')+e ”: J(4.38)

-p w0 1= p s=0 S| n!

We can remove the nested summations and simplify as follows: .

Earliness N % (1—pN)(m(l—p)—1:)+pNN(1_p')
AvgEarl MM]N—,U(I—,DN) ( (l—p) , s
e O I S L B P

(N-1)! (1—,0)S=0 s! (1-p) pr il
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Alternatively, this can be expressed using the gamma function for computational

efficiency as follows:

1-p" ) (m(1-p)-1)+ p" N (1-
AvgEarliness, ;) = 1 — x( ( P )(m( p) )+,0 (1-r)
| pu(1-p") (1-p) 440)
2 e (pm)N . e™"-?) T(N, pm) . o ((1 - p)(m —N)—l) I'(N,m) )
T (=) TW) -2 T
As traffic intensity approaches zero, the expected earliness becomes:
lim AvgEarliness,; _elam-l (4.41)
p=0 M .

This is the same as for the uncontrolled system, and is approximately equal to the flow
allowance (M) less the mean service time (1/4). As traffic intensity increases to infinity,

the expected earliness becomes:

“"m" —(m—-N)I'(N,
lim AvgEarliness,,,,y = L Y (m—MN)L(N,m)
H T'(N)

P

J (4.42)

For large values of (m-N) this is approximately equal to (m-N)/u, and for large values of

(N-m) it converges to zero.

Figure 4.20 shows expected earliness vs. p for multiple values of N. At low traffic
intensities, the system work in process limit does not have a significant impact, and

expected earliness is similar to that for an uncontrolled system. As traffic intensity
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increases we see that the lower the system work limit, the greater the earliness. We see

that as traffic intensity exceeds 100%, the rate of decrease in expected earliness slows

(until it approacﬁes the value defined in Equation (4.42)).

expected earliness

0 02 0.4 0.6 058, 1 T 12
traffic intensity

Figure 4.20: Expected Earliness vs. p at Various Values of N (m=20, 1=1)

4.3.2.4 The Special Case, p=1

The analytical w;)rk done pre\;iously assumes that the vtr‘afﬁc intensity is not equal to
100%, but under the M/M/1/N control policy, traffic intensity is allowed to equal and
exceed unity. The following analysis is for the special case when p=1, denoted by the

subscript ‘sp’.

When traffic intensity is equal to 100%, the probability of there being # jobs in the

system is:
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1

T, = —— 4.43
nsp N+1 ( )

The proportion of jobs rejected is equal to the probability that the system contains N jobs:

: . 1 -
Prsf) (I"ej) =Ty p = _N—:i- , (444)

Therefore, the proportion of jobs accepted is equal to:

Pr,, (acc)=1-Pr,, (rej) =—]\-[]:f_—1 L. (4.45)

The expected tardiness of a job arriving when there are # jobs in the system is still equal

to:

T em n+l’ noo8
AvgTardiness gy (n) ="—| T——(m-n-13 2 (4.46) |
u\ n! : = !

The avérage tardiness of all accepted jobs for the special case is the weighted sum of the
_probability of being in state # and the expected tardiness of a job arriving at state n (for
all n in which jobs are accepted), divided by the probability of acceptance, all for the

special case:

" N4l

Z 7oy - AvgTardiness,py (n) — (4.47)

- AvgTardinessyyy o, =
Pr acc prl

- N+l ¥ 1 (m
AvgTardiness = —(m-n-1
g MMIN sp N §N+1 ﬂ( ( )Z

J (4.48)



81

The nested summations can be removed, resulting in the expression:

-m _ Nel
_AvgTardinessyyy ., = ;N[m ((;v_n;;N) (m* +N- 2mN+N2)Z’Z ] (4.49)
‘ . , n—0

Alternatively, this can be expressed using the gamma function for computational

efficiency as follows:

; | (e"”mN(l—m+N)+(m.2+N—2mN+N2)F(N,m))
AvgTardinessyy, y o, = 2TV

(4.50)

The expected earliness of a job arriving when there are # jobs in the system is still equal

to:

e—m mn+]

, J ‘(4.51)

AngarlinessMMlN(n)zl((m n-— 1( -mz J
- u e

- The average eaﬂiness of all accepted jobs for the special case is the weighted sum of the
probability of being in state » and the expected earliness of a job arriving at state » (f01:
all n in which jobs are accepted), divided by the overall probability of acceptance, all for

the special case:

N=-]
XY Ty AngarzmessMMw(n) ©(4.52)

AvgEarliness,,,, Ngp = m—)—
n=0

e N +1 n!

AvgEarliness,y,y,, =2t Z ((m n- 1)( 3 ')f ”:) (4.53)
sm0 St
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The nested summations can be removed, resulting in the expression:

4ngarlznessMM, Ngp =

(o (1= Mg (454
Z—x M+(2nz—N—1)+(m?+N—2mN+N2)Z-’"— (359
2N (N_l)! n=0 n!

Altematively, this can be expressed using the gamma function as followsf

AvgTardinessyy,y , =

em" (1=m+N)+(2m-N-1)T(¥+1)+(n® + N-2mN s N2 )T (N,m)  (4.55)
2L (N +1) |

The above results can be used to find all the remaining measures of interest (i.e. PPUAR)

for the special case.-

4.3.2.5 Profit Per Unit Arriving Revenue

For the M/M/1/N system, the profit per unit arriving revenue is:

PPUAR, 1y =Pr(ace)x (1 - klu AvgTardiness,,,,y — kL AvgEarliness,,, y J (4.56)
, - m m

n mor

Using our results from the previous sections, this can be expressed as the following

function of our exogenous variables and our control policy parameters:

PPUAR 1<y (4.57)

[(1_p~) (1-p")(m(1-p)=1)+ p*N(1-p) (14 k,)e'"'x[ : ’fh("’/’)"LPN ((1-p)(m—1v)-1)§,,,n (mp)" D

k, k.m(1-p) kkom T\ (-p)z al (1-p) ol (N-1)
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Alternatively, this can be expressed using the gamma function instead of the summation

operator for computational efficiency as follows:

1

PPUAR

MMIN =_(1_p,v+i)"‘ : , : (4.58)
((]_pn)_(1-ﬂ")(m(l—P)-1)+b"N(l—p)_(]+k')x(e"("') I‘(N,mp)+p" ((1=p)(m-N)-1) I‘(N,m)_e"(mp)” ))
k km(1~p) k k m

(1-p) r(w¥) (1-0) r(ny)  r()

4.3.2.6 Optimal Work Limit

‘Figﬁre 4.21 shows PPUAR as a function of N for three values of p (70%, 80%, 90%)
when m=1 6.0944, ky=0.5, and k=5. We‘see that when traffic inte’nsity' ié 70%, PPUAR
performance rapidly converges to a maximum as N increases. At this traffic intensity,. N*
‘is infinite, and optimal performance is equal to that of the uncontrolled system. For traffic
intensities of 80% and 90% we observe that PPUAR perforn;ance rapidiy increases with
N, and then peaks at a finite N* before converging on the lower M/M/1 perfofmancé
value as N incrgases to infinity. Note that improvement over M/M/1 at 6ptimal N#¥is
much larger for p=90% than for /=80%. Also note that while under no control PPUAR is
higher at 80% than at 90% traffic intensity, the revérse is true under optimal M/M/1 /N

control.
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Figure 4.21: PPUAR vs. NV (m=16.0944, £,,=0.5, k,=S5)

Unfortunately we are unable to find the optimal work limit‘(N *) using analytical means.
While we can take the derivative of the gamma function form of the I;PUAR with respect
to N (with N as a continuous variable), we are unable to solve analytically for the root of
the derivative. Furthermore, even if we were able to do so, we would have to numerically
compare the values of PPUAR for N rounded up and down to the two nearest integer
solutions. Consequeﬁtly, to determine N*, we impleménted a simple exhaustive search
algorifhm which finds the optimal N value by calculating PPUAR exhaustively for all ¥
values in a specified range, and returning the N value that maximizes PPUAR
performance. Algorithfn resuits were checked against graphical and numerical results for
a variety of test cases, and were found to be correct for all tested cases. Because of the

integer-based search, computational speed is adequate for our purposes, and a maximum -



-85

N value of 99 was found to reasonably represent a system work limit of infinity (i.e. the

absence of a system work limit).

4.3.2.7 Optimal Work Limit When PPUAR is Negative

Under some combinations of exogenous parameters the M/M/1/N control policy is not
able to generate a positive PPUAR value (i.e. earliness and tardine‘ss‘costs result in the
system losiﬂg money for every job accepted). Under these conditions, there are two
possible approaches: (i) setting the system work limit to zero — effectivély shutting down
the system — and “maximizing” PPUAR at zero; (ii) using the system ;m:)rk limit that
results in the best (negative) PPUAR, maximizing performance under the assu%nption that

the system must stay open.

We will choose the first option — rejecting all jobs when PPUAR is negative. — as this is

the truly optimal decision under the M/M/1/N control policy.

4.4 M/M/I/N Results

In this segtion we explore the performance of the M/M/i/N system under our profit’
model. First we will explore N*, then we will explore the performance at N* for a full
range of earliness and tardiness cost factor combinations over a wide range of traffic
intensities. Additionally, we will explore the sensitivity of the M/M/1/N control policy to

non-optimal choices of V.
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441 N#vs p

Figure 4.22 shows N* vs. p for all combinations of low, medium and high relative
earliness costs and loose and tight due dates when k,~=1. Figure 4.23 and Figure 4.24
show similar plots for £,~=0.5 and k,=0.25 respectively. Note that when there is no N*
delineated on the graph, N* is effectively infinite. The main results of interest from these

figures can be summarized as follows:

e For most parameter combinations, N* is infinite at low trafﬁc intensities. As
traffic intensity increases beyond a certain point, the dptimal work limit becomes
finite, and then gradually decreases as traffic intensity increases towards, and past,
100%.

e Decreasing the flow aﬂowaﬁcé Signiﬁcan;dy reduces the traffic intensity at which
N* becomes finite.

e Increasing the severity of earliness costs (i.e. reducing the k) results in a marginal
increase in the traffic intensity at which N* becomes finite.

e When the relative earliness cost ‘is high, and the cost magnitude is medium or ~
high, we see that N* is equal to zero at low traffic intensities. For these conditions
the system is not able to operate profitably under this control policy, and we make
use of the ability to “close down” the system to halt losses.

e The greater the severity of earliness cost (i.g. the lower £,), the greater the optimal
system work lirﬁit. This is because allowing more jobs into the system decreases

expected earliness.
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o Similarly, increasing the flow allowance also increases N* so as to reduce the

N*

N*

impact of the corresponding increase in expected earliness.

' m=29.9573 m=16.0944
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Figure 4.22: N*vs. p for M/M/1/N at k=1
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Figure 4.23: N* vs. p for MUM/L/N at ki = 0.5
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Figure 4.24: N*vs. p for M/M/1/N at k, = 0.25

4.4.2 PPUAR*vs. p

- Figure 4.25 shows how PPUAR at optimal N varies with traffic intensity when k,=1, for

all other explored combinations of parameter values. Figure 4.26 and Figure 4.27 show

similar plots for k,~0.5 and k,=0.25 respectively. The main results of interest from these

figures can be summarized as follows:

e Performance under low traffic intensity is identical to ‘that for the uncontrolled

M/M/1 system where N* is infinite. Where N* is zero, performance at low traffic

intensities is better than uncontrolled (i.e. the system has been shut down to

- prevent losses).

e At high traffic intensities, performance is significantly better than for the

uncontrolled M/M/1 system. Instead of PPUAR rapidly plunging as traffic
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intensity approaches 100%, PPUAR slowly declines as trarfﬁciintensity increases

past 100%.

e Under medium cost magnitude and high relative earliness cost, N* does not

become non-zero until traffic intensity is very close to' 100%. Under high cost

magnitude and high relative earliness cost, N* does not become non-zero until

‘traffic intensity is well over 100%°.
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high relative earlingss cost

? For a tight flow allowance, a positive PPUAR cannot be achieved until traffic intensity exceeds 134%
(outside of the range plotted).



PPUAR

PPUAR*

- 0.8
0.6+
0.4+ ‘ ' .o

0.2+ -

m=29.9573

(-1-]
ooo°°°°°° o0,
-] 099000000090000000Dooooobooo ‘oo

t
s
&444*++040¢4++¢¢'+§+o¢+#+ !

o
IR o
o *,

°

0 02 04 06 08 1
traffic intensity

000000 IOWJelalNe earliness cost
444+ o+ Ln re!aljve eariness cost |
o ococogoo igh relative ea iness cost

PPUAR

- 0.27

m=16.0944

90

0.8

0.6

0.41

00000600600000000000

oooobo°°°°°°°°°°°°°o°

PR ES
sttt e,

+
0+’,+,*,"

' bt
P AR *

09 02 04

0.6

0.8 1

traffic intensity

© 00 00 0
o+ e
o ooboDao

Iow rel

ative earliness cost

H’ relatjve earjness cost
gh e

Figure 4.26: PPUAR* vs. p for M/M/1/N at k= 0.5

m=29.9573

0.8

0.6

oo
0090900 .
0° 0
- o
ao?®
00000
0000000000000000000000 pereen,
. +
+
+
+
+
+
- +
0.4 .
¢ +
+
+
+
+
+
,&40*"
+
FURTORS T S
o
o
0
o
o

0 02 04 06 08 1
traffic intensity

° oo low rslatwe eariness cost
+ + +  mad relative garliness cost
o oo hlgh relative earlmess cost

o+o
c+o
o +o

PPUAR*

m=16.0944

ative sarliness cost

0.81-

0.6+

000006000

FUTPTee Y ek

a++
0+¢*”’+'
+

°°o°°°°°°°°°°c°
00

- o000
n00000000°°°°°°

“’¢+¢o¢¢“

%0,

o
%

ROPHARTH00-9-00

0b 02 04

o o
+ o+
oo

a+o

0.6

o o o0
+ 4+ 0+
L3 ]

08 1
traffic intensity -

Iow relative eamness cost

hlgh re{

Figure 4.27: PPUAR* vs. p for M/M/1/N at k,, =0.25 _

alive eatlingss cost
ative eamness cost

1.2



91

4.4.3 Cost Breakdown

Figure 4.28 shows the optimal cost per unit arriving revenue (CPUAR¥) for the low cost
parameter combination, in total and broken up into its three components: (i) rejection
CPUAR; (ii) earliness CPUAR; (iii) tardiness CPUAR. Figure 4.29 sho§vs a similar plot
for the medium cost parameter combination. Recall that for the high cost combination N*
is zero for the range of traffic intensities investigatéd, and CPUAR is therefore 100%
(and entirely; due to the rejection component). The main results of interest from these

figures can be summarized as follows:

e For the low and medium cost scenarios, all cost at low traffic intensities is due to
earliness.

¢ Tardiness costs are well controlled by the M/M/1/N control policy, and are never
the dominant cost.

. At high traffic intensities, tardiness costs form a “sawtooth” pattern — repeafedly
falling sﬁddenly after rising slowly. This occurs because N* is an integer and
changes suddenly.

e Unlike for the uncontrolled and M/M/1 — d control policies, earliness costs
continue to be a significant factor even at high traffic intensities (approaching and
exceeding 100%).

* Rejection costs climb rapidly as traffic intensity increases past 100%.
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4.4.4- Absolute Profit Rate
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Figure 4.30 shows how the absolute profit rate varies with traffic intensity when k,=1 for

all other explored combinations of parameter values. Figure 4.31 and Figure 4.32 show

similar plots for k,~=0.5 and £,=0.25 respectively. Nowhere on any of the curves does the

absolute profit rate decrease with increasing traffic intensity. Note that this occurs despite

the fact that PPUAR* itself decreases at higher traffic intensities.
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4.4.5 Sensitivity of PPUAR Performance to Non-Optimal N

We wish to explore the sensitivity of PPUAR performanée under the M/M/1/N control
policy to non-optimal values of N. Figure 4.33 shows how PPUAR perférmanée varies
with N under the medium cost parameter combinatibn wh'en'trafﬁc‘: inteﬁsity is 85% (for
these parameters, N* is equal to 18), with the horizontal line illustrating PPUAR |
performance without any control. Figure 4.‘3‘4 shoWs similar r'esglts for a traffic intef_lsity

of 90% (N* is 17).We observe that:

e PPUAR performance is reasonably flat around N*.

. Overestimating N* cannot result in PPUAR performance worse than that for the
uncontroiled system. \

o ’Underestimating'N* can result in PPUAR performgnce worse than that for the
ﬁﬂc;)ntrolled system. The smaller the maximum potential improvement of the

M/M/1/N policy over the uncontrolled M/M/1, the greater the risk of using a too-

low N that results in degraded, instead of improved, performance.
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4.4.6 Summary of Results

We can summarize the results of the analysis of the M/M/1/N system as follows:

100

96
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i-. | Where uncontrolled PPUAR is positive, the M/M/1/N control policy is not
effective at low and medium traffic intensities where earliness costs dominate.
Under these confiitions N* is infinite and performance is identical to.that for the
uncontrolled M/M/ 1.‘ However, when high earliness costs result in négative :
PPUAR performance at low traffic intensities underrno control, an N* value of

zero can be used to minimize losses by “shutting down” the system.

- 2. As traffic intensity increases, at some point N* becomes finite, and PPUAR
exceeds that for the uncontrolled system.- While uncontfolled PPUAR drops
precipitously as traffic intensity approaches 100%, under M/M/1/N control

PPUAR remains stable.

3. When present, performance improvement is achieved by incurring rejection costs
in exchange for a greater reduction in tardiness costs. As a side-product of
lowering system congestic')n, earliness costs vx;ill also increase Wheﬁ rejeCtioﬁ
costs are present. This is ob;liously only béneﬁcial when high tardiness costs are
present, which, as we saw for the uﬁcontroiled M/M/1 system, occurs only at high

traffic intensities.

4. The absolute profit rate is non-decreasing with increasing traffic intensity even
where PPUAR is decreasing. This is desirable because it means that additional

customers can only increase profits.
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5. PPUAR performance is reasdnably flat around N*, and it is impossible for a
higher-than-optimal N to result in worse performance than that for the
uncontrolled system'?, It is possible for a too-low N to cause degraded

performance when compared with that for no control.

Thg results for the M/M/1/N ahalysis show”t‘hat the accept/reject decision addresses
- situations with high tardiness costs, which the .release delay cannot effectively
contrpl. We see that the when the system ‘work limit is in effect, high tardiness costs
are significantly lbwered in exchange for a increase in earliness costs, and lost" |
pdtential revenues due to rejection. Selective rejection is incapable of improving
pérformance where earliness césts are dominant. Subsequent control policies will

explore the use of the accept/reject decision in conjunction with a release delay.

19 Except for the special case when N* is equal to zero.
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Chapter 5

Experimental Control Policies

We have so far determined that use of a fixed release delay is effectlve in improving

| JPPUAR performance at low traffic intensities, and the use of a work hmlt is effectlve in
1mprov1ng PPUAR performance at higher traffic intensities. However, ueed
independently, neither the release delay nor the'system work limit alone is effective over

the entire rang:e of traffic intensities.

In this chap'ter we will investigate two control policies that i‘make simultaneous use of
order release and accept/reject mechanisms. These polices are not analytically tractable,
“and will therefore be explored using discrete-event simulation. The first control policy to
be investigateci, which will be referred to as the M/M/ I/N —d policy, uses both a fixed
release delay and a system work in process limit. The se:eond, control policy, which Wili
be referred to as the M/M/IN — d — RL policy, i is similar to the M/M/1/N—d system, but
allows early release from the order release pool when a certain pool size is exceeded and

the server is idle.
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5.1 -M/M/1/N - d Description and Results

5.1.1 Control System Description

Here we m6d61 a complete ORR mechanism, implementing an order review component
through ‘a system work limit (V), and an ordér release component through a fixed delay
(D=d/p) in avpre-release po{)l for élf accepted jobs (i.¢. this policy invblve;s two control
parameters, d and N). Note that the lim-i’;: on system work in process now includes both
re!eased jobs and those in the pre-release Po’ol. This poljcy is not explored analytically,
buf isriinplemented using the simulation model described in Appendix B. A diagrafn
showing the role of this control policy, vx;hich we will refer to as M/M/ 1/N—d, is shown

in Figure 5.1.

Control .
O o
| rder Order .
Ariving Review: Release , Queue
IIIVINg - | Accept/Reject Pool
Orders Arriving “’D 00 _@:se O - i
Oders | OO0 |Afer
Rejected ‘ leéd Delay
Orders X| —— '

Figure 5.1: Diagram of the M/M/1/N — d System
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In the following sections we explore the performance of the M/M/ I/N - d control policy
under our cost model when optimal control parameters are used. We wish to-determine if |
the addition of a work limit results in i)qrformance improvement under cond;tibns.where
M/M/1 — d appears to perform well. Additionally, we wish to determine if addition of
release delay results in performance improvement under conditions where M/M/1/N |
appears to perform well. We also wish to examine the sensiti\;ity o'f PPUAR performande

 to deviation in the values of the control parameters from their optimal values.

5.1.2  Optimal Control Parameters (N* a*)

5.1.2.1 Finding the Optimél Control Parameters

Because of the time-intensive nature 6f simulation (in comparison to analytical math
models)'ﬁn:ding the optimal set of control parameters for a specific set of values of the
eX0genous parametérs (o, m, km, k) is not a straightforward task. The optimum-seeking

- simulation tool OptQuest for Arena was used to find the o'ptimal sét of control paramefers
(N*, d*). OptQuest for Arena is a tool which makes use ‘of meta-heuristics (including
tabu-search and genetic algorithms) in order to seek the qptimum set of control
parameters given an obj ectiye function (based on model outputsj, linear constraints on
the control parameters, and restrictions on specified output measures. OpfQuest makes

use of an existing Arena model by:

1. Feeding a potential set of control parameters into the Arena model by changing

the Value of the model variables.
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2. Prompting Arena to run the model for the specified numbér of replications, and
recording the average of the output measures of interest for the replications.

3. Analyzing the results of the simulatioﬁ and using its heuristic search procedures to
generate a ﬁew set of potential control parameters.

4. Repeating this procesé as many times aé it is allotted, with the goal of finding the
‘set of valid control parameters that maximizes (or minimizeé) the objective

function and satisfies all restrictions on output measures.

For a more detailed description of OptQuest for Arena see Rockwell Software (2000),

Kelton ef al. (2002), and Rogers (2002).

In order to reduce the amount of énalysis, we explore only the low, medium, and high
cost parameter combinations discussed previously in Section 3.4.2. Additionally, we will

explore a smaller number of traffic intensity values for each parameter combination.

The optimal control parameter set at each traffic intensity for each cost parameter
~ combination was found in two stages: (i) a preliminary broad OptQuest search of low

precision; (ii) a second more focused search of higher precision.

For the preliminary broad search, control parameters were permitted to vary over their
entire valid range (0 to m for d, 1 to 99 for N). Although the release delay d is a

continuous-valued parameter, a step size of 0.1 was used. With the mean service time set
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to 1 minute'!, a single short simulation run length of 200 days was used in addition to a |
10-day warrh up period. OptQuest was allowed 100 simulation runs to find the optimal

~set of control parameters at each explored traffic irntensity for each exogeno;ls parameter
combination. The results of the preliminary broad search were used to guide the second,

more focused, search.

For the second, more focused, search a longer single-replication of 1000 days plus a’
warm-up periodnof 50 days was used. The control parameters were allowed to vary -+/-
two steps from the optimal values generated in the preliminary search (for N each step is
1, for d each step is 0.1). OprQuest was allowed to search this tighter pararﬁeter space
exhaustively. If one or both of the optimal control parameters were found to lie on thé
edge of the seaiched spaced (i.e. the highest or léwest permitted value), tﬁe space was
expanded in the appropriate direction, and again exhaustively searched. The optimal
control parameter set resulting from the second search was then used to generate the

optimal performance results as presented below in Section 5.1.3.

5.1.2.2 Optimal Control Parameters (N*, d*) vs. p

Figure 5.2 shows N* and d* vs. p for the low cost parameter combination under the
M/M/1/N — d control policy. Figure 5.3 and Figure 5.4 show similar plots for the medium

and high cost parameter combinations respectively. N* values are delineated on the left-

' This results in 1440 expected arrivals per day at 100% traffic intensity.



104

hand vertical axis, and d* values are on the right-hand vertical axis. Note that where there
is no N* delineated on the graph, N* is effectively infinite. The main results of interests

from these figures can be summarized as follows:

e d*decreases with increasing traffic intensity. For the low cost parameter
_combinatidn, d*decreases significantly (from 26.7 to 2) as traffic ihtensity goes
from 25% to 99%. As the cost parameter combination becomes more severe, the
d* vs. p curve flattens considerably. For the high cost parameter combination, d*
only decreases from 15.2 to 14.2 és traffic intensity goes_from 25% to 99%.

e N* also decreases with trafﬁc intensity. For both the low and high cost parameter
combinations, N* is effectively infinite at traffic intensities at and below 50% .

"For the medium cost parameter combination N* is finite at tfafﬁc intensities at
and below 50%, however, the improvement inr PPUAR over that of M/M/1 ~ d
system for these traffic intensitifas is extremely small (and smaller than the 95%
confidence interval of the simuiated PPUAR value), and wé suspect that the true
N* is in fact infinite.

e For the medium and high cost parameter combinations, N* is extremely flat at

traffic intensities above 75%. N* decreases with increasing cost severity.

2 Because of the low resolution along the p-axis, we do not know where between 50% and 75% N*
becomes finite.
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Figure 5.2: (IV*, d*) vs. p for the Low Cost Parameter Combination
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Figure 5.4: (N*, d*) vs. p for the High Cost Parameter Combination

It is of interest to compare the N* and d* under ihe M/M/1/N - d policy to N*r under the
M/M/1/N policy -and d* under the M/M/1 = d poiicy. Figure 5.5, Figure 5.6, and Figure
5.7 add the N* for the M/M/1/N control policy and d* for the M/M/1 — d coﬂtrol policy to
Figure 5.2, Figure 5.3, and Figure 5.4 tespectiilgly. The ﬁjain results of interest from

‘these figures can be summarized as follows: -

e At low traffic intensities, the @* for the M/M/1/N — d policy is the same as for the
M/M/1 - d system. However, d* for the M/M/1/N — d system does not rapidly

plunge to zero as traffic intensity increases as it does for the M/M/1 — d policy. |
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e Where N* is non-zero under the M/M/1/N policy'?, N* under the M/M/1/N — d
pc;licy is slightly lower than for the M/M/1/N policy, with the shapes of the N* vs.
p curves being very similar OQer all traffic intensitiés. |

e N* was zero under all traffic intensities for the high-cost paraméter combination
under M/M/1/N control (because earliness costs could not be controlled, the
system was “shut down”). However, under M/M/1/N — d control, N* is non-zero
indic;ating that the system can be operated profitably under all traffic intensrities

and under all cost parameter combination (which we will see in the next section).

60 - ) {30
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Figure 5.5: Optimal Control Parameters for M/M/1/N — d, M/M/1/N and M/M/1 - d

vs. p for the Low Cost Parameter Combination

1 And assuming that perfonnance for the finite N* values at =25% and p=50% is effectively equivalent to
that for infinite NV, .
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vs. p for the High Cost Parameter Combination
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5.1.3 PPUAR*vs. p

Once the optirhal control parameter sets were found for e‘acrzh cost parameter combination
at each traffic intensity investigated, a set of longer multiple-replication simulations was
used to generate more precise performance results. 4rena’s Process ;4nalyzer] “ (PAN)
batch simulation tool was used to run a 50-replication experiment, with each replication
having a run length of 1000 days (plus a warm-up period of 50 days), at each traffic
intensity/co.s;,t parameter combination. These multipletreplication experiments yielded
very high confidence in the final PPUAR values (a 95% confidence interval half-width
betwéen 0.0014% and 0.0452% depending on the exogenous parametérs). Confidence
intervals are tight enough that error bars are not usefully visible on any of the following

graphs.

Figure 5.8 shows PPUAR* vs. p for the M/M/1/N — d policy under the low cost
parameter combinaﬁon. The optimal PPUAR for the M/M/1/N and M/M/1 — d policy are
also included on the graph. Figure 5.9 and Figure S.iO show similar plots for the medium
and high cost parameter combinations respectively. The main results of interests‘frbm |

these figures can be summarized as follows:

e Under M/M/1/N — d control, optimal PPUAR decreases as traffic intensity

increases from zero, but only slowly (not precipitously).

" PAN is a tool used to manage the evaluation of many input parameter alternatives. PAN presents input
parameters and corresponding output measures in a sortable table, and allows for the batch execution of
simulation experiments. For more information on PAN see Section 5.8.5 of Kelton ef al.(2002).
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e For low and high cost parameter gombinations, at low traffic inte‘nsities, optimal
PPUAR is the same for the M/M/1/N — d policy as for the M/M/1 — d policy (we
saw in the previous section that the d* values are the same and that N* is |
effectively infinite). Under the medium cost parameter combination, when £~25%
or p=50% ; N* under the M/M/1/N — d policy is finite, whereas it is inﬁ'nite under
M/M/1 - d control. wagver, there is a negligibly small imp?ovement over the
M/M/1 — d policy at these low traffic intensities (i.e. 0.0012% improvement in
‘PPUAR at 50% traffic intensity). Because this improvement is signiﬁpanﬂy
smaller than the 95% confidence half-width of PPUAR under M/M/ I/N-d
control, performance is equivalent to that for infinite N.

. "For the low cost parameter combinations, at high traffic intensities, optimal
PPUAR under the M/M/1/N — d policy converges towards the optimal PPUAR for
the M/M/1/N policy. :

e The improvement in performance of the M/M/1/N — d policy over the better of the
M/M/1 -d and theVM/M/ 1/N policy is greater as costs increase. Additionally, the
range of traffic intensities over which performance is better increases in width as
costs increase. It is interesting to note that this range of traffic intensities where
performance improves significantly (75% to 95%) is also the rainge where most

real manufacturing systems likely wish to operate.
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Parameter Combination
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Cost Parameter Combination



PPUAR*

20% e

0% /A

Traffic Intensity

[—%—MMIN-d =~ A= = MM = = 0= = MM/t -d ]

A A Sy N, .\
Asy - = . X N5 N dn iy 4a ¥
25% 35% 45% . 55% 65% - 75% 85% 95%

112

Figure 5.10: PPUAR* for M/M/1/N — d, M/M/1/N and M/M/1 — d Under the High

- 5.1.4 Cost Breakdown

Cost Parameter Combination

Figure 5.11 shows the optimal cost per unit arriving revenue for the low cost parameter

combination under M/M/1/N — d control, in total and broken up into its three components.

Figure 5.12 and Figure 5.1'3 show similar plots for the medium and high cost parameter

combinations. The main results of interest from these figures can be summarized as

follows:

e Rejection costs are zero at low traffic intensities (where N* is infinite), and

~ increase (once N* becomes finite) with traffic intensity.

e At low traffic intensities, earliness costs increase with traffic intensity. For the

medium and high cost parameter combinations, earliness costs level off and
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slightly decrease as traffic intensity exceeds 75%. For the low cost parameter
combination, the earliness cost continues to increase as traffic intensity increases
to 100% (although it appears that it will level off somewhere above iOO%),

The behaviour of the tardiness cost Vs. p curves is very interesting. For all cost
parameter combinations, tardiness costs increase with traffic intensity for a while,
and then dip. For the low and medium cost parameter combinations, the tardipesé
costs'then rise again. This is caused by the discrete changes of N* (because it is an
integer) and is similar to the séwtooth pattern éeen under M/M/ i/N controi
(because of the lower resolution of the graph we see a u-shaped dip instead of a

sharp plunge and slow rise).
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Figure 5.11: CPUAR¥* vs. p for the Low Cost Parameter Combination
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5.1.5 Absolute Profit Rate

Figure 5.14 shows the absolute profit rate vs. traffic inteﬁsity under optimal M/M/1/N - d
control for the low, medium and high cost parameter combinations. We see that in all -

cases the absolute profit rate is non-decreasing with increasing traffic intensity.
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Figure 5.14: Absolute Profit Rate vs. p Under M/M/1/N — d Control for Low,

Medium and High Cost Parameter Combinations

5.1.6 Sensitivity of PPUAR Performance to Non-Opz‘z’hzal Control Parameters

Figure 5.15 shows the PPUAR values for a small range of near-bptimal control
parameters (N*=16, d*=7.7) at a traffic intensity of 90% for the medium cost parameter

combination. The main results of interest from this graph can be summarized as follows:
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Over-estimating or underestimating N* by even as little as one can résult in
significant degradation in performance when compared to the optimal N*.
Under this particular condition, it is better to overestimate N* than to
underestimate it. This likely does not hold true under all conditions.

PPUAR is reasonably insensitive to non-optimal d*, alfhough it should be noted
that the increment of change in d (one-fifth) is significantly émaller than the

increment of change of N (one).
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Figure 5.15: Sensitivity of PPUAR to Non-Optimal (V ,d) When p=90% for the

Medium Cost Parameter Combination
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5.1.7- Summary of Results

We can summarize the results of the analysis of the M/M/ 1/N = d control policy as

| follows:

e At very low traffic iriteﬁsities N* is effectively infinite, and d* is identical to that
under the M/M/ 1 —d control policy (with PPUAR performance Vlikewise
identical). | | N

e At very high trafﬁ;: intensities (possible well above 100% depehding:on the cost

- parameter combination) d* converges on sbme finite V“alue, and N* is identical to
that under the M/M/1/N control policy (with PPUAR performance likewise
identical),

e There is an intermediate range of traffic intensitieé where d* is non-zero and N* is
ﬁnife. Under these conditions N* will be lower than that under M/M/1/N control; C

: and d* will be higher than that under M/M/1 —d control, with PPUAR
performance exceeding that of both the simpler policies. |

 The control policy is capable of operating profitably (with a positive PPUAR) ét
even the high cost parameter combination (without shutting down the systerh by
setting N* to zero).

e Performance is relatively insensitive toa slightly non-optimal choice of d, but is

sensitive to even a slightly non—optirr{al N.



118

5.2 M/M/I/N —d— RL Description and Results

5.2.1 Control System Description

Here we médel a control policy similar to the M/M/1/N — d policy described above, but
with a single enhancement. In an attempt to improve the performance of the order release
mechanism we allow the item at the head of the pre-release pool to be reléased early
under two conditions: (i) the system is idle (the server is not busy and there are no jobs in
the queue); (ii) the number of jobs in the pre-release pool is greater than or equal to a
specifiéd release limit (RL). Note that these conditions need only be checked at j ob
acceptance and at job departure from the server. This revised order release policy, which
involves three control parameters (&, d and RL), is capable of dealing with congestion by
eliminating inserted idle time under busy conditions. This policy is not explored

- analytically, but is implemented using the simulation model described in Appendix B.

In the fpllowing sections we explore the performance of the M/M/1/N — d — RL control
policy under our cost model when optimai control parameters are used. We wish to
determine if the addition of the early release mechanism results in improvement in
performance over the M/M/1/N — d policy. We also wish to examine the sensitivity of

PPUAR performance to deviation in the control parameters from their optimal values.
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5.2.2  Optimal Control Parameters (N* d* RL*)

5.2.2.1 Finding the Optimal Control Parameters

We again use OprQuest to ﬁndl the optirﬁal control parameters for a range of trafﬁ‘c
intensities under the lpw, médium, and high cost parameter combinations discuss'ed ‘
previously. The optimal control parameter set at each traffic intensity for each cost

~ parameter combination was again fouﬁd in two stages: (i) a preliminary broad searcﬁ of .

low precision; (ii) a second more focused search of higher precision.

For the preliminary broad search, control parameters were permitted tc; vary over their .
entire valid range (0 to m fér d, 110 99 for N, 1 to N+1 for RL’ %), Again, althodgh the"
release delay d is a continuous-valued parameter, a step size of 0.1 was used. A singlé
short simulation run length of 200 days was used in addition to a 10-day warm up period.
~ OptQuest was allowed 300 simu_lation’ runs to find th¢ optimal set of control parameter
values at each explored traffic intensity, for each exogenous parameter combination. The
results of the preliminary broad search were used to guide the second, mofe focused,

search.

For the second, more focused, search a longer singlé-replication of 1000 days plus a
warm-up period of 50 days was used. The control parameters were allowed to vary +/-

two steps from the optimal values generated in the preliminary search (for N and RL each

1> When RL*=N+1, early release is not possible, and the M/M/1/N — d— RL policy is identical to the
M/M/1/N — d policy with the same N and d values.



120

step 1s 1, for d each step is 0.1). OptQuest was allov;zed to search this tighter parameter
space exhaustively. If any of the optimal control parameters \;vas found to lie on the edge
of the searched spaced (i.e. the highest or lowest permitfied value), the space was
expanded in the appropriate direction, and again exhausﬁvely‘searched. The optimal

" control pérarﬁeter set resulting from the second search was then used to generate the.

optimal performance results presented below in Section 5.2.3.

5.2.2.2 Optimal Control Parameters (NV*, d*, RL*)vs. p

Figure 5.16 shows N*, d*, and RL*. vs. p for the low. cost parameter combination under.
the M/M/1/N —d - RL con&ol policy. Figure 5.17 shows a similar plot fc;r tiue medium |
cost parameter combination. Figure 5.18 and Figure 5..19 compare N* and d* under
M/M/1/N — d and M/M/1/N — d — RL céntrol for the low and medium cost parameter
combinations respectively. No plots are presented for the high cost parameter
combination since results were found to be identical to the M/M/1/N — d policy, with N*
‘and d* the sanie, and RL* equal to N*+1. Thé main results of interest from these figures

can be summarized as follows:

e N* does not change when an early release limit is added to the M/M/1/N — d |
policy, except at p=25% and p =50% for the medium cost parameter combination,

. where, as already noted performance at N* is effectively no different than that for

'N;w.
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e The addition of the early release limit does significantly increase rthe optimal
release delay for the majority of traffic intensities. This longer release delay is
possible because the systém has a means of “expediting” under highiloéd ,
conditions. Under very low traffic intensities (25%) the early reléa'se limit does
not increase d*, and for the low cost parameter combination, the release does not
significantly increase d* at very high (99%) traffic intensities either.

e The felease limit itself is very flat at traffic intensities below 75%, and decreases
as traffic intensity increases beyond that point; | |

e The M/M/1/N —d — RL policy identical to the M/M/1/N - d poiicy for the high

cost parameter scenario.
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Figure 5.16: (IV*, d*, RL*) vs. p for the Low Cost Parameter Combination
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Figure 5.17: (N*, d*, RL*) vs. p for the Medium Cost Parameter Combination
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Cost Parameter Combination
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35.2.3 PPUAR*vs. p

Arena’s Process Analyzer was again used to run 50-replication experiments at the
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optimal control parameters for each investigated combination of exogenous parameters

(with each replication having a run length of 1000 days plus a 50-daywarm up period).

These multiple-replication experiments also yielded very high confidence in the final

- PPUAR* values, such that error bars indicating the 95% confidence interval would not be

visible on any of the following graphs.

Figure 5.20 shows PPUAR* vs. p for the M/M/1/N — d — RL and M/M/1/N — d policies

under the low cost parameter combination. Figure 5.21 shows a similar plot for the

medium cost parameter combination. Recall that for the high cost parameter combination,
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the release limit is not of benefit, and the M/M/1/N —d—RL policy is not capable of
besting the M/M/1/N — d policy. The main results of interest from these figures can be

summarized as follows:

¢ For the low cost parameter combination, the addition of the early release limit
'imprbves PPUAR* at intermediate traffic intensities. The maximﬁm irriprovement
,  is 0.48% at a traffic intensity of 75%. At low and high traffic intensity there isno

difference in performance over the M/M/1/N —d policy. =

e Forthe medium cost parameter combination? the addition of the early release limit
improves PPUAR* at all but the lowest traffic intensity values tested. The
.maximum improvement is 1.73% at a traffic intensity of 75%, but the

 improvement remains above 1% for all traffic intensities above this.
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Figure 5.21: PPUAR* for M/M/1/N — d — RL and M/M/1/N - d for the Medium Cost

Parameter Combination
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5.2.4 Cost Breakdown

‘Figure 5.22 shows the opt1ma1 cost per unlt arr1v1ng revenue for the low cost parameter
comblnatlon under M/M/1/N—-d—-RL control in total and broken up into its three
components. Flgure 5.23 show a similar plot for the medium cost parameter,combination.

The main results of interest from these figures can be summarized as follows:

e We see when comparing Figure 5.23 to Figure 5.12, that under the medium eost
parameter combination, the addition of the release limit i 1mproves performance by
‘reducing the earliness costs. Note that tardmess costs actually increase slightly. .
e However, when comparing' Figure 5.22 to Figure 5.11 (low cost parameter
‘comBination), we see that the performance improvements resulting form the
- addition of the early release limit are sometimes due to lowering earliness costs
(with a slight increase in tardiness costs), and sometimes due to lowering tardiness
costs (with a slight increase in earliness costs). This is likely a result of the

‘discrete nature of N and RL.
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5.2.5- Absolute Profit Rate

Figure 5.24 shows thg absolute profit rate Vs. traffic intensity under optimal M/M/1/N —
d — RL control for the low and medium cost parameter combinations. We see that in both
cases the absolute proﬁt' rate is non-decreasing with increasing traffic intensity (as
expected since PPUAR* for the M/M/ 1/N —d— RL policy is at least as great as for the

M/M/1/N - d policy).
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Figure 5.24: Absolute Profit Rate vs. p Under M/M/1/N — d — RL Control for Low

and Medium Cost Parameter Combinations

5.2.6 Sensitivity of PPUAR Performance to Non-Optimal RL

Figure 5.25 shows a plot of PPUAR vs. RL at 5=90% for the medium cost parameter
combination when N* and d* are optimal (N*=16, d*=12, RL*=9). The main results of

interest from this figure can be summarized as follows:
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; ‘Overestimating or underestimating RL* by as little a one or tWo can result in
significant degradation in performance when compared to that with the optimal
early release limit. Note that optimal PPUAR under M/M/1/N—d co;ltfol is
79.15%, and misestimating RL* by plus or minus ﬁvo still results inr{imprrov‘ed

performance over that of the M/M/1/N — d policy.

o Under this particular set of exogenous parameters, it is slightly better to
underestimate RL* by a reasonable number (less than six) than to overestimate by

the same amount, but this does likely not hold true under all conditions.
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Figure 5.25: PPUAR vs. RL at p=90% fo} the Medium Cost Parameter

Combination (V=16, d=12)
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5.2.7 Summary of Results - ‘

“We can summarize the results of the analysis of the M/M/ 1/N —d - RL control policy as.

foilows:

e The M/M/1/N—-d — RL control policy is noi: caﬁable of impfoving perférmance
over that of the M/M/1/N —d policy under the high cost pararhetef combination.

o Thé M/M/1/N - d—RL coﬂtrol‘pélicy is capable of improving performance éver
that of the M/M/1/N — d policy under low and medium cost parameter
‘combinations, with improvenient; being greatef under the ﬁqedium cost parameter
scenario. For both cost para}m'eter’ combinatiéns, impr;)vement is-greatest at a
traffic intehsjty of 75%.

e ' The addition of the release limit does notbhange the value (;f N* (v;/hen compared
to the M/M/1/N — d control policy).

e Over the majority of trafﬁé intensities, the ad;litibn of the early release limit does

increase d* (when compared to that for the M/M/1/N — d control policy) .
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Chapter 6

Conclusions and Future Research

This chapter summarizes the main results of the analytical and experimental work
;reported in this thesis, as well as highlighting the prirhary original contributions of the-
research. It concludes with a list of potential directions for future research that extend the

work reported in this thesis.

6.1 Summarizing the Main Results From the Research

This section summarizes the main results obtained from this research, organized by

control policy.

6.1.1 Uncontrolled Behaviour of the M/M/1 Systém L

The analytical and numerical results for the uncoﬁtrolled system, found in Section 3.4,
have provided insight into the clear need for control of earliness-and tardiness costs under
certain conditions. We have seen that without input contfol, earliness costs can be very
significant at low traffic intensities, while tardiness costs escalate out of control as the
traffic intensity approaches 100% for any value of cost parameters k,, and %, and any

flow allowance.
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6.1 2 The M/M/1 — d Control Policy

The analytical and numerical results for tlie M/M/1 — d control policy, foiirid in Section
4.2, have provided insight into the use of an oider release mechanism in isolation. Under
conditions where earliness costs dominate for the uncontrolled system, the use of a fixed
release delay cein improve peiformainee by significantly lowering expected earliness in
exch:an'ge‘ for‘a smaller increase in expected tardiness. However, eariiness costs are only
significant at low traffic intensities, and thus the M/M/1 — d policy is not effective at
higher traffic intensities. Interesiingly, the ciptimal release delay is:indeperident of the
cost magnitude factor, and decreases With increasing traffic intensitsl while increasing

with increasing relative earliness costs.

6.1.3 The M/M/I/N Control Policy

- The analytical and numerical results for the M/M/1/N control policy, found in Section
4.4, have provided insight into the accept/reject decision in isolation as part of the order
review mechanism. Under conditions where tardiness. costs dominate for the uncontrolled
~ system, the use of a system work in process limit can improve performance by
significantly lowering expected tardiness in exchange for a smaller increase in rejection
costs. However, tardiness costs only dominate at highltrafﬁc intensities, and thus the
M/M/1/N policy is not effective at lower traffic intensities. The ability to reject jobs
allows traffic intensiﬁes to increase beyond.100% and also allows the system to be “shut

down” under conditions where profitability is not possible.
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6.1.4 The M/M/1/N = d Control Policy

The experimental results for the M/M/1/N — d control poIicy, found in Section 5.1, have |
provided insight into-the combined use of judicious rejection and of delayed ofder
release. The combined order release and rejection mechapism’s alléw fof better
performance than thaf of the bést of thé individual mechanisms in isolation, particﬁlarly
in the intermediate range of traffic intensitiés in wﬁiéh mosf real manﬁfacturing systemé
might opera;ce. The combination of a release delay and judicious rejection allows the
| system to operafe profitably at any traffic intensity, even under the most aggressi;/e cost
parameter combination. Implementing a release delay with a rejection:rr-xechanis’m results
in a longer optimal delay ‘ghan that when no rejection is permitted, and a smaller optimal

system work in process limit than when no release delay is permitted. -

6.1.5 The M/M/1/N —d— RL Control Policy

~ The experimental results for the M/M/ 1/N-d—-RL cohfrol policy, four.ld in Section 5.2,
have provided insight into how an enhanc;ed order release mechanism canrresult in further
improvéments in performance. The specific conditional‘early release meéhanisrﬁ
embedded in this control policy is able to avoid the cxcéssive tardiness costs that would
otherwise be associated witﬁ an increase in the release delay, by‘éllpwing jobé to be

released from the pre-release pool early under exceptiorially, high-load conditions.
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6.2 -Applicability of This Research in Practice

The maj or consideration in determining the extent to Whﬁch the results of this research éré
applicab‘le to manufacturing systems in generél is the extremely simple nature of the
M/M/1 system analyzed. The typical make-to-order mé,nufacturing system to which an
ORR mechanism is being appiied is likely be significantly more complex.in many ways,

including: .

- Multiple servers, possible of differing type (with a wide variety of possible shop
floor configurations). o
* Multiple categories of product (with differiﬁg service rates, arrival rates, flow
allowances and routings)..

e  Occurrences of uncertain events (such as breakdowns).

+ The simple system modelled is not directly repreééntatii(e of any real manufacturing
system, but input control conceﬁts explored are-still valuable scaled up and adapted for

‘more complex systems.

While the preci‘se results cannof be generalized to more complex real systems, it should
be universally true that for any manufacturing sy‘stem where both ea-rliness and tardihe;s
costs exist, intelligent order rveleaseican be used to reduce earliness costs aﬁd judicidus :
rejection uséd to reducé tardiness costs. These generic insights can help guide thé
development of input céntrql mechanisms for complex real-world manufacturing

systems.
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6.3  Original Contributions

The present research includes several original contributions in the area of input control:

1. The first contfibution of this research is the evaluation of ORR concepts under a
cost model capturing béth earliness and tardiness costs. The existing rc_esearc’h is
_primarily focﬁsed only on minimizipg the expected tardiness and/or the number of
tardy jobs, with earliness costs ignored. The present research uées a parametric
cost model that inbl{ldes both earliness and tardiness costs, and permits awide
range of cost schemes to be investigated. The ability of the order. reléasg .
mechanism to contrpl earliness costs has largely been ignored by thé exjstihg
research, and helps to counter the criticism that ORR is ur“lable‘ to reduce

tardiness.

2. Another confcribution of this research is the development of an;cllytical 'resiﬂts for
" the M/M/1 — d and the M/M/1/N control policiesi Analytical rel.)res'entati'ohs‘of the
operational, cost and profit fneasures allow for the easy exploration of policy
performance under a wide range of exogenbus‘parameters. Additionally, the
- analytical representationé help provicie geneljal insight into the effects of the. :

exogenous and control parameters on system performance.

3. This research has shown that order review and judicious acceptance/rejection,
when used in combination, can be effective in controlling both earliness and
tardiness costs. In real-life manufacturing systems, the complexity of the control

policies will be greater (likely in proportion to the complexity of the °
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manufacturing system), but the function will rc:main primarily the same: (i)
keeping jobs off the manufacturing floor as lbng as possible to prevent congestibn
and early completion; (ii) not acceptin;g additional jobs when doing so will be

detrimental to the on-time completion of jobs already accepted.

6.‘4 Future Research

There is a great deal of opportunity for future research related to the topics explored in
this thesis. Some potential directions for further research are summarized in the following

subsections.

6.5.1 Further Enhanced Control Algorithms for the Existing System

All cohtrol systems analyzed iﬁ‘thisft}iésis were relatively simple in that they did not use
o information available about the; jobs accebted by thé system. It is expected that there are
well-performing control algorithms that make use of the due dates of j o‘bs waiting for
release. We have made éome initial investigations into some more complex algorithms
(integgating discrete-event simulation with non-linear optimization) that make use of
information about the jobs in the system, and have found that they may result in

performance improvements over the M/M/1/N — d — RL policy under certain conditions.

6.5.2 " Increasing the Complexity of the System

The M/M/1 system was chosen for analysis because of its éasily-analyzed nature and

because of the insight it offers into more complex systems. There is significant insight to
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be gained by applying the control systems explored to more complexr éystéms. One such‘
system is a 2-stage manufacturing system where there is the opportunity for an additional
delay between the two stages. The abﬂity to delay betweeﬁ stages allows forw a greater
degree of control over earliness, but for multi-stage Eystems, the cost of wofk—in—prqcess
must also be considered. Most workload contro] literature focuses on job shops With 5-1 0
servers. Full integration of this work with thé exi‘st‘in'g body of w01:kload control resgarch
- requires appllying the cost model‘ and control systems analyzed t;) the systems studied by

other researchers.

6.5.2.1 Nc;n-Exponential Interarrival and Service Tirﬁes :

Exponential interarrival and service times were used l;ecause they facilitate analyticai
solutions to the uncontrolled and simple éontrol scenarios. However, exponenﬁal times
are often inappropriate, particularly for service time distributions, which te'nc‘lrto ha\;e far
less variation. Alternatively, disruptions to the service or arrival procestseé (such as
machine breakdowns or occasional batch arrivals) may be added as additional sources of
variabiiity. Combining a delayed release strategy v;/ith exception or extreme-conditipn ‘
based early release rules may prove extremely valuable ﬁnder these conditions. An
alternativé approach is to investigate the situation where the actual service time is |

random, but known as soon as the job arrives at the system.
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6.5.2.2 Modifications to the Cost/Profit Model

There are a number of modifications that gould be made to the cost/profit model that ma§
be:worthy of future investigation. One such change is the addition of an additional
rejection cost, where rejected jobs would see a cost contribution beyond lost revenue.
‘Another possible change is the capping of tardiness costs at either the maximum job
revenué, 6r some other value. Capping tardiness costs may more realistically represent
contract-specified tardiness penalties. Other potential modifications to the cost model
include quadratic earliness and tardiness costs, and the use of delivery windows

(extended periods of time over which neither earliness nor tardiness costs accrue).

- 6.5.2.3. Multiple Job Classes

While the present research is only coﬁcerned with arsingle job class, we have also done
some investigation into multiple-class systems, where some jobs may: have tighter flow
allowances but are charged a price premium. The control systems investigated could be
altered to accommodate multiple classes, and further work in this area is warranted. The
~use of multiple flow-allowance based job classes could be used to balance the tradeoffs
between the competitive advantages of loweriné ‘quoted lead times, and the flexibility of

maintaining a release delay.
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Appendix A
qussal_‘y of Aci'onyms, Symbols, and Special Terms

This appendix briefly defines the acronyms; symbols, and special terms used in this

theéis. '



‘ Angarliness
AvgTardiness

Cs

Cr

CPUAR

D, d
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A * fqllowing a control parameter indicates that“’ghe
parameter is at the value that optimizes PPUAR_giveh' the
exdgenousparémetérs. A “*’ following an output measure
indicates that the measure is that for optimai Valﬁes of all

control parameters.
The expected earliness of a job acqepted into the systém.
The expected tardiness of a job accepted into the system.

The slope of the earliness cost function, with diméhsions'

© currency per unit time.

The slope of the tardiness cost function, with dim’ensions

currency per unit time.

The cost per unit arriving revenue, equal to the difference

between 100% and the PPUAR. This is further

decomposed into rejection, earliness and fardiness

components.

The delay between when a job is accepted by the system,

and when it is released to the shop floor, with D expressed



'O

I ig

Iy, ir

km

146
in natural time units, and d expressed as a multiple of the

mean service time.

The gamma function. I'(a) is the complete gamma
function, and is equal to (a-1)! when a is an integer. I'(a, x)

is the upper incomplete gamma function. -

The critical earliness interval, with Iz expressed in natural

time units, and iz expressed as a multiple of the mean

-service time.

The critical tardiness interval, with I expressed in natural
time units, and ir expressed as a multiple of the mean

service time. -
The cost magnitude faetor.
The relative earliness cost factor.

The arrival rate. The mean interarrival time is 1/A.

The service rate. The mean service time is 1/z.

"~ The flow allowance, with M expressed in natural time

units, and m expressed as a multiple of the mean service



M/M/1

M/M/1 -d

M/M/1/N

M/M/1/N -d

M/M/1/N-d—RL

MLT
MTO

MTS

ORR
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time.
Denotes the uncontrolled system.

Denotes the control policy making use of a fixed release

delay.

Denotes the cbntrol policy }naking use of a system work in

- process limit.

Denotes the control policy making use of both a fixed

release delay and a system work in process limit.

Denotes the control policy making use of a system work in
process limit, and a telease delay with the capability for
early release when idle time occurs and the number of jobs '

in the systém exceéds a reiéase limit.
Manufaéturing lead time.
Make-to-order.

Make-to-stogk.

The system work 1n process limit. _

Order review and release.
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PAC
PAN
pdf

PPAJ

PPUAR

PR

Pr(accy

© Pr(rej)

PropTard

RL -

sp

The probabili?y Qf there being » jobs in the.system.
Production activity control.

Process Ahalyzgf, Arena’s batch simulation utility. -
Probability ‘distribu.tion function.

Profit per arrivihg job (in units of currency).

Profit per unit arriving job revenue, as a percentage.

‘Profit rate, with dimensions currency per unit time.

The probability of an arriving job being accepted by the

system. -

The probability of an arriving job being rejected by the

system.

The proportion of accepted jobs that will be tardy.
The traffic inﬁensity, equalv to A/

The early release limit.

Indicates the special case, p=1.
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TWK

WIP

MLT

WLC
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Total work content, the sum of a job’s expécted service

time over all operations on its routing.

Work in process, the total numbers of uricdmpleted jobs in

the manufacturing system.

' Manufacturing lead time, the time bétWeen_when an order

is released it the floor, and when it is due to be completed.

Workload control.
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Appéndix B

Description of The Simulation Model -

This appendix provides a detailed description of the simulation model used to generate
_the experimental results reported in Chapter 5. The simulation model code can be found

in Appendix C.
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- B.I  Model Overview

The simulation model was c‘reated‘ in Arena’s high—lével graphical modélling interface,
and can be found in the file “MMI ORR Testbed.doe”. This file preseﬁts the model logic |
in flowchart form, as well as a g’raphig:al representation of the: systém, for debugging |
purposes. The “MM]I ORR Testbed.doe” file can be used to genérate'.éxp and .mod files
‘containing only fhe underlying logic code included in Appeﬁdix C. for ‘more .inf(;rmation

on the Arena simulation package see Kelton et al. (2002).

B 1.1 Model Features

The model was con’strucfed for roBustness, flexibility, and ease of use. Whene\?er‘
possible, hard coding of values and formulae was avoided in favour of variables and user
“ expressions which can be easily aﬁd centrally viewed and modified. Thé rﬁodel makes
use of common random numbers as a variance redﬁction technique. Interarrival and
processing times are sampled from dedicated streafns ensuring that arrival and pfocgssing
patterns are synchfonized acrossr alternative control parafneters (and éystems) and
environmental conditions. The model also includes many debugging airds includiné an
animation of the systerﬁ with a “digital dashbo;rd” of key pérformance fne‘asures.
Additionally, the modél collects many performance measures that are not required in the
context of this thesis, but may be useful for debugging, or for extending the model. In |

general, the extensibility of the model was a major development objective, and the model
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is capable of being used to pursue many of the future research opportunities identified in

Chapter 6.

B.1.2 Model Logic

The following section contains a brief summary of the model logic. Complete model
logic code can be found in Appendix C. The ofganization presqnted'réplicates the ﬂow of

jobs through the model.

The first segment of logic is devoted to the generation of jobs. Jobs are generated with
approi)riately sampled interarrival time, and certain Statistics are collected. In order to
facilitate the synchronization of the common rqridom number streams, processing times

are also sampled at this point. . -

The next segment of logic involves the accept/reject decision, which is made based on the
state of the system and the value of the appropriate control parameter. Rejected jobs
proceed to statistic-collection logic before exiting the system. Accepted jobs enter the

pre-release pool logié.

The pre-release pool logic begins with the collecf'cion of arrival statistics for arriving jobs,
‘and the recording of several job attributes for later use. Arriving jobs then trigger a check
for early release conditions, and are sent to the pre-release pool. Their release from the

pre-release pool is then scheduled.
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Whén a scheduled or early release occurs, the released job undergpes sorﬁe data
collection and statistics recording, and proceeds to the first-come-first-serve queue of a
‘ single-resource server. The job waits in queue until b_eing brocessed by the s.czarv,eri
according to its pre-‘sanipled‘processing time. After processing, the job frigger's another
check for early release conditions, and proceeds to statistics collection logic before

exiting the system.

The early release logic checks if early release conditions are met and triggers the release
of the first job in the pre-release pool when appropriate. If a job has been released early,

its scheduled release is ignored.

B.2  Functional Model Description

The following functional model description describes the variables used to configure the

model, and the output statistics required to interpret model results.

B21 User-ControllabZe Variables

The following variables may be altered by the user to control the exogenous parameters,
the control policy, and the control parameters under which the sysiem operates. Model

variables not included here are used internally by the model.



Exogenous paremeters:

vk
vkr
vin
vMIAT ‘

vMPT

Control parameters:

vd
vN

vRL

Advanced parameters:

vIncomingCheck

- vInterarrivalStream

vServiceStream
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The cost magnitude parameter, km.
The relative earliness cost parameter, &r.
The normalized flow allowance, .

The mean interarrival time (1/4).

The mean processing time (1/4).

The normalized ﬁxed release delay (d).
The system work limit ().

The early release limit (RL).

Binary flag that determines if éarly-release conditions are
checked upon job arrival in'a}ddition to being checked at
every service completion. All experiments were performed

with vIncomingCheck set to 1 (true).

The random number stream used to generate interarrival

times.
The random number stream used fo generate processing

times.
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B.2.2  Output Statistics

The following are the primary output statistics produced 1‘by the simulation model.
Additional outputs are present primérily for debuggihg purposes. For multiple-replication
experiments, Arena will provide mean, min, max and 95% confidence half-width

information for the following statistics (except where noted):

AvgEarliness The average earliness of accepted jobs.

AvgTardiness The average tardiness of accepted jobs.

Percent Accepted The percentage of arriving jobs accepted by the system.
%ReleasedEarly The percentage of accepted jobs released early (when the

early release limit control policyr is in force).

Calculated PPUAR ‘The profit per unit arriving revenue given the cost
pérameters in effect, as a percentage (calculated based on
mean earliness, mean tardiness, and percent accepted).

 Mean Tallied PPUAR The profit per unit arriving revenue given the cost

parameters in effect, as a fraction (tallied for each arriving

job).
Actual IAT _ The actual mean interarrival time generated.
PPUAR HW This statistic is implemented because 4rena’s scenario

analysis tool (Process Analyzer) does not provide
confidence interval information for output statistics. For

multiple-replication runs, the “Average” value of PPUAR
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HW as listed in the Output Summary is the 95% half-width
of Calculated PPUAR (in percent) at the end of the second- |
last replication. For individual replications, this statistic
should be ignored. When not using PAN, the half-width of

“Calculated PPUAR” should be used instead.

B.3 Conﬁguring the Model

This section describes the process of éonﬁguring the model to explore a particular set of
exogenous parameters under particular control parameter values for a particular control

policy.

B.3.1 Exogenous Parameters

To configure the exogenous parameters, vm, vkm and vkr should be sét to the values of
m, kn and k; respectively. In order to configure the traffic intensity, vMPT should be set

equal to 1, and vMIAT set to 1/p.

B.3.2 Control System and Control Parameters

By setting certain control parameters to zero or effecti‘vely infinity (i.e. 999999), we can

enable each of the control policies to be explored:

1. Uncontrolled M/M/1

Set vd to zero, and set VN and VRL both effectively to infinity (999999).



157

2. M/M/1-d
Set vd to the value of d being investigated, and set vN and vRL both effectively to

infinity (999999).

3. M/M/1/N
‘Set vN to the {lalue of N being investigated, and set vd to zero and VRL .

effectively to infinity (999999).

4, MM/1N-d
~ Set vd and N to the values of d and N being investigated, and set VRL effectively

to infinity (999999);’

5. M/M/1/N-d—-RL

Set vd, vN and vRL to the values of d, N, and RL being investigated.

.B.3.3 Run Setup

Configuring the run set up requires specifying the number of simulation fepIications, the
length of each sim,ulation replication, and the Warm.-uﬁ period fof each replication (after
which statistics are cleared). Additionally the number of hours in each‘ day, and the base
time units of the model must be specified. Note that we haVe operated the model
assuming 24-hour days with a base time unit of minutes. Therefore, setting vMPT  to 1
(minute) will result in 24 x 60 :=71 440 expected arrivals per day at a traffic intehsity of

100%.
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B.4  Validation and Precision Issues

This section will discuss model verification and validation issues, as well as simulation
précision“. Additionally, the method used to find optimal values of control parameters will

be described.

B.4.1 Co-validation of Simulation Model/Analytical Results

The simulati;)n model is capable of analyzing tﬁe uncontrolled M/M/ l; M/M/1 —d and
M/M/1/N systems for which there are analytical results available. The output from the
sirhulation model was compared against expected yzilues derived analyticaily for many ’
environmental conditions, and results matched as expected. Comparison.with analytical
results was also u'sedk to determine appropriate warrﬁ-up times, run lengthé and replication

- numbers for the experiments reported in Chapter 5.

B.4.2 Discussion of Mocz;ql Precision and Speed Considerations
Because of the high Vafiability of the exp‘onrer‘ltialrinterarrival and processing times,

| obtaining precise estimates of output statistics of interest (particularly PPUAR) may
require significant run lengths. Under most of thé configurations tested, run speed was
approximatelyrthi‘rty seconds for 144000 simulation minutes (one hundred 24-hour days)
on a Pentium III 800 MHz PC. Note that run speed is primarily depéndent on the numbe‘r

of arriving jobs, and the above speed is for a traffic intensity of 90% with a mean
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processing time of one minute (lower traffic intensity or higher mean processing time

increases speed16).

Required warm-up lehgth was determined using several pilot simulation runs with
~graphical monitoring of the Stafe of the pbol, queue, and perfo'rmancemeasures
throughout the run. A‘ warm-up length of 10 days was deemed to be more than adqu’Jate‘
(with artime cost of’only about 3 second) for shorte; in;/estigative rulj;s‘.g For longer
gsimulations where the relati’ve run time increase would be negligible, warm-;lp length

was increased to 50 days.

1 These speeds are for 4rena proper, running as the only CPU-intensive application. When using Process
Analyzer, speed is about half as the program appears to limit itself to less than 50% of CPU usage. -
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Appendix C

“Simulation Code

Simulation Model Code

This appendix includes the mordelr (.mbd) and experiment (.exp) files generated by the

high-level .doe simulation model ﬁle.: ‘



161
CI  Model (.mod) File

Model statements for module: Create 1

483 CREATE,

1,MinutesToBaseTime (eIAT) ,Job:MinutesToBaseTime (eIAT) :NEXT (49$) ;

49% ASSIGN: Creaﬁe Arriving Jobs.NumberOut=Create Arriving
Jobs .NumberOut + 1:NEXT(29$%);

Model statements for module: Record 10

29% TALLY: Actual Interarrival Time Tally,BET,l:NEXT(44$);

i Model statements for module: Assign 7
é4$ ASSIGN: aProcTime=ePT:NEXT(308) ;

Model statements for module: Decide 4

W e e e~
o
Ur

BRANCH, 1: : . -
If,vNumInWhole >= eSystemWorkLimit,52$,Yes:
Else,53$,Yes; .
52% " ASSIGN: Reject Incoming Job if N Exceeded.NumberOut True=
Reject Incoming Job if N Exceeded.NumberOut True +
. 1:NEXT(313); . -

53¢ ASSIGN: Reject Incoming Job if N Exceeded.NumberOut False=
Reject Incoming Job if N Exceeded.NumberOut False +
1:NEXT(34$); ' .

: Model statements for module: ﬁecord 11

318 COUNT : Rejected Job Count,1:NEXT(32$);

: - . ‘ \.
i Model statements for module: Record 12

328 TALLY: Rejected Job Interarrival Tally,BET;1:NEXT(46$);

i Model statements for module: Record 19

46% TALLY: Exiting Profit Tally,0,1:NEXT(33%5);

; Model statements for module: Dispose 4

33% ASSIGN: Dispose Rejected Jobs.NumberOut=Dispose Rejected

Jobs.NumberOut + 1;
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: " ‘Model
348

: Model
35%

; . Model
08

; ‘Model
16%

; Model
18

56%
1:NEXT(5%) ;
57%
1:NEXT (2$);
i Model
5§

; Model
é4$,

58%

59%

ASSIGN::

DISPOSE: No;
statements for module: Record 13
COUNT: ' Accepted Job Count,1:NEXT(35%);
's;atements for module: Record 14
TALLY: Accépted Jobs Interarrival'Tally,BET,l:NEXT(0$);
statements for module: Assign 1
ASSIGN: vNumInWhole=vNumInWhole+1:
VvNumInPRP=vNumInPRP+1:
vSigNum=vSigNum+1l:NEXT (168) ;
statements for module: Assign 3
ASSIGN: aInTime=tnow: .
aSigNum=vSigNum:
aReleasedFromPRP=0:
aSchdPRPReleaseTime=tnow+ePRPDelay:
aDueDate=tnow+eFlowAllowance :NEXT(1$) ;
statements for module: Separate 1
DUPLICATE, 100 - 0: -
. 1,57%,0:NEXT(568);
ASSIGN: Separate 1.NumberOut Orig=Separate 1.NumberOut Orig +
ASSIGN: Séparate 1 .NumbexOQut Dup=Sebarate 1.NumberOut Dup +
statements for module: Stoxe 1
STORE: strPRP:NEXT (248) ;
statements for module: Decide 3
BRANCH, 1:
If,eIncomingCheck == 1,58%,Yes:
Else,59%,Yes;
ASSIGN: Allow Incoming ‘Check.NumberOut True=Allow Incoming

Check:NumberOut True + 1:NEXT(78);

Allow 'Incoming Check.ﬁumberOut False=Allow Incoming

Check.NumberOut False + 1:NEXT(10$);

H Model statements for module: Decide 1
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7% BRANCH, 1: .
. If, (NR{xMachine) == 0) && (NSTO(strPRP)
>zeReleaselLimit), 60S$,Yes:

T Else, 61$,Yes;"
608 ASSIGN: Decide Early Release.NumberOut True=Decide Early
Release.NumberOut True + 1:NEXT(8$);

61$ ASSIGN: Decide Early Release.NumberOut False—Dec1de Early
Release.NumberOut False + 1: NEXT(10$),

Model statements for module: Seéarate 2

OO0~ o e e
Ur

DUPLICATE, 100 - O:
1,64%,0:NEXT (63%) ;
63$ ASSIGN: DuplToTriggerEarlyRelease.NumbexrOut

Orig=DuplToTriggerEarlyRelease.NumberOut Orig + 1:NEXT(10%);

64% ASSIGN: DuplToTriggerEarlyRelease.NumberOut
Dup=DuplToTriggerEarlyRelease.NumbexrOut Dup + 1:NEXT(25$%);

Model statements for module: Decide 2

Fme we e we

0s$ - BRANCH, 1: . .
If, aReleasedFromPRP::O,65$,Yes: :
) Else, 66$,Yes;
65% ASSIGN: " Decide If Real Job.NumberOut True=Decide If Real
Job.NumberOut True + 1:NEXT(11S$);

.

66$ ' ASSIGN: Decide If Real Job.NumberOut False -Decide If Real
Job.NumberOut False + L1:NEXT(18%);

Model statements for module: Hold 1

PO ne we e we
=y
Ur

QUEUE, PRPHold.Queue;
WAIT: aSigNum:NEXT (13$) ;
’
i Model statements for module: Unstore 1
; ‘
13% UNSTORE : strPRP:NEXT (283%) ;
!
i Model statements for module: Record 9
288 COUNT: Total PRP Release Count,l:NEXT(17$%):
; Model statements for module: Assign 4 -
178 ASSIGN: aReleasedFromPRP=1:

aPRPExitTime=tnow:

VNUmInPRP=vNumInPRP-1:

VNumInQSys=vNumInQSys+1:
aReleasedOnSchedule=tnow == aSchdPRPReleaseTime:
Picture=Picture.Blue Ball:NEXT(37$);



I~ we =

7$

67$
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Model statements for module: Decide 5

BRANCH,

ASSIGN:

+ 1:NEXT(408);

68%

ASSIGN:

False + 1:NEXT(39%);

S e e e e
[
or

13

70%
693
117%

Q) =~ =~ ~ Wne ~ ~e =~
© -
or

[ )
[o2]
Ur

Fime ne e owe
0
Ur

B~ ws ~e
(=
r

1:

If, aReleasedOnSchedule==0,67$,Yes:

Else, 68%,Yes;.

Released Early.NumberOut True=Released Early.NumberOut True

Released Early.NumberOut False=Released Early.Numberout

Model statements for module: Assign 6

ASSIGN:

Picture=Picture.Yellow Ball:NEXT(6$);

Model statements for module: Process 1

ASSIGN:

QUEUE,
SEIZE,

DELAY:
RELEASE:
ASSIGN:

Machine.NumberIn=Machine.NumberIn + 1:
Machine .WIP=Machine.WIP+1; -
Machine.Queue;

2,VA:

rMachine, 1:NEXT (708$) ;

aProcTime, ,VA;

rMachine, 1;,

Machine .NumberOut=Machine.NumbexOut + 1:
Machine.WIP=Machine.WIP-1:NEXT(7$);

Model statements for module: Record 17

TALLY:

Scheduled Release Interarrival Tally,BET,1:NEXT(38$);

Model statements for module: K Record 16

COUNT :

Scheduled PRP Release Count,l:NEXT(6$);

Model statements for module: Assign 5§

ASSIGN:

Model statements

TALLY:

aCompletionTime=tnow:

VNumInQSys=vNumInQSys-1:

vNunInWhole=vNumInWhole-1:
aTardiness=max (0, aCompletionTime-aDueDate) :

aEarliness=max (0, aDueDate-aCompletionTime) : .
aRevenue=eCompletedProfit :NEXT(198); .

for module: Record 1

PRPTimeTally, aPRPExitTime-aInTime, 1:NEXT(20$);

Model statements for module: Record 2

TALLY:

QSys Time Tally,aCompletionTime—aPRPExitTime,i:NEXT(21$);



; Model statements
21% TALLY:

!

; Model statements
228 JTALLY:

; Model statements
23% TALLY:

; Model statements
45% TALLY:

; -

!

; Model statements
47% TALLY:

H

H Model statements
428 STORE:

i Model statements
418 DELAY:

’ ) "

; Model statements
43§ UNSTORE :
;

; Model ‘statements
15% ASSIGN:
Jobs .NumberQut + 1;
1208 . DISPOSE:
i Model statements
25¢% COUNT :

for

for

for

for

for

for

for

for

for

for

module: Record 3

Whole Time Tally,aCompletionTime—ainTime,1:NEXT122$);,

module: Record 4

‘Tardiness Tally,aTardiness,1:NEXT(23$%);

module: Recoxrd 5

Earliness Tally,aEarliness,1:NEXT(45%);

module: Record 18

Exiting Profit Tally,aRevenue,l:NEXT(47$);

module: Recoxrd 20

AcceptedProfitTally, aRevenue, 1 :NEXT(42$);

module: Store 2

Finished Goods:NEXT(41$);

module: Delay 2

max (0, aDueDate-tnow), ,NVA:NEXT(43$);

module: Unstore 2

Finished Goods:NEXT(15%);

module: Dispose 3
Dispose Processed Jobs.NumberOut=Dispose Processed

No;

modﬁle: Recoxrd 6

Early PRP Release Count,l:NEXT(263);
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i ‘Model statements for module: Record 7
26% © TALLY: Early PRP’ Release Contents Tally,vNumInPRP, 1:NEXT(27$);
i Model statements for module: Record 8

i
278 TALLY: Earlyness of Release
Tally, a(nsym{aSchdPRPReleaseTime) ,FirstInQ (PRPHold.Queue) ) -TNOW, 1 :NEXT(36$) ;

Model statements for module:  Record 15

LT e we me e
- -
Ur

TALLY: Early Release Interarrival Tally,BET,1:NEXT(9%);
H
7
H Model statements for module: Signal 2 )
9% SIGNAL: a(nsym(aSigNumf,FirstInQ(PRPHold.Queue)):NEXT(14$);
; Model statements for module: Dispose 2
14 ASSIGN: v Dispose Early -Release Triggers.NumberOut:Diépose EBarly
Release Triggers.NumberoOut + 1; 7 )
121$ DISPOSE: . No;
H Model statements for module: Delay 1
2% DELAY : ePRPDelay, ,NVA:NEXT(3$)7;
; Model statements for module: Signal 1
3% SIGNAL: aSigNum,1:NEXT(4$); *.
; Model statements for module: Dispose 1
43 ASSIGN: Dispose Scheduled Release Triggers.NumbérOut:DispoSe
Scheduled Release Triggers.NumberOut + 1;
122% DISPOSE: No;

C.2 Experiment (-exp) File

PROJECT, "MM1 ORR Testbed", "Yannai Segal",,,No,Yes,Yes,Yes,No,No,No;

'ATTRIBUTES: aRevenue:
aInTime:
aCompletionTime:
aReleasedFromPRP:
aTardiness:
aSchdPRPReleaseTime:
aBarliness:
aReleasedOnSchedule:
aPRPExitTime:
aSigNum:
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VARTABLES:
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aProcTime:
aDueDate;

Finished Goods:
stxPRP;

Dispose Scheduled Release

Triggers.NumberOut, CLEAR (Statistics) , CATEGORY ( "Exclude”) :

Released Early.NumberOut True,CLEAR(Statistics),CATEGORY ("Exclude"):.
VMPT, CLEAR (System) , CATEGORY { "Usex Specified"),l: - )
vNumInQSys, CLEAR (System) , CATEGORY ( "User Specified"):

Machine.NumberOut, CLEAR (Statistics), CATEGORY ( "Exclude") :

vServiceStream; CLEAR (System) , CATEGORY ( "Usexr Specified"),2:

Decide Early Release. NumberOut False,CLEAR(Statistics), CATEGORY("Exclude")
Reject Incoming Job if N Exceeded.NumberOut

False,CLEAR(Statistics), CATEGORY ( "Exclude") :

Dispose Early Release

Triggers.NumberOut, CLEAR (Statistics) , CATEGORY ( "Exclude®) :

vIncomingCheck, CLEAR (System) , CATEGORY ( "User Specified"),l:

VRL, CLEAR (System) , CATEGORY ("User Specified"),999999:

Decide If Real Job NumberOut True,CLEAR(Statistics), CATEGORY("Exclude")
Decide If Real Job.NumberOut False,CLEAR(Statistics), CATEGORY("Exclude")
Allow Incoming Check.NumbexrOut True,CLEAR(Statistics), CATEGORY("Exclude“)
VMIAT,CLEAR (System) , CATEGORY ( "User Spe01f1ed“) 1.33333333: )
Machine.NumberIn, CLEAR (Statistics), CATEGORY ( "Exclude") :

Dispose Processed Jobs.NumberOut,CLEAR(Statistics),CATEGORY ("Exclude") :
Dispose Rejected Jobs.NumberOut,CLEAR(Statistics), CATEGORY ("Exclude") :

Allow Incoming Check.NumberOut False,CLEAR(Statistics),CATEGORY(“Exclude"):
vNumInPRP, CLEAR (System) , CATEGORY ( "User Specified"):
DuplToTriggerEarlyRelease.NumberOut

Oxig,CLEAR(Statistics), CATEGORY ("Exclude"):

Create Arriving Jobs.NumberQut,CLEAR(Statistics),CATEGORY ("Exclude"):
Released Early.NumberOut False,CLEAR(Statistics),CATEGORY ("Exclude"):
vInterarrivalStream, CLEAR (System) , CATEGORY ( "User Specified"),l1:
Separate 1.NumberOut Dup,CLEAR(Statistics), CATEGORY("Exclude")
Machine.WIP,CLEAR (System), CATEGORY ( "Exclude-Exclude") :

Decide Early Release.NumberOut True,CLEAR(Statistics), CATEGORY("Exclude“)
vSigNum, CLEAR (System) , CATEGORY ("User Specified"):

vkm, CLEAR (System) , CATEGORY ("User Specified"),l:
vkr,CLEAR(System),CATEGORY(“User Specified“),lo:

vd, CLEAR (System) , CATEGORY ( "User Specified"),0:

vm, CLEAR (System) , CATEGORY ("Usexr Specified"),29.9573:

VN, CLEAR (System) , CATEGORY ("User Specified"),999999:
vNumInWhole, CLEAR (System) , CATEGORY ( "User Specified"):
DuplToTriggerEarlyRelease.NumberOut

Dup, CLEAR (Statistics),CATEGORY ("Exclude") :

Separate 1.NumberOut Orlg,CLEAR(Statlstlcs) CATEGORY ( "Exclude") :
Reject Incoming Job if N Exceeded. NumberOut

' True, CLEAR(Statistics), CATEGORY ( "Exclude") ;

QUEUES:

PICTURES:

Machine.Queue, FIFO, , AUTOSTATS (Yes, , ) :
PRPHold. Queue, FIFO,,AUTOSTATS(Yes,,),

Picture.Airplane:
Picture.Green Ball:
Picture.Blue Page:
Picture.Telephone:
Picture.Blue Ball:
Picture.Yellow® Page:
Picture.EMail: .
Picture.Yellow Ball: ‘ \
Picture.Bike:
Picture.Report:
Picture.van:
Picture.Widgets:
Picture.Envelope:
Picture.Fax:
Picture.Truck:
Picture.Letter:
Picture.Box:
Picture.Woman:
Picture.Package:
Picture.Man:
Picture.Diskette:
Picture.Boat:



Picture.Red Page:
Picture.Green Page:
Picture.Red Ball;

RESOURCES :

rMachine, Capacity(1),,,C0ST(0.0,0.0,0.0),CATEGORY (Resources) , , AUTOSTATS (No, , ) ;
COUNTERS : Rejected Job Count,,,,DATABASE(, "Count", "User Specified", "Rejected Job
Count"): . ' :

Scheduled PRP Release Count,,,,DATABASE(,"Count", "Usexr
Specified", "Scheduled PRP Release Count"): .

Total PRP Release Count,,,,DATABASE(, "Count", "User Specified", "Total PRP
Release Count"):
Accepted Job Count,,,,DATABASE(, "Count", "User Specified", "Accepted Job
Count"): :

- Early PRP Release Count,,,,DATABASE(, "Count", "User Specified","Early PRP

Release Count"); : -

TALLIES: Early Release Interarrival Tally,,DATABASE(, "Between", "User
Specified", "Early Release Interarrival-Tally"):
Accepted Jobs Interarrival Tally,,DATABASE(, "Between", "User
Specified", "Accepted Jobs Interarrival Tally"):
AcceptedProfitTally, ,DATABASE (, "Expression", "User
Specified", "AcceptedProfitTally"):
Tardiness Tally,,DATABASE(, "Expression", "User Specified","Tardiness
Tally"): : ' '
. Earliness Tally, ,DATABASE(, "Expression", "User Specified", "Earliness
Tally"):
- Barly PRP Release Contents Tally,,DATABASE(, "Expression", "User
Specified", "Early PRP Release Contents Tally"): )
' Whole Time Tally,,DATABASE(, "Expression", "User Specified", "Whole Time
Tally"):
Rejected Job Interarrlval Tally, , DATABASE (, "Between", "User
Specified", "Rejected Job Interarrival Tally"):
PRPTimeTally, ,DATABASE(, "Expression", "User Specified", "PRPTimeTally"):
. Earlyness of Release Tally, ,DATABASE(, "Expression", "User
Specified", "Earlyness of Release Tally"):
' QSys Time Tally,,DATABASE(,"Expre551on" "Userxr Specified",“QSys Time
Tally"):
Scheduled Release Interarrival Tally,,DATABASE(,"Between" "User
" Specified", "Scheduled Release Interarrival Tally"):
Actual Interarrival Time Tally,,DATABASE(, "Between", "User
Specified", "Actual Interarrival Time Tally"): ‘ -
’ Exiting Profit Tally,"",DATABASE(, "Expression", "User Specified","Exiting
Profit Tally"):

DSTATS: vNumInQSys, DSNumInQSys, " ", DATABASE (, "Time Persistent", "User
Specified", "DSNumInQSys") :

VNumInPRP, DSNumInPRP, " ", DATABASE (, "Time Persistent", "User
Specified", “DSNumInPRP")

nsto (Finished Goods), DSNumInFlnlshedGoods,"“,DATABASE(,"Tlme
Persistent", "User Specified", "DSNumInFinishedGoods"):

(NR (rMachine) == 0) && (NSTO(strPRP) >

1) ,DSInsertedIdleTime, "",DATABASE(, "Time Persistent", "User Specified",

' "DSInsertedIdleTime") :

vNunInWhole, DSNumInWhole,“",DATABASE(,“Tlme Persistent", "User
Specified", "DSNumInWhole") ;

FREQUENCIES: Value(vNumInQSys),QSysFreq,"",DATABASE(, "Frequency", "Usexr
Specified", "QSysFreq"),Constant(0), S00, Include&Constant (1),

168

S01, IncludesConstant (2),S02, Include&Constant (3), S03, Include&Constant (4) , S04, IncludeaConst

ant (5), 805, Include&

Constant (6) , S06, Include&Constant (7),S07, Include&Constant(S) S08, Include&Constant (9),S09,I

nclude&Constant(lO) S10,

Include&Constant (11),811, Include&Constant (12),812, Include&Constant(13) S$13, Include&Consta

nt(14),S14, Include&

Constant (15), 815, Include&Constant(lG) sl6, Include&Constant(17) S17, Include&Constant (18),S

18, Include&Constant(lQ),

$19, Include&Constant (20), 520, Include&Constant (21), 521, Include&Constant(ZZ) S22, Include&Co

nstant (23),823, Include&
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Constant (24), 824, Include&Constant (25), 825, Include&Constant (26) , S26, Include&Constant (27) , S
27,Include&Constant (28),

528, Include&Constant (29), 829, Include&Constant (30), 830, Include&Constant (31),831, Include&Co
nstant(32),832, Includes&

Constant (33),833, Include&Constant (34), 534, Include&Constant (35), S35, Include&Constant(36) S
36, Include&Constant(37),

837, Include&Constant (38),538, Include&Constant (39), 839, Include&Constant (40),S40, Include:
Value (vNumInPRP) ,PRPFreq, "",DATABASE (, "Frequency", "User
Specified", "PRPFreq"),Constant (0),P00, Include&Constant (1),

P01, Include&Constant (2), P02, Include&Constant (3), P03, Include&Constant (4) , P04, Include&Const
ant (5),P05, Include&

Constant (6) ,P06, Include&Constant (7), P07, Include&Constant (8), P08, Include&Constant (9) ,P09, I
nclude&Constant (10) , P10,

Include&Constant (11), P11, Include&Constant (12), P12, Include&Constant (13), P13, Include&Consta
nt(1l4),Pl4, Include&

Constant (15), P15, Include&Constant (16),P16, Include&Constant (17),P17, Include&Constant (18) , P
18, Include&Constant (19),

P19, Include&Constant (20) , P20, Include&Constant (21) , P21, Include&Constant(22) P22, Include&Co
nstant(23) P23, Include&

Constant (24), P24, Include&Constant (25), P25, Include&Constant (26) , P26, Include&Constant (27) , P
27,Include&Constant (28),
P28, Include&Constant (29) , P29, Include&Constant (30) , P30, Include:
Value (NSTO (Finished Goods)),FGFreq, "",DATABASE(, "Frequency", "User
Specified", "FGFreq"),Constant (0),FG00, Include&

Constant (1) ,FG01, Include&Constant (2), FG02, Include&Constant (3),FG03, Include&Constant (4),FG
04, Include&Constant(S),

FGO05, Include&Constant (6) ,FG06, Include&Constant (7) ,FG07, Include&Constant (8) ,FG08, Include&C
onstant (9),FG09, Include&

Constant (10),FG10, Include&Constant (11), FG1l1l, Include&Constant (12) ,FG12, Include&Constant (13
) ,FG13, Include&Constant (14),

FG14, Include&Constant (15),FG15, Include&Constant (16) ,FG16, Include&Constant (17) ,FG17, Includ
e&Constant (18),FG18,

Include&Constant (19),FG19, Include&Constant (20) ,FG20, Include&Constant (21) ,FG21, Include&Con
stant (22) ,FG22, Include&

Constant (23),FG23, Include&Constant (24),FG24, Include&Constant (25) , FG25, Include&Constant(26
) ,FG26, Include&Constant(Z?),

FG27, Include&Constant (28) ,FG28, Include&Constant (29) , FG29, Include&Constant (30) ,FG30, Includ
e;

OUTPUTS: 11,vMIAT,"",MeanIAT,DATABASE (, "Output", "User Specified", "MeanIAT"):

12,vMPT, "",MeanPT, DATABASE (, "Output", "User Specified", "MeanPT"):

13,vm, "",Flow Allowance m,DATABASE(, "Output", "User Specified”,"Flow
Allowance m"): .
21,vkm,"",kmn CostPax,DATABASE(, "Output", "User Specified", "km CostPar"):
22,vkr,"",kr CostPar,DATABASE(, "Output", "Usexr Specified", "kr CostPar"):
31,vd,"",Delay d,DATABASE(, "Output", "User Specified","Delay 4"):
32,VN,"",Work Limit N,DATABASE(, "Output","User Specified","Work Limit N"):
33,vRL,"",Release Limit RL,DATABASE(, "Output", "User Specified®, "Release
Limit RL"):

34,vIncomingCheck, "", Incoming Check, DATABASE(, "Output", "User
Specified", "Incoming Check"):

35,vInterarrivalStream, "",Arrival RnStream,DATABASE(, "Output", "User
Specified", "Arrival RnStream"):

36,vServiceStream, "', Service RnStream, DATABASE (, "Output", "User
Specified", "Service RnStream"):

41,TAVG (Earliness Tally),"",AvgEarliness, DATABASE(, "Output", "User
Specified", "AvgEarliness"):
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42,TAVG (Tardiness Tally),"",AvgTardiness, DATABASE(, "Output", "User
Specified", "AvgTardiness") :

44,100*NC(Accepted Job Count)/ (NC(Accepted Job Count)+NC(Rejected Job
Count)),"",Percent Accepted, DATABASE(,

"Output", "User Specified", "Percent Accepted”):

45,100*NC(Early PRP Release Count) / NC(Total PRP Release
Count), "", %ReleasedEarly, DATABASE (, "Output",

"User Specified", "$ReleasedEarly"):

52, (OVALUE (Pexrcent Accepted))*(l-tavg(Tardiness Tally)/ (vm*vkm*vMPT) -
tavg (Earliness Tally)/ (v*vkm*vkr*vMPT)),"",

Calculated PPUAR,DATABASE(, "Output", "User Specified","Calculated PPUAR"):

53,TAVG(Exiting Profit Tally),"",Mean Tallied
PPUAR, DATABASE (, "Output*®, "User Specified", "Mean Tallied PPUAR"):

54,100*Thalf (Exiting Profit Tally) / TAVG(Exiting Profit Tally),"",CiHw%
PPUAR, DATABASE (, "Output", "User Spe01f1ed“
- + "CiHw% PPUAR"):

55, TAVG (AcceptedProfitTally), "", AvgAccPPUAR, DATABASE(,"Output" "Usexr
Specified", "AvgAccPPUAR") :
. 61,tavg{Actual Interarrival Time Tally),"",Actual
IAT,DATABASE (, "Output", "User Specified', "Actual IAT"):
4 © 62,orunhalf (Calculated PPUAR)*(nrep == (mrep-1))*mrep,"",PPUAR

HW,DATABASE (, "Output", "User Specified", "PPUAR HW");
REPLICATE, 50,,DaysToBaseTime(1050),Yes,Yeé,DaysToBaseTime(SOI,,,24,Minutes,No,Np;

EXPRESSIONS: eIAT,expo(VMIAT, vInterarrivalStream):
ePRPDelay, vad*vMPT: '
ePT, expo (VMPT, vServiceStream):
eSystemWorkLimit, vN:
eFlowAllowance, vin*vMPT:
eReleaseLimit, vRL:
‘eCompletedProfit,1- (aTard1ness+aEarl1ness/vkr)/(vkm*vm*vMPT)
eIncomingCheck, vincomingCheck;

ENTITIES: Job, Picture.Report,0.0,0.0,0.0,0.0,0.0,0.0,AUTOSTATS (No, , ) ;



