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ABSTRACT 

The aiding of an Inertial Navigation System (INS) with differential measurements from 

receivers using the Global Positioning System (GPS) is investigated for precise attitude 

determination in support of airborne remote sensing. The fundamental error equations of INS 

and GPS are presented and the effect of measurement system errors on orientation accuracy 

is analyzed. The update parameters of a decentralized Kalman filter for optimal attitude 

determination are closely examined by means of computer simulation. The orientation stability 

of the Litton LTN-90-100 strapdown inertial system is tested both in a well-controlled lab 

environment and under flight conditions. In flight, short term attitude accuracies of 15 - 30 

are seconds are achieved. In this case, the INS/GPS orientation parameters are compared to 

those derived from ground control via inverse photogrammetry. The feasibility of using 

INS/GPS derived attitude/position for a variety of airborne remote sensing applications is 

assessed. 
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NOTATION 

i) Conventions 

a) Matrices are upper case and bold 

b) Vectors are lower case and bold 

C) Rotation matrices between coordinate systems are defined by a subscript and 

a superscript denoting the two coordinate systems, (e.g. Rbe indicates a 

transformation from the body frame (b) to the earth-fixed frame (e)). The 

angular velocity vector, ib' represents the rotation rate of the body frame 

with respect to the inertial frame expressed in the body frame. 

d) The following operators are defined as: 

(+) Kalman update 

(-) Kalman prediction 

AT matrix transpose 

A' matrix inverse 

k time-derivative of vector 

single difference between receivers 

estimated value 

measured value 

x0 initial value 
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ii) Coordinate Systems 

Operational Inertial (i): 

Approximate inertial frame of reference for INS measurements: 

origin: at centre of mass of the Earth 

x: towards the mean vernal equinox 

y1: completes a right-handed system 

z': towards the mean celestial pole 

Earth (e): 

origin: at centre of mass of the Earth 

xc: towards the mean Greenwich meridian in the equatorial plane 

ye: completes a right-handed system 

z e : towards the mean celestial pole 

The rotation of the earth-fixed frame with respect to the inertial frame is given by 

o\ 
o 1 ( o =1 

th) 7.2921158 radsec 

Local-level (1) 

Refers to the chosen reference ellipsoid. 

origin: at the centre of the body frame 

x': towards ellipsoidal east 
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y': towards ellipsoidal north 

z': upwards along ellipsoidal normal 

The transformation matrix between the local-level frame and the earth-fixed frame is: 

sin I -sin 4cos X cos 4 cos ) 

Re= cos I sin sin I cos 4 sin ?.. 

\ 0 COS4 sin (0 

where, 

is the geodetic latitude 

is the geodetic longitude 

Body frame (b): 

origin: at the centre of the INS accelerometer triad 

x": towards the right side of the INS block seen from the front panel 

Yb: opposite to the front panel, generally in forward direction 

upwards and completing a right-handed system 

The transformation matrix between body frame and local-level frame is: 

I 

cosqos ilr- snOsincpsiinjr -cos O sin i sin cp cos ilr+ sin 0 cos p sin i1 

Cos  sin + sin O sin p Cos ilr Cos O Cos ii ssi - siuGcospcos 

-cos 0 sin q sin  cos 0 Cos q / 



where, 

0, p, ii are three Euler angles defined as: 

o pitch, around x-axis, positive counter-clockwise when seen from the 

positive end of the axis 

roll, around y-axis, positive counter-clockwise when seen from the 

positive end of the axis 

yaw, around z-axis, positive counter-clockwise when seen from the 

positive end of the axis 

In navigation applications, the axes of the body frame often correspond to the vehicle axes 

(i.e. x" - right side, yb - forward, z' - upward). This requires a rigorous alignment between the 

body axes defined here and the vehicle axes (right, forward, upward). 

iii) Symbols 

A design matrix 

a azimuth 

b accelerometer bias 

c speed of light 

ce Kalman measurement noise covariance matrix 

CW Kalman filter process noise covariance matrix 

CX Kalman state vector covariance matrix 

d gyro drift 
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dT receiver clock error 

dt satellite clock error 

f specific force vector 

F specific force skew-symmetric matrix 

C initial misalignment error 

geodetic latitude, rotation about y-axis between mapping and photo 

planes 

carrier phase 

16 phase rate 

roll 

normal gravity 

h geodetic height 

I identity matrix 

K Kalman gain matrix 

K rotation about z-axis between mapping and photo planes 

geodetic longitude 

M meridian radius of curvature 

M rotation matrix from mapping plane to photo plane 

N prime vertical radius of curvature, carrier phase ambiguity 

1 vector of measurements 

three parameter skew-symmetric matrix 

P pseudorange 

xv 



0 pitch 

Q spectral density matrix 

r position vector 

RE mean radius of the Earth 

P geometrical distance between receiver and satellite 

v velocity vector 

angular rate, rotation about x-axis between mapping and photo planes 

w process noise vector 

yaw 

xvi 
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CHAPTER 1 

INTRODUCTION 

1.1 Background and Objective 

The integration of a strapdown Inertial Navigation System (INS) with receivers of the Global 

Positioning System (GPS) has been an area of intensive research over the last decade. Using 

such an integrated system, precise attitude and position of moving platforms can be obtained. 

An on-board positioning and 

orientation system can be used 

for georeferencing of remotely 

sensed data, (see Figure 1.1). In 

other words, determining attitude 

and position of captured images 

with sufficient accuracy, allows 

their direct interpretation in 

object space. The emphasis in this 

Figure 1.1 Image Georeferencing 
by On-Board Navigation Sensors 
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thesis will be on precise attitude determination or, more precisely, on the improvement of 

INS attitude by GPS updates. 

The Global Positioning System, initially conceived by military groups for real-time 

navigation has been adapted for differential kinematic surveying by improving the 

positioning accuracies from several metres to subdecimetre level in post-mission mode 

(Remondi 1985, Mader 1989, Schwarz et al., 1989). By completing the full satellite 

constellation in 1993, GPS became a recognized surveying method with many potential 

applications. Since GPS measurements require line of sight between satellite and receiver, 

its limitation lies mainly in loss of lock due to physical obstructions. UPS can also be used 

for attitude determination by employing a configuration of several antennas. However, the 

accuracy of such derived orientation parameters is rather limited by antenna separation and 

receiver noise and cannot compete with those derived from precise INS, (see e.g. El-Mowafy 

et al., 1994). 

The Inertial Navigation System, originally developed for aircraft navigation, is a self 

contained device providing relative orientation and position. If operated in unaided mode its 

accuracy degrades quickly due to time dependent systematic errors. The growth of systematic 

errors can be substantially reduced by updating the inertial system with external 

measurements. Specially developed measuring techniques such as Zero Velocity Update 

Measurements constrain the error accumulation and significantly improve the quality of 

navigation, parameters (Wong 1988). However, such techniques cannot be applied in airborne 
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surveying applications where the need for frequent updates has to be satisfied by more 

accurate position or velocity. Currently, only GPS can fulfil such requirements in terms of 

precision, range and efficiency. Thus, aiding INS by GPS position and velocity updates 

reduces time-accumulated errors in the Inertial Navigation System and gives superior attitude 

and position accuracy during short and long time spans (Lapucha 1990 and Cannon 1991). 

Differential GPS more or less determines the position accuracy of an integrated system, 

while the attitude performance is determined by the quality of the inertial sensors. The type 

of INS used has a major influence on the cost of the integrated system. Therefore, a good 

knowledge of system errors is required in designing a precise attitude/positioning system for 

variety of airborne applications. 

The benefits of on-board navigation sensors for airborne remote sensing applications are 

substantial. Traditionally, in order to georefence images of aerial photogrammetry, six 

parameters of camera exterior orientation have to be found by correlation between ground 

control points and their corresponding images. To be able to resolve these parameters at least 

three ground control points have to be established for each block of images. However, a 

number of additional ground control points is usually required to control the error 

propagation. This represents a significant portion of the aerotriangulation budget. Moreover, 

this cost can be prohibitive for image georeferencing in remote areas. If the parameters of 

exterior orientation can be derived from simultaneously flown on-board sensors with 
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sufficient accuracy, the economic advantages are obvious. Furthermore, such methods allow 

the georeferencing of images in near real time (Schwarz et al. 1993). 

In the case of pushbroom imagery, parameters of exterior orientation are required for each 

scan line. Here, the support of control points is not sufficient and several rather complicated 

solutions have been proposed to overcome this problem (Hofmann 1988), but none of them 

has been accepted in practice. Again, the solution can be supplied by a precise 

attitude/positioning system. 

Table 1.1 displays the attitude accuracies required for different application areas, expressed 

as root mean square errors (RMS). It indicates, that except for precise engineering 

applications, which require orientation at the level of half an arc minute or better, the bulk 

of applications requires an accuracy 1-3 arc minutes or considerably less. 

Table 1.1 Accuracy Requirements For Airborne Application 

Application Area Attitude (RMS) Position (RMS) 

Engineering, Cadastral Mapping 15" - 30" 0.05 - 0.1 m 

Remote Sensing (Detailed) V -  3' 0.2 -1.0 m 

Resource Mapping 10' -  20' 2 -5 m 

Although consistency tests have proved the feasibility of differential GPS to fulfil the 

position requirements (Cannon et al. 1992), attempts to confirm the orientation accuracy of 
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an airborne INS/GPS have not been successful (see Cannon (1991) for some unexpected 

difficulties). 

The main objective of this thesis is to optimize INS/GPS integration for precise attitude 

determination and to assess current INS/GPS attitude performance in flight. Different 

approaches are used to demonstrate the feasibility of this technology for airborne remote 

sensing applications. Initially, the potential of INS and INS/GPS is examined through error 

analysis and via computer simulation. Then, the orientation stability of an actual strapdown 

inertial system under high angular velocities is tested in a well-controlled lab environment. 

To assess the in-flight orientation accuracy of an INS/GPS system, an independent data 

stream of superior accuracy is needed. The principle of inverse photogrammetry is used in 

this case to provide a base for attitude comparison. 

1.2 Outline 

Chapter 2 describes the concept of strapdown inertial navigation as the primary device for 

attitude determination. The process of obtaining orientation parameters from fundamental 

observables is given. Also sensor errors are discussed and their propagation is formulated 

within the INS error state model. 
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Chapter 3 introduces the principle of GPS positioning by reviewing the observables and their 

relationship to the unknown navigation parameters. It also outlines the major error sources 

in GPS relative positioning. 

Chapter 4 examines the error model for attitude determination using a strapdown INS and 

specifies error sources which can be controlled by GPS integration. Decentralized Kalman 

filtering is then described as an approach for realizing the INS/GPS integration. 

In Chapter 5, computer simulations are used as a first approach to assess orientation 

performance of a GPS-aided inertial navigation system. Moreover, it investigates optimal 

integration parameters, when inertial sensors of different quality are used. 

The stability of orientation sensors of an actual strapdown INS is described in Chapter 6. The 

system output under different angular velocities is analyzed in a well-controlled lab 

environment in order to verify its capability to follow aircraft orientation dynamics. 

Chapter 7 focuses on evaluating INS/GPS orientation accuracy under actual flight conditions. 

The principle of inverse photogrammetry is illustrated as an independent method, providing 

superior accuracy for attitude comparison. A medium scale (1: 10,000) photogrammetric test 

with INS/GPS sensors on board is described. Afterwards, the photogrammetric results are 

evaluated in terms of attitude accuracy and taken as reference values for those derived from 

a strapdown inertial navigation system with GPS aiding. Some discrepancies between 
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anticipated values from simulations and those derived from the airborne test are explained 

by analyzing the spectral characteristics of the inertial signal. 

The main conclusions derived from this research as well as some recommendations for 

further development of an integrated INS/GPS system in support of airborne remote sensing 

are given in Chapter 8. 
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CHAPTER 2 

STRAPDOWN INERTIAL NAVIGATION SYSTEMS (SINS) 

2.1 Principle 

The basic theory underlying inertial navigation is Newton's second law describing particle 

motion in a gravity field with respect to an inertial frame: 

fi = a. - g1 (2.1) 

where f is the specific force, a is the vehicle acceleration and g stands for the gravity 

acceleration. By measuring the specific force, the vehicle acceleration can be extracted from 

Equation 2.1 assuming known gravity signal along the vehicle trajectory. Vehicle velocity can 

be obtained by integrating the acceleration with respect to time. Similarly, the relative position 

is acquired by velocity integration with respect to time. 

The INS senses all vehicle rotation rates and accelerations with respect to the inertial frame 

along a given trajectory. The accelerometer measurements are to be transformed from the 

inertial frame to the computation frame by a rotation matrix. The rotation matrix is calculated 
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from the angular velocity measurements and known rates between computation and inertial 

frames. 

2.2 General Description 

A strapdown Inertial Navigation System is composed of a triad of gyroscopes and a triad of 

accelerometers. The gyroscope triad senses the angular velocity of the platform with respect 

to inertial space and the accelerometer triad measures the specific force along the trajectory. 

The strapdown system is 'hard-mounted' to the vehicle and the sensor output axes coincide 

with the body frame. Figure 2.1 shows the body frame together with the definition of the three 

rotation angles: roll, pitch and yaw. 

Figure 2.1 INS Body Frame 

Since a strapdown INS does not have to feed back the actual navigation parameters for 

system stabilization and control, all raw angular rates and specific force measurements can 

be recorded and processed post mission. 
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The raw measurements can be mechanized in different coordinate systems (frames), such as 

the Earth-centered-Earth-fixed (ECEF) coordinate frame (Wei et al., 1990) or the local-level 

frame (Wong et al., 1983). Each implementation has different advantages and disadvantages. 

The local-level frame is commonly used because the output of conventional geographic 

coordinates and simple gravity modelling is convenient for many applications. However, the 

mechanization equations in this frame are rather complicated, especially when implemented 

with wander azimuth in order to avoid singularity at the poles. On the other hand, 

mechanization in the ECEF frame is simpler and the output in terms of geocentric Cartesian 

coordinates is optimal for integration with GPS. Disadvantages of this implementation are a 

more complicated normal gravity model and the additional transformation to geographic 

coordinates. 

2.3 INS Mechanization in Earth-Centered-Earth-Fixed (ECEF) Frame 

Wei and Schwarz (1990) indicate that the ECEF model implementation gives slightly better 

results and should be used for precise applications employing GPS/INS integration, especially 

when geocentric Cartesian coordinates are required. The fundamental set of differential 

equations that transforms inertial measurements to position, velocity and attitude in the Earth-

fixed frame can be written in the following form (Wei et al. 1990) 
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where 

/ 
C 

V 

= R :fb 2ie + y e (2.2) 

r is the position vector (m) 

V is the velocity vector (m/s) 

f is the specific force vector (M/S2) 

Rbe is the transformation matrix from body frame to Earth-fixed frame 

D eb is the skew-symmetric matrix of the angular velocity vector w ebb of the body 

frame with respect to the Earth-fixed frame 

Zee is the skew-symmetric matrix of the angular velocity vector (Oiee of the Barth-

fixed frame with respect to the inertial frame. 

The algorithmic flowchart of the computation process is shown in Figure 2.1. Once the initial 

orientation is given, gyro measurement data are numerically integrated to obtain the 

transformation matrix between the inertial and computational frame (Equation 2.2, third part). 

The computed transformation matrix is then used to transform specific force measurements 

to the computation frame. After adding normal gravity and subtracting the Coriolis force from 

the specific force, acceleration of the vehicle is obtained which, after integration, provides 

velocity information (Equation 2.2). Position is derived by integrating velocity over time. The 

detailed computation formulas can be found in Schwarz' and Wei (1994). 



Figure 2.2 Inertial Mechanization Equations in Earth-Fixed Frame 

fb 

b 
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2.4 Orientation from a Strapdown INS 

The attitude, i.e. the inclination of three principal axes of the body frame with respect to the 

local-level frame, can be described by the rotation matrix Rb', also called attitude matrix. The 

attitude matrix can be obtained from the matrix product of three elementary matrices 

describing consecutive rotations about the axes of the body frame. The angles of rotation are 

Euler angles, i.e. pitch(0), roll(p), yaw(). Since the rotations around body frame axes are 

successive, the magnitude of roll, pitch and yaw is affected by the sequence of the rotation. 

The Rb' matrix has been defined as 

= 

Euler angles of rotation can be computed from the elements of this matrix as 

= cos -'(R(3,2)) 

= tanl( -R(3,1) 

R(3,3) ) 

II' = 
R(2,2) ) 

The attitude matrix computation can be summarized by the following equation: 

(2.3) 

(2.4) 
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R11'= R 1' e i R1  (2.5) 

where RP is derived from the initial alignment and gyroscope outputs, is known since the 

Earth rotation rate is taken as a constant, and R1C can be computed from the position on the 

reference ellipsoid. 

The primary source of information for determining changes in attitude are gyroscopes. 

Accelerometers are mainly used for velocity and position determination and to obtain the 

initial orientation. If external information on position is not available, the INS derived position 

is used for updating the R, matrix. 

2.5 Initial Alignment 

An initial static alignment has to precede the survey in order to find the initial transformation 

matrix between body frame and local-level frame, i.e. the Rb' matrix. Once this relation is 

found, the Rbe matrix is obtained from the product Rb'• R,e. The initial alignment is done in 

two stages; coarse and fine alignment. The coarse alignment estimates the attitude parameters 

approximately. These are than refined in the fine alignment. 
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The coarse alignment procedure computes the pitch, roll and azimuth by the assumption that 

nothing but Earth rotation and gravity are sensed. In that case, 

1 lb 
(oil = Rb Wie = 

/ 
sin a cos 4) 

W ie . Cos a Cos 4) 

CL) l. srn4' 
e 

(2.6) 

where is the angular velocity of the Earth rotation, a is the azimuth, and 4) is the geodetic 

latitude. The azimuth can be computed from the rotation rate sensed in the north and east 

directions, i.e.: 

1   a - tan -1 

east 
(2.7) 

and yaw is found as iji = -a. Pitch and roll angles are computed from the velocity in north (va) 

and east (Va) directions, which is the velocity output of the mechanization equation after being 

transformed to the local-level frame 

J  sin I 
"Y t 

/ 
1I  V  

0sm1 
Y it 

(2.8) 

(2.9) 
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where y is normal gravity, 0 and p are pitch and roll, respectively. The accuracy of the coarse 

alignment depends on the accuracy of the sensors; for the LTN-90-100 these errors are 

approximately 2 arc minutes for pitch and roll, and 1 degree in azimuth. 

The fine alignment further refines the Euler angles together with pre-estimated gyro drifts and 

accelerometer biases using a Kalman filter algorithm. A 15 - state Kalman filter models the 

position errors, velocity errors and misalignment errors together with gyro drift and 

accelerometer bias. Zero velocity measurements are used every 10 seconds to update the 

filter. The fine alignment usually requires 10 to 20 minutes of stationary data. In laboratory 

conditions the achieved accuracy in the initial orientation after this time is about 2 arc minutes 

in azimuth and 30 arc second in pitch and roll (Liu 1992). However, this alignment accuracy 

can deteriorate in an unstable environment with differential movements or vibrations, as is 

often the case under field conditions. 

2.6 INS Measurement Error Model 

The strapdown INS output contains noise and systematic errors. The general model 

describing these errors can be found in Savage (1978). The specific model used here for 

simulation studies in Chapter 5 is adopted from Schwarz and Wei (1994). 
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2.6.1 Gyro Measurement Error Model 

The ring-laser gyro output can be described as a combination of errorless angular velocity 

measurements and an error with the following characteristic: 

dw = N W + + d + It + (2.10) 

where N is a skew-symmetric matrix describing non-orthogonality of the axes, S is a 

diagonal matrix of scale factor errors, d are gyro drifts, P. contains random gyro drifts 

including correlated errors, random walk and white noise. ö is noise due to dither and 

quantizer effects. 

In terms of error characteristics, gyro drifts and gyro scale factor errors behave as random 

constants, gyro drift uncertainty can be modeled by a first-order Gauss-Markov process and 

random walk, dither and quantizer effect can be considered as a white noise. The non-

orthogonality of the sensor axes can be determined via calibration. 

2.6.2 Accelerometer Measurement Error Model 

The error model for accelerometer measurements is given as: 

dfb = N ff 11 + S f f + S2F bfb + bf + Itf + of (2.11) 
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where Nf is a skew-symmetric matrix representing the non-orthogonality of the sensor axes, 

Sf is the diagonal matrix of the scale factor errors, S2 is a matrix expressing second-order 

scale nonlinearity, bf is the accelerometer bias, j.i represents random errors including 

correlated errors, random walk, and sensor white noise. of is due to dither error and quantizer 

effect. The misalignment of the accelerometer axes is deterministic. Scale factor and scale 

factor nonlinearity act as random constants. Accelerometer sensor noise can be characterized 

by first-order Gauss-Markov processes and errors due to dither and quantizer can be 

considered as uncorrelated noise. 

2.7 INS Error State Model 

The INS sensor errors described in the previous paragraph cause a perturbation of the 

navigation quantities, e.g. the attitude. Some of these errors have to be estimated and 

subtracted from the raw sensor output prior to entering the navigation equation (Figure 2.1). 

Before applying an error estimation process, e.g. Kalman filtering, one has to develop an error 

model describing their rate of change. This can be represented by a set of linear differential 

equations of the form: 

± = Fx + w (2.12) 

where x is the error state vector, F is the dynamics matrix and w describes the system noise. 

In this case the sensor error states accommodate gyro drift and accelerometer bias. Other 

sensor errors, e.g. scale factor errors and misalignment, are treated as process noise. System 
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error states contain navigation parameters. Altogether, the 15 error state model in the Earth-

fixed frame is given by: 

e e e e e e b b b b 
X = {ôX e,ôy e,8Z e,ôVX,ôvY,ôVZ,8ôC,ô Z,dX ,dY ,dZ ,b X ,bYb,bZb}(2.13) 

where 

ôxe, by', ôze are three position errors in the Earth-fixed frame; 

ôV e, ôv e, ôv Z are three velocity errors in the Earth-fixed frame; 

o bey" 0 c are three misalignment errors in the Earth-fixed frame; 

o 8 d, 8d, are three gyro drift errors in the body frame; 

0b b, 6b, Ob' are three accelerometer biases in the body frame. 

Equation (2.12) for this dynamic model can be expressed by (Schwarz and Wei 1994): 
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(2.15) 

(2.16) 

(2.17) 

(2.18) 

Where w1 to w15 denote process noise and f fY0 and f, are specific force components in the 

Barth-fixed frame. N11 to N33 represent the influence of the normal gravity error. Detailed 

computations can be found in Wei and Schwarz (1990). 
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CHAPTER 3 

THE GLOBAL POSITIONING SYSTEM (GPS) 

This chapter gives a brief introduction to GPS methodology by reviewing its concept, 

observables and their relationship to the unknown parameters. It also outlines the major error 

sources in GPS relative positioning. 

3.1 General Description 

The Global Positioning System (GPS) is a satellite-based radio positioning system developed 

by the U.S. Department of Defence and designed for navigation. It includes three major 

segments - the satellite segment, the control segment and the user segment. 

The Satellite segment consists of 24 satellites orbiting around the Barth in six orbital planes 

inclined at 55 degrees. Every orbital plane consists of four, evenly distributed satellites 

orbiting 20 000 km above the Barth surface. The satellites are continuously transmitting a 

navigation message containing information about the satellite clock, the orbital parameters 

and the satellite health. The navigation message is transmitted on two frequencies, 1575.42 
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and 1227.60 Mhz, called Li and L2, respectively; Both frequencies are modulated by pseudo 

random precise (P) code being transmitted at 10.23 Mhz with a repetition time of 267 days. 

Furthermore, Li is also modulated by the coarse acquisition (C/A) code which is duplicated 

every millisecond on the frequency of 1.023 Mhz. 

The control segment is composed of five monitoring stations that perform continuous satellite 

tracking and one master control station which collects these data to recompute the orbit and 

satellite clock parameters. This updated information is then uploaded to the satellites. 

The user segment consists of GPS receivers which receive the radio signal from the visible 

satellites and computes the navigation solution using the navigation message. 

3.2 Observation Equations 

In principle, there are three different observables available on both GPS frequencies, namely, 

pseudorange, carrier phase and phase rate. It should be noted, however, that not all receivers 

output each type of measurement. 

The pseudorange observable is measured by comparing the received code with its replica 

generated by the receiver. This comparison provides the time shift between two signals. 

Multiplying this time difference by the speed of light yields the distances between the receiver 

and satellite in the following form: 
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P = (x - X)2 + (y - Y)2 + (z - Zr)2 
(3.1) 

where x, y, z are three dimensional coordinates. The subscript s denotes satellite coordinates 

computed from broadcasted ephemeris and the subscript r represents the unknown receiver 

coordinates. 

The carrier phase observables are made on a differential signal (beat signal) between receiver 

generated and Doppler shifted carrier coming from the satellite. The fractional part of one 

cycle is measured and the change of cycles is counted as a integer number. The initial 

uncertainty in the number of cycles, the so-called phase ambiguity, has to be solved in order 

to gain information from precise carrier phase measurements. A sudden change in ambiguity 

number due to atmospheric, dynamic or physical signal disturbance is called a cycle slip. 

The phase rate observable are performed by determining the Doppler frequency changes of 

the incoming signal caused by the relative motion between the receiver and satellite. This 

information is used for velocity determination and can be computed as 
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4) - S I 
(x _X) (k , ) (YS Y)('s ) r (Zs_Z)(±s_ ) 

(x - xr)2 + (Ys - Y)2 + (z5 - Z)2 

The observation equations for all three types of measurements are 

P = p+c(dt-dT)+d +d +d +e ion trop p P 

= p+c(dt-dT)+AN-dion +d +d + trop e, 

4) = 5+c(cft-df)-a +( +( 
ion trop p +e 

where P is the pseudorange observation (m) 

cI is the carrier phase observation (m) 

is the phase rate (Doppler) observation 

p is the true receiver-satellite range (m) 

C is the speed of light (m/s) 

dt is the satellite clock error (s) 

dT is the receiver clock error (s) 

N is the carrier phase initial ambiguity (integer number of cycles) 

is the carrier phase wave length (m/cycle) 

d10 is the correction due to ionospheric delay (rn) 

dtrop is the correction due to tropospheric delay (rn) 

is the measurement noise including multipath (m) 

() denotes the time derivative. 

(3.2) 

(3.3) 
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3.3 Differential Observation and Residual Errors 

Some of the error sources in Equation (3.3) can be eliminated or substantially reduced by 

using differential observations. This is achieved by subtracting satellite observations at 

monitoring (master) stations of known position from simultaneously collected data at the 

remote station. Such a method is called single differencing and eliminates the satellite clock 

error. Further error reduction and elimination of receiver clock errors is achieved by double 

differencing, i.e. differencing two single differences across two satellites. 

The observation equations in double differencing are given by 

VA  = VAp+VAd 10 +V/d fr0 +eVA 

VA (D 

VA VA 0 +Vdion +VAd trop +êVA 

where VA represents the double differencing of the corresponding value. 

(3.4) 

The residual orbital, tropospheric and ionospheric errors are functions of the separation 

between the monitor and remote receivers. Assuming correct ambiguity values, the position 

accuracy computed from phase observation is somewhere between 3 - 6 ppm (Mader and 

Lucas, 1989). This implies subdecimetre accuracy for 15 km receiver separation. Within this 

range, the velocity error remains within the magnitude of few centimetres per second (Cannon 

et al. 1992). 
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3.4 GPS Error State Model 

To obtain a continuous trajectory from discrete observations, the GPS error model assumes 

either constant acceleration or, as it is in this case, constant velocity between measurements 

(Schwarz et al., 1989). The GPS state error vector can be expressed simply in terms of 

position and velocity as 

X = {ôx e ôy e ôz e 8v, ôv>.°, ôv2,°} 

with the dynamic model given as 

(3.5) 

(3.6) 

where w4, w5, w6 is the process noise taking into account the disturbing accelerations. 

In cases where carrier integer ambiguities are not determined prior to the kinematic survey 

or become unknown due to cycle slips or loss of lock, the state vector has to be augmented 

in the following way 
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x = {ôx e ôy e ôz e ôv,, ov;, ôv °, 8N 8N oN} (3.7) 

where ON is an integer correction to a satellite's new carrier phase ambiguity and i is the 

number of satellites. However, this change of the state vector may lead to substantial accuracy 

degradation. 
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CHAPTER 4 

THE ERROR MODEL OF INS/GPS INTEGRATION 

FOR PRECISE ATTITUDE DETERMINATION 

The strapdown INS as a primary device for attitude determination and the GPS have been 

described in the previous chapters. This chapter will inspect the error model for attitude 

determination and show that some of the systematic errors can be eliminated or reduced by 

using GPS position and velocity to update the INS. Then Kalman filtering will be introduced 

as an approach for realizing such integration. Afterwards, the concept of integration by a 

decentralized filtering is presented and important aspects of this process are mentioned, 

4.1 Attitude Error Model Analysis 

The essential features of the attitude error model will be examined in this section. The 

dynamic model for misalignment errors in the Earth-fixed frame is given by Equation (2.16). 

Since the GPS derived position and velocity will be used to update the INS, the orientation 

errors due to imperfect synchronization between the two measurement systems will be added 

to Equation (2.16) which can be rewritten in vector form as 
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• e - )ee+ R ed +RedT (4.1) 

where Rb'is the time derivative of the Rb' matrix and dT is a synchronization error. Since 

attitude is related to the system of geodetic coordinates, Equation (4.1) is transformed to the 

local-level frame (Schwarz and Wei 1994) 

•1 1 
C flC i + 'btI + lbdiT 

(4.2) 

where the term 0281 represents the effect due to initial misalignment, the term Rb'd includes 

errors due to gyro noise, namely drift and white noise. The term ö w,Irepresents errors in 

angular velocity due to the misorientation of the local-level frame as a result of position and 

velocity errors. This relationship is expressed by (Schwarz and Wei 1994) 

/ 

0 0 4/(M+h) 

= we sin 4 0 - cos4/(N+h) 

(ôe cos A/COS4 0 -sin4/(N+h), 

(4.3) 
I 

0 -1/(M+h) 0 

+ 1/(N+h) 0 0 

tan 4/(N) 0 0 



30 

The transition matrix for a somewhat simplified error model of a local-level inertial system 

(Farrell 1976) contains the terms cos(t) and sin((t)/const., where = \"(g/R) 

symbolizes the Schuler frequency. The Schuler frequency is the dominant error effect of the 

stand-alone local-level inertial system. Its period is about 84 minutes and its amplitude is a 

function of the initial misalignment and sensor errors (Britting 1971). However, if the velocity 

and position are given by GPS with sufficient accuracy, the term 8 ' in Equation (4.2) can 

be neglected which prevents the Schuler type errors from developing. The double difference 

GPS position and velocity provide sufficient accuracy (see Section 3.3) to keep attitude errors 

due to position and velocity errors below one tenth of an arc-second. Thus the significant 

errors affecting airborne attitude can be written as 

-c'+R,d+ftdT 

The solution of Equation (4.3) can be written in general form as 

(t, to) Qe 0+ f(t,t)Rd(t)+ f(t,t)JdTdrto to 

(4.3) 

(4.5) 

where (P (t, t0) is transition matrix of a system of differential equation for the local-level 

inertial navigator (Britting 1971, Schwarz and Wei 1994); the first term of Equation (4.5) 

represents errors due to initial misalignment and the second term denotes integrated gyro 

errors as given by Equation (2.10). 
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In the following, the time dependent structure of the two terms in Equation (4.5) will be 

further analyzed and the influence of GPS updates on remaining attitude error sources will 

be investigated. Since it is difficult to analytically express the transition matrix with variable 

elements, some simplification will be introduced in the subsequent discussion. First by, 

considering the coefficient matrix as having constant elements, the transition matrix can be 

written as (t,t0) = 1(t-t0). Second, the term Rb' in Equation (4.3) will be neglected and the 

analytical form of the transition matrix is found by use of the inverse Laplace transform 

as 

1(t_to) = L'{(sl_ oy'} 

I 2 2 WW+(O(*) We ()(1)W en e z e n e z  

(4.6) 

)sin wt] (4.7) cos t+( -(&) 

where cI is the transition matrix for the east channel, 0 is the magnitude of angular velocity 

and , W n, W Z represent its east, north and up components respectively. The transition 

matrices for the north channel is of a similar form. 

Considering the same misalignment errors in east, north and up directions, the equation for 

attitude errors due to an initial misalignment in the east channel is given by 
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2 2 

e en e z - e n e Z + cos t+(_ W) sin (4.8) 
e L 2 

From the structure of the Equation (4.8) it can be concluded that initial misalignment errors 

show periodic behaviour and thus are bounded. 

In order to analyze the second term in Equation (4.5), the gyro measurement model given by 

Equation (2.10) is simplified to a sum of constant gyro drift and random noise. Applying the 

simplified form of the transition matrix in Equation (4.7) to the second term in Equation (4.6) 

and considering only constant gyro drift, the attitude error due to constant gyro bias can be 

derived as 

d_1en1) 0 ]d (4.9) 
- 2 z t+ e  sin 0 t_(W z_0 n)COS ot 

Equation (4.9) implies that the attitude error due to constant gyro drift has a linear as well as 

periodic function and, therefore, is not bounded. 

Furthermore, only the uncorrelated part of the random noise will be considered. The variance 

of the attitude errors for the east channel due to white noise can be expressed as 
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2 = f f (D,(t - -r ) E (d,,,(-r ) d,,(-r )) (D t(t - -r ) dt dc 

to to 

and after substituting the transition matrix in Equation (4.7) it becomes 

where 

(4.10) 

QW{ 2B 2C D B  =  t+_sinwt-_coswt+ sin2wt- cos2wtl (4.11) 
2w 4 w5 4w 5 2w 5 ] 

A = ((,)(t)+(t)w)2 

B = (weon+wewz) ((,)2-(L)e2 we0n0e0)z) 

C = w e(wz2+on2) 

D = (02 e2eWni)e(0z)2 

E = (w2—we2—wewn—we(Oz)(wz—wn) 

Q is the spectral density matrix for white noise d. 

The first term in the Equation (4.11) implies that gyro random errors cause divergence in INS 

attitude. 

So far, it has been shown that attitude diverges due to gyro errors, namely gyro drift and 

random noise. Moreover, the initial misorientation generates an attitude oscillation with 
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frequency w. These types of attitude errors can be reduced by GPS integration. This subject 

will be discussed in Section 4.3. 

4.2 Kalman Filtering 

The discrete Kalman filtering algorithm will be used for integrating measurements from the 

INS and GPS data streams in order to minimize the INS orientation error. Since its derivation 

is well documented in literature (Gelb 1974), only essential formulas for dynamic and 

measurement models are summarized in the following paragraphs. 

The linear dynamic model in discrete form can be expressed as a solution of a set of first-

order differential equations i = F x + w (Equation 2.12) as follows: 

Xk k1Xk1 + Wk1 (4.12) 

where x is the state vector, w is the process noise and cI is the transition matrix describing 

the change of the state vector between instances k-i and k. For a linear model the transition 

matrix can be computed as 

k-1 = e = I+Fit+ (FAt)2  + 
2! 

In many cases, this equation can be truncated after the first term. 

(4.13) 
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The measurement model can be written as 

= A kxk+v k 
(4.14) 

where I is the measurement vector, A is the design matrix and v is the measurement noise. 

The Kalman filter predicts the estimates from the instance k-i for the instance k as 

xk() = k-1xk1(+ ) 

C X() = k.lCkl(+ )k1 + c, 

(4.15) 

(4.16) 

where i represents the estimate of x, CX and CW are the system and process noise covariance 

matrixes, (-) symbolize predicted values and (+) refers to values after measurements update. 

The measurements are updating this prediction to obtain the best linear estimate of the system 

states as 

= xk() + Kk[lk -AkxkO] 
(4.17) 

C(+) = [I -KkAk]Ck'(-) (4.18) 

Kk =CJ-)A[AkC(-)Aj+ Ck] (4.19) 

where ce is covariance matrix of the measurement noise and K is the Kalman gain matrix 
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The Kalman filter operates under the assumption that the mean value of the processing noise 

and the measurement noise, as well as the correlation between them are zero. The covariance 

matrices are defined as 

= C x 

E[wkwjT] = C W ÔkJ 

E[vkvjT] = c o ki 

where ôjçj is the Kronecker delta. 

4.3 Estimation of INS Attitude Errors by GPS Aiding 

(4.20) 

(4.21) 

(4.22) 

This paragraph will discuss the principle of attitude error estimation via the discrepancy 

between the INS and GPS velocities. The essential characteristics of this principle can be 

found in the INS velocity error states (Equation 2.15) which can written in vector form as 

ô$e_Neô r e2üeôv eFee+Reb (4.23) 

The terms due to 6  and or in Equation (4.23) are small and random when updating INS by 

GPS position and velocity. Thus, INS velocity errors can be expressed as a function of the 

misalignment errors and accelerometer biases as 



ôve= Fece+Rbb. 
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(4.24) 

This relation suggests that, by feeding back corrected velocity measurements to the INS 

mechanization equation (Figure 2.1), the orientation error is reduced. The principle of 

damping the attitude error propagation with GPS velocity update is depicted for one channel 

in Figure 4.1. 

Figure 4.1 INS East Channel With GPS Velocity Aiding 

In Figure 4. 1, K represents the Kalman gain matrix or, in other words, the ratio between the 

estimated signal accuracy and the measurement noise. Once thi ratio is determined from the 

covariance matrix propagation (Equation 4.19), K is used to update the error state in 

Equation (4.17) as. 

xk(+ ) = Xk(-) + Kk{lk-AkIk(-)] (4.25) 
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where 'k represents the measurement and Akxk the measurement prediction. 

Using Figure 4. 1, the Laplace transform of the attitude error is given by 

s+k 
(s) 

s2+ks+ ()2 
(4.26) 

Following Schwarz and Wei (1995), the transition matrix of the attitude error found as 

inverse Laplace transform of Equation (4.26) can be expressed by 

JEt 
e 2 cos k sin 

2w 5 

where & 3 = + k 'is a modified Schuler frequency. 

(4.27) 

The principle described above also implies that orientation errors due to initial misalignment, 

gyro bias and noise can be estimated via INS/GPS integration. By using Equations (4.5) and 

(4.27) the attitude error is dampened with a scale coefficient of e 2 The accuracy of the 

estimation is strongly affected by the sensitivity of velocity errors to attitude errors. To 

illustrate this problem more specifically, Equation (4.24) will be transformed to the local-level 

frame and written in detail as 
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= fz5n_f'n2z+be 

ôr = -fE +fe +b n ze ez n 

= f'n8eeCn+bz 

(4.28) 

where the subscripts e, n, z denote east, north and up components, f is the specific force 

measurement, e is the misalignment error and b is the accelerometer bias. Equation (4.28) 

indicates that the velocity error in a particular channel is generated by misalignment errors 

coupled with specific force measurements in the other two channels. Since f,, is always of a 

large magnitude due to gravity, 8e and c can be observed continuously. In contrast, f, and 

f have nonzero values only when the vehicle is accelerating in the horizontal plane. Thus, the 

accuracy of determining c mainly depends on the extent of these manoeuvres. On the other 

hand, the tilt error determination is mainly limited by -its correlation with the horizontal 

accelerometer bias (see Equation 4.28 and Figure 4.1). 

Generally, we can expect better accuracy in roll and pitch determination due to their strong 

correlation with the gravitational acceleration. The error in azimuth is usually observable 

indirectly through the horizontal velocity error which takes a longer time to develop. 

Furthermore, its determination is limited not only by horizontal accelerometer biases, but also 

by constant gyro biases. 
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4.4 INS/GPS Integration Strategies For Precise Attitude Determination 

The actual implementation of the preceding theory for ]NS/GPS integration can use either 

centralized or decentralized Kalman filtering. Each concept has its advantages and 

disadvantages, but numerical results have not shown a significant difference between both 

designs (Wei at al. 1990). Since modification of existing INS/GPS software used for actual 

data processing employs the concept of decentralized filtering, only this method will be 

described in detail. 

As shown in Figure 4.2, the decentralized Kalman filter configuration for an INS/GPS 

integration runs two filters in parallel. The GPS state vector is given by Equation (3.5) while 

the INS state vector is described by Equation (2.13). The GPS filter runs independently from 

the INS filter and its output is used to update the INS error states. The double difference 

pseudorange, carrier phase and phase rate observations form the measurement vector in the 

GPS filter. Its output (i.e. position and velocity) represents additional measurements which 

are used to update the INS master filter. The noise in these 'pseudo-measurements' is 

determined by the GPS filter covariance matrix. Updated error states in the INS master filter 

are fed back to correct INS raw measurements and the strapdown mechanization. Thus, the 

output from the mechanization contains INSIGPS integrated position, velocity and attitude 

information. This information is used to check the validity of GPS measurements and to help 

to resolve carrier phase ambiguity when a number of cycle slips or serious loss of lock occur 

in GPS measurements. The performance of the Kalman filter is sensitive to the correctness 



Figure 4.2 Block Diagram of INS/GPS Integration 
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of the information contained in the covariance matrices. The initial covariances have to reflect 

the likely magnitude of specific parameters, otherwise the filter could diverge. The initial 

covariances of inertial sensors are determined from their statistics and the position and 

velocity covariances represent the accuracy of the initial data. The initial attitude covariance 

is determined during the alignment procedure. 

The error analysis described in this chapter indicated that INS-derived attitude can benefit 

from frequent GPS updates in terms of reducing the systematic errors. However, since the 

characteristics of GPS position and velocity errors could introduce additional noise in 

INS/GPS attitude, optimal update intervals need to be investigated. This problem will be 

closely examined by means of simulation studies in Chapter 5. 

After being integrated with GPS, the error structure of INS orientation errors is expected to 

have mainly random behaviour. Since these errors can be strongly correlated with actual 

hardware (synchronization) and its environment (aircraft vibrations), it is difficult to predict 

their magnitude. This will be the subject of investigation in Chapters 6 and 7. 
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CHAPTER 5 

GPS/INS ORIENTATION ACCURACY OBTAINED VIA SIMULATION 

Computer simulation studies have been performed for several reasons: to assess the 

orientation accuracy of inertial sensors with different error characteristic; to determine the 

effect of GPS aiding on attitude errors; to determine the optimal GPS update parameters for 

integration. 

Since simulations cannot reflect actual flight conditions due to oversimplified aircraft 

dynamics, the results coming from these studies are taken more or less as a first 

approximation. The advantages of this process lie in the flexibility of testing different sensor 

configurations and processing methods using an errorless trajectory reference. 

5.1 Simulation Flowchart 

The simulation process can be divided into the following steps: 

1. simulate a trajectory, 

2. compute the gravity anomaly along the trajectory, 
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3. compute INS errorless output at a chosen data rate along the true trajectory, 

4. simulate INS measurements containing sensor errors, 

5. compute GPS position and velocity along the trajectory assuming an error 

model, 

6. process INS and GPS data by different Kalman filters. 

Different programs were used to accommodate computation needs in each step. The 

trajectory and gravity anomaly simulation used an existing program. The INS measurement 

computation took advantage of the DREO software package core developed by Honeywell 

Avionics. The GPS position and velocity simulation program has been written as part of this 

research and an INS/GPS processing software has been modified for the specific requirements 

of this project. 

Since some of the inertial sensor errors are affected by vehicle dynamics, a trajectory with 

characteristic manoeuvres of an aircraft in a survey mission has been modelled. The trajectory 

consists of straight flight lines with terminal circular curves and the aircraft is accelerating 

from zero velocity to the operational speed of 150 m/s. The duration of the flight is 40 

minutes. A motion model generated by the summation of a set of sinusoidal waves has been 

applied to represent irregular aircraft motion. 
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5.2 Specification of Measurement System Errors 

The inertial sensor noise (i.e. gyro and specific force errors) has been modeled according to 

the Equations (2.10) and (2.11), respectively. Inertial navigation systems can be grouped in 

classes according to their sensors accuracies. The three systems chosen for the simulation 

study encompass the precise, standard and standard-low accuracy classes. Their specification 

parameters are listed in Table 5.1. 

Table Si. Specification of Inertial Sensor Noise 

Performance Parameters High Precis. Stand. Prec. Stand-Low 
INS INS INS 

gyro drift (deglh) 0.001 0.01 0.2 

gyro scale factor (ppm) 1 5 5 

gyro misalignments (arcsec) 1 2 3 

gyro random walk SD (deg/v'h) 0.0005 0.002 0.03 

gyro dither ampl.(arcsec) 150 150 150 

gyro dither freq. (Hz) 512 400 400 

accel. bias uncertainty (gig) 10 40 40 

accel. scale factor (ppm) 50 200 100 

accel. 2nd order nonlin. (pg/g2) 10 40 40 

accel. misalignments (arcsec) 2 5 7 

accel. random error (gig) 1 2 2 

accel. random walk SD (gig/v'Hz) 0 0 0 
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Since the flight path has been chosen over an area with known gravity field, the gravity 

disturbance along the trajectory is computed and added to the accelerometers measurement. 

Thus, errors from the anomalous gravity field will affect results, because only normal gravity 

is assumed in the inertial mechanization (Figure 2.2). 

The GPS part of the simulation takes advantage of fairly well known GPS position and 

velocity noise characteristics. Thus, instead of modelling GPS measurements, only the GPS 

filter output is simulated along the true trajectory. Table 4.2 gives the standard deviation of 

correlated noise and white noise for double difference GPS position and velocity. Detail 

classification of GPS error budget can be found in Cannon (199 1) and Schwarz et al. (1993). 

Table 5.2 Specification of DD GPS Position and Velocity Noise 

Position Correlated 
Noise RMS 

Position White 
Noise RMS 

Velocity Correlated 
Noise RMS 

Velocity White 
Noise RMS 

0.1 in 0.005 m 0.01 m/s 0.05 m/s 

According to these values the GPS position and velocity errors have been modelled by a 

combination of a Gauss-Markov process and white noise. The random model for GPS 

position errors, developed in Schwarz et al. (1993) by fitting the empirical estimated power 

spectral density, is given by 

2o 
-  +Q n 

2 + 2 

(5.1) 
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where is the variance of correlated noise, 3 characterize correlation time length and Q, 

is the spectral density of the white noise determined by the variance o,2. Since the errors in 

GPS derived velocity are dominated by uncorrelated noise, only a white noise model has been 

used for describing the GPS velocity errors. 

5.3 Attitude Errors From Simulation 

The inertial measurements from sensors of different accuracy (according to Table 5.1) have 

been generated along the same trajectory. Integration of these measurements gives inertial 

navigation parameters and their comparison to the modelled trajectory shows the orientation 

performance of stand-alone inertial navigation systems. 

The statistical characteristics of attitude errors for all three systems computed for the entire 

mission are given in Table 5.3. Figure 5.1 depicts, in detail, errors in pitch, roll and azimuth 

for a medium accuracy INS during the second half of the flight mission. Pitch and roll errors 

are dominated by the Schuler frequency, which modulates the initial misalignment, and by 

constant gyro bias. The peaks reach 1.5 and 2 arc minutes and occurs at time intervals, as 

expected from the Schuler frequency. 
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Table 5.3 INS/GPS Attitude Performance From Simulation 

System 
Accuracy Class 

(Gyro Drift) 

GPS position 
& velocity 
aiding 

Attitude Error (30 minutes) 

pitch (STD) roll (STD) azimuth (STD) 

precise 
(0.001 deg/h) 

no 2" 2" 1-2" 

medium 
(0.01 deg/h) 

no 40" 50" 50" 

50 seconds 10" 15" 30" 

medium-low 
(0.2 deg/h) 

no l'25" 1'50" 5' 

40 seconds 30 45" 3' 

In order to reduce the magnitude of the INS orientation errors the simulated information 

about GPS, position and velocity have been used to update the inertial mechanization. 

Generally, the strategy in decentralized INS/GPS integration is to update the INS filter by 

results from the GPS filter at every GPS epoch to obtain an optimal global estimate for 

position and velocity. The attitude errors for medium accuracy INS with 2 second GPS 

position and velocity update are shown in Figure 5.2. This type of integration dampens the 

Schuler type orientation errors but introduces a high frequency noise in pitch and roll 

estimation (see Figure 5.2). It would be, therefore, preferable either to extend the update 

interval or to reduce the weight of the update. 

The selection of the GPS update rate for optimal attitude estimation should be based on the 

spectral characteristics of the two data streams. The INS position and velocity errors are 

mainly concentrated in the low frequency portion of the error spectra. On the other hand, the 
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GPS position and velocity error behaviour is mostly characterized by high frequency noise. 

The power spectral density of the INS and GPS velocity errors (Schwarz et al. 1993) shows 

that within a one minute time interval both errors become of the same magnitude. Empirically, 

the GPS update rate for optimal attitude estimation has been found at 50 and 40 seconds for 

a strapdown system of the medium and medium-low accuracy class, respectively. As 

displayed in Table 4. 1, the attitude performance of these INS/GPS systems improved more 

than twice through GPS updating at these intervals. When integrating the inertial system of 

the highest accuracy, the gyro drift of 0.001 degree per hour is so small that it is not improved 

by GPS assistance within the duration of the simulation. However, the high cost of such a 

system (Schwarz et al. 1994) usually prevents its use in airborne remote sensing. 

The simulation results have indicated that attitude accuracies of 10, 15 and 30 arc seconds 

in pitch, roll, azimuth are theoretically achievable by optimally aiding a medium accuracy INS 

with DD GPS position and velocity data. Such a performance would satisfy a vast number of 

airborne applications. However, not all attitude error sources listed in Equation (4.2) have 

been considered during the simulation. First, additional errors in attitude can be introduced 

by high angular velocity due to extensive aircraft dynamics. Second, the magnitude of gyro 

random errors may be somewhat optimistic and not correspond to those in actual flight 

conditions. Also, the orientation errors due to imperfect synchronization of both measurement 

systems have not been considered in the simulation. These uncertainties will be investigated 

in subsequent chapters. 
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Figure 5.1 INS Attitude (Gyro Drift 0.01°/h) 

Figure 5.2 INS Attitude with 2 Sec GPS Update (G. Drift 0.01°/h) 

Figure 5.3 INS Attitude with 50 Sec GPS Update (G. Drift 0.01°/h) 
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CHAPTER 6 

STABILITY OF GYROSCOPES 

Before assessing the INS/GPS orientation performance under actual flight conditions, 

gyroscope stability has been examined under high angular velocity in a lab environment. The 

main objective of this test was to determine 

whether high angular velocity due to 

extensive aircraft dynamic could introduce 

additional orientation errors, which have 

not been considered within the attitude 

error model described in Chapter 4. 

The tested INS was the Ring Laser Gyro 

Strapdown Inertial Surveying System LTN-

90-100 of the Department of Geomatics 

Engineering at The University of Calgary. 

The systems was originally designed for 

aircraft navigation and was modified by the 

Figure 6.1 LTN-90-100 
on Rotation Platform 
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manufacturer for high-resolution data output. The gyro drift of 0.02 degree per hour and the 

sensor's overall performance puts the LTN-90-100 into the medium accuracy group of inertial 

navigation system. A more detailed description of the system can be found in Wong (1988). 

6.1 Test Design 

The LTN-90-100 has been tested on a rotation platform provided by The U of C Mechanical 

Engineering Department. The computer operated platform is capable of rotations with 

different angular velocities up to 20 degrees per second while providing independent attitude 

reference with an accuracy of 3 arc seconds. As will be shown later, the rotation dynamics of 

a surveying aircraft rarely exceds these angular rates. Since the rotation platform has only 

one degree of freedom in the horizontal plane, only the vertical gyro can be exposed to the 

rotation. However, the repeatability of pitch and roll determination at different azimuths can 

also be evaluated. The test set-up is displayed in Figure 6. 1, which shows the LTN-90- 100 

mounted in a frame and connected to the axis of the rotation platform. 

After 20 minutes of static alignment a pattern of rotation sequences has been repeated within 

a time period of 45 minutes. As shown in Table 6.1 each sequence contains 14 rotations with 

angles of different magnitude and sign. Since the time between each rotation is set to be 20 

seconds one rotation sequence is completed within 7 minutes. The angular velocity was set 

at 5 and 10 degrees per second during the first two rotation sequences and kept at 20 degrees 

per second for the next five series. 
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Table 6.1 Rotation Sequence 

Rotation 0 0 20 -20 

6.2 Data Analysis And Results 

45 -45 90 -90 0 720 -720 440 72(1 

Since the rotation platform provides a better reference for IMU angles than for angular 

velocities, the system's capability of determining relative angles is tested. 

The initial azimuths acquired after the alignment procedure and orientation of the rotation 

table was considered as a reference for the IMU derived angles. The relative azimuth errors 

for all rotations are depicted in Figure 6.2. Each rotation seems to have an error of 20 arc 

seconds. This is most likely due to the quantization effect. In other words, the rotation 

platforms suddenly accelerates from zero to 20 degree/sec. This acceleration has an impulse 

behaviour which, due to limited sensor resolution, causes a jerk' in the attitude output. 

According to the LTN-90-l0O technical manual, a limited bit output sets the vertical gyro 

resolution to 0.003906 degree/sec or in terms of angular magnitude to 19.8 arc seconds. 

However, such rapid acceleration can be hardly expected under aircraft dynamics. The errors 

in relative angle determination after removing the quantization effect (Figure 6.3) are within 

15 arc seconds during the first two rotation series. The repeatability of determining these 

angles is 30 are seconds after 45 minutes. Since a similar error behaviour can be found for 

angles of different magnitude, the influence of high angular rate is questionable. They are 



54 

mainly caused by gyro random noise, dither and quantization error. Their time growing trend 

is caused by gyro drift. Much the same behaviour can be detected for the roll determination 

(Figure 6.4). Since the LTN-90-100 was aligned in the east direction, the roll determination 

is more accurate at 900, because sensor biases have been estimated in this direction. 

The results of testing the LTN-90- 100 vertical gyroscope under different angular velocities 

indicate that a high angular rate of up to 20 degree/sec did not introduce additional constant 

errors for the attitude determination within the control platform resolution. In other words, 

the system is capable of following the orientation dynamics of a surveying aircraft. 

Figure 6.2 LTN-90-100 Relative Azimuth Determination, (o =20 deg/s 
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Figure 6.3 Relative Azimuth Determination Without Quantizer Effect 
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Figure 6.4 Repeatability of Roll Determination at Different Azimuths 
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CHAPTER 7 

INS.GPS.PHOTOGRAMMETRY AIRBORNE TEST 

An airborne test has been designed to support simulation results and clarify remaining 

uncertainties in INSIGPS orientation accuracy, i.e. the magnitude of gyro noise under 

flight conditions and the orientation errors due to the imperfect synchronization of 

measurement systems. 

Figure 7.1 Equipment Being Loaded into the Airplane 
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To assess the in-flight orientation accuracy of an INS/GPS system, an independent data 

stream of superior accuracy is needed. The principle of inverse photogrammetry is used here 

to provide a basis for attitude comparison. A medium scale photogrammetric test with 

INS/GPS sensors on board is described and the photogrammetric data are used to evaluate 

the camera attitude accuracy. The INS/GPS orientation performance is then investigated 

using the camera attitude as a reference. Afterwards, predicted accuracies from simulations 

are compared with actual test results and the differences are explained by analyzing the INS 

signal in the frequency domain. 

7.1 Attitude Derived from Inverse Photogrammetry 

By mounting a camera on a rigid platform together with the INS, a precise orientation angle 

difference between the INS and the camera can be derived. The processing method used to 

derive the camera orientation is a photogrammetric bundle adjustment. 

The bundle adjustment takes advantage of the geometric strength of overlapping 

photographic images. Each image is comprised of a bundle of imaging rays which forms a 

strong connection between the object space (terrestrial coordinate frame) and the exposure 

stations along the flight path. As such, the flight path is represented by a sequence of 

perspective centres corresponding to the time of camera exposure. At that time, position and 

orientation of camera perspective centres (parameters of exterior orientation) are precisely 

defined by the geometry of the photogrammetric bundles. 
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The parameters of exterior orientation can be derived via the relationship between the object 

space and the image space. This connection is usually formulated by means of collinearity 

equations. The collinearity equations express the condition that the perspective centre, an 

object space point and its corresponding image all lie on a straight line. This can be 

mathematically formulated as 

xp- f 
Im 11(XX0)+m 12(Y -Y)+m (Z -Z) p 0 13 p 0  

.M 31(Xp- X  0) +  m32(Y- YO) + m33(Z-Z0) 

(7.1) 

- m21(X_ X0) + m22(Y_Y0) + m23(Z_Z0) 
yp f  

m31(X_X0)+ m32(Y_Y0)+ m33(Z_Z0) 

where, X, Yr,, Z, and xp, y are the point coordinates in the geodetic reference system and in 

the image coordinate system, respectively; X0, Y0, Z0 are the coordinates of camera 

perspective centre in the geodetic reference system; f is the camera focal length and the 

subscripted m symbolizes the rotation matrix coefficients. Three angles (, , K) inherent in 

this matrix represent rotations around coordinate system axes. 

Collinearity equations in the linearized form (see Wolf 1983) can be written for each control 

point. Each such equation contains six unknowns (X0, Y0, Z0, , , K) per unique exposure 

and when dealing with individual images at least three control points are needed to find these 

parameters. However, connections between multiple images can be formed by measuring 

points common to adjacent images and by enforcing intersection constraints between them. 
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In such cases, a strip or block of images can be constructed with only a minimal amount of 

ground control information. On the other hand, redundant control points help reduce the error 

propagation within the strip or bundle adjustment and this improves the accuracy of derived 

parameters of exterior orientation. Nevertheless, the resulting camera attitude and position 

are strongly correlated. This correlation can be decoupled by introducing GPS observations 

for camera perspective centre positions into the bundle adjustment (Kenefick 1972). Equation 

(7.1) can modified for GPS input as 

X 
Yp =Y 

z, 

X 
+MCY 

GPS offset 

(7.2) 

where (X, Y, Z)Gps represent GPS antenna position at the time of camera exposure; (X, Y, 

Z)0ff is the displacement between the GPS antenna and the camera perspective centre; a is 

a point dependent scale factor and M symbolizes the rotation from the mapping plane to the 

photo plane given as 

Cos  Cos K 

sin  sin 4 cos K- cos G sin 1C 

cos (A) Sin 4)COSK+ Sin (A) sin K 

M 

cos 4 sin K 

Sin (A) Sin 4) sin 1C + cos (A) cos K 

cos (A) Sin 4) sin K- Sin (A) cos K 

-sin 4: 

sin cos 4) 

cos (A) Cos 4 

(7.3) 



60 

The order in which three rotations o, , ic are applied affect the error propagation in the 

rotation matrix (Blais 1979). This appears to be minimized when using order o, , K in M m 

(i.e. starting the rotation with small angles). Before attitude comparison between the INS and 

the aerial camera can be made, both orientation parameters have to be referred to the same 

coordinate system. Since the INS attitude matrix expresses the rotation between INS body 

frame and the local-level frame (Chapter 2, Section 2.4), M m' has also to be related to the 

system of geodetic coordinates. The photogrammetric model is flexible with regard to the 

choice of a datum, but it has to be projected into the plane. Therefore, the chosen map 

projection has to represent a system of curvilinear geographic coordinates and also be 

conformal in order to perform angle comparisons. Both these requirements can be satisfied 

when using the Transverse Mercator (TM) projection. In the TM projection, the reference 

ellipsoid is conformally projected onto a cylinder contacting with the ellipsoid along the 

central meridian. The position of the central meridian can be chosen in the middle of the flight 

area in order to minimize the azimuth correction due to meridian convergence. Since the 

rotation around the z-axis has been chosen as primary in Equation(7.3), the meridian 

convergence can be directly added to K. This correction changes M mC to Mic. Both INS and 

camera attitude are now referenced to the local level frame and thus can be compared. 

7.2 INS-Camera Offset Determination 

Following Skaloud et al (1994), a key assumption for attitude comparison is that no changes 

in relative position and orientation between the camera, INS and GPS antenna occur. This can 
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be achieved by hard mounting the GPS antenna and INS to a rigid platform on the aircraft and 

by locking the camera down to the same platform. Even if there is only a small separation 

between the different sensors, it must be compensated for by introducing a GPS-camera 

translation vector and a GPS-INS vector to the bundle adjustment (Equation 7.2, Figure 7.2). 

A camera-INS differential rotation also has to be determined for attitude comparison or for 

image georeferencing in real applications. 

Figure 7.2 INS-GPS-Camera Offset Determination 

GPS 
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1.04m 

2.5m 

Since the centre of the INS as well as the perspective centre of the camera is marked on the 

outside of both devices, their translation vectors can be measured by using conventional 

surveying methods. Determination of the camera-INS differential rotation matrix (ARbc) is 

more complicated, because the sensor axes in both devices cannot be physically observed and 
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will have to be computed indirectly via in-flight calibration. The condition equation used for 

the LRbC computation is: 

= 
(7.4) 

where, Rb' is part of the INS output and denotes the rotation matrix between the local-level 

frame and the INS body frame. When using the TM projection as a mapping plane, M,c as 

well as Rb' refer to the local-level frame. Consequently, A  can be computed from Equation 

(7.4) by multiplying M ic by the transposed RIb (orthogonal matrix property, i.e. transposition 

equals the inversion). Three rotation angles Aq, A O, and A  can be extracted from IXRbC 

using the formulas shown in Equation (7.5) which use the rotation matrix structure shown in 

Equation (7.3) 

= sin'(-R 13) 

A  = tan -1 R12- 

(7.5) 

Since the bundle adjustment yields one M for each camera exposure and the INS output can 

be interpolated for these events, differential rotation angles can be computed for each 
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photograph acquired during the flight mission. Moreover, their variations indicate the actual 

INS/GPS orientation performance assuming the camera orientation errors to be insignificant. 

7.3 Equipment Selection and Test Design 

The geodetic receivers selected for the test are pairs of high performance C/A code Trimble 

4000 SSE and P-codeless Ashtech Z12. Both types of receivers are dual frequency receivers 

and are equipped with L1/L2 antennas. Each pair creates an independent base station-rover 

pair for relative positioning, The photogrammetric camera installed in the aircraft is a Zeiss 

LMK aerial camera with a precise shutter pulse output. The inertial navigation system to be 

tested is a Litton LTN-90-100 strapdown system with gyro drift rate of about 0.02 deg/hour. 

The actual aircraft installation is depicted in Figure 7.3. The GPS signal coming from the 

aircraft's L1/L2 is split between the Ashtech and the Trimble GPS receivers. The Trimble 

4000 SSE generates full positional and measurement data twice per second which are stored 

in a notebook computer. The other data collection system receives 64 Hz raw inertial data via 

a high speed ARINC interface together with the 1 Hz Ashtech GPS data. The Ashtech also 

provides a precise 1 pulse per second (PPS) output which is recorded together with the 

computer time. A camera pulse is generated during the illumination of the fiducials for each 

camera exposure. The camera pulse and INS data are stamped by the internal computer clock 

so that a common time frame is established. The GPS antenna is mounted on the aircraft 

fuselage directly above the camera centre. The INS unit is placed beside the aerial camera and 
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both devices are locked down to the same platform so that their orientation with respect to 

each other is fixed. 

Figure 7.3 Aircraft Installation 
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The configuration of ground control has been designed to derive the camera orientation with 

the highest accuracy. Altogether, 17 control points have been evenly distributed on both sides 

of each flight line supplying strong geometry for attitude determination. Their 3-D 

coordinates were determined by adjusting a network of 25 GPS static baselines. The relative 

positioning accuracy of the network points was 2 parts per million. Three flight lines were 

flown over the city of Calgary in early July 1994. Each flight line was about 10 km long and 

contained 12-14 photographs. Together, they form the photogrammetric block with 60% 

forward and 20% side overlap. At an average flying height of 1500 m and with a 15 cm 

camera focal length the photo scale was 1:10 000. 
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The GPS base station receiver (Trimble 4000 SSE) was placed on the network origin located 

in the middle of the block. The coordinates of the camera projective centres were interpolated 

from positions computed from differential carrier phase measurements using two Trimble 

4000 SSE receivers operating at 2 Hz. Since the Ashtech data were collected at one second 

intervals this solution was not suitable for precise interpolation and was only used as auxiliary 

control. Due to a GPS signal discontinuity during the aircraft turns the ambiguity was 

determined on-the-fly in the second and third flight lines. 

7.4 Photogrammetric Results 

The measurements were adjusted as a block using a bundle method implemented in the 

GPSBUND software (Cosandier 1994). Positions of the camera perspective centres, obtained 

from the GPS solution, were heavily weighed (a = 0.05 m), in order to minimize the 

correlation between unknown position and orientation parameters. For the same reason, drift 

parameters were not introduced in the adjustment. However, self-calibration for a focal length 

adjustment was performed. For precise attitude determination, the bundle adjustment was run 

using all control points. In order to check the predicted orientation accuracy, flight lines 1, 

2 and 3 were adjusted with only 11 control points and the remaining 6 control points were 

included as check points for error estimation. 

Adjustment results are shown in Table 7.1. RMS values of check point residuals are less than 

10 cm and indicate a very good solution for a medium scale photogrammetric block. Photo 
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residuals are also in good agreement with control point residuals reaching the limit of camera 

resolution and targeting precision. 

Table 7.1 Bundle Adjustment Results 

'V •.. 

Airborne GPS RMS (m) 0.07 0.10 0.05 39 

[Photo residuals RMS (mm) 0.0055 0.0052 1587 

Control points RMS (m) 0.04 0.05 0.03 11 

Check points RMS (m) 004 008 007 6 

Check points RMS (arcsecond) 6 12 - 6 

The check point residuals depicted in Figure 7.4 can be considered as an independent 

verification of the photogranimetric results. Moreover, being converted to equivalent angular 

quantities they also indicate the maximum errors caused by camera misorientation. 

Figure 7.4 Check Point Residuals 
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Due to the geometric configuration, the predicted attitude accuracy is generally better for 

photographs within the strips than those towards the end (Figure 7.5). The theoretical 

accuracy of the attitude angles derived from bundle adjustment is in the range of 3-6 arc 

seconds. Thus, the camera orientation parameters are determined with an accuracy which is 

two to four times better than that expected from the tested INS. 

Figure 7.5 Predicted Camera Orientation Accuracy 
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7.5 INS/GPS Orientation Performance Analysis 

A GPSIINS integration software KINGSPAD (KINematic geodetic system for positions and 

Attitude Determination) developed at The University of Calgary, has been modified to 

process data according to the methodology discussed in Chapter 4. KINGSPAD employs a 

15 state decentralized Kalman filter (Figure 4.1) and is able to process INS and GPS data 

separately or in the form of integration. In the integration mode, the program delivers up to 
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64 Hz navigation output, which allows to precisely interpolate attitude for the time of camera 

exposure. The programm written as a part of this research will use GPSBUNDL and 

KINGSPAD output to perform such interpolation and compute variations in INS-camera 

attitude by utilizing formulas (7.3)-(7.5). 

Processing the INS data in free navigation mode (without GPS updates) indicated a large data 

gap during the turn between the second and third flight lines which destabilized the entire 

solution from this point on. Therefore, only results from the first two flight lines are 

evaluated. Moreover, since a few missing epochs have been found towards the end of the 

second flight line, this period also has not been considered. The variations in INS-camera 

relative orientation after removing the mean values in the first two flight lines are 13 

arcseconds in roll and 30 arcseconds in azimuth. They are depicted in Figure 7.6 and show 

random behaviour. However, the error in pitch indicates a systematic drift of 3 arc minutes 

per minute. 

Figure 7.6 Variations in INS-Camera Orientation 
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Since the overall pitch and roll accuracy should be similar, there is no obvious reason for such 

a drift. A possible explanation would be a system misalignment of several degrees. In that 

case, the amplitude of the Schuler loop would be so large that it would significantly affect the 

short-term attitude determination. However, since the GPS position and velocity aiding tends 

to dampen attitude errors due to the initial misalignment over time (Chapter 4), the large 

misalignment would have had to occur during the flight before the first flight line. This is 

highly unlikely! An analysis of the raw inertial data indicated problems in data continuity 

caused by the logging hardware (Figure 7.7). Although the 0.1 second time jump depicted in 

Figure 7.7 reflects only problems in computer clock reading, the 1 second time intervals 

indicates data is missing. While the first data gap occurred during the alignment procedure 

and, therefore, does not have to be considered, the second took place during the aircraft turn 

before entering the first flight line. At that time, the aircraft was already heading north but the 

roll was still subject to the dynamics of several degrees per second, which leads to a 

misalignment mainly in the east direction. 

Figure 7.7 INS Data Discontinuity 
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The effect of small misalignment errors on the attitude matrix can be written as 

1 1 
\Ey 8 

R 

I 

(7.6) 

where the INS attitude matrix Rb' is given by definition. Errors in pitch (0), roll (p) and yaw 

(II') due to the misalignment can be found by extracting these angles from Equation (7.6) as 

80 = 2 Cos lIJ+8  sin 1Ir 

ô(p =  sin qr-Be •lCos lIJ 
Cos  !cosO 

_l. 1 
ô eS1 tan 0-2COS 14r tan 0+ ez 

(7.7) 

Obviously, Equation (7.7) yields large errors only in pitch when the misalignment is mostly 

in east direction and the yaw is close to zero, as it would be in this case. Moreover, the 

attitude error due to the system misalignment becomes immediately modulated by the Schuler 

frequency. The error in pitch is drifting by 3'/minute which would correspond to a Schuler 

oscillation with an amplitude of several degrees, generated by an Be' of similar magnitude. 

During a time period of 2 minutes the slope of the Schuler oscillation can be well closely 

approximated by a straight line. A correlation analysis shows that, even though the correlation 

coefficient for roll and azimuth is well bellow 0.2, the coefficient for the pitch error is 0.98. 

This strong correlation reflects a systematic drift in pitch most likely being caused by a 



71 

misalignment in the east direction due to the logging hardware. If this assumption is correct, 

the systematic part of the pitch error can be corrected by the parameters found in the 

correlation analysis. The variation in INS-Camera attitude with corrected pitch values are 

plotted in Figure 7.8. Hence, all three rotation angles now express a similar behaviour, 

although with an attitude standard deviation of 15 to 25 arc seconds. The variation is higher 

than suggested from the simulation and this disagreement will be further discussed in Section 

7.7. 

Figure 7.8 Variations in INS-Camera Orientation With Corrected Pitch 
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7.6 INS/GPS Measurement Delays 

The attitude error model for INS/GPS integration introduced in Chapter 4 considers both data 

streams as perfectly synchronized. In reality, this is not true. INS measurements are passing 
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through a digital filter introducing an internal time delay. The magnitude of the delay depends 

on the filter characteristics and aircraft dynamics, which could be different for every channel. 

Generally, such a delay should not exceed the time span between measurement epochs (e.g. 

16 ms for the LTN-90- 100). The internal time delay of a GPS receiver is difficult to trace, 

since it is not specified by the manufacture. Other limits in the data stream synchronization 

are in the data logging hardware, namely in the data registration by the INS data acquisition 

board and in computer clock errors. To show the synchronization effect within the dynamics 

of the first flight line, a 5 ms delay has been introduced to the INS data stream. The error in 

roll determination due to such an effect is displayed in Figure 7.9. 

Figure 7.9 Roll Error in First Flight Line Due to a 5 ms Time Delay 

These errors generally show a random behaviour with RMS values at the level of 5 arc 

seconds and peak values around 10 arc seconds. Practically, the INS/GPS measurement delay 

is very difficult to evaluate, because a trajectory reference of superior accuracy is missing. 
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However, using the photogrammetry derived attitude these values can be estimated at the 

camera exposure stations. The camera synchronization is realized by stamping a pulse 

generated by the illumination of the fiducials. Such a process introduces a timing error well 

below the 0.1 ms level and, therefore, can be taken as a reliable reference. Thus, having the 

camera orientation, the INS synchronization errors can be estimated by finding the minimal 

attitude variance between both data streams computed for different time delays. This method 

has been applied to the synchronized measurements in both flight lines and the results are 

shown in Figure 7.10. The INS synchronization errors can be most easily detected by using 

roll data, which has higher orientation dynamics. In both cases, the INS measurement delay 

is about 15 ms. 

Figure 7.10 INS Time Delay Estimation 
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7.7 Frequency Analysis of Inertial Data 

The simulation results have indicated that within a time period of two minutes the INS 

derived attitude should be at the level of 5 arcseconds. Considering that camera orientation 

can also be obtained with 5 arcseconds accuracy, the INS-camera variation obtained from the 

flight is about two to three times worse. Moreover, the INS simulation with optimal GPS 

updates produces a rather smooth behaviour of the INS attitude values requiring updates only 

every 40-50 seconds. However, this was in the absence of platform vibrations. To estimate 

the effect of the increased noise level due to aircraft vibration, raw inertial signals from 

different vibration environments have been analyzed in the frequency domain. 

The lab test indicated that the noise level of the LTN-90-100, free of environmental 

disturbances, is about 3 arc second. It is mainly caused by dither effects. To observe the data 

in the spectral domain, the Fast Fourier Transform (FF1') is used to compute the amplitude 

spectra. The number of FF1 points is 8192 which corresponds to a 128 second long data set. 

Since the dither frequency is applied at approximately 400 Hz and the acquisition board 

collects the data at a 64 Hz sampling rate this causes an aliasing effect in the range limited by 

the Nyquist frequency of 32 Hz. Figure 7.11 shows the FF1' amplitude spectra of the x-gyro 

and x-accelerometer output in static mode. The peaks of 30, 19 and 9 Hz correspond to the 

3 aliased dither frequencies. 
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Figure 7.11 x-Gyro and Accelerometer FFT, Lab Environment 

Figure 7.12 shows the x-gyro and the accelerometer spectrum with the aircraft standing on 

the runway, but with engines running. Several distinci spectral peaks can be identified. The 

aircraft movement caused mainly by differential speed of the left and the right propellers can 

be seen in the frequency range 5-7 Hz. The increased noise level due to engine vibration can 

be seen throughout the spectra with a significant frequency at 16 Hz, which is the frequency 

of propellers idling at 1000 RPM. The dither aliased frequencies are approximately at 9, 19, 

and 30 Hz. 

Figure 7.12 x-Gyro and Accel. FFT, Aircraft Standing and Engines Running 



76 

The aircraft wheel location allows more vibration along its pitch axes, which can be seen in 

the frequency range 1-5 Hz as depicted in Figure 7.13. 

Figure 7.13 y-Gyro FFT, Aircraft Standing and Engines Running 

Vibration characteristics change substantially under flight conditions. The FF'1' of the x- gyro 

and accelerometer output during the first flight line are displayed in Figure 7.14. Assuming 

the dynamic threshold to be 10 Hz, the engine noise is higher and more evenly distributed 

throughout the spectrum than in the static case. When at cruising speed, the propellers run 

at about 2400 RPM or, in other words, with a frequency of 40 Hz. Since such a frequency 

is above the Nyquist frequency, it appears aliased at 20 Hz. Hence, a large peak at this 

frequency in the accelerometer data corresponds to the speed of propellers. The dither effect 

can be mainly seen at frequencies 19, 24 and 30 Hz. 
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Figure 7.14 x-Gyro and Accelerometer FFT During the First Flight Line 

Even though the y, z-gyro and y-accelerometer spectra are similar to those displayed in Figure 

7.14, the one computed for the z-accelerometer is quite different (Figure 7.15). The vibration 

generated by propellers running at 40 Hz have a higher amplitude in the flight direction and 

substantially increase the noise level in the range of 20 - 25 Hz. Also, since operated 

manually, the propellers are not running with the same speed, which generates vibrations 

mainly along the z-axis. 

Figure 7.15 z-Accelerometer FFT During the First Flight Line 
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A reliable estimate of measurement noise on attitude determination can be obtained by 

eliminating the mean value and integrating only the power in the frequencies above the aircraft 

dynamics. Assuming the dynamic threshold to be 10 Hz, the measurement noise has been 

extracted from the gyro signal by applying a high pass filter. The integrated gyro data after 

high pass filtering are plotted as orientation errors in Figures 7.16 and 7.17 for static and on 

the fly signal. In both cases, the effect of vibration on short term attitude accuracy is at the 

level of 10 arc seconds, about the same magnitude as the effect of a 5 ms measurement delay. 

Moreover, these errors seem to be randomly distributed. Overall, the magnitude and 

characteristic of the orientation errors due to the platform vibration explains the difference 

between the 'smooth' and more accurate simulated results and those obtained from actual 

flight test. 

Figure 7.16 Error in Roll Due to Aircraft Vibration on the Runway 
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Figure 7.17 Error in Pitch Due to in-Flight Aircraft Vibrations 

Theoretically, it would be possible to use a low pass filter to remove all the disturbing signals 

above 10 Hz, in order to improve the attitude determination. However, the Butterworth filter 

and other similar digital filters do not remove the frequencies above the cutoff threshold 

correctly. They change the mean of the data set and introduce amplitude distortion below the 

cutoff frequency, which could result in a deterioration of attitude accuracy. Therefore, it 

would be preferable to use a special filtering method for removing distinctive frequencies (e.g. 

dither spike removal Czompo, 1990). Such a method would remove only the dither or other 

easily detectable frequencies from the spectrum while leaving the mean unchanged. 

Nevertheless, the effect of such methodologies on attitude accuracy would have to be tested 

reliably using longer data spans (e.g. several flight lines) with an accurate orientation 

reference. 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 

The main objective of this research was to investigate INS/GPS integration for deriving 

precise attitude in support of airborne remote sensing and to assess its accuracy, which has 

not been successfully done in the past. The effect of measurement system errors on 

orientation accuracy has been analyzed using an attitude error model. The parameters of 

optimal integration for inertial sensors of different accuracy have been investigated in 

computer simulations. In-flight kinematic attitude performance obtained by integrating a 

strapdown inertial system and double differenced GPS measurements has been evaluated by 

comparison to orientation parameters derived from inverse photogrammetry. Based on this 

research, the following major conclusions can be drawn and the subsequent 

recommendations be made. 

8. 1 Conclusions 

1. Aiding a strapdown Inertial Navigation System with DD GPS position and velocity 

substantially reduces the attitude errors. 
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2. The dominant systematic errors in INS-derived attitude are due to the initial 

misalignment, gyro drift and navigation (position, velocity) errors. These errors can 

be almost completely eliminated by frequent GPS updates, which are most effective 

in roll and pitch. The GPS update rate has to be chosen optimally, otherwise 

additional noise is introduced into the attitude due to GPS measurement noise. The 

optimal velocity and position update rate is about 50 and 40 seconds when 

integrating a strapdown INS from medium and medium-low accuracy class, 

respectively. 

3. The dominant attitude errors of random type are caused mainly by gyro noise and 

synchronization errors. Even though the gyro noise level of the LTN-90-100, free 

of environmental disturbance, is as low as 3 arc seconds, it can be amplified up to 

15 arc seconds in flight due to aircraft vibrations. 

4. The short term (1 minute) orientation errors are 13, 34 and 30 arc seconds in aircraft 

roll, pitch and azimuth, respectively, using a medium accuracy INS. The larger error 

in pitch reflects non removable effects of a system misalignment due to a one second 

data discontinuity. Twenty percent of the derived orientation errors may also be due 

to the uncertainty in attitude reference used and 5 to 10 arcseconds due to INS-GPS 

synchronization errors. 
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5. Aerotriangulation at 1:10 000 photo scale with minium ground control was 

demonstrated to be better than 10 cm RMS with respect to the surveyed control 

points. If long-term orientation accuracy of 15 -30 arc seconds can be confirmed in 

future tests, all but the most demanding engineering applications can be done with 

airborne georeferencing by INS/GPS. In that case, only a minimum of 4 control 

points on the ground would be needed for solving the relative orientation between 

the INS and the imaging sensor. 

8.2 Recommendations 

1. In order to confirm INS/GPS long-term attitude performance extended data sets need 

to be obtained in future flight tests. 

2. Better results in short-term attitude determination can be expected when filtering 

techniques performing noise reduction would be developed and fine-tuned for 

vibrations of a specific aircraft. However, since such a method could generate 

systematic errors, testing on longer data sets would be preferable. 

3. The synchronization between measurement systems should be improved to about 0.1 

milliseconds to keep attitude errors resulting from synchronization errors below the 

noise level. Especially, the INS measurement delay needs to be carefully investigated 

when designing an INS/GPS system in support of airborne remote sensing. 
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4. To support the airborne sensor with INS/GPS derived attitude, a precise estimate of 

the orientation offset between the INS and the imaging senors is needed. In frame-

based imagery, this could be achieved by means of an on-the-fly calibration, as 

described in Section 7.2. Such a task is more complicated in the case of pushbroom 

imagery when the attitude and position parameters are required for each scan line. 

However, a specialized photogrammetric bundle adjustment making use of ground 

control points with conjugate points between overlapping images has been developed 

and successfully tested (Cosandier et al. 1994). 
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