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Abstract 

When seismic waves pass through a porous medium saturated with heavy oil and 

gas they experience attenuation. This attenuation is related to the coexistence of fluids 

with significantly different bulk moduli. White’s patchy saturation model was found to be 

a suitable constitutive model to estimate the velocity dispersion and attenuation of 

seismic waves in heavy oil reservoirs. The attenuation predicted from the White’s model 

depends on rock and fluid properties such as saturation, patch size (bubble size), modulus 

and mobility of liquid phase. A feasibility analysis of viscoelastic forward modeling was 

performed to illustrate that the propagation of seismic waves was sensitive to the patchy 

saturation reservoir heterogeneity as predicted by White’s attenuation theory.  

Modeling of fluid flow including the process of gas bubbles coming out of 

solution (patch creation) was completed for a Canadian heavy oil reservoir. The results 

were then used to estimate White’s attenuation parameters. The accuracy of the flow 

simulation was ensured through a history matching process. Obtaining a decent history 

match leads to a high confidence level in the estimation of in situ properties. White’s 

attenuation model was considered a criterion to indicate the portion of frequency content 

of repeated seismic data which is affected by saturation heterogeneity. Therefore analysis 

was focused on this frequency portion which contains information about the depletion in 

the reservoir. This new processing method developed in this study leads to a better 

understanding and interpretation of time lapsed data for this type of Canadian heavy oil 

reservoir. This method helps for mapping the possible bypass reservoir for future infill 

drilling or possible Enhanced Oil Recovery (EOR) opportunities. 
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Preface 

Reliable sources of energy are an imperative part of sustaining the fast pace of 

population growth and industrial expansion in the twenty-first century. Fossil fuels are 

still a major component of the world energy. Therefore it is becoming more important to 

develop optimized depletion methods to extract the limited amount of the oil and gas 

reserves on the earth. An important part of this task is to develop better monitoring 

techniques for optimization and evaluation of reservoir depletion methods.  

The focus of this research was to develop a new method to transform the 

information obtained from reservoir simulation of heavy oil reservoir such as saturation 

of different phases, pressure, and temperature changes into seismic modeling.  The major 

parts of this process are to understand the main mechanism involved in the production of 

heavy oil and their impact on seismic wave propagation.  

In primary production of the heavy oil reservoirs solution gas drive mechanisms 

and the creation of foamy oil has been known to be the key components of heavy oil 

production. This research proposed a new method which could be used to obtain a more 

accurate image of reservoir depletion state through time-lapse seismology and reservoir 

simulation.  

This imaging technique was done by considering White’s attenuation model as a 

constitutive model that connects the reservoir simulation data to seismic wave 

propagation in heavy oil reservoir. The results of the case study presented in this thesis 

confirm the application of this method in real field cases. 
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CHAPTER ONE: INTRODUCTION 


1.1 Waves In Porous Media 

Understanding the process of seismic wave transmission in porous medium is an 

important part of subsurface imaging and reservoir characterization. There are many 

applied/engineering research articles devoted to address this problem and the theory for a 

satisfactory explanation of wave propagation in porous materials. Lab tests and field 

studies by different researchers such as Johnson (1994) have shown that a major cause of 

attenuation in porous media is wave-induced fluid flow, which occurs at different 

frequencies. 

In order to create the synthetic seismograms or evaluate the seismic response one 

has to first understand the existing link and relationship between the heterogeneities and 

the seismic response. The source of these heterogeneities are either existing at initial in 

situ conditions or they could be created as the conditions change due to production or 

injection of fluids into/ out of reservoirs.  

In a porous medium saturated with a single fluid Bourbie et al. (1987) showed 

that frequency dependent attenuation is significant when the frequency of the wave is 

comparable with critical frequency ωc  predicted by Biot characteristic frequency.  
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ηϕω =  (1. 1)c κρ f 

where 

η  = viscosity of the fluid [Pa.sec] 


ϕ = porosity of the medium [Fraction] 


κ = permeability of the medium [m2] 


ρ f = fluid density [Kg/m3] 


If we consider a case where the frequencies of interest are much lower than ωc the 

dynamic effects can then be ignored and the Gassmann theory is a valid assumption. 

K satGBased on the Gassmann theory the bulk moduli of a saturated rock ( ) can be 

calculated using the following relationships. 

satGK = Kd +αG 
2 M (1. 2) 

KdαG = 1 − 
K 

(1. 3) 
s 

1M = (1. 4)
(αG −ϕ) ϕ

+
K S K f 

where: 


Kd = dry bulk moduli [kPa] 


K f = fluid bulk moduli [kPa] 
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KS = grain bulk moduli [kPa] 

ϕ = porosity of the medium [fraction] 

ρ f = fluid density [kg/m3] 

αG is a dimensionless number and usually referred as the “Biot factor”. A basic 

and important assumption of the Gassman theory is that the pressure equilibrium is 

achieved instantly. This means that at low frequency the propagation of the wave induced 

pressure change is insignificant compared to the diffusion length. 

Fluid motion in a porous medium is governed by the conservation of mass, 

momentum, and energy. For slightly compressible fluid the diffusion equation is 

∂p ⎛ ρ f ⎞
ϕ ρ f ct = ∇.⎜⎜ κ (∇p − ρg∇z ⎟⎟ + q (1.5)

∂t μ⎝ ⎠
 

ϕ = porosity of medium [fraction]
 

ρ = fluid density [kg/m3] 


ct = total system compressibility [kpa-1] 

p =pore pressure [Pascal] 

κ = effective permeability [m2] 

μ = viscosity of fluid [Pascal.sec] 

g = gravity acceleration coefficient [m/s2] 

( )∇z = elevation changes[m] 

q = fluid flow [m2/s] 
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However, the existence of more than one fluid in the porous medium leads to 

presence of finer scale heterogeneities which happens in relatively smaller scales. Norris, 

(1993) showed that the distribution of pressure is governed by the diffusion equation with 

the diffusion length λd . 

1/ 2
⎛κ N ⎞

λd = ⎜
⎜ 

⎟
⎟ (1. 6)

ω η⎝ ⎠ 

Here ω  is the angular frequency and N is estimated based on the ratio of the dry 

rock and saturated rock P wave moduli. 

MLN =  (1. 7)
H 

M is previously defined in equation 1.4 and L and H are defined below.  

4L = Km + μ (1. 8)
3 

4H = Ksat + μ (1. 9)
3 

Ksat is the saturated bulk moduli and the μ is the shear modulus which is 

considered to be the same for both dry and saturated cases.  

When there is more than one fluid saturating the rock (heterogeneity due to 

change in saturation) there will be a greater internal attenuation created. If we consider 

the heterogeneity to be characterized with a respective length d , at low frequencies d  is 
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much smaller than the λd , Mavko et al. (1998) showed that under these conditions the 

fluid bulk moduli can be estimated using Wood’s averaging method  

1KW =  (1. 10)
s s1 2+

K f 1 K f 2 

Where s1 s2  are the saturations of different fluids and K f 1 K f 2 are the bulk 

moduli of different fluids. Although there is heterogeneity existing in this case due to the 

fact that the changes are locally significant and globally insignificant it is referred as 

homogenous case. 

On the other hand, in cases where the heterogeneity length d is much larger than 

diffusion length λd , the communication between saturation pockets is very small. This 

means that there is no communication readily between the pockets of saturation. This 

case is usually known as patchy saturation. Mavko et al., (1998) showed that in this case 

the fluid saturated bulk moduli can be estimated using the Hill averaging method for high 

frequencies. Hill (1963) showed that when all of the phases or constituents in a composite 

have the same shear modulus ( μ ), the effective P-wave modulus Ke , can be calculated 

using the following equation. 

1 n x . = ∑ i (1. 11)
⎛ 4 ⎞ i=1 ⎛ 4 ⎞
⎜ K + μ ⎟ ⎜ K + μ ⎟e e i i
⎝ 3 ⎠ ⎝ 3 ⎠ 
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Here Ki are the bulk moduli of each heterogeneity and xi is its volume fraction. 

Although the P wave moduli in both patchy and homogenous cases are a real number, 

they are valid at two sides of the frequency spectrum. Johnson (2001) developed a more 

general theory for elastic properties of rock containing regular distribution of pockets of 

two fluids assuming that the bulk modulus must obey Gassmann theory at low 

frequencies and at high frequencies must also obey causality constraints. The fact that the 

two moduli at high and low frequencies are not the same ,the causality constraint lead to 

the dispersion and makes the P wave moduli a complex number therefore the attenuation 

needs to be a function of frequency. 

1.2 Thesis structure  

In this thesis the objective is to develop a technique for estimating the reservoir 

rock properties using the frequency dependent attenuation relationship resulting from 

seismic wave propagation in porous media. A new method was proposed in this study 

which involves updating the rock physics properties using reservoir simulation.  

Chapter 2 presents the background of the Biot theory and its application and 

limitation in estimating the attenuation in real cases. The limitations of the Biot’s theory 

were then outlined and compared with literature data.  

In Chapter 3 the details of White patchy saturation model is described. A 

sensitivity analysis is then carried out to understand the impact of the input parameters on 

dispersion outcome.   
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Chapter 4 focuses on viscoelastic modeling. The first part of this chapter presents 

the rheological model of heavy oil reservoir using Standard Linear Solid model. Then the 

theory of viscoelastic modeling is briefly explained.  Using a peer reviewed viscoelastic 

computer code; the sensitivity analysis is then carried out to quantify the seismic 

response by varying quality factor in a heterogeneous 1D model.  

Chapter 5 summarizes a case study of applying the new workflow on a typical 

Canadian heavy oil reservoir. At first the results of the reservoir simulation is presented. 

Then using White’s attenuation model and reservoir simulation results the target 

frequencies which contains changes related to the production are estimated. And finally 

time-lapse seismic results are presented using the new workflow.  

Chapter 6 outlines the conclusion of this thesis and a series of recommendations 

are provided for future research on this topic.  
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CHAPTER TWO: BIOT THEORY BACKGROUND  

The theory of poroelastisity was first introduced by Biot (1962). The Biot theory 

can be used to describe the acoustic properties of an elastic isotropic porous solid fully-

saturated with a compressible Newtonian fluid. The theory assumes that anelastic effects 

arise from viscous interaction between a fluid and a solid. Biot predicted the existence of 

three bulk waves: two compressional waves and one shear wave as wave propagated 

through a poroelastic medium. Biot arrived at his equations by coupling the motion 

between the fluid and the solid martial. In Biot’s expressions the existence of attenuation 

is due to the flow of fluids within non-connecting pores initiated by elastic waves. 

The Biot theory takes into account frequency variations, and allows for relative 

motion between fluid and rock framework. This theory predicts the existence of a so-

called slow wave in addition to the shear wave and the compressional or fast wave. The 

slow wave arises when the fluid and the skeleton move 180o out-of-phase with each 

other. The input parameters of the theory can be estimated on a given sample by 

independent measurements. 

During the last five decades, understanding of the attenuation of Biot's waves has 

been an interesting part of the research in rock physics. The Biot’s waves have been 

observed and therefore suggested that there must be a relation between the attenuation on 

the wave frequency and the diffusion process of the reservoir fluid. The success of the 

theory in predicting the dispersion and the attenuation of the fast compressional, slow 
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compressional, and shear modes has been demonstrated in a number of relevant 

experiments Johnson, (1994). 

Consider a porous medium as it is shown in Figure 2-1 when a wave passes 

through such a medium based on the Biot theory there are 3 types of waves generated as 

per followings;  

1) Fast P wave: both solids and fluid are in phase and no change in the wave 

propagation direction 

2) Shear wave: no fractional change in the volume is generated due to the fact that 

the volume has to be conserved 

3) Slow P wave: generated in the opposite direction of the initial wave 

propagation 

Figure 2-1 Schematic of a wave propagation in porous medium (Schanz  2002) 
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Figure 2-2 Schematic of the three waves predicted by the Biot’s theory (Schanz 
2002) 

Biot developed the formulas to predict the velocity of these three waves as they 

go through the porous medium. In the next part a brief overview of how this theory was 

initially developed is presented. 
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2.1 Basis of Biot Theory 

There are three fundamental equations which are the backbone of Biot theory. The 

first equation relates the stress and strain and is known as the constitutive relations. The 

second equation is the equation of motion, which relates the net force acting on a given 

volume element to the mass times acceleration. Lastly the dynamic version of Darcy’s 

law is used to incorporate the pressure diffusion in the medium as a result of wave 

propagation. For derivations of the Biot theory see Stoll (1977).  In this thesis the focus is 

on the results of Biot theory when it is used for application in the exploration and 

monitoring through seismic studies.  

2.1.1 Various Scale involved in wave propagation in porous medium  

A fundamental point of heterogeneous systems is the difference of macroscale 

behaviour compared to meso- or microscale. The equations and models which are 

developed for the macroscale are not necessarily well-correlated by equations of the 

meso- or microscale. In some simple physics cases like electrical conduction and linear 

elasticity, the equations describing macroscale behave similar to the microscale. 

However, in complex systems, such as fluid flow in porous media, two sets of equations 

govern different scales. The fluid flow of the microscale behaviour is well-described by 
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Navier-Stokes’ equations for liquid in the pores while the macroscale behaviour is 

described by Darcy’s equation. 

The scales involved in understanding of the wave propagation in porous medium are 

ranging from sub millimetres (fluid flow with respect to grain size of the rock) to tens of 

meters (seismic wavelength). Passing waves through a porous medium creates pressure 

difference. The pressure difference causes flow until eventually the porous medium 

reaches the equilibrium in a diffusive environment. When dealing with diffusion 

processes the diffusion length plays an important role in time required to achieve 

equilibrium.  Pride et al. (2003 a and b) describe the three scales which need to be 

considered when dealing with wave propagation in porous medium. One has to consider 

an average volume for seismic theory which the properties inside this arbitrary volume is 

constant when considering the different scales.  

1.	 Macro or wavelength-scale where there is equilibration between the peaks and 

troughs of a P-wave that were allowed for by the Biot’s theory (1962). Here there 

is only one pressure gradient to consider in the porous medium. The average 

volume dimensions are much smaller than the wavelength.  

2.	 Microscopic flow mechanism or “squirt flow” Mavko and Nur, (1975, 1979) 

O’Connell and Budiansky (1977); Dvorkin et al. (1995) which is based on the fact 

that any broken grain contacts or microcracks in the grains more compliant than 

the main part of the pore space. This leads to the fact that when a compressional 
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wave squeezes the material, there is a non equilibrium condition existing between 

fluid-pressure response in the microcracks and in the main pores. When the 

medium is equilibrating, the fluid flows from the microcracks to the main pore 

spaces. The microscopic squirt flow is used to explain the ultrasonic attenuation 

data. Here there is more than one pressure gradient coexisting in the medium. In 

this case the average volume is much bigger than the wavelength. This scale 

applies to large seismic frequencies (kHz and above) and it is a topic of BISQ 

theory. 

3.	 The mesoscopic scale is somewhere between the macroscopic and microscopic 

scales. The flow at mesoscopic scales happens due to heterogeneity of the porous-

continuum properties within each averaging volume. Heterogeneity is rather a 

general phrase which can be interpreted as layering, saturation changes, and 

change in the mobility and permeability.  White (1975) was the first one who 

modeled the wave-induced fluid flow by identical mesoscopic scale spherical gas-

filled inclusions in porous media. Some of the assumptions used by White (1975) 

were removed by Dutta and Odé (1979a, b) who decoupled the wave equations of 

Biot’s theory and solved the problem of a radially oscillating gas pocket in porous 

rocks. 
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2.2 Assumptions of Biot Theory 

Table 2-1 is the list of the key assumptions of Biot theory and the possible limitations in 

real world of application. 

Assumption Reality 

Most reservoirs are not homogenous and different 
The matrix is homogeneous 

production rock facies exist in the reservoir 

In highly laminated reservoir or dominant fractures 
The matrix is isotropic 

system the isotropic assumption is not valid 

Small size of the pores This assumption is valid given the particle size of the 

compared to both  rock rock /pore space are at a much lower scale than seismic 

elements and the wavelength wave lengths 

In most reservoirs , the reservoir rocks are saturated 
Rock is fully saturated 

with at least two fluids water and hydrocarbons such as 
with a single phase 

oil or gas, however for dry gas reservoirs with no active 
Newtonian fluid 

bottom water this assumption is valid. 

For typical frequency of a seismic wave this is a valid 
Darcy law assumption 

assumption 

The fluid flow properties and seismic velocity and 

Constant temperature density are temperature dependent. Except for thermal 

methods, this is a valid assumption,  

Table 2-1 Biot’s theory assumption and validations 
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2.3 The Solution of Biot Theory 

The poroelastic coefficients (P, Q, and R) are required to write the two fundamental 

equations of the Biot theory. These coefficients depend on the matrix bulk and shear 

( Km ) moduli, fluid ( K f ) modulus and solid bulk moduli ( Ks ) and the porosity of the 

porous medium (ϕ )  . 

1 − Kmγ = (2. 1)Ks 

K ′ = K f (γ −ϕ ) (2. 2) 

K ′ 
ϕ′ = φ + 

K (2. 3)
s 

ϕ Km + (1 −ϕ )K ′ 4P = + μ (2. 4)ϕ′ 3 

ϕ K ′ 
Q = (2. 5)

ϕ′ 

ϕ 2K fR = (2. 6)ϕ′ 

In a fluid saturated homogeneous poroelastic rock the total stress τ ij and pore fluid 

pressure p  in terms of the solid and fluid strains, e i j  and ε i j , are related as per 

following equation of Biot theory. 
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τ = [(P + Q − 2μ) e + (Q + R)ε ]δij + 2μ e (2. 7)ij kk kk ij 

−ϕ p = Q ekk + R εkk (2. 8) 

The porosity is ϕ   that is the ratio between the void volumes to the bulk volume. 

The shear modulus of the matrix is μ. 

As presented by (Biot, 1962; Stoll, 1977; Berryman, 1980a), the solution is 

frequency dependent and it is obtained by developing the dispersion relation which can 

be written as per following equations: 

H /Vp 
2 − ρ ρ f l 

− C /Vp 
2 

= 0 (2. 9) C /Vp 
2 − ρ f q − M /Vp 

2 

ρ − μ /V 2 ρf S f = 0 (2. 10) ρ f q 

The solution is calculated by defining the roots of above equation. 

2 2 2
1 − (Hq + Mρ − 2Cρ f ) ± (Hq + Mρ − 2Cρ f ) − 4(C − MH )(ρ f − q p) 

2 = 2 (2. 11)
VP 2(C − MH ) 
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1 qp − ρ 2 
f=

VS 
2 qμ f 

4 (KS − Km )
2 

H = Km + μ +
3 (D − Km ) 

(K − K )KS m SC =
(D − Km ) 

KS 
2 

M =
(D − Km ) 

⎡ K ⎤
D = K 1 +ϕ ( S − 1)S ⎢ ⎥K⎣ m ⎦ 

ρ = (1−ϕ )ρm +ϕ ρ f 

αρ f iηF (ζ )q = −
ϕ wκ 

(2. 12) 

(2. 13) 

(2. 14) 

(2. 15) 

(2. 16) 

(2. 17) 

(2. 18) 
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where: 

η = Fluid viscosity [Pascal.sec] 

w  = Angular frequency [Hz] 

κ = Permeability [m2] 

( )= Viscodynamic operator  F ζ 

⎛ ⎞
⎜ ⎟

1 ζ T (ζ )⎜ ⎟F (ζ ) = (2. 19)
4 ⎜ 2 i T (ζ ) ⎟ 
⎜1 + ⎟

ζ⎝ ⎠ 

i3π / 4 −iπ / 4e J1(ζ e )
T (ζ ) =  (2. 20)iπ / 4)J 0 ((ζ e 

⎛ω a ρ f ⎞
1/ 22 

ζ = ⎜
⎜ 

⎟
⎟ (2. 21)

η⎝ ⎠ 

In the above equation 2.21 a (the aspect ratio), is related to the dimension and 

shape of the pores and is usually determined by conduction experimental measurements. 

In equation 2.20 J0 and J1 is the first and second kind Bessel functions of ζ . 
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2.4 Numerical Examples of Biot Theory  

Biot theory results tend to underestimate the attenuation when compared to the field 

data. Sams et al. (1997) made a very important contribution in understanding of 

frequency effects on seismic attenuation. They conducted a sequence of seismic 

experiments on saturated sedimentary rocks (a finely layered sequence of limestones, 

sandstones, siltstones and mudstones) using four boreholes drilled to 250–280 m depth at 

the Imperial College test site in the north east of England. They acquired many data sets 

at widely different frequencies: 

1. VSP experiments (30–280 Hz) 

2. Cross-hole experiments (200–2300 Hz) 

3. Sonic logging (8–24 KHz) 

4. Laboratory measurements (0.3–0.9MHz) 

Using classic definition by Knopoff (1964) the seismic quality factorQ  is defined as 

2π ΔE 
= (2.22)

Q E 

This definition is borrowed from electrical circuit theory. ΔE is the energy loss over 

one cycle and E the total energy. Following this simple equation attenuation is simply the 

reverse of Q. Here the assumption is that Q is not depending on the frequency. In Chapter 

4 a more rigorous definition of Q is presented using the equations of viscoelastic wave 

propagation. 
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The results of Sam’s work were compared with Biot Theory by Vogelaar and 

Smeulders (2005).  Figure 2-3 presents the results of this study. As it is shown in this 

figure the Biot’s predicted attenuation is one order of magnitude less than the real 

measurements from Sam’s work. It should be mentioned that the attenuation of seismic 

wave is not just due to fluid flow resulted from seismic wave propagation. When wave is 

passing through the earth there is continues exchange between the kinetic energy 

(velocity) and potential energy (displacement). This exchange is not perfectly elastic and 

therefore there is energy being converted to heat and permanent movements of rock 

particles. This energy loss is usually referred as “intrinsic attenuation”. 

Figure 2-3 Comparison of Sam’s et al. (1997) field data of attenuation versus 
frequency, with modeled data from the viscosity-based damping of the Biot theory 
Vogelaar & Smeulders (2005) 

Using MATLAB Bessel functions a code was developed to calculate the Biot 

theory response. The code was used for to create a numerical example to estimate the 

response of Biot theory for wave propagation in a typical unconsolidated sandstone 

reservoir. Table 2-2 summarizes the input parameters used to calculate the fast and slow 
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compressional wave and the shear wave using the Biot theory. The frequencies of this 

study ranges from 10 Hz to 10,000 Hz. The Biot attenuation was estimated for model 1, 

where it is 100% saturated with brine. The same calculation was done for model 2 which 

is 100% gas saturated. 

Parameter Values Unit 

Dry bulk moduli  ( mK ) 7.6E+09 Pascal 

Dry shear moduli ( mμ ) 4.5E+09 Pascal 

Solid bulk moduli ( sK ) 37E+09 Pascal 

Solid shear moduli ( μs ) 44E+09 Pascal 

Fluid bulk moduli ( Kf ) 

Water , Gas 

2E+09 

1E+05 
Pascal 

Grain density ( ρ S ) 2650 Kg/m3 

Fluid density ( ρ f ) 

Water Gas 

1,000 

20 
Kg/m3 

Porosity (ϕ ) 0.35 fraction 

Viscosity (η ) 

Water, Gas 

1, 

0.0002 
Pascal.sec 

Effective permeability (κ ) 2E-12 m2 

Aspect ratio (α ) 3 

Shape factor (a ) 0.15 

Table 2-2 Input parameter used to create a numerical example using the Biot theory  

21 



 

 

 

 

  

 

 

The following Figures 2-4 and 2-5 present the fast P wave velocity and the 

attenuation predicted by Biot theory. Similar results which were predicted by Voegelaar 

et al. (2005) were obtained in this study. The first conclusion is that the response of Biot 

theory does not show peak attenuation in seismic frequency between 10 Hz to 200 Hz. 

The other observation is that the gas saturated case is showing a higher attenuation and 

lower P wave velocity which is expected based on the fact the overall density of the 

medium is smaller and also gas had lower bulk moduli.  The results of this modeling 

confirms the observation by Vogelaar (2005) and therefore it is obvious that by only 

using the Biot theory is not possible to estimate the attenuation in the seismic frequency 

range. 
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Figure 2-4 Comparison of the two saturation models fast P wave velocity the Biot 
theory does not predict significant dispersion in seismic frequencies (10 to 100 Hz)  
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Figure 2-5 Comparison of the attenuation of fast P wave predicted by the Biot 
theory 
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CHAPTER THREE: WHITE - DUTTA ODE´ MODEL FOR VELOCITY 

DISPERSION AND ATTENUATION OF PATCHY SATURATION  


3.1 Literature review 

White (1975) was the first to model the wave-induced fluid flow by considering 

spherical gas-filled inclusions in porous media. Figure 3-1 presents the schematics of his 

saturation model which is called patchy saturation model. Dutta and Odé (1979a, b) 

obtained more rigorous solutions for the same spherical geometry by solving a boundary-

value problem involving Biot’s poroelastic field equations. 

White’s idea of enhanced attenuation in the presence of small volume fractions of 

gas in the pore fluid has been experimentally confirmed by Murphy (1982). The presence 

of a local fluid flow due to the un-equilibrated pore pressures among patches of the two 

fluids creates attenuation and dispersion of seismic waves traveling through the rock.  

Dutta and Seriff (1979) modified White’s equations in the case of spherical gas-

filled patches, bringing the results into good agreement with the more exact calculations 

of Dutta and Odé (1979a, b). This modification made the results to be similar to the 

expected Gassmann-Wood velocity at very low frequencies. In addition Dutta and Seriff 

(1979) also compare the results obtained using three different geometries of the patches. 

They concluded that the geometry configuration has a minimal effect on the magnitude of 

attenuation.  
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In more recent studies by Johnson (2001); Müller and Gurevich, (2004a, b) 

developed another generalization of the White model for patches of arbitrary shape. 

Besides the usual parameters of Biot theory, the new proposed models have geometrical 

parameters such as the specific surface area and the size of the patches.  The two papers 

by Johnson (2001)and Müller and Gurevich (2004b) compare attenuation and dispersion 

predictions obtained from the White (1975) model to those generated from a 3D 

numerical model with any type of random in-homogeneity. They find that, even if the 

attenuation peak for the random model is broader and smaller in amplitude than that of 

the White periodic model, the frequency dependence of attenuation and velocity are very 

similar. This means that, qualitatively, the effects of geometry are not as important. 

Carcione et al. (2003) performed a series of numerical-modeling experiments 

based on Biot’s equations of poroelasticity and White’s model. They considered regularly 

distributed spherical gas inclusions and they demonstrated that the attenuation and 

velocity dispersion measurements can be explained by the combined effect of mesoscopic 

scale inhomogeneities and energy transfer between wave modes. Cadoret et al. (1995) 

conducted a physical experiment that showed with the help of a computerized 

tomography CT scans; it is possible to map the fluid distribution and saturation changes 

happening in rocks. Fractal models, such as the von Kármán correlation function, 

calibrated by the CT scans, were used by Helle et al. (2003). More recently, Lebedev et 

al. (2009) conducted a very interesting test where they simultaneously measured the P-

wave velocity and rock sample saturation changes using X-ray computer tomography 
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(CT) imaging. The test was conducted for a water imbibition case and the results were 

consistent with theoretical predictions and numerical simulations. 

From the literature review it is concluded that, in spite of the simple derivation 

and assumptions, the White model has been validated and found to be accurate for 

establishing the attenuation relationship of patchy saturation cases.  

3.2 White Model 

The patchy saturation case was described first by White considering an outer and 

inner spherical shape. The inner sphere is the gas saturated medium and the outer sphere 

is usually the water saturated (or the second phase). If the inner and outer spheres have 

radii of a and b respectively it can be shown by simply using the volume formula of 

spherical shape the gas saturation is a3/b3. However the model is based on cubes with 

length of l. Therefore, the outer radius b is simply  

⎞
⎟
⎟
⎟ 
⎠

⎛
⎜
⎜
⎜ 
⎝
⎜ ⎟ 

1/ 3 

b =
 
l 3 

4( 
(3. 1) 


3

π
)
 

A fundamental assumption is that the gas saturation pockets are acting separately 

and they are not connected. Therefore the maximum value of the inner circle is π / 6 or 

52% gas saturation. A umber higher than this saturation leads to bubbles collapsing into 

each other which make the assumption of derivation invalid. This is an important point 

which has to be considered when using this theory.  Figure 3-1 presents the schematic of 

the White model as it was presented in his original paper.  
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Figure 3-1 White model of gas inclusion, White (1975) 

The White theory was developed based on the principle that the displacement in 

the outer sphere will create a pressure acting on the inside sphere. The pressure difference 

creates a fluid flow across the boundary which is calculated by   
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P0 (R1 − R2 )v =  (3. 2)
(Z1 + Z2 ) 

Where P0 is the impressed pressure applied as wave is passing through the 

element. White named R1 and R2 the constants of proportionality. With the following 

expression, they can be derived following the concept of pressure creation due to 

dilatation. 

K1 − Kdry1 3k + 4μ
=R1 

2 2 
(3. 3) 

1 − 
Kdry1 K2 (3K1 + 4μ2 ) + 4μ2 (K1 − K2 )Sg 

K01 

K2 − Kdry2 3k + 4μR = 1 1 (3. 4)2

1 − 
Kdry2 K2 (3K1 + 4μ2 ) + 4μ2 (K1 − K2 )Sg 

K02 

R1 is always greater than R2 because the bulk modulus of the liquid is usually 

several orders of magnitude greater than that of gas. Z1 and Z2 are the acoustic impedance 

of each medium and they can be derived based on the relative velocities of each phase 

based on Darcy’s Law. 

η a ⎡ 1 − exp (2α1 a) ⎤ 
Z = 1 ⎢ ⎥ (3. 5)1 κ1 ⎢⎣(α1a − 1) + (α1a + 1) exp(−2α1a)⎥⎦ 

η a ⎡ (α2b + 1) + (α2b − 1) exp(2α2 (b − a) ⎤ 
Z2 = − 2 ⎢ ⎥ (3. 6)

κ 2 ⎢⎣(α2b + 1)(α2a − 1) − (α2b − 1)(α2a + 1) exp(2α2 (b − a)⎥⎦ 
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1/ 2
⎛ iωη ⎞jα j = ⎜
⎜
κ K ⎟

⎟ j = 1,2 (3. 7)
⎝ j Ej ⎠ 

⎡ K Kdry j ⎤ 
⎢ K fj (1 − j )(1 − )⎥K K⎢ 0J 0 j ⎥KEj = 1 −	 K Aj j = 1, 2 (3. 8)
⎢	 K ⎥ 
⎢ ϕK j (1 − fj ) ⎥ 
⎢ K0 j ⎥⎦⎣ 

K = 
1 , j = 1,2	 (3. 9)

⎛	 K ⎞Aj 
ϕ 1 −ϕ dryj⎜ + − 2 

⎟
⎜	 ⎟
⎝ K fj K0 j K0 j ⎠ 

K
(1 − dryj )K Aj 

Q j =	 
K0 j , j = 1,2 (3. 10)
K j 

The important point which has not been addressed by White’s initial paper is the 

fact that due to the presence of more than one phase, the permeability of each medium 

has to be the effective permeability rather than absolute permeability. Absolute 

permeability of a porous medium is measured using single phase Darcy’s Law. Effective 

permeability of each phase (liquid or gas) is the products of absolute permeability and 

relative permeability. Relative permeability is usually determined by performing a core-

flood and measuring the flow rate of each phase as saturation is changing during core-

flood. 

If we consider D0 to be the relative dilation when there is no flow happening 

between the spheres, the pressure change is 
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P = −K D (3. 11)0 ∞ 0 

Where K∞ happens when dealing with really high frequency case. 

k2 (3K1 + 4μ2 ) + 4 μ2 (K1 − K2 )SgK = ∞ (3. 12)(3K1 + 4μ2 ) − 3(K1 − K2 )Sg 

On the other hand when there is flow the sum of the pressure from the outside P0 

and the pressure which is converted to flow  ΔP0  is equal to the compliance times the 

dilation. 

P + ΔP = −K * D (3. 13)0 0 0 

Where the pressure loss due to the flow is calculated from 

ΔP0 = K *W P0 (3. 14) 

W = 
3 a 2 (R − R )(−Q − Q )1 2 1 2 

3 (3. 15 )b iω(Z1 + Z2 ) 

Therefore the following expression can be calculated for the complex moduli.  

K∞K* = = Kr 
* + iKi 

* 
(3. 16)1 − K∞W 

Equation 3.16 is used to calculate the attenuation based on the ratio between the 

imaginary and real part of bulk moduli. The derivation is explained in more details in 

chapter 4 based on the theory of viscoelasticity.  

As it is explained by White, the shear modulus of a patchy saturated case is the 

same as dry shear moduli which is similar to the assumption of Gassmann theory. 
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3.3 Sensitivity Analysis on White Theory Inputs 

Before using White theory in monitoring a hydrocarbon reservoir one needs to 

understand the sensitivity of different input parameters on the results. This will help to 

evaluate the uncertainty in the results and also helps to identify the most controlling 

parameters.  

In this study the input parameters of White’s model are divided into static and 

dynamic properties. This classification is done to differentiate between the rock 

properties which are not fluid dependent and fluid dependent properties.  The static 

parameters are the purely rock depending properties which are considered to be constant. 

For example the bulk moduli and shear moduli of the grains. However the fluid 

dependent parameters such as saturation and fluid properties are the dynamic properties. 

These properties depend on the state of depletion of the hydrocarbon reservoir which 

could change during production. 

3.3.1 Static Parameters  

Using the literature data the static parameters (rock properties) were estimated for 

an unconsolidated sandstone reservoir. Although in reality the static parameters are not 

always constant and they can vary spatially, however in contrast with the dynamic 

parameters one could consider them to have fixed values.  The static properties are listed 

below: 

• Dry bulk moduli of frame = 6.0E+9 Pascal 

• Dry shear moduli of frame = 5.0E+9 Pascal 

• Grain bulk moduli (quartz) = 35.0E+9 Pascal 
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•	 Grain shear moduli (quartz) = 45.0E+9 Pascal 

•	 Grain density =2600 kg/m3 

•	 Porosity = 0.30 

3.3.2 Dynamic Parameters 

For reservoir monitoring the main objective is to understand the impact of the 

saturation and fluid acoustic properties on the seismic response. Therefore the sensitivity 

analysis was performed on the dynamic parameters. Below is the list of the dynamic 

parameters of White theory.  

•	 Gas bulk moduli • Liquid viscosity 

•	 Liquid bulk moduli • Gas effective permeability 

•	 Gas density • Liquid effective permeability 

•	 Liquid density • Gas saturation 


Gas viscosity • Gas bubble size 


Table 3-1 presents the default values which were used in this analysis for dynamic 

properties. These values were obtained using the knowledge of the reservoir fluid (heavy 

oil) and the saturations were estimated for a typical heavy oil reservoir condition at its 

initial states. 
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Parameter Value 

Gas Bulk Moduli (Pascal) 1E+6 

Liquid Bulk Moduli (Pascal) 2E+9 

Gas Density (kg/m3) 80 

Liquid Density (kg/m3) 950 

Gas Viscosity (Pa.sec) 0.0000001 

Liquid Viscosity (Pa.sec) 0.5 

Gas effective permeability (m2) 0.000001E-12 

Liquid effective permeability (m2) 0.1 1E-12 

Gas saturation (fraction) 0.1 

Gas bubble size (m) 0.001 

Table 3-1 White model of gas inclusion White (1975) 

The following table present the input parameters used for sensitivity analysis of 

the White theory on the dynamic properties. In order to run any given sensitivity analysis 

the rest of the parameters were set at the default values presented in Table 3-1. 

Parametric study was done by changing one parameter at a time. The range of 

sensitivity was decided based on the range of possible change during production and also 

uncertainty associated with the given parameter. The input parameters are summarized in 

Table 3-2 and 3-3. 
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Parameter Unit 1 2 3 4 5 

Gas Bulk Moduli Pascal 5.00E+05 1.00E+06 1.50E+06 2.00E+06 2.50E+06 

Liquid Bulk Moduli Pascal 2.00E+08 4.00E+08 6.00E+08 8.00E+08 1.00E+09 

Gas Density kg/m3 4.50E+01 6.00E+01 7.50E+01 9.00E+01 1.05E+02 

Liquid Density kg/m3 7.70E+02 7.90E+02 8.10E+02 8.30E+02 8.50E+02 

Gas Viscosity Pascal.sec 5.00E-06 1.00E-05 1.50E-05 2.00E-05 2.50E-05 

Liquid Viscosity Pascal.sec 1.00E-01 2.00E-01 3.00E-01 4.00E-01 5.00E-01 

Gas effective permeability m2 1.00E-16 2.00E-16 3.00E-16 4.00E-16 5.00E-16 

Gas effective permeability m2 5.00E-14 1.00E-13 1.50E-13 2.00E-13 2.50E-13 

Gas saturation fraction 3. 0E-02 4.00E-02 5.00E-02 6.00E-01 7.00E-01 

Gas bubble size m 1.00E-04 2.00E-04 3.00E-04 4.00E-04 5.00E-04 

Table 3-2 Dynamic parameters used in the sensitivity analysis of White’s theory, continued 
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Parameter Unit 6 7 8 9 10 

Gas Bulk Moduli Pascal 3.00E+06 3.50E+06 4.00E+06 4.50E+06 5.00E+06 

Liquid Bulk Moduli Pascal 1.20E+09 1.40E+09 1.60E+09 1.80E+09 2.00E+09 

Gas Density kg/m3 1.20E+02 1.35E+02 1.50E+02 1.65E+02 1.80E+02 

Liquid Density kg/m3 8.70E+02 8.90E+02 9.10E+02 9.30E+02 9.50E+02 

Gas Viscosity Pascal.sec 3.00E-05 3.50E-05 4.00E-05 4.50E-05 5.00E-05 

Liquid Viscosity Pascal.sec 6.00E-01 7.00E-01 8.00E-01 9.00E-01 1.00E+00 

Gas effective permeability m2 6.00E-16 7.00E-16 8.00E-16 9.00E-16 1.00E-15 

Gas effective permeability m2 3.00E-13 3.50E-13 4.00E-13 4.50E-13 5.00E-13 

Gas saturation fraction 8.00E-01 9.00E-01 1.00E-01 1.10E-01 1.20E-01 

Gas bubble size m 6.00E-04 7.00E-04 8.00E-04 9.00E-04 1.00E-03 

Table 3-3 Dynamic parameters used in the sensitivity analysis of White’s theory 
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3.3.2.1 Effect of gas and liquid bulk moduli 

Gas bulk moduli depend on the pressure, composition and temperature. For this 

sensitivity analysis gas bulk moduli was varied linearly from 5E+05 Pascal to 5E+06 

Pascal linearly in 10 steps. The results are presented in Figure 3-2. These results show 

that the attenuation and the velocity dispersion are not significantly depending on the gas 

bulk moduli.  

On the other hand the liquid bulk moduli seem to play an important role in the 

attenuation. Liquid bulk moduli are related to the type of liquid, pressure, and 

temperature of the system. Water is a relatively incompressible fluid, whereas oil can be a 

compressible fluid deepening on its Gas Oil Ratio (GOR) and composition.  

Figure 3-3 presents the results of the sensitivity analysis. The liquid bulk modulus 

was linearly varied from 2E+08 kPa to 2E+09 kPa in ten steps. As liquid bulk moduli 

were increased both the maximum attenuation and the peak frequency increased toward 

higher frequencies. The P wave velocity dispersion is also increased for higher liquid 

bulk moduli.  
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Figure 3-2 Gas Bulk Moduli sensitivity results 
Parameter  unit 1 2 3 4 5 6 7 8 9 10 
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Figure 3-3 Liquid bulk moduli sensitivity results 
Parameter  unit 1 2 3 4 5 6 7 8 9 10 
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3.3.2.2 Effect of gas and liquid density 

Similar to the bulk moduli, gas and liquid densities also depend on the reservoir 

fluid composition, pressure and temperature. In order to investigate the gas and liquid 

density effect on patchy saturation model sensitivity analysis was performed.  It is very 

important to understand the reservoir fluid properties and their phase behaviour with 

respect to changes during the production. 

An Equation Of State (EOS) is an analytical expression relating the pressure (P) 

to the temperature (T) and the volume (V). The best known and the simplest example of 

an equation of state is the ideal gas law. As a common practice of industry in this thesis 

the fluid model was created using the Peng-Robinson EOS. Peng and Robinson (1976) 

conducted a comprehensive study on the behaviour of naturally occurring hydrocarbon 

systems. The main improvement they added was the ability of their equation of state to 

predict liquid densities and other fluid properties particularly in the vicinity of the critical 

region. Peng and Robinson proposed the following expression: 

RT aαP = − (3. 17)
V − b V (V + b) + b(V − b) 

R2Tc 
2 

a = Ωa Pc 

RTcb = Ωb Pc 

α = [1 + m(1 − Tr )]2 
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m = 0.3796 + 1.54226ω − 0.2699ω 2 
AC AC 

⎛ pv ⎞ωAC = − log⎜⎜ P ⎟
⎟ −1 

c⎝ ⎠T =0.7Tc 

where: 

P = Pressure [kPa] 


V = Molar volume  [m3/mol]
 

R = Universal gas constant 8.31451 E-3 kPa m3 K-1 mol-1
 

T = Temperature [K] 


Ωa = constant 0.45724
 

Ωb = constant 0.07780 


Pc = Critical pressure of the substance [kPa] 


Tc = Critical temperature of the substance [K] 


Tr = Reduced temperature T/Tc
 

ωAC = Acentric factor of the substance initially introduced by Pitzer (1955) to quantify 


the nonsphericity of a substance 


pv = Vapour pressure of a substance at 70% of the critical temperature.  
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Peng and Robinson (1978) proposed the following modified expression for m that 

is recommended for heavier components with acentric values ωAC  > 0.49: 

where: 

m = 0.379642 + 1.48503ωAC − 0.1644ωAC 
2 + 0.016667ωAC 

3 

Peng Robinson equation of state can be written in a cubic format resulting : 

3 2 2 2 3z − z (1 − b) + Z (a − 3b − 2b) − (ab − b − b ) = 0 (3. 18) 

By solving the above cubic equation the smallest root is the liquid phase z value 

and the largest root is the gas phase z factor. After calculation of the Z factors of the gas 

and liquid phases density can be calculated using the following equation: 

PMw
ρ = (3. 19)

ZRT 

P is the pressure, Z is the incompressibility coefficient of liquid or gas calculated 

from equation of state, T is the temperature of the system in Kelvin, R is the universal 

constant and Mw is the molecular weight.  

When dealing with more than one component in the gas and liquid phase mixing 

rules is used to estimate the molecular weight of the mixture in different phases bases on 

the mole fractions of each phase. The mixing rule is calculated by taking a weighting 

average of the molecular weight using the mole fractions.  
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As shown in Figure 3-4 by changing gas density from 4 kg / m3 to 18 kg / m3 in ten 

linear steps no significant change was observed on the results of the attenuation and the P 

wave velocity at different frequencies. The sensitivity analysis of liquid density shows 

that the liquid density does not have a significant effect on the attenuation. However as 

shown in Figure 3-5 by changing the liquid density from 770 kg / m3 to 950 kg / m3 (in 

10 linear steps), the velocity is changing linearly. Heavy oil reservoirs have densities as 

high as 850 kg / m3 . For bitumen type reservoirs density can be higher than 1000 kg / m3 . 

The effect of both liquid and gas density on the P wave velocity and attenuation 

of a patchy saturation system is not significant. This is due to the fact that the density is a 

linear scaling factor and does not affect the frequency dependency of attenuation and 

velocity predicted by Whites theory. 
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3.3.2.3 Effect of gas and liquid viscosity 

Viscosity of a given fluid is simply its internal friction to flow. Gas viscosity is 

mostly estimated using known correlations such as Carr-Kobayashi-Burrows (1954) 

correlation and the Lee-Gonzalez-Eakin (1966) method. Gas viscosity is a function of 

pressure, temperature and the composition of the gas. Using Lee et al.(1966)  method the 

gas viscosity can be calculated using the following equations.  

− ρ gμg = 10 4 K exp( X (
62.4

)Y (3. 20) 

where 

K = 
(9.4 + 0.02Mw)T 1.5
 

209 + 19Mw + T
 
986
X = 3.5 + + 0.01Mw
T
 

Y = 2.4 − 0.2X
 

ρ g is gas density at reservoir condition [lb/ft3] and T [R] is the reservoir 

temperature and Mw is the molecular weight of the gas mixture.  

The liquid viscosity of oil which has to be used in estimating the P wave velocity 

and attenuation is the in situ viscosity. Depending on the initial reservoir pressure and 

depletion path one might be dealing with saturated oil viscosity or under-saturated oil 

viscosity. If the reservoir pressure is kept above bubble point pressure of the mixture, the 

under-saturated system exists and if the reservoir pressure is below bubble point pressure 

the system is saturated. Oil viscosity decreases as more gas is being dissolved in the oil. 
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However, after reaching the bubble point pressure no more gas would be dissolved 

therefore, with increase in the pressure oil viscosity slightly increases.  

Pederson et al (1984) presented a new method for calculating the viscosity of the 

heavy oil that has been very successful in predicting lab measurement data. According to 

Pedersen et al. (1984) the problems associated with representing poly-disperse mixtures 

(such as heavy crude oils) are associated with the computation of average molar masses. 

Their results indicated that larger molecules should make a greater contribution to 

viscosity than the smaller ones. This is done by using corresponding states to calculate 

the viscosity of a component or mixture, knowing the viscosity of a reference substance 

at the same condition of reduced pressure and temperature. Pederson’s equation can be 

simplified to 

1 2 1− 
6 3μmix (P,T ) ⎛

⎜ Tc,mix ⎞⎟ 
⎛
⎜ Pc,mix ⎞⎟ ⎛ MWmix ⎞ 2 ⎛αmix ⎞ = ⎜⎜ ⎟⎟ ⎜⎜ ⎟⎟ (3. 21)

μ0 (P0 ,T0 ) ⎜
⎝ Tc,0 

⎟ ⎜ Pc,0 
⎟ ⎝ MW0 ⎠ ⎝ α0 ⎠⎠ ⎝ ⎠ 

n 

Tcmix = ∑ xiTci 
n=1 

n 

Pcmix = ∑ xi Pci 
n=1 

b b2 2MWmix = b1 (MWw − MWn )+ MWn 

4 5α = 1 + b3ρ r
b MW b 

where : 


μ = viscosity [cp] 


Tc= critical temperature [k] 


Pc= critical pressure [k] 


MW= molecular weight [gr/mol] 
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ρ = density [kg/m3] 


b1,b2,b3,b4.b5= constants could be used as matching parameters  


The subscript mix refers to the mixture properties and subscribe 0 is the reference 

properties. The reference condition is referred to the methane (c1). MWw is the weight 

fraction average molecular weight and MWn is the mole fraction averaged molecular 

weight. α is called “rotational coupling coefficient” . 

The results of the sensitivity analysis of the gas and liquid (oil) viscosity are 

presented in Figures 3-6 and 3-7. Gas viscosity does not seem to have a big impact on the 

P wave velocity and its attenuation. However the liquid (oil) viscosity has a very 

significant impact on the results. As liquid (oil) viscosity increases the frequency at 

which maximum attenuation occurring decreases. In the sensitivity analysis liquid/oil 

viscosity was varied from 0.1 Pa.sec (100 cp) to 1 Pa.sec (1000cp) in ten linear steps. The 

peak frequency has moved almost one order of magnitude over this range of change from 

100 Hz to 10Hz. This is a very important point to consider while estimating attenuation 

over seismic frequency of heavy oil. 
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Figure 3-6 Gas viscosity sensitivity analyses 
Parameter  unit 1 2 3 4 5 6 7 8 9 10 
Gas Viscosity Pascal.sec 5.00E-06 1.00E-05 1.50E-05 2.00E-05 2.50E-05 3.00E-05 3.50E-05 4.00E-05 4.50E-05 5.00E-05 
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Figure 3-7 Liquid viscosity sensitivity analyses 

Parameter  unit 1 2 3 4 5 6 7 8 9 10 
Liquid Viscosity Pascal.sec 1.00E-01 2.00E-01 3.00E-01 4.00E-01 5.00E-01 6.00E-01 7.00E-01 8.00E-01 9.00E-01 1.00E+00 
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3.3.2.4 Effect of Gas and Liquid Permeability 

Permeability of a porous medium is one of the most important parameters in flow 

modeling. Permeability is the ability of the porous medium to flow. When cores are 

available one can estimate the absolute permeability of a porous medium using Darcy’s 

Law. This is done by flowing air through clean core and measuring the flow rate and the 

pressure drop across the core plug. However when more than one phase exists the 

effective permeability of each phase is estimated by multiplying the relative permeability 

(number between 0 to 1) to the absolute permeability. The in situ effective permeability 

can be also measured by a flow and build-up analysis. Pressure Transient Analysis (PTA) 

is usually done through type curve matching and bottomhole pressure history matching.  

There are few parameters such as grain size, sorting, compaction level and shale 

content which control the permeability. However there is no single best method for 

estimating permeability. Core permeability values tend to be higher than the well test 

driven permeability numbers as they do not represent the actual in-situ reservoir 

conditions such as compaction. The relative permeability is explained in more detail in 

the history matching section of Chapter 5.  

Figures 3-8, and 3-9 present the impact of effective permeability of gas and liquid 

on the P wave attenuation and velocity at different frequencies respectively. Gas 

permeability does not impact the velocity. However the liquid permeability seems to have 

a very significant impact on the velocity. In this analysis the permeability was increased 

from 5E-14 (50 mD) to 5E-13(m-2) (500 mD) in ten linear steps. The peak frequency 

increased from 100 Hz to 1000 Hz.  
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3.3.2.5 Effect of Gas Saturation and Bubble Size 

In order to use patchy saturation theory the gas saturation should be low enough 

that gas bubbles are still presented in the porous medium. If gas bubbles form a 

continuous phase the assumption of patchy saturation is not honoured. To understand the 

impact of gas saturation on the P wave attenuation and velocity the sensitivity analysis 

was done by changing gas saturation form 0.03 to 0.12 linearly. The theoretical limit of 

gas saturation based on the geometry explained in Figure 3-1 is about 52%.  

The value of gas saturation at which gas phase starts to move and form a 

continuous phase moving toward the wellbore in the reservoir is usually referred as 

“critical gas saturation”. Critical gas saturation depends on the rock properties such as 

pore throat sizes (capillary forces) and also the rheology of the oil. 

Under primary depletion of a reservoir as pressure is drawn down in the 

producing wells the reservoir pressure starts to decline. When the reservoir pressure goes 

below the bubble point, pressure gas bubbles start to form. In conventional oil reservoirs 

the critical gas saturation is usually under 5% and the time for forming a continuous gas 

phase is relatively short (few months). However in heavy oil reservoirs the critical gas 

saturation can be higher and it is usually controlled by foamy oil behaviour.  

Due to the presence of gas (methane) when heavy oil goes under a rapid 

depressurization it forms “foamy oil” Maini (1996) described the “foamy oil” as a major 

mechanism for producing cold heavy production in Canada which is governed by a 
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solution gas drive. The presence of the foam or suspended gas phase has been observed 

on wellhead samples. Foam has been seen on the production vessels and pipes even a few 

hours after the production at lowered surface pressure conditions. The mechanism of 

foamy oil formation is an important part to understand the rock physics of White’s patchy 

saturation theory.  

The simplest explanation of the formation of foamy oil was given by Mastmann et 

al. (2001). The study summarizes the foamy oil formation to be related to the existence of 

a pseudo bubble point pressure. In conventional oil with relatively low viscosity the 

bubble point pressure is defined as the pressure at which, at the reservoir temperature, the 

first small bubbles of free gas evolve from solution in the oil and nucleate as a distinct 

free gas phase. Because the viscosity of the conventional oil is relatively low, these small 

bubbles will coalesce with each other and form larger bubbles and then form a continuous 

gas phase rapidly. In foamy oil reservoirs, the time for the small gas bubbles to form a 

continuous gas phase is substantially longer. Therefore there are gas bubbles presented in 

the oil and they flow with same Darcy velocity to the production well. The point for the 

foamy oil formation occurs when the bubbles of free gas can finally start to escape from 

solution as a distinct free gas phase. This is known as the pseudo bubble point. Maini 

(1996) identifies this critical saturation as a percolation limit, other researcher like 

Pooladi-Darvish and Firoozabadi (1997) identify this even by visual observation of 

bubbles in a viewing window in the lab experiment. The goal here is to define two key 

parameters that are required for the White’s theory, which are gas saturation and the 

bubble sizes. 
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In summary the solution gas drive process can be described in three steps: 

1.	 As pressure drops in the producing wells gas nucleation occurs. This process is 

related to the release of the dissolved light components into a free gas phase 

happens when pressure goes below the bubble point pressure of the light 

hydrocarbon. 

2.	 Bubble growth: corresponding to mass transfer by molecular diffusion of the 

dissolved light components to the free gas phase. Until equilibrium 

concentration is reached, the liquid is always supersaturated and the system 

tends to the equilibrium state by transfer to the gas phase of the dissolved light 

components. As the pressure disturbance reaches the boundaries and the 

reservoir pressure is depleting, the gas bubbles starts to grow.  

3.	 The last stage is the gas mobilization: Above a given gas saturation, called 

critical gas saturation Sgc, the gas phase forms a continuous phase and will be 

produced preferentially. This is due to the higher mobility of gas phase in 

comparison with liquid phase.  

The two major mechanism involved in the bubble growth rate are the diffusion 

mechanism and the pressure depletion. Kumar et al. (2001) concluded that the effect of 

diffusion is the major mechanism in the rate of bubble growth. Figure 3-10 presents the 

results of study which was conducted and it clearly illustrates that the diffusion is the 

major mechanism. 
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Figure 3-10 Diffusion limited vs. general growth: gradual decline in pressure. 
Kumar et al (2001) 

Wong and Maini (2005) presented a model for estimating the size of gas bubbles 

in the foamy oil systems. In this model the effect of diffusion is being considered.  

Figure 3-11 Bubble growth model presented by Wong & Maini (2005) 
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The Wong model is based on the radial mass diffusion of the super saturated 

liquid phase into the bubbles. Figure 3-11 presents the bubble growth model as presented 

by Wong. The mass diffusion of light hydrocarbons into the bubble is governed by:  

⎡∂2 ρdg 2 ∂ρdg ⎤ R ⎞
2 ⎡∂ρdg dR ⎤ ∂ρdgD⎢ 2 + ⎥ −

⎛
⎜ ⎟ ⎢ ⎥ = (3. 22)

∂r r ∂r ⎝ r ⎠ ∂r dt ∂t⎣ ⎦ ⎣ ⎦ 

where: 

D= solute diffusion coefficients  

ρdg = is the solute concentration at radius r  

R= radius of the bubble 

By relating mass flux at the surface of bubble to the rate of bubble growth Wong 

related the mass transfer of dissolved gas to the free gas. Then by combining Henry’s 

Law with ideal gas law the final derivation was completed. Before reviewing the results 

of Wong the following normalized parameters need to be defined:  

ϕDtNormalized time: T = 2 (3. 23) 
ai 

Here ϕ is the porosity and ai is the initial size of the bubble. Wong did not use 

any specific number for the initial bubble radius. However based on the gas saturation 

they developed a curve for number of bubble versus gas saturation and normalized time.  
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Figure 3-12 Relationships between (a) dimensionless equilibrium time T versus 
bubble density number n; (b) gas saturation versus n, Wong (2006) 

Wong defined the normalized solute concentration: 

ρ − ρdg dg ,iNormalized solute concentration: ρ =  (3. 24)
ρ − ρdge dg ,i 

where: 


ρdg = is the solute concentration in liquid phase a time t 


ρdg ,i
= initial solute concentration at the bubble surface in the beginning of the gas 

exclusion 

ρdg ,e
= final equilibrium solute concentration at the end of gas exsolution  
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The normalized parameter ρ varies between zero to 1 and it represents how far 

the bubble is compared to the equilibrium from the point of view of solute concentration.  

Figure 3-13 Evolution of solute concentration in liquid for bubble density n = 6 

If we assume that in a given unit of volume the presence of 6 bubbles, based on 

the work by Wong at time after T passes values of 40, the change in the bubble radius is 

not very significant. If considering the initial size of the bubble to be 0.0005m and  D = 

1E-10 (m2/s) and porosity of 31%, the time of equilibrium is about 3.7 years. The 

maximum size of bubble will be 1 mm after 3.7 years.  

The results of the sensitivity analysis to understand the impact of gas saturation 

and bubble size are presented in Figures 3-14 and 3-15, respectively. The gas saturation 

was varied from 0.03 to 0.12 in ten linear steps. The sensitivity analysis shows that lower 

gas saturation has higher attenuation. However for high frequencies the impact on 
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velocity is less for low gas saturation cases. Examination of Figure 3-14 suggests that the 

peak frequency of attenuation is moving to higher frequencies as gas saturation increases. 

The bubble size sensitivity analysis results are presented in Figure 3-15. Bubble 

size was varied from 1.0E-4 m to 1.0E-3 m to understand the impact on the results on P 

wave velocity and attenuation at different frequencies. As illustrated by Figure 3-15 as 

bubble size grows the peak frequency decreases. For small size of bubble the attenuation 

happens at high frequencies (~ 1000 Hz), which is not within the seismic frequency 

range. However for higher bubble size the peak frequency is in the seismic frequency 

range (10 to 100 Hz). The bubble size does not have an impact on the magnitude of the 

attenuation.  

In summary the review of White’s theory presented in this chapter confirms that it 

can be sued for properly estimating the seismic response of a patchy saturation system 

such as the foamy oil case that has been observed during cold heavy oil production.  

The parametric study (sensitivity analysis) of the input parameters of White’s 

theory suggests that it is imperative to have proper knowledge on the uncertainty of the 

liquid and gas properties. The sensitivity showed that the major controlling parameters 

are the liquid properties such as density, bulk moduli, permeability and viscosity. The gas 

saturation and bubble size also have a major impact on the response of Whit’s patchy 

saturation model.   
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CHAPTER FOUR: VISCOELASTIC SEISMIC MODELING 

The objective of this chapter is to describe a method to quantify the response of 

seismic data to reservoir changes during heavy oil production which is not just based on 

velocity and density changes. Based on Chapter 3 of this thesis it is clear that the 

response of a heavy oil reservoir with patchy gas saturation to the seismic wave is not an 

elastic response. The first section of this chapter is focused on introducing a constitutive 

model which can be used to honour the response of heavy oil reservoir with patchy gas 

saturation. Then the basics of viscoelasticity are explained followed by forward modeling 

results. The forward modeling is aimed to show the possibility of using attenuation based 

monitoring program to understand response of heavy oil to seismic wave.  

4.1 Rheological Models of Heavy Oil 

The two extremes of material behaviour are described by a linear elastic body and 

a linear viscous body. For a linear elastic body the response of a medium (strain) is 

instantaneous and proportional to the stress with a constant known as its compliance. The 

symbol for this type material is a spring.   However for the linear viscous case the stress 

is proportional to strain rate. In this medium an application of a stress yields non-

instantaneous and linearly increasing deformation. When the load is removed this does 

not lead to removal of deformation; therefore, viscous materials have an extreme strain 

memory. The symbol for this type material is a dashpot. 
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In the real world, materials are between these two extreme cases. Therefore the 

stress-strain relation depends on time and they remember their past strain history. The 

behaviour of most materials is approximated using viscoelastic models. A viscoelastic 

material is any material that dissipates energy when subjected to stress or strain. Based on 

the second law of thermodynamics, all materials are considered to be viscoelastic. 

However the level at which material dissipates energy determines how far they can be 

from the perfect elastic case.  

The Zener body (Standard Linear Solid) is the most popular and general model 

which has been used to describe the heavy oil behaviour Vasheghani (2011). Figure 4.1 

presents the two possible representations of Zener bodies.  

Figure 4-1 Zener body, J. Kristek and P. Moczo (2006) 
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The two possible way of explaining the Zener body are: 

1.	 A Hooke body (spring) connected in parallel with a Maxwell body          

(H – p – M or a spring in series with a dashpot) as shown in Figure 4.1 

upper set. 

2.	 Hooke body connected in series with Kelvin-Voigt body 

(H – s – KV, or spring and a dashpot in parallel). Figure 4.1 lower set.   

When applying the unit-step strain instantaneously, i.e., the un-relaxed, stress will 

be given by the sum of moduli of the two elastic springs, MU=MR + δM. This will also 

trigger the dashpot to start to grow from zero. This would gradually release stress of the 

spring connected to the Maxwell or Kelvin-Voigt body. Moczo (2003) showed that the 

two representations of Zener body are equivalent to each other and they are eventually 

produce similar response for SLS model.  

4.2 Wave Propagation in Viscoelastic Medium 

For a linear isotropic viscoelastic material the stress-strain relation is described with 

the help of two major principles: 

•	 The Boltzmann Superposition Principle 

• The Causality Principle 

As per following equation 4.1 

σ (t) = ψ (t −τ )ε&(τ )dτ	 (4. 1)∫ 
t 

−∞ 
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where: 

σ (t)  = stress [Pascal] 

ε&(t) = time derivative of strain [m/s] 

ψ (t)  = stress relaxation function [kg/s] 

This equation suggests that the stress at a given time t is determined by the entire 

history of the strain until time t. The upper integration limit ensures causality. 

Mathematically, this integral is called the hereditary integral which represents a time 

convolution of the relaxation function and strain rate. Since ψ (t) is the stress responses to 

a unit step function in strain, its time derivative. 

M (t) =ψ& (t) (4. 2) 

M (t)  is the stress response to the Dirac δ -function in strain. Now using (*) as 

convolution symbol and the properties of convolution (switching the derivative) equation 

4.1 can be written as: 

σ (t) = M (t) *ε (t) (4. 3) 

One can understand this by considering the time domain response of a slender 

mass-less viscoelastic rod (silk thread) to a unit step strain. Due to assumption that there 

is no mass involved therefore the inertial effects is neglected, based on the second law of 
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thermodynamics the response, M(t) for t > 0 , has to monotonically decrease with time to 

a value greater than zero. 

The shape of the decaying stress curve is general. M(t) is referred to Dirac δ ­

function or relaxation function. The initial response, M , is elastic with an asymptotic u

decay to either zero or some offset value M . M and M are the infinite and zero R u R 

frequency moduli respectively. If M R is zero the material is defined to be a fluid; 

otherwise it is a solid. 

Figure 4-2 Relaxation response of a viscoelastic rod to a unit step strain input 
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Blanch et al. (1993) showed that Standard Linear Solid (SLS) could be used as a 

general mechanical viscoelastic model. An array of SLS has the stress relaxation 

function: 

⎛ l ⎛ τ ⎞ −t ⎞ 
εl τσlM (t) = M R 

⎜1−∑⎜⎜1− ⎟⎟e ⎟θ (t) (4. 4)⎜ τ ⎟
⎝ l=1 ⎝ σl ⎠ ⎠ 

Where: 

M (t) = Stress relaxation function [kg/sec2] 

θ (t)  = Heaviside function, [1/sec] 

M R = the relaxed stress corresponding to M(t) [kg/sec] 

τεl  = strain relaxation time [sec] 

τσl  = stress relaxation time [sec] 

For the 1st SLS M R  is related to the elastic modulus M u Liu et a1. (1976). 

MM = R (4. 5)U ⎛ l ⎛τ −τ ⎞⎞εl σl 
⎜⎜1−∑⎜⎜ ⎟⎟⎟⎟ 
⎝ l=1 ⎝ τσl ⎠⎠ 

MU = μ  for S waves, and MU = λ + 2μ for P waves Aki and Richards (1980). 

The complex stress modulus M (ω)  is defined as the Fourier transform of the stress 

relaxation function. Viscoelasticity is quantified by inverse of loss factor Q. The quality 

factor Q is defined as: 

Re[M (ω)]Q(ω) =  (4. 6)
Im[M (ω)] 

68
 



 

 

 

 

 

The steel Q factor is about 1000 and typical value for rocks ranges from 20 to 

300. By using equations 4.6 and 4.4 the quality factor for a SLS can be defined as: 

L 1+ω2τ τεl σl1− L +∑ 21+ω τl=1 σlQ(ω) = (4. 7)L ω(τ −τ )εl σl∑ 
l =1 1+ω2τσl 

Blanch et al. (1995) proposed the τ  method for the viscoelastic modeling. The τ 

method is based on the simple observation that the level of attenuation caused by a SLS 

can be determined by a dimensionless (frequency scale independent) variable τ as: 

τ τ −τε l ε lτ = −1= σ l (4. 8)
τ τ
σ l σ l 

Using this definition for 1st SLS equation 4.7 can be written as: 

ω2τ τ−1 εlQ = 2 2 (4. 9)
1+ω τσl (1+τ ) 

Therefore the velocity will be: 

−1 

2 MU ⎛ ⎛ MU ⎞ 1 ⎞
C(ω ) = ⎜1+ ⎜ −1⎟⎟ ⎟ (4. 10)⎜ ⎜ 2 2 ⎟ρ M 1+ω τ⎝ ⎝ R ⎠ εl ⎠ 

Assuming that τ is very small the 1 +τ = 1 for an array of SLS equation 4.7 can be 

written as: 
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−1 
L ωτεlτQ =∑ 2 2 (4. 11) 

l =1 1+ω τσl 

Q −1Equation 4.11 shows that is a linear function of τ , therefore an 

Q −1approximation of  can be done using least squared method over any specified 

frequency range. This is done by minimizing overτ . 

ω −1 −1 2J = ∫
b (Q (ω,τ ,τ l ) − Q0 ) dω (4. 12)

ωa 

The next step is to set J to zero and then solving forτ . The solution is obtained by setting 

the derivative of J with respect to τ to zero. 

dJ ωb −1 −1 ]d [Q (ω,τ ,τ )]
= 2∫ [Q (ω,τ ,τ − Q0 ) 

−1 

dω = 0 (4. 13)
dτ ωa 

l dτ 

Solving for τ leads to: 

L 

∑ I0l1 l=1τ = (4.14)L L−1 LQ0 ∑ I1l + 2∑ ∑  I 2kl 
l=1 I =1 k =l+1 

Where:  

1 ω2 2 b

I0l = [log(1+ω τ ] (4.15) 
a2τσl σl ω 

⎡ ⎤
ωb 

1 ωτσlI l = ⎢arctan(ωτσ )− ⎥ (4.16)
2τσl 

2 21 l 1+ω τ⎣ σl ⎦ ωa 
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τ τ ⎡arctan(ωτ ) arctan(ωτ )⎤
ωb 

σl σk σl σkI 2lk = 2 − (4. 17)2 ⎢ ⎥τσk −τσl τ τ⎣ σl σk ⎦ ωa 

1τσl = (4. 18)
ωl 

4.3 The Concept of Memory Variable 

The memory variable method is a mathematical method to eliminate the 

computationally costly convolution appearing in the viscoelastic constitutive equation. 

The method was first presented by Carcione et al. (1988). The following derivation 

presented here was offered by Blanch et al. (1995).  

Taking the time derivative from Equation 4.1 yields:  


∂σ (t) ∂(M (t)) ∂ε (t)

= * (4. 19)

∂t ∂t ∂t 

∂ε (t) is the velocity and assuming the SLS behaviours ( a series of exponential decays) 
∂t 

to represent the M(t) leads to: 

−t −t⎡⎛ L ⎞ L ⎛ 1 ⎞ ⎤ 
σ t = ⎢⎜

⎜ M R +∑Mle
τ l 

⎟
⎟.δ (t) + ∑⎜

⎜ Mle
τ l 
⎟
⎟.θ (t)⎥ *ux (4. 20)

⎢ i =1 l =1 τ ⎥⎣⎝ ⎠ ⎝ l ⎠ ⎦ 

Now by defining L memory variable  

⎡ 1 τ
−t ⎤ 

lrl = ⎢ Mle .θ (t)⎥ *ux (4. 21) 
⎢τ l ⎥⎣ ⎦ 

Considering the definition of un-relaxed moduli for a SLS with l relaxation function  

L 

MU = M R +∑M l (4. 22) 
l=1
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Equation 4.20 can be written as: 

L 

σ t = MUux +∑ rl (4. 23) 
l =1 

In the next step in order to remove the convolution from Equation 4.21 its time 

derivative is first calculated. 

−t −t⎡−1 ⎛ 1 τ
⎞ ⎛ 1 ⎛ 1 τ

⎞ ⎞⎤ 
rl t = ⎢ ⎜ Mle l ⎟.θ (t) + ⎜ ⎜ Mle l ⎟.δ (t)⎟⎥ + *ux (4. 24)⎜ ⎟ ⎜ ⎜ ⎟ ⎟⎢ τ l ⎝τ l ⎠ ⎝τ l ⎝τ l ⎠ ⎠⎥⎣ ⎦ 

Then by substituting equation 4.22 into 4.24 leads to: 

− r M r = l + l *u (4. 25)l t xτ l τ l 

Therefore the equations of a viscoelastic medium will be summarized in L+2 equations 

which are: 

L 

σ t = MU ux +∑ rl 
l=1 

1 u (4. 26)t = σ xρ 

− rl M lr = + * ul t xτ l τ l 

The memory variables are continuous corrections made to the propagation of 

waves in an elastic medium with moduli of MU . At initial conditions all memory 

variables are set to zero. The memory variable equation tracks the rate at which the 

infinite frequency elastic response should be corrected due to the collective effect of past 

loads and of any new loads (occurring in the past time steps).  
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MlThe second term of the memory variable equation 
τ l 

*ux takes into account any 

new strain loads which are represented by ux = ε t and scaled by Ml (which is the share 

of the new load associated with that particular memory variable). The first term on the 

right side tracks the rate of relaxation of both new and past loads associated with a 

particular memory variable. Therefore the history of load is accounted for and the new 

load is also considered in the memory variable equation.  

4.4 Forward Modeling 

Forward modeling is a common way of quantifying the impact of reservoir 

changes on the seismic response. The seismic response of earth has been successfully 

modeled using viscoelastic finite difference methods by Kristek and Moczo (2003). The 

FD method is popular due to relatively simple way of programming and its capability in 

handing 3D simulation by honouring the realistic complicated earth models.   

A condensed description of the finite difference method is that the operators of 

the differential equation governing the physical system at a given point will be 

approximated by a weighted sum of the field variables at that point and at judiciously 

selected surrounding points. This process involves distcritization of the partial derivatives 

in both time and space. The distcritization is done by replacing the time and space 

derivatives with their approximation based on Taylor series.  
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The finite-difference method starts by introducing a representative grid-point 

method. In the grid-point methods a computational domain is covered by a space-time 

grid and each function is represented by its values at grid points. When dealing with 

attenuating medium the properties which need to be defined are:  

1. P wave velocity 

2. S wave velocity  

3. Density  

4. P wave attenuation and 

5. S wave attenuation.  

When seismic waves pass through a rock containing heavy oil the response of the 

medium to the given strain is not instantaneous and it has a gradual decrease of stress. 

This concept is the basis of using viscoelastic modeling to understand the response of 

seismic wave. Using the 1D viscoelastic model presented by Gandomi and Takenaka 

(2007) the response of seismic wave was modeled. This model was used and optimized in 

order to illustrate the response of the viscoelastic model.  

4.4.1 Forward Modeling Inputs 

Figure 4-3 presents the geological model used to verify the concept of modeling 

response of heavy oil reservoir. The model has five layers in total. The reservoir layer is 

from 700 m to 800 m. The velocities and densities are presented in Figure 4.3. Our goal 

here is to demonstrate the seismic response to changes in the reservoir layer.  
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Figure 4-3 schematic of the geological model 

In order to prevent the gird dispersion and accurate modeling the time steps and 

grid size were calculated using the following equations offered by J. Kristek and P. 

Moczo (2003): 

V minh ≤  (4. 26)
6 f 

6 h
Δt ≤  (4. 27)

7 V max 

Where:  


V min  = Minimum velocity of the model (m/s) 


V max  = Maximum velocity of the model (m/s) 


h = Special gird size (m)
 

Δt = Time step used for modeling (s) 


f = Maximum frequency of model (Hz) 
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An absorbing boundary condition as per Cerjan (1985) with first-order one-way 

wave-equation techniques of Clayton and Engquist (1977) was used to model the non-

reflecting boundary (base of the model). The free surface is modeled using Tanaka & 

Takenaka (2005) method. A total number of 50 receivers were set with 20 m spacing 

from the surface. The source is modeled to be a Ricker wavelet with central frequency of 

150 Hz. 

In order to model the attenuation a 3rd order SLS was used. The frequency range 

of constant Q was selected to be from 5Hz to 50Hz. outside this frequency range there is 

no attenuation considered. The reference velocity of the model at which the velocities 

are considered is 50Hz. Figure 4-4 presents the constant Q which was estimated using 3rd 

order standard linear solid model. The number of relaxation times (order of SLS) can 

create limitations for the memory usage and run time of the model. After a sensitivity 

analysis 3rd order SLS was considered to be the optimum number for this study. As it is 

presented in Figure 4-4, the viscoelastic model will apply the attenuation by multiplying 

the superposition curve (red curve on Figure 4-4) values by the attenuation value that was 

set for Qp and Qs of each given layer in the input file.  

In viscoelastic modeling the attenuation model is based on the understanding of 

frequency dispersion of the medium. One method is to create an attenuation model based 

on measurement at different frequencies.  In this study, the attenuation function is the 

connection between the White’s patchy saturation theory and the viscoelastic forward 
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modeling. Therefore the frequency band was estimated based on the patchy saturation 

model which was explained in Chapter 3 as initial default case presented in Table 3.1.  

Attenuation Model 
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Figure 4-4 Attenuation model used by 3rd standard linear solid 

4.4.2 Forward Modeling Results  

The subject of this part of chapter 4 is to find and answer for this question: 

“Given the model description in figure 4-2 can one see sensible changes in the model 

response by changing in the attenuation part of viscoelastic model only?” 

In order to quantify the answer to this question, two cases were considered  

•	 Elastic case (MODEL1): In this case t first the simulation was run for initial 

survey by setting the Qp and Qs of all layers to 1000 and 500 respectively. 
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Then due to production, the reservoir layer Qp and Qs were changed to 40 

and 20 respectively to simulate the monitor case results. 

•	 The realistic case (MODEL2): In this case for initial survey simulation, the 

attenuation values for Qp and Qs are set to 100 and 50 for all layers 

respectively. The Qp and Qs of the reservoir layer are then modified to 40 

and 20 to simulate the monitor case.  

The time response of the four cases presented above are presented in the 

following figures 4-5 to 4-8. 

Tim
e (sec) 

Receiver Depth (m) 

Figure 4-5 Time response of MODEL1 initial simulation of initial survey 
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Tim

e (sec) 

Receiver Depth (m) 

Figure 4-6 Time response of MODEL1 simulation of monitor survey 

Tim
e (sec) 

Receiver Depth (m) 

Figure 4-7 Time response of MODEL2 simulation of initial survey 
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Tim

e (sec) 

Receiver Depth (m) 

Figure 4-8 Time response of MODEL2 simulation of monitor survey 

Examining Figures 4-4 to 4-8 suggest that quantifying the changes in the time 

domain is not trivial task without further processing. However, the following 

observations can be concluded from these plots:  

1.	 In the high attenuation case (MODEL2), the velocity model of the 

viscoelastic model is not the same as with the elastic case due to velocity 

dispersion, therefore the times at which the wave front arrives at each 

receiver is not the same in MODEL1 and MODEL2. Subtracting 

MODEL1 from MODEL2 did not provide meaningful results.  

2.	 In MODEL 1 in spite the very low attenuation the amplitude decreases as 

wave travels through the earth. This is due to the fact that model has to 

honour the energy loss due to reflection from surface and also from each 

layer. 
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Processing the data in frequency domain will provide a better way of assessing 

the seismic response. To evaluate the energy of the wave as it travels through the model 

using Gabor transform or wave front attenuation technique.   Lamoureux et.al  (2004) 

presents the following steps to estimate the  Gabor transform of signal s(.) : 

•	 Define a Gaussian window length 

•	 Define a temporal window 

•	 Based on the length of the input signal and the window length shift the 

Gaussian window by the value of temporal window until the entire signal 

is covered [ωτ (.) ] 

•	 Multiple Gaussian windows by the input signal at each step  

•	 Calculate the FFT of signal 

Mathematically the above steps can be written as Equation 4.28.  

G(τ ,ω) = FFT{ωτ (.)s(.)}(ω). (4. 28) 

Using “fgabor” function from CREWES toolbox and setting the Gaussian 

window to 5 millisecond and temporal shift  to 4 millisecond  Gabor transform of the 

time response of the wavefield recorded at the first top receiver (20m depth) was 

calculated. The Gabor transform can be thought of as a frequency response of the wave 

field as it travels through layers in time. The results of this analysis are presented in 

Figures 4-9 to 4-12. Examination of this plot shows the loss of energy in the case with 

high attenuation for both MODEL1 and MODEL2.   
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Tim
e (sec) 

Frequency (Hz) 

Figure 4-9 Gabor transform of MODEL1 initial survey simulation  

Tim
e (sec) 

Frequency (Hz) 

Figure 4-10 Gabor transform of MODEL1 monitor survey simulation  
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Frequency (Hz) 

Tim
e (sec) 

Figure 4-11 Gabor transform of MODEL2 initial survey simulation  

Frequency (Hz) 

Tim
e (sec) 

Figure 4-12 Gabor transform of MODEL2 monitor survey simulation  
To illustrate the changes in a more clear way a second method was used. In this
 

method the objective was to follow the wave front as it reaches each receiver in depth and
 

quantify its amplitude response. Therefore the first arrival wave was picked using a 20 
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millisecond window. The Fast Fourier Transform (FFT) of this signal was then calculated 

and the results were plotted in depth.  

The results of this analysis are presented in Figures 4-13 to 4-16. This method 

was found to be the most useful way in order to illustrate the results. This method seems 

to be the best way of illustrating the attenuation as the boundaries of the different layers 

are clearly imaged 

Frequency (H
z) 

Depth (m) 

Figure 4-13 Frequency depth analysis of MODEL1 initial survey simulation  
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Frequency (H
z) 

Depth (m) 

Figure 4-14 Frequency depth analysis of MODEL1 monitor survey simulation  

Frequency (H
z) 

Depth (m) 

Figure 4-15 Frequency depth analysis of MODEL2 initial survey simulation  
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z) 

Depth (m) 

Figure 4-16 Frequency depth analysis of MODEL2 monitor survey  

The difference of the seismic response of MODEL1 after production (Figures 4­

13 and 4-14) is presented in Figure 4.16. Examination of this figure shows how the 

MODEL1 response is sensitive to the attenuation model changes. Note that the velocities 

and densities are the same between the two models and the only difference among them 

is the attenuation model.  
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Depth (m) 

Frequency (H
z) 

Figure 4-17 Difference due to the change in the attenuation (production related) in 
MODEL1 

The difference of MODEL2 is presented in Figure 4.18. This figure illustrates that 

for a model with high attenuation differences one can still observe the differences. Above 

the reservoir layer the difference is zero which validates the model. A comparison 

between figures 4.17 and 4.18 suggests that the differences of MODEL 2 are roughly one 

order of magnitude less than the elastic case. This can be explained by considering the 

attenuation of MODEL2 which is about ten times more than that of the MODEL1.  
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Depth (m) 

Frequency (H
z) 

Figure 4-18 Difference due to the change in the attenuation (production related) in 
MODEL2 

4.4.3 Discussion 

The time-lapse seismic technique is a common method which has been attracting 

a lot of attention in the heavy oil production monitoring. Time-lapse seismic can help to 

monitor and evaluate the efficiency of the recovery process. As a result, the operator of 

the field will be able to identify the by pass portions of the reservoir and come up with 

better recovery techniques. 

The response of time-lapse seismic processing is usually reported in terms of time 

delay maps. When dealing with cold heavy oil production the time-lapsed data does not 

show very significant time delays between the initial and monitor surveys. This is due to 

the fact that the velocity changes are not as significant as other production schemes such 
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as thermal recovery methods. The results of this chapter lead to the conclusion that when 

dealing with patchy saturation it is important to understand the amplitude response with 

respect to attenuation model. This would improve the conclusions about the accuracy of 

seismic monitoring techniques.  
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CHAPTER FIVE: CASE STUDY OF INTERACTION BETWEEN RESERVOIR 

SIMULATION AND VISCOELASTIC SEISMIC 

Based on the conclusions from Chapter 3 and 4 it was demonstrated that by 

applying White’s theory in heavy oil one can quantify the result of patchy saturation 

(chapter 3) and see its impact on wave propagation through forward modeling (chapter 

4). In this chapter the conclusions of the previous chapters are used to interpret a time-

lapsed seismic data of a Canadian heavy oil reservoir.  

At first a background about the field and production history is provided. The 

geological model of this field was created using the wireline logs and the initial seismic 

survey results (mapped horizons). The geological model was built using the 

Schlumberger Petrel software. Using the geological model and a commercial reservoir 

simulator (CMG STARS) the in-situ reservoir properties were calculated through a 

history matching process.  The results of the reservoir simulation model are then used to 

develop the attenuation model.  

The next step is to process the time-lapse seismic data. The processing is done 

using a new workflow to show the impact of attenuation on the conclusions driven from a 

4D seismic study. Time lapse processing is done using the Pro4D package from Hampson 

Russell software. The flow chart below summarizes the workflow that was used in this 

chapter. 
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5.1 Case study of Primate Field 

Primate is a heavy oil reservoir operated by Equal Energy. The field is located in 

Saskatchewan, Canada (Figure 5-1) and is a part of the heavy oil belt reservoirs in 

Western Canada. Equal Energy is operating this field using Cold Heavy Oil Production 

with Sand (CHOPS) technology. The main production zones in this field are the McLaren 

and Waseca formations. As shown by Figure 5-2 (Stratigraphy of Saskatchewan) these 

formations are parts of Mannville group in this area.  

The thickness of the production zone of interest ranges from 5 m to 12 m and it is 

mainly perforated across the entire formation using high density deep penetration 

perforation scheme. No active bottom water or initial top gas has been reported based on 

the initial logs from this pool which is supported by the production history as well. 

Primate Field has an initial seismic survey done in 2004 and a repeat survey (monitor 

survey) after production done in 2009. 

Figure 5-1 Primate Field (Equal Energy website) 

92
 



 

 

 
 

 

Figure 5-2 Stratigraphic correlation chart of Saskatchewan (Saskatchewan energy 
recourse website) 
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5.2 CHOPS Background 

Cold heavy oil production with sand (CHOPS) is a non-thermal recovery method 

used in unconsolidated heavy oil reservoirs in Canada. In this process sand and reservoir 

fluid (oil/gas/water) are produced together in order to enhance the oil recovery. This 

process has proven to be more economically successful when vertical wells are used.  

Although the process has been mostly developed in Western Canada, it was first 

applied in California. Vonde (1982)  reported that with the application of specially 

designed pumping equipment Husky Oil Co. produced crude oil as low as 4 °API with 

sand cuts of up to 70%. The wells were located in the Brooks sand, in Cat Canyon field, 

California. 

Application of the progressive cavity pumps was a major step in improving oil 

rate of CHOPS production. PCP pumps allowed primary production rates in excess of 

150 bbl/d (24 m3/d) oil from wells that were previously restricted to less than 10 bbl/d 

(1.5 m3/d) when produced with conventional rod pumps and sand control completion 

methods. The main advantages of PCP pumps are higher drawdown and being able to 

produce sand with a reasonably low maintenance cost.  

McCaffrey and Bowman (1991) examined the performance of Amoco’s Elk Point 

and Lindbergh fields in Canada. The program was designed to investigate the 

communication between wells using tracer material. Surprisingly the results indicated 
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that wells were connected with a channel system exceeding 2 km in length that connected 

up to 12 wells. 

There are two main mechanisms involved in unexpectedly high primary oil recovery 

observed in CHOPS operations. The first is the foamy oil associated with trapping gas 

evolving from within the heavy oil and the second is sand production. McCaffrey and 

Bowman concluded the high productivity of CHOPS operations is related to three main 

factors: 

1.	 Sand production creates an area around the wellbore which provides a larger 

effective wellbore radius. This could be seen as a high negative skin effect in 

CHOPS wells.  

2.	 Reduction in the in situ oil viscosity of the bitumen, as a result of foamy oil.   

3.	 An increase in the porosity of the reservoir by producing sand which leads to 

creation of high permeability channels (wormholes). This improves the overall 

permeability of the reservoir; therefore access to the reservoir is improved.   

From geomechanical points of view there are two main mechanisms which could lead to 

sand production: 

1.	 Shear failure, basically related to aggressive drawdown. This means that some 

plane in the near wellbore region is subjected to a higher shear stress than it can 
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sustain. This may lead to a change of the near wellbore properties of the 

formation, and to a change in the near wellbore stresses. 

2.	 Tensile failure, basically related to high production rate. The sand production is 

then related to fluid drag forces on the grains of the formation. Tensile failure 

could also be resulted by foamy oil exsolution.  

5.3 Primate Field Geological Model 

PetrelTM (Schlumberger 3D modeling software) was used to create the geological 

model. The wireline logs and initial seismic data provided the input used to build a 

geological model of Primate field. Figure 5-3 shows a sample suite of logs across the 

production zone. Well tops and seismic interpretations were used to create the top and 

base surface of the reservoir. A geological model was built using 100m by 100m 

blocks and 25 layers. 

Figure 5-3 Well logs and facies model picked used to create the primate model 
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After discussion with the geological team of Equal Energy based on the gamma 

and the porosity log data, it was decided to use five facies to describe the reservoir as 

shale, shaly-sand, tight-sand, mid-sand and sand. Figure 5-4 is the cross plot of the facies 

distribution of the model after applying neural network analysis trained on the well log 

data. The predication of lithofacies was done using single-hidden layer neural network 

(Hastie et al., 2001). 

Porosity (fraction) 

Figure 5-4 Cross plot of porosity versus gamma distribution after neural network 
analysis 

The producing facies which contribute to the oil production are sand and mid-

sand facies. The variogram analysis (Deutsch 1998), was performed for both the facies 

and properties such as porosity, permeability and water saturation. Using the well data 
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the variogram fitting was done for all the three directions. Figure 5-5 presents an example 

of the variogram that was used for sand facies. Then using Sequential Gaussian 

Simulation [SGS], Deutsch (1998), 50 realizations were created and ranked based on the 

oil in place. The P50 model was then used for the simulation.   
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Figure 5-5 Variogram of the sand facies  
The following figure shows the 3D view of the up scaled geological model which 

was used for history matching of Primate field.                    

Figure 5-6 3D view of effective porosity map created using wireline logs and 
geological interpretations 
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5.4 Reservoir Simulation  

Today, practically all aspects of reservoir engineering problems are solved with 

reservoir simulators, ranging from well testing to prediction of enhanced oil recovery. 

Every simulation study is a unique process, starting from the geological model and 

reservoir description to the final analysis of recovery factor optimizations. Reservoir 

simulation is the science of combining physics, mathematics, reservoir engineering, and 

computer programming to develop a tool for predicting hydrocarbon reservoir 

performance under various operating strategies (Aziz, K. and Settari, A. 1979). The 

finite-difference methods are extensively applied in the petroleum industry to simulate 

the fluid flow inside the porous medium. There are three main laws which govern the 

isothermal reservoir simulation: 

1.	 Conservation of mass.  

2.	 Darcy flow that is an expression of conservation of momentum.  

3.	 Phase behaviour, that makes the connection between the fluid properties (such as 

density and compressibility) and the pressure and temperature of the system and 

phase changes. 

By applying these three rather simple laws, the flow equation (diffusivity 

equation) is derived and discretized for the different phases that exist in the reservoir. 

Then by applying the initial and boundary conditions, flow equations are solved during 

each time step.  A combination of a linear solver and a Newtonian solver is often used to 

solve the matrix of unknowns created at each time steps.  The objective in this section of 
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this study is to illustrate how the reservoir simulation was used for history matching of 

production data. This knowledge provides a tool to estimate the in-situ properties of the 

reservoir for estimating the seismic response.  

5.5 History Matching 

This process starts by using a finite difference approach and a geocellular model 

to predict production rates for a time period for which the production information is 

available. If the computed rates of oil gas and water match the actual rates, the 

computation is assumed to be correct and can be then used to make future predictions. If 

the computed rates do not match the actual production data, some of the model 

parameters (e.g., geological data or operational data or fluid model). will be modified and 

the computation is repeated. The process of modifying these parameters to match the 

computed rates with the actual observed rates is called history matching. 

The process of history matching is a time consuming and extremely difficult 

portion of simulation studies. The general approach in manual history matching is to 

modify the parameters that have the largest uncertainty and also the largest effect on the 

results. The quality and confidence in the simulation results are highly dependent on the 

inputs provided for the simulation. Therefore, it is very crucial to check and validate the 

input of simulation such as fluid and rock properties to reduce the number of simulation 

runs to obtain a decent history match.  
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In this study the fluid properties of the reservoir were modeled using the Peng – 

Robinson EOS model calibrated with the laboratory measurements. The rock properties 

such as relative permeability curves were modified as part of history matching process.  

5.5.1 Fluid Modeling 

The hydrocarbon part of the Primate field was modeled using three components 

and Peng Robinson EOS (Chapter 3) . The mole fraction of the reservoir was estimated 

based on the compositional analysis of the produced reservoir fluid: 

Component Mole fraction 

Heavy 0.75 

Intermediate 0.1 

C1 0.15 

C1 is the methane which the major component of gas composition of the reservoir 

(up to 95%). Heavy and intermediate are the two pseudo components which were used to 

capture the physics of the Primate oil. The Heavy component was representing the high 

carbon number of the Primate oil (C10
+) and the Intermediate component was used for 

carbon numbers up to C10. 

The viscosity of the oil, produced GOR and the oil density were available to tune 

the equation of state model. EOS tuning was done using commercial PVT package (CMG 

WINPROP) through a regression analysis with the equation of state. In this method the 

predicted values from EOS are compared to the lab measurements. When there was a 
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mismatch the components properties such as molecular weight, critical pressure and 

temperature and acentric factor were modified then the predicted values from the 

equation of state are compared with the lab data. The process is done iteratively until a 

desired match is achieved.  The following Table 5-1 summarized the thermodynamic 

properties of the components after the regression analysis. Figure 5-7 presents the dead 

oil viscosity data and the match obtained from equation of state model.  

Properties Components 

Heavy Intermediate C1 

Critical Pressure atmp 18.4 19.4 45.4 

Critical temperature K 787.8 384.0 190.6 

Accentric factor N/A 0.8 0.8 0.0 

Molecular Weight gr/mol 359.6 96.0 16.0 

Volume shift N/A -0.3 0.2 0.0 

Critical Volume l/mol 1.6 0.5 0.1 

Boiling Point K 719.3 409.7 112 

Table 5-1 Properties of the pseudo components used for fluid modeling of Primate 
field  
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Figure 5-7 Equation of State Match to the dead oil viscosity data 

In addition to the dead oil viscosity the oil bubble point pressure, oil API gravity 

and gas oil ratio were also used in the regression analysis. Tables 5-2 present the results 

of the regression analysis. Tuning the Equation of State (EOS) model has provided decent 

match to the lab measurements and deemed to be suitable for creating the PVT tables 

required for the simulation.  
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Property Measured EOS predicted Error (%) 

Bubble point (kPaa)* 7.00E+03 6.83E+03 2.48% 

API gravity 12 11.99 0.08% 

Gas Oil Ratio (m3/m3) 15 14.9 0.67% 

Viscosity at 20 C 5.70E+03 5.73E+03 -0.67% 

Viscosity at 38 C 2.65E+03 2.65E+03 0.17% 

Viscosity at 50 C 1.31E+03 1.30E+03 0.50% 

* At reservoir temperature of 35 C 

Table 5-2 Comparison between modeled and measured date of Primate oil field 

The following figures present the EOS model prediction of oil and gas density 

and viscosity. Solubility of gas is modeled by K value tables which were generated by 

performing flash calculation using EOS. The fluid model was then imported to a 

commercial reservoir simulator (CMG STARS).  

Unfortunately the lab measurements did not include the live oil viscosity values. 

The live oil viscosity ( μl ) is therefore calculated based on the following viscosity mixing 

rule from each components viscosity ( μl ) and its mole fraction ( xi ): 

n 

Ln(μl ) = ∑ xi Ln(μi ) (5. 1) 
i=1 
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Figure 5-8 Liquid density of Primate Oil 
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Figure 5-9 Vapour (gas) density of primate oil 
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Figure 5-10 Liquid viscosity of Primate oil 
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Figure 5-11 Vapour viscosity of Primate Oil 
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5.5.2 Rock Properties 

Using Newman (1973) correlation and the average porosity of the reservoir (33%) 

the compressibility of reservoir rock is estimated to be 1E-5 kPa-1.The reservoir porosity, 

permeability, and oil / water saturation of the simulation blocks were directly imported 

from the geological model that was explained above.  

The relative permeability curves for the oil-water system are presented in Figure 

5-12. This curve was the main matching parameter to match the water and oil production 

history. The critical water saturation was selected low enough that the amount of mobile 

water at initial condition is controlled and it prevented a massive water production 

initially. 

Figure 5-12 relative permeability of oil water system 
A major matching parameter was the gas-liquid relative permeability curves. As it 

was explained above about the CHOPS production an important parameter in CHOPS 

production is the foamy oil. In this modeling the foamy oil was modeled by considering 
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low enough gas mobility. This technique helped to keep the gas in reservoir and provided 

a good match to the gas production history. Figure 5-13 presents the gas-liquid relative 

permeability curves.  

Figure 5-13 relative permeability of liquid gas system 

5.6 History Match Results: 

The production history and model predicted results of the Primate field are shown 

in Figures 5-14 to 5-17. Examination of this figure suggests that a very close match was 

obtained with the production history. The daily production rate of gas from this field does 

not have a very accurate measurement as it has been mostly flared and used for heating 

oil for sand separation. However the cumulative match to gas production is still under 10 

percent error.  
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Figure 5-14 Results of history match of cumulative production of Primate field   

Figure 5-15 Results of history match of rates of Primate field 
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Figure 5-16 Ternary diagram of the saturations of different phases  

Figure 5-17 Pressure distribution of the model after production 
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5.7 White Attenuation Model 

The next step of this work flow was to estimate the average properties of the 

reservoir for estimating the attenuation model. Below table presents the estimation of the 

reservoir properties to calculate this model.   

Property Initial condition Dec 2009 (Time lapsed)  

Oil saturation 0.65 0.57 

Water saturation 0.35 0.32 

Gas saturation 0.00 0.11 

Pressure (kPa) 7,000.0 1,500.0 

Oil density (kg/m3) 964.9 975.5 

water density (kg/m3) 980.0 980.0 

Gas density (kg/m3) N/A 13.0 

Fluid density (kg/m3) 960.4 872.4 

Vapour viscosity (cp) N/A 0.011 

Liquid viscosity (cp) 100 400 

Average oil permeability (mD) 1500 1350 

Average gas permeability (mD) 0.0 0.01 

Table 5-3 Summary of reservoir properties used as input for attenuation model 
Using the above information the input of the White theory attenuation model was 

calculated and they are presented in Table 5-4. The attenuation model was then calculated 

for the 2009 seismic survey (time lapsed). The White theory attenuation response is 

presented in Figure 5-18. Examination of this figure shows that when a seismic wave 

passing through Primate filed the frequencies less than 40 Hz are significantly attenuated. 
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This conclusion was the basis for designing the band pass filters in section 5.10 of this 

chapter. 

Parameter Value 

Dry bulk moduli of frame (Pascal) 6E9 

Dry shear moduli of frame (Pascal) 5E9 

Grain bulk moduli (quartz) (Pascal) 35E9 

Grain shear moduli (quartz) (Pascal) 45E9 

Grain density (kg/m3) 2600 

Porosity (fraction) 0.35 

Gas Bulk Moduli (Pascal) 1E6 

Liquid Bulk Moduli (Pascal) 2E9 

Gas Density (kg/m3) 13 

Liquid Density (kg/m3) 872 

Gas Viscosity (Pascal.sec) 0.000011 

Liquid Viscosity (Pascal.sec) 0.5 

Gas effective permeability (m2) 0.000001E-12 

Liquid effective permeability (m2) 1.35 1E-12 

Gas saturation (fraction) 0.11 

Gas bubble size (m)*  0.001 

* Based on Wang & Maini (2005) please see Chapter 3 for more detail 

Table 5-4 Input Parameters of White theory for Primate field 
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High attenuation 

Figure 5-18 Attenuation model of Primate field for 2009 seismic survey 
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5.8 Time-Lapse Seismology 

In the last two decades, the application of seismic monitoring of the reservoir’s 

hydrocarbon production has gained significant momentum in the oil and gas industry 

(Vasco et.al 2004). The main concept behind the application of time-lapse seismology is 

the sensitivity of rock properties such as bulk, shear moduli, and density to changes in the 

reservoir pressure, temperature and geomechanical aspects such as compaction and 

dilation. 4D seismic is another alternative name used for time-lapse 3D seismic as time 

component adds another dimension to the 3D seismic survey.  

For post stack data, the outcome of a 4D seismic analysis is usually a time delay 

map and amplitude difference map. The time delay maps usually get more attention as 

they can be used to estimate the velocity changes. By knowing the velocity changes one 

can estimate the recovery factor of heavy oil using a fluid replacement model.  

In this thesis a new method was presented which puts more emphasis on 

understanding the change of the amplitude of the 4D seismic versus frequency. Based on 

the results of the White theory for patchy saturation (Chapter 3) it was concluded that 

when waves pass through this type of medium, the medium has a higher attenuation for a 

specific portion of the frequency content of the wave. This means that the different 

frequencies are attenuated with different attenuation coefficients.  By using this concept 

and based on the knowledge from the reservoir rock and its state at time which time-lapse 

survey performed (through history matching) the band pass filters were developed. 

Through this method one is able to focus on part of the seismic frequency band which 

was affected most by production.  
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5.9 Seismic and Well Logs Tie 

It is a common practice to first check the tie between the well logs depth and the 

seismic data to validate the seismic data and make sure that there is a good agreement 

between depth (logs) and time (seismic). This is done by convolving a representative 

wavelet obtained from the seismic input with a reflectivity model created by sonic data. 

The result is called synthetic seismogram and is compared with the seismic response at 

the location of the well. Figure 5-19 presents the statistic wavelet extracted from 2004 

seismic survey. The time window for this wavelet extraction was from 200 ms to 800 ms 

which covers the production zone completely.  This wavelet was then used for the 

convolution process. 

Figure 5-19 Wavelet extracted from 2004 seismic survey 

Figure 5-20 presents a sample of synthetic seismogram comparison with the 

seismic survey. This process was done for all the wells with P-wave velocity and density 

data and the results are presented in Figure 5-21. The overall correlation of this tie 

between seismic and the synthetic seismogram is 0.61, which means a good agreement 

between them. It also validates a good tie between the seismic data and well depths. 
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Figure 5-20 sample of synthetic seismogram and seismic tie 

Figure 5-21 Correlation between synthetic seismogram and seismic data across the Primate field 
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5.10 Design of Band Pass Filters 

When the attenuation created due to the patchy saturation is understood, the next 

step is to design the band pass filters.  The goal of  this filters is to investigate the changes 

that could be observed for different frequency band of time lapsed seismic data. Figure 5­

22 presents the amplitude spectrum on the two seismic surveys of Primate field. Based on 

the conclusion from the White theory attenuation the following two band pass filters were 

applied on the initial and repeat seismic volumes. 

2004 survey 

2009 survey 

Figure 5-22 Amplitude spectrum of two seismic surveys of Primate field 
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As it is shown by Figure 5-18, the White attenuation model suggest that the band 

frequency less than 40Hz should be significantly attenuated due to the gas patchy 

saturation in Primate filed at the time of monitor survey ( 2009 survey).   

Filter Low cut (Hz) Low pass (Hz) High pass  (Hz) High cut (Hz) 

Low frequency 2 10 35 45 

High frequency 40 45 100 120 

Table 5-5 Specifications of the band pass filters used to separate the low and high 
frequency data 

As a result of applying this filter four seismic volumes were created for the 4D 

analysis. 4D workflow was carried out for a set of low frequency and set of high 

frequency pairs. Figure 5-23 is the amplitude spectrum of the low frequency pair. Figure 

5-24 present the high frequency pair amplitude spectrum. 

2004 survey 2009 survey 

Figure 5-23 Amplitude spectrum of low frequency volumes 
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Figure 5-24 Amplitude spectrum of high frequency volumes 

2004 survey 2009 survey 

5.11 Discussion of Time-Lapse Results 

Figures 5-25 and 5-26 present the amplitude difference between the 2009 and 

2004 of Primate field for low and high frequency seismic volumes respectively. It is 

obvious the low frequency volumes show a clearer and more coherent image of the 

changes in the reservoir. This comparison is done without any corrections and it shows 

that the low frequency content of the seismic data have been altered most due to the 

production from the Primate field, as predicted by the attenuation model. This 

observation validates our theory that using White’s patchy saturation model and inputs 

obtained from reservoir simulation the low frequency up to 40Hz would get attenuated 

most at the time when seismic survey was repeated.  
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Figure 5-25 Amplitude difference of low frequency seismic volumes (2009 - 2004)  

Figure 5-26 Amplitude difference of high frequency seismic volumes (2009 - 2004) 
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The next check was to compare the frequency content of the low frequency data 

in a time window of the reservoir between the initial and monitor surveys. This process is 

usually referred as estimating “shaping filter”. Figure 5-27 presents the results of the 

shaping filter in time and its amplitude spectrum. The results validate the previous 

estimation from White’s attenuation model. As shown on Figure 5-27 maximum 

attenuation happens at frequencies close to 10Hz to 30Hz similar to what was predicted 

by White’s attenuation model in the previous section.  

Figure 5-27 Shaping filter used in the workflow of low frequency seismic 

4D analyses were completed for the low and high frequency  seismic volumes by 

going through the following steps: 

1. Phase and time shift correction 

2. Shaping filter application  

3. Amplitude normalization 

After applying these calibrations the amplitude envelops of the difference of the 

low and high frequency are presented in figure 5-28 and 5-29 for low and high frequency 
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volume respectively. Examination of figure 5-28 shows a good agreement with the 

production history of the field. The areas with highest production (highest foamy oil 

generation) have seen the most changes.  

Maximum production area 

Figure 5-28 Amplitude envelope of difference between low frequency volumes after 
applying 4D corrections 

As it is shown in figure 5-29 the results of the 4D analysis on the high frequency 

volumes are not conclusive and do not support the production data of the Primate field.  
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Figure 5-29 Amplitude envelope of difference between high frequency volumes after 
applying 4D corrections 
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CHAPTER SIX:  CONCLUSIONS 


Proposing a method for bridging the gap between the reservoir engineering and 

seismic modeling/inversion of heavy oil reservoir was the main goal and conclusion of 

this thesis.  With advancements in the geomodeling and reservoir simulation in recent 

decades, now it is possible to have a better resolution of in situ reservoir heterogeneities. 

The goal of this thesis was to propose a method to leverage on this knowledge (reservoir 

simulation) and improve the imaging power of seismic data.  

Providing a proper image from the state of reservoir depletion is a fundamental 

input to improve the recovery of the heavy oil field. The cost of performing a time lapse 

study is a small fraction of drilling new wells. Proper processing of time-lapse seismic 

considering the new method proposed in this study will help to improve the Net Present 

Value (NPV) of the asset. 

The outcome of this research can be used to find the best time for shooting the 

monitor survey. It can also be used to better design the acquisition parameters to include 

and preserve the desired frequency band.   

Solving the problem of wave propagation in the porous medium requires 

understanding of the scales of heterogeneities in the medium (micro, macro, or meso) 

with respect to the propagating wave frequency content.  
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After reviewing the Biot theory in Chapter two it was concluded that the 

heterogeneity of interest in this research (gas bubble surrounded by heavy oil) was not 

properly modeled using Biot Theory.  

White’s theory of patchy saturation was then investigated in chapter three. It was 

concluded that White’s theory is capable of properly modeling the behaviour of heavy oil 

in the presence of gas bubbles. The processes involved in the creation of foamy oil are 

the main reason that validated the use of the White’s theory.  By reviewing the 

derivation of this theory, this thesis proposes the use of effective permeability of the gas 

and liquid phases in White’s theory. The use of effective permeability rather than 

absolute permeability honours the physics behind the derivation of White’s theory.  It 

was also demonstrated through a comprehensive sensitivity analysis that the response of 

White’s theory is mostly sensitive to gas saturation, bubble size, bulk moduli and 

mobility of the liquid phase. The sensitivity analysis showed how drastically the response 

of Whites theory is depending on the uncertainty of input data. Therefore it was proposed 

to calculate the inputs of White’s model through equation of state modeling and reservoir 

simulation. The review of current models available for foamy oil suggests the importance 

of time and diffusion process in establishing the proper size of bubbles in the reservoir. 

Average gas saturation and in situ effective permeability of liquid phase could be 

established through a proper flow modeling by obtaining reasonable history matching to 

the pressure and production history of the field.   

125
 



 

 

 

 

 

 

 

 

  

 

Application of White’s theory of attenuation leads to velocity dispersion, which 

requires using viscoelastic constitutive models. In chapter four through a feasibility 

analysis it was concluded that with only varying the attenuation component of 

viscoelastic model one could observe sensible changes in seismic response.  However the 

conclusions from comparing a high Q (low attenuation) and a low Q (high attenuation) 

suggest that amplitude response is directly impacted by the attenuation and application of 

this theory in real cases has its challenges.  

In chapter five the application of the interactions between the reservoir simulation 

and seismic response was demonstrated using a time-lapse seismic dataset of a Canadian 

heavy oil field in Saskatchewan. There are three main steps in involved in this process as 

per following: 

1.	 Understanding the in situ properties of reservoir through building a geomodel and 

reservoir simulation (history matching). 

2.	 Develop attenuation model by using the in situ properties following the White 

theory of patchy saturation. These properties are based on the average reservoir 

properties calculated from reservoir simulation. 

3.	 Adding an additional step to time lapse processing flow ( apply band pass filters 

based on frequency response of White’s attenuation model) to identify and focus 

on the frequency band that contains information about reservoir depletion. 
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The result of chapter five validates the existence of an important link between in 

situ properties of heavy oil reservoir (foamy oil) and its attenuation response on seismic 

data. 

6.1 Suggestions for Future Research on This Topic 

Performing probabilistic reservoir simulation and taking into account the other 

equally possible geological realizations such as P10 and P90 cases would help to 

understand the uncertainty in the simulation results.  

In this study the focus of history matching was on field level match. A good well 

level simulation would require more lab measurements on the rock properties such as 

relative permeability curves. Developing different sets of relative permeability for each 

facies will help to improve the quality of reservoir simulation. In addition Lab studies of 

foamy oil behaviour and using more advanced methods of modeling them such as 

considering reaction in the simulator will help to obtain a better match.   

Modeling sand production history was not a part of this study, however in reality 

the creation of wormholes are a very important step in CHOPS. With recent improvement 

in the reservoir simulators it might be possible in future to incorporate sand production 

and permeability enhancement due to the creation of wormholes.  
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On the seismic front, moving toward a 3D viscoelastic modeling and using pre-

stack data are the two major steps for future considerations. In this study the results were 

based on post stack data and 1D viscoelastic modeling.  

Although currently there are robust codes developed for 3D viscoelastic modeling, 

the time required for this type of modeling is too long and not practical.  With 

improvements in developing parallel codes and advancements on the hardware front this 

limitation would be eliminated in the near future. With application of 3D modeling, 

lateral changes in the attenuation and velocity dispersion model would be properly 

modeled. 

Finally with the above mention advancements, in near future it might be possible to 

use the information from reservoir simulation and perform a joint viscoelastic inversion 

on seismic data of heavy oil reservoirs.  
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