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ABSTRACT 

This thesis proposes a novel technique for estimating parameters of a noisy chaotic 

signal. By exploiting the ergodic property of a chaotic signal, the proposed technique is 

capable of estimating chaotic parameters efficiently in low signal-to-noise ratio (SNR). 

Simulations confirm that the proposed method outperforms other conventional chaotic 

parameter estimation techniques. Applying it to demodulator design for chaotic 

parameter modulation (CPM) spread spectnun (SS) digital communication, the new 

ergodic CPM (ECPM) system is shown to overcome the major handicap of current 

chaotic communication methods, that is, poor performance in noisy environments. The 

performances of ECPM and other major chaos based digital communication schemes are 

compared thoroughly in terms of noise performance, the effect of data rate, 

synchronization error and multipath channel. ECPM is found to have great performance 

and strong robustness under various conditions. The application of ECPM to SS analog 

communication is also investigated. 
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CHAPTER 1 

INTRODUCTION 

In a conventional spread spectrum (SS) digital communication system, the 

spreading signals used to transmit digital information are distinguished by their 

wideband, flat spectrum, and pseudo-randomness. Roughly speaking, a SS signal is 

generated by modulating a data signal onto a wideband carrier so that the resultant 

transmitted signal has bandwidth that is much larger than the information rate [1,2]. 

I PN generator ( ( PN generator I 

Input Output 
data 

Figure 1.1. Model of DSSS digital communication system. 

, 

The block diagram shown in Figure 1.1 illustrates the basic elements of the 

conventional direct sequence SS (DSSS) digital communication system with a binary 

information sequence at its input at the transmitting end and at its output at the receiving 

Channel 
encoder 

end. The channel encoder and decoder and the modulator and demodulator are basic 

elements of the system. In addition to these elements, we have two identical pseudo- 

Modulator Demodulator + Channel _, 
(Spreading) (Despreading) 

random pattern generators, one that interfaces with the modulator at the transmitting end 

and a second that interfaces with the demodulator at the receiving end. The generators 

Channel 
decoder 

generate a pse~do-noise (PN) binary-valued sequence, which is impressed on the 

data 

b 

transmitted signal at the modulator and removed from the received signal at the 

demodulator. Synchronization of the PN sequences generated at the receiver with the PN 

sequences contained in the incoming received signal is required in order to demodulate 

the received signal. Initially, prior to the transmission of information, synchronization 

may be achieved by transmitting a fixed pseudo-random bit pattern that the receiver will 

recognize in the presence of interference with a high probability. After time 



2 
synchronization of the generators is established, the transmission of information may 

commence. 

The expanding bandwidth of the signal could overcome the severe levels of 

interference that are encountered in the transmission of digital information. This is 

illustrated in Figure 1.2. The spread spectrum signal, s, receives a narrowband 

interference, i. At the receiver end, the SS signal is "despread" while the interference 

signal is spread, making it appear as background noise compared to the despread signal. 

The pseudo-randomness of SS signal makes it appear similar to random noise. It follows 

that its pseudo-randomness could make the signal less detectable. 

Figure 1.2. Interference rejection. 

The SS techniques have been successfblly used in many practical communication 

fields [3]. As we know, in order to design a spread spectrum scheme, it is necessary that 

the transmitted signal of the system must satisfy two criteria. First, the bandwidth of the 

transmitted signal must be much greater than the message bandwidth. Second, the 

transmitted bandwidth must be determined by some function that is independent of the 

message. Recently, application of chaos to SS communications has drawn a great deal of 

attention. Chaos is quite suitablc for a spread spectrum communication system because 

(i) the chaotic signal is broadband signal in nature, which has much greater bandwidth 

than the information bandwidth; (ii) the non-linear chaotic signal is completely 

independent of the information signal. 

A chaotic system is a non-linear deterministic dynamical system whose states 

change with time in a deterministic way [4,5]. For a discrete time chaotic system, the 

state equation can be expressed as: 

x(t) = f (xu - I), e), (1.1) 
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where x(t - 1) = [x(t - 1). x(t - 2): - .. x(t - d ) p  is the d -dimensional state vector at time 

t-1, and f is the non-linear state function, and 6 is the bifurcating parameter lying in the 

chaotic regime [ernim B,,]. 

Application of chaos to communications has been found to offer many advantages 

to the conventional SS system including security, hardware implementation, 

synchronization and potential for performance enhancement [6]. Various chaotic 

communication schemes have been proposed in the literature [7-91. Figure 1.3 gives the 

general structure of a chaotic SS communication system. The only difference between the 

conventional DSSS system shown in Figure 1.1 and the chaotic SS system is the 

application of chaotic modulation (spreading) and chaotic demodulation (despreading) 

techniques. These approaches exploit different characteristics of a chaotic system to 

achieve SS communication. 

Figure 1.3. General system structure of chaotic SS digital communication scheme. 

Based on the different ways of modulating the digital information, we classic the 

current chaos based SS schemes into three major categories as shown in Table 1.1. From 

the chaotic equation ( I ) ,  there are three intuitive variables: the chaotic state x(t), the 

nonlinear map f; and the bifiucating parameter 8. The chaotic communication schemes 

are categorized according to these three variables. First, the digital information is 

modulated by using the chaotic states x@. It means that the chaotic signal generated from 

a chaos system is served as the modulation carrier directly. x(T) can be used to mask the 

information signal or be used to generate binary spreading codes. Chaotic communication 

schemes including chaotic spread sequence (CSS) [lo-1 21, chaotic carrier (CC) [ I  3,141, 

frequency-modulated differential chaotic shift keying (FM-DCSK) [15,16] and chaotic 

masking (CM) [17,18] all belong to this category. Second, the digital information is 

modulated into the chaos system by using the chaotic state hc t ionJ  For instance, in a 

chaos shift keying (CSK) system, different chaotic state functions are used to represent 

Channel 

data data 

Chaotic Chaotic 
Modulation Channel Demodulation 
(Spreading) (Despreading) 

-b 
Input 

+ 
Channel 
decoder 

b 
Output 



4 
different digital states. Demodulating the digital information is then equivalent to 

determining which state function is used to generate the transmitted chaotic signal [19- 

211. Third, the digital information is modulated by emerging it into the chaotic 

bifurcating parameter 8. By controlling the parameter Bin an appropriate chaotic regime, 

the information signal will be carried by the chaotic signal for SS transmission. At the 

receiver, the demodulation is then a parameter estimation process, and this scheme is 

called chaotic parameter modulation (CPM) [22,23]. 

Table 1.1. Classification of chaos based modulation schemes 

There are many active ongoing researches have been carrying out for these 

chaotic communication schemes. CPM is one of the most interesting chaotic 

communication schemes, which employs a chaotic dynarnical system to modulate the 

signal of transmission to achieve the goal of SS communications for both digital and 

analog transmission. The CPM scheme is not only theoretically interesting, but also 

offers many advantages to the conventional SS systems. Compared to conventional SS 

approaches based on spreading codes, the CPM scheme does not require the complicated 

synchronization procedure for demodulation and has the potential of higher system 

capacity. However, the CPM scheme needs a demodulator that can estimate the 

parameter of a chaotic signal accurately to demodulate the message signal. When 

Category I: 

Chaotic states 

x(t) 

Category IT: 

Chaotic state function 

f 
Modifying the state 

function 

Determination of the 

state function used for 

the transmitted 

chaotic signal 

CSK 

Modulation 

method 

Demodulation 

method 

Schemes 

Category 111: 

Bihcating parameter 

e 
Controlling the 

parameter 

Tracking the 

parameter used for 

the transmitted 

chaotic signal 

CPM 

Modulating with 

the chaotic signal 

Retrieve the digital 

information out 

h m  the chaotic 

signal 

CSS, CC, 

FM-DCSK, CM 



5 
measurement noise exists, many conventional estimators are found not working 

efficiently. Their estimation performances are not good enough to build a practical 

communication system [9, 221 and cannot guarantee a reliable communication. 

Therefore, a new chaotic estimator is necessary to be developed. 

The problem of chaotic estimation has been investigated by some researchers and 

can be classified into two major categories: estimating a signal in chaotic noise and 

estimating a chaotic signal in random noise. Mathematically, given a received 

signal r(t) = x, (t) + n(t), the problem of chaotic estimation occurs when either n(. or x(t) 

is chaotic. The former problem is found in situations where the background noise is 

chaotic such as signal estimation in radar clutter [24], de-reverberation of room acoustics 

[25] and blind channel equalization and interference cancellation for chaotic 

communications 126,271. The latter chaotic estimation problem is closely related to noise 

filtering [28] and signal reconstruction [29]. For the many applications of the latter 

estimation problem, the functional form of x(t) is usually given and hence we only need 

to estimate the unknown parameters of the signal x(t). There are two parameters in x(t) 

that are usually of interest to us, i.e. the initial condition and the bifurcating parameter 8. 

The chaotic estimation problem has been studied by several researchers. Some of these 

techniques have shown to have good performances but only at high signal to noise ratios 

(SNR) [30,3 1,321. 

In this thesis, we propose a novel technique, called mean value method, for 

estimating the bifurcating parameter of a chaotic signal at low SNR based on the Birkhoff 

ergodic theorem for dynamical systems. We show here that the chaotic parameters can be 

estimated accurately even the background noise is very strong. By applying this 

estimation scheme to the CPM communication scheme, we found that the performance of 

the SS CPM digital communication system has been well improved. This new 

communication scheme called ergodic CPM (ECPM) can operate in various 

communication conditions. Its performance is compared to other major chaos based SS 

communication systems according to the noise performance, robustness to 

synchronization error, capacity for high data rate transmission and immunity for the 

multi-path efffect. These factors are chosen since they are hndamental elements for 

designing a practical SS communication system. Further more, by applying the mean 
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value method as the demodulator, the ECPM system can be also implemented for analog 

SS transmission. This ECPM analog communication system is the only SS approach 

based on analog formats to-date to the best of our knowledge. 

Since one-dimensional chaotic systems are of particular interest due to their 

potential applications in many areas such as pattern recognition [33], SS communications 

[6], secure communication [34] and coding [35] and the fact that many signal processing 

techniques have been devoted to one-dimensional chaotic signals [36], our presentation 

here is mainly focused on one-dimensional chaotic systems for a more rigorous 

formulation. The thesis is organized as follows. Chapter 2 gives a brief overview of all 

chaos based SS digital communication schemes. In Chapter 3, the basic idea of the 

proposed chaotic parameter estimation based on ergodic theory is described. Theoretical 

analysis and simulation results of this estimation method are also given. By applying this 

technique as the demodulator of the CPM system, the performance of this digital scheme, 

so called ECPM, is compared with the conventional CPM communication system. 

Chapter 4 presents a simulation platform to perform comparative evaluations of the 

proposed digital ECPM scheme with other major chaos based communication schemes. 

The noise performance, effect of high transmission data rate, synchronization error and 

multipath channel are investigated. In Chapter 5, the application of ECPM to the SS 

analog transmission is addressed. Its performance is evaluated by transmitting various 

kinds of analog signals. The performances of this analog ECPM and the conventional 

DSSS digital systems are also compared. Concluding remarks are given in Chapter 6. 



CHAPTER 2 

OVERVIEW OF CURRENT SS DIGITAL COMMUNICATION 

SYSTEMS BASED ON CHAOS 

In this section, various major chaos based SS communication systems are briefly 

overviewed. The readers are referred to the references for the details. The following 

symbols are used in our presentation. x(t) denotes the chaotic signal generated fiom a 

chaotic state function f as shown in (1.1); 8 denotes the chaotic bihcating parameter; 

x'(t) represents the modulated signal; n(t) denotes the channel noise; d(n) represents the 

binary information data; Tb is the bit duration and m(n) denotes the sampled output of a 

demodulator. 

2.1 Category I 

2.1.1 Chaotic spreading sequences 

In a direct sequence SS (DSSS) communication system, uncorreiated binary 

pseudo-random (PN) sequences with good auto-correlation and cross-correlation 

properties, such as Gold sequences and Kasami sequences are used as spreading codes 

[I] .  The noise-like behavior of a PN sequence stimulates the use of chaotic signal for 

spreading sequences [37,38]. Given a chaotic system as shown in (1.1), a binary chaotic 

spreading sequence b(k) can be obtained fiom the chaotic signal x(t) by using the 

following mapping: 

b(k)  = gG(0  - ~ E ( l ) l  X;rr. 9 (2- 1 ) 

where g(x)=I for x20 and g(x)=O for x<O, E[x(t)] is the expectation of x(t), and Tx is the 

discrete sampling duration of x(t). In a DSSS system, Tx is viewed as the chip duration. 

At the receiver side, an identical synchronized chaotic system is employed to generate the 

chaotic spreading signal. A coherent correlator is usually employed to demodulate the 

transmitted signal. This chaotic communication approach is basically the same as the 

conventional DSSS system except that the spreading code is generated by a chaotic 
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system. The difference in the performance of the CSS scheme therefore mainly comes 

fiom the difference in the correlation of the spreading codes. 

2.1.2 Chaotic carrier 

Chaotic carrier (CC) is another direct application of a chaotic signal to a 

conventional SS communication system by using the chaotic signal as the transmitted 

carrier directly [13, 141. The suggested chaotic carrier xf(t) is given by [I31 

where w, is the central frequency of the transmission carrier, q+ is a random variable 

uniformly distributed on (-lr;d. The chaotic carrier can be the chaotic signal generated 

fiom only one chaotic system (N = l), or can be the combination of the chaotic signals 

generated fiom multiple chaotic systems (N > 1). According to (2.2), the chaotic carrier 

can be generated unlimitedly and non-periodically. 

In this CC modulation scheme, the digital message is modulated by an analog 

chaotic carrier rather than a binary sequence as in the CSS scheme. Because a chaotic 

signal has an auto-correlation close to delta function, at the receiver side, the transmitted 

binary information of this CC scheme can be retrieved by applying a conelator and a 

threshold detector. 

2.1.3 Frequency-modulated differential chaotic shift keying 

One of the most popular chaotic communicatiorr schemes to-date is the frequency- 

modulated differential chaotic shift keying (FM-DCSK) modulation [15,16]. The basic 

concept of a FM-DCSK system is that every binary information bit d(n) is mapped to two 

chaotic sample functions, while the first hc t ion  is used as a reference, the second one 

represents the information to be transmitted. When the data "0" is to be transmitted, the 

reference signal x(t) generated fiom the chaotic system is transmitted within the first half 

bit duration [0, Td2]. After that, the chaotic signal x(t) is used again for transmission in 

the second half bit duration [Td2, Tb]. When the data "1" is to be transmitted, x(t) is 

transmitted in the first half bit duration but its negative waveform is used instead in the 

second half bit duration. That is, 



x(t), 0 1 t < T b / 2  
d ( n )  = 0 

~ ( t  -Tb /2 ) ,5  1 2 I t  <Tb; 

At the receiver side, a self-synchronized correlator is employed where the 

received signal within the time period of [O,Td2] is multiplied with the signal within time 

period of [Td2,Tb]. The sampled output of the correlator can be expressed as 

According to the differential modulation rules, a positive correlation between the 

signals within the first half bit duration and the second half bit duration indicates that a 

"0" is received. On the other hand, when a negative correlation is found, it means the 

reception of the data "1". The decision is made by a simple level comparator, which has a 

constant, zero threshold level, as shown below 

2.1.4 Chaotic masking 

The chaotic masking (CM) is originally proposed for transmitting analog signals. 

The analog information is directly added to a wide-band chaotic signal for transmission 

[17,18]. Based on the capability of chaotic synchronization [2 1,391, the chaotically 

masked signal is used at the receiving end to drive the chaotic synchronization system. 

By subtracting the reconstructed chaotic signal xr(t) fiom the received signal, the 

transmitted information signal can then be determined. The CM communication scheme 

can also be applied to a digital signal d(n) as shown below: 

where A is the added information level. The demodulation process is therefore required to 

remove the channel noise as well as the masking chaotic signal. A widely used 

demodulator for a digital CM scheme is given by 



If chaotic synchronization is performed successfully, the reconstructed chaotic signal xr(Q 

will be identical to the transmitted chaotic signal, x, ( t )  x x(t )  . Thus the masked chaotic 

1 
signal can be removed. Noted that - n(t)dt = 0 if n(t) is AWGN process, the decision 

*b 

can be made by setting a zero threshold IeveI as shown below: 

2.2 Category I1 

Chaotic shift keying (CSK) uses different state equations of chaotic systems to 

represent the different information symbols for transmission [19]. More precisely, each 

the binary symbols "0" and "1" are assigned to different chaotic mapsJ, i = 0, 1 by the 

following rules: 

xo ( t )  for d ( n )  = 0 where x, ( t )  = x(t )  and x( t )  = fo (x(t  - 1)) 
x'(t) = 

x, ( t )  for d (n )  = 1 where x, ( t )  = x( t )  and x( t )  = f ,  (x(t  - 1)) (2.9) 

The demodulator is therefore to decide, on the basis of a received noisy and distorted 

sample function, which map is more likely to have been used in producing the received 

waveform. Two different demodulators for CSK have been proposed in the literature [8]: 

the coherent CSK (CCSK) which is based on the synchronized chaotic synchronization 

and the non-coherent CSK (NCSK) which uses the self-correlator to demodulate the 

transmitted data. 

2.2.1 Coherent chaotic shift keying 

Two chaotic synchronization systems are installed at the receiver corresponding 

to the two chaotic maps5, i = 0, 1 used in the transmitter. The received signal is used as a 

driving signal to both synchronization systems. The reconstructed signals from both 

synchronization systems are operated with the received signal to perform correlation 

function. That is, 



where xrSi(t) is the reconstructed chaotic signal for the chaotic map 5. Comparing the 

outputs of the two correlators, the largest one is selected and hence the transmitted binary 

data is decided. That is, 

Only the matched synchronization system can generate the identical signal to the 

transmitted chaotic signal. The signal generated from the other unmatched one is 

uncorrelated with the transmitted chaotic signal. 

2.2.2 Non-coherent chaotic shift keying 

Unlike the CCSK, the non-coherent CSK (NCSK) uses the transmitted chaotic 

signal itself as the reference signal to perform correlation. The output of the demodulator 

is given by: 

The decision is based on the property that the bit energies of chaotic signals from 

different chaotic maps are different, i.e. jxo(r)' dt t jx, (t)' dt . By applying a threshold 
Tb Tb 

to the detector in (2.12), the transmitted binary data can then be determined 

0 m(n) c Threshold 
d(n) = 

1 m(n) 2 Threshold ' 

where the threshold can be set as Ixo (r)'dt + fx,  (t)' dt by assuming 
Tb I 

Ix ,  ( t )  ' dt < Ix, ( r )  ' dt . 
Tb Tb 



2.3 Category I11 

2.3.1 Chaotic parameter modulation 

Chaotic parameter modulation (CPM) modulates the message signal into the 

parameter of a chaotic system to achieve the goal of SS communication. The message 

signal can be either analog or digital. For digital communication with binary data d(n), 

CPM can be expressed as 

x(t) = f [x(t - I), 6,] i f  d (n )  = 0 
xl(t) = 

x(t) = f [x(t - 1),6, ] i f  d(n) = 1 ' 

where Bo and 6, are different bifkcating parameter values. The demodulation is therefore 

equivalent to estimating the bifkcating parameter fiom the chaotic signal xl(t). The 

goal of the demodulator is to determine which parameter is used and then determine 

which binary data is transmitted. Currently, adaptive filtering algorithms such as least 

mean square (LMS), recursive least square (RLS), extended Kalman filter (EKF) have 

been proposed to estimate and track the chaotic parameter [22]. This kind of system is 

therefore called adaptive filtering chaotic parameter modulation (AF-CPM) in our study. 

Their tracking and estimation abilities make them suitable for demodulating the 

transmitted binary information in real time communication system [23]. The basic idea of 

these adaptive filtering algorithms is to minimize some error function such as the mean 

square error between the estimated and measured state values by searching for an optimal 

chaotic parameter. Assuming that the modulated signal is corrupted by AWGN channel 

noise, i.e. r(t) = xl(t) + n(t) , the AF-CPM demodulator based on the general gradient 

search method [40,41] is given by 

After the determination of the parameter 6, the decision process for the transmitted 

symbol can be carried out by 

d(.) = { 0 if b is closer to B0 
I i f  b is C~OSW to el ' 



CHAPTER 3 

NOVEL PARAMETER ESTIMATION METHOD WITH 

APPLICATIONS TO CPM COMMUNICATIONS 

From the description of CPM in subsection 2.3, we can see that the parameter 

estimation is the most important keying consideration for the operation of the CPM 

system. The bifurcating parameter estimation problem will be considered in this chapter. 

This problem is not only of theoretical interest, but it also has many applications such as 

nonlinear model identification and chaotic communications. It can be directly applied to 

the demodulator design for CPM communications. In [22,23],  adaptive filters including 

the least mean square (LMS),  recursive least square (RLS) and extended Kalman filter 

(EKF) have been considered for demodulating a chaotic parameter modulated signal. 

However, all these adaptive filter based demodulators have relatively poor performances 

at low signal to noise ratio (SNR) and cannot guarantee a reliable communication. A 

novel technique called mean value method for estimating the parameter of a chaotic 

signal is proposed here. It is capable of estimating chaotic signal parameters efficiently at 

low signal-to-noise ratio (SNR). 

3.1 Chaotic parameter estimation using the mean value method 

Let fe be a chaotic map defined on some closed interval and the parameter 8 lies 

between [emin, &,I. Let x(t) be a chaotic signal generated by fe and r(t) be its noisy 

obsewation. That is, 

x( t )  = f* b( t  - 1 ) )  (3-1)  

r ( t )  = x( t )  + n(t)  , 

where x( t  - I )  = [x(t - l ) ,x( t  - 2) ; .  ., ~ ( t  - d ) r  is the d -dimensional state vector at time 

r - I ,  n(t) is a zero-mean AWGN process. The chaotic parameter estimation problem is 

then to estimate the parameter 8 from the noisy observations r(t). 
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Considering that for each 8 E [Omin, 8,,], the map fe has a unique invariant 

ergodic measure B. The chaotic signal x(t) is basically an orbit of fe with the starting 

l N  
point x(0). According to the Birkhoff ergodic theorem [4], the limit lim - z x ( t )  exists 

N+m hi 
t=l 

and is equal to the constant ixd,ue(x). This limit is independent of the initial condition 

x(0) and depends only on the parameter 8. We call this h c t i o n  the mean value function 

M ( 9  of the chaotic map fs For many chaotic maps, we have an interesting observation 

that their mean value functions are in fact monotone. This implies that it is possible, at 

least in theory, to estimate a particular parameter value 6 by the following procedure. 

Assuming that r(t)is generated by (3.1) with 8 =do. First, we estimate the mean value 

M, = M(8,) from the received signal r(t). Second, we invert the function M(8)  to 

obtain an estimate of 6, i.e. do = M-' (M,) = M-'(M(6,)). Since M(8 ) is monotone, 

the existence of M' is guaranteed. 

To avoid deriving the inverse mean value function M' which may be dificult to 

obtain analytically, we can obtain 6, by solving the following optimization problem. 

Suppose that the mean value function M ( 9  is continuous and monotone on the interval 

[Omin, 8,,]. If M(&) is given, then 6 can be determined by finding the minimum of 

D(8) = IM(6)-M(8,)l for 8~[8,,,8,,]. 

Theorem 1 If 8 = min D(8) = min I M(0) - M(O,) I ,  then 6 = 8,. 
e e 

Proof: Let D(8) = 1 M(8) - M(6,) 1 ,  D(8, ) = 0 implies that 6 is a global minimum of 

D ( 9  on the interval [Omin, &,I since D ( 9  is nonnegative. Given that M ( 9  is continuous 

and monotone, D ( 9  is a continuous unimodal function on [a in ,  &,I and hence & is a 

unique global minimum of D(9. Therefore, finding the minimum of D(8) is equivalent to 

determining 6. 

The above theorem is rather straightforward, but it is the main concept of the 

proposed method. The proof is therefore given for the sake of completeness. To make this 

mean value concept useful for practical estimation, M(8) and M(8,) should be known or 
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determined to have the function D(9 for optimization. We apply the mean value limit 

given above to the noisy received signal to get an approximation of M ( 6 , ) .  That is, 

Theorem 2 The mean value estimator ~ ( 8 , )  is consistent. 

Proof: According to the Birkhoff ergodic theorem for the ergodic maps fe and the strong 

law of large numbers of i.i.d. sequence, we have 

l N  l N  
Let (80 ) = - C and M, = - z n(t) , then ~ ( 8 , )  = M I  (8, ) + M ,  . Since fe is 

N ,=I N ,=I 

ergodic, M, (8,) approaches M(&) as N approaches infinity. Similarly, if n(t) is a white 

Gaussian process, by the strong law of large numbers, M, approaches zero since M, is a 

consistent estimator of the mean of the white Gaussian noise process. Therefore ~ ( 0 , )  is 

a consistent estimator of M(O0) and consequently the estimator do is also a consistent 

estimator of 80. 

Not only can we prove that the mean value estimator ~ ( 8 , )  is consistent, but the 

asymptotic variance can also be derived analytically as shown in the following theorem. 

0: + 4; 
Theorem 3 The asymptotic variance of the estimator ~ ( 8 , )  is equal to and the 

N 
2 2 

asymptotic variance of the estimate 6, is equal to (M-' (M(0, ) ) )  ' O1 +02 , where Ni s  
N 

the number of sample points in the noisy chaotic signal, of is the chaotic signal power 

and a; is the noise power. 

Proof: According to the Central Limit Theorem for Markov maps [42], the variable 

1 
z [ x ( j )  - M(B,)] converges in distribution to the standard unit normal random 

oI fi j=o 

w 

variable. Here cq is defined by o: = R(0) + 2x R(r), where R(r) denotes the 
I = I  
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autocovariance sequence of the chaotic signal x(t). This implies that the random 

variable M I ( ~ o ) - M ( ~ o )  converges in distribution to the standard unit random variable. 
0 , l f i  

Similarly, by the Central Limit Theorem for i.i.d. sequences, the random variable 

~2 converges in distribution to the standard unit normal random variable where 
o2 l f i  

0: denotes the variance of the additive white Gaussian noise. Since M ,  (8,) and M, are 

independent, (80 1 - woo 1) + M2 converges to the standard unit normal random JW 
variable. Therefore, the asymptotic variance of the consistent estimator ~ ( 6 . )  is equal to 

of + 0; . Assuming that the mean value function M ( 9  is smooth and monotone, there 
N 

exists a smooth inverse h c t i o n  M I .  Since $ = M - ' ( M ( ~ , ) ) ,  the asymptotic variance 

of do is equal to 

where a: ando; are the chaotic signal power and the noise power respectively. 

Although ~ ( 8 , )  can be computed easily from the received signal r(t) using the 

ensemble average, we still need to find the mean value fimction M ( 9  to perform the 

optimization on D ( 9 .  Unfortunately, derivation of M ( 9  is not entirely easy and in fact 

there may not be a closed form expression of the mean value function for all chaotic 

maps. Since we c a ~  obtain accurate estimate of M(8,) for my 8, E [$,,,$m, ] using 

the ensemble average, the value of M ( 9  can be conlputed numerically with high accuracy 

for any 8. We therefore propose using some numerical technique such as the Golden 

section search method to locate the minimum of D ( 6 )  on [&in, 6,,] and hence obtain the 

estimate do .  
The mean value estimation algorithm is summarized as follows: 
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1. Compute an estimate of the mean value of the received signal r(t) using the 

r ( l ) + r ( 2 ) + . . - + r ( N )  1 " 
ensemble average, that is, ~ ( 6 ~ )  = = - c r ( t ) .  

N N t=, 

2.  Use the Golden section search to locate the minimum of 

b ( 6 )  = I &(6)  - M (o0 ) I where M ( 6 )  is a numerical approximation of M(9 based on 

l N  
M (6, ) = - X ,  ( t )  and { X  ( t )  1 t  = 1 2 ,  - } is the data sequence generated by the 

N t=l 

dynamical system x(t)  = fe (x(t - 1 ) )  given in (3.1) with 6 = Oi . 

3. According to Theorem 2, we know that b ( 6 )  is a consistent estimator of D ( 9  

and hence the unique minimum of b ( 6 )  is equivalent to that of w e .  

3.2 Performance evaluation of the mean value method 

Two popular chaotic systems, namely, the Tent map and the Chebyshev map [31] 

are used here to illustrate the effectiveness of the proposed method. The Tent map is 

defined by 

T , ( x ) = 8 - 1 - 6 1 ~ 1  (3.5) 

where x  E [ - I ,  11  and 6 E ( 1 , 2 ] ,  and the Chebyshev map is defined by 

Ce ( x )  = C O S ( ~  COS-I ( x ) )  (3.6) 

where x  E [ - I ,  1 1  and 6 E (1 .3 ,2] .  

The mean value hct ions  of both maps are rather difficult to derive analytically. 

Using numerical techniques, we plot the mean value functions of both maps in Figures 

3.1 and 3.2 respectively. The mean value function of the Tent map is not monotone over 

the entire parameter range but is monotonic increasing over the range 6, E [-1.1,-1.61. The 

mean value function value is over the range of about [0.04, 0.171. On the other hand, the 

Chebyshev map has a monotone mean value fbction over the whole parameter range. Its 

mean value function is over a larger range of [-0.84, 01. The proposed method can 

therefore be applied to these maps for parameters over the ranges with monotone mean 

value function. 
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Figures 3.3 and 3.4 depict the objective function D ( 9  for the Tent map and 

Chebyshev map respectively. 6 in both cases are selected randomly over the parameter 

range with monotone mean value function as shown in Figures 3.1 and 3.2. Apparently, 

D ( 9  in both Figures 3.3 and 3.4 are unimodal functions and hence the global minima for 

both functions can be obtained easily. Since we do not have the analytical form of the 

M(B) for these maps, we have to use the approximation ~ ( 8 ) .  To understand the 

accuracy of the approximation, we plot the estimation variance of the mean value 

function of the Tent map versus the number of samples in Figure 3.5. It can be seen that 

the simulated performance is very close to the theoretical performance derived in 

Theorem 3. With the increasing sample numbers, the estimation variance decreases. 

Furthermore, the theoretical estimation variance is shown to be a b c t i o n  of sample 

numbers as well as the additive noise variance and hence we show the estimation 

variance in a 3-dimensional plot in Figure 3.6. In the figure, the estimation variance is 

affected by both the sample numbers and the variance of the AWGN noise. The 

simulated performance is quite consistent with the theoretical performance. Similar 

analysis is performed on the Chebyshev map, and the results are plotted in Figures 3.7 

and 3.8. Again, the simulated estimation variances are very close to the theoretical 

performance given by Theorem 3. 



Parameter 8 in the Tent map 

Figure 3.1. The mean value function M ( 9  of the Tent map. 

Figure 3.2. The mean value function M(B) of the Chebyshev map. 
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Figure 3.5. Asymptotic estimation performance of the Tent map with various sample 
numbers for estimation without measurement noise. 
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Figure 3.6. Asymptotic estimation performance of the Tent map versus the number of 
sample points and the variance of AWGN. The average power of the chaotic signal is 
assumed to be unity. 



Figure 3.7. Asymptotic estimation performance of the Chebyshev map with various 
sample numbers for estimation without measurement noise. 
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Monte Carlo simulation is now carried out to evaluate the accuracy of the 

parameter estimates. The mean square error (MSE) in the parameter is evaluated versus 

various levels of SNR. The range of SNR considered in our study is from -20dB to 20 dB 

with an increment of 5dB. Each MSE value is computed by using an average of 100 

trials. First, we assume that we have a very long signal sequence, that is, N is very large 

for the signal set {r(t) I t = 1,2,--., N). Since the proposed method relies on the ensemble 

average formula and as N + co the proposed method should show the ideal performance. 

We also implement two standard parameter estimation methods for comparison. The first 

one is the gradient search technique [40], which searches for an optimal estimate of B 

along the direction of the gradient of error function. The derived iterative equation is 

given by (2.15) where fe can be either Te or Cs The second standard technique is the 

nonlinear least square method based on the Gauss Newton method, and our 

implementation of the second method is based on the MATLAB function "NLINFIT". 

For the details of the Gauss Newton method, the readers are referred to [41] which shows 

the iterative equations for this nonlinear least squares method. 

The MSE curves of these three methods for the Tent map are depicted in Figure 

3.9. The nonlinear LS and gradient search methods have fairly close performances. For 

higher SNR, say about 20dB, all three estimation methods have fairly close MSE 

performances. The mean value method is only about 5dB better than the two standard 

techniques. However, when the noise level increases, the improvement of the mean value 

method becomes more significant. From Figure 3.9, if N is sufficiently large and hence 

the noise mean is almost exactly equal to zero, the estimation accuracy of the proposed 

method is almost independent of the measurement noise. The MSE value of the mean 

value estimation method remains at about -55dB for ail S N R  between -20 to 20dB. The 

difference in MSE between the proposed method and the two standard techniques at 

SNR = -20 dB is about 60dB according to Figure 3.9. 

The MSE curves for the Chebyshev map are plotted in Figure 3.10. Because of 

the high nonlinearity in the Cheybeshev map, both standard methods are not quite 

effective even when the SNR is higll. However, the proposed mean value estimation 

method is apparently is almost unaffected by such nonlinearity of the chaotic map. It can 

still improve the estimation accuracy significantly. In this experiment, when the signal 
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sequence is very long, the estimated mean values of the signal and noise processes are 

almost equal to their exact theoretical values. The mean value estimation method can 

estimate the parameter of the Cheybeshev accurately (around -55dB) even when the SNR 

is as low as -20dB. Compared to the two standard methods, the improvement is again 

about 60dB. 

In the second experiment we reduce the length of the signal sequence N to 2000. 

The estimation results for the Tent map and the Chebyshev map are plotted in Figures 

3.1 1 and 3.12 respectively. The two adaptive filter methods do not seem to be affected by 

this reduction of data sequence length, and their MSE curves remain almost exactly the 

same as those in the first experiment. However, for the mean value method, due to the 

use of finite sequence, the ensemble average will introduce some errors in the mean value 

estimation for both the chaotic signal and the AWGN signal. The performance of the 

proposed mean value method is therefore degraded as discussed above. When S N R  is 

low, a small error in the mean value estimation will produce a relatively large impact on 

the parameter estimate. Compared with that of infinite sequence, the mean value method 

degrades about 40dB for both maps at SNR = -20dB. However, compared with the two 

standard methods, the mean value method still has about 20dB improvement. For the 

Chebyshev map, this 20dB improvement is almost like a constant over the entire range of 

SNR values. 
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Figure 3.9. Performance evaluations of various parameter estimation methods for the 
Tent map under AWGN with exact zero mean. The parameter is selected randomly on 
[1.1, 1.51. 
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Figure 3.10. Performance evaluations of various parameter estimation methods for the 
Chebyshev map under AWGN with exact zero mean. The parameter 80 is selected 
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Figure 3.1 1 .  Performance evaluations of various parameter estimation methods for the 
Tent map under AWGN with non-exact zero mean. The parameter is selected 
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Figure 3.12. Performance evaluations of various parameter estimation methods for the 
Chebyshev map under AWGN with rlon-exact zero mean. The parameter is selected 
randomly on [ I  .3,2]. 



3.3 Applications to SS digitai communication system 

The chaotic SS communication system considered here is based on the CPM 

method. It is called ergodic CPM (ECPM) system in our study. Assume that s(t) is the 

message signal, the chaotic modulation method uses a chaotic system 

x(t) = f, (x(t - I),. -, x(t - d)) (3.7) 

to modulate s(l) by setting 8 = s(t) or in general 8 = g(s(t)), i.e. a function of s(t). Since 

one-dimensional system is used in our communication system, d = 1. By keeping Bin the 

chaotic regime, the output signal x(t) is therefore chaotic and hence has a wide bandwidth 

for spread spectrum transmission. 

For digital communications, the message signal s(t) takes on only two values 

within each bit duration, that is, "0" or "1" at t E [0, T b ] .  Therefore, in the modulation 

process, only two parameter values are needed to represent the message signal. That is, 

The demodulation process therefore does not require estimation of a wide range of 

parameters but only two values O0 and 01. To apply the mean value estimation to the 

demodulation process, an obvious necessary condition is that and 91 should not have 

the same mean value, that is, M(0,) # M(0,). Without loss of generality, we can choose 

4 and 6 such that M(0,) > M(8,). The mean value estimator demodulates the received 

noisy signal r(t) = x(t) + n(t) by determining whether the parameter used to generate x(t) 

is 6 or fl, The basic idea of the proposed ECPM digital communication system is 

depicted in Figure 3.1 3. 

Since the Chebyshev map is demonstrated to have a good performance for this 

ergodic approach in the previous section, it is employed in our ECPM communication 

system. The detailed block diagram of this new chaotic communication scheme is 

illustrated in Figure 3.14. The binary information data s(t) ("0" or "1") with frequencyfb 

is spread and modulated by the chaotic signal x(t). The chaotic signal x(t) is generated by 

the Chebyshev map in (19) with only two possible parameter values: = 1.3 or el = 2, 

that is, 



( t ) = C ( x ( t  - 1 )  i=O,l 

where t E [0, Tb ] . 

Switching 

4- 

Figure 3.13. Block diagram of ergodic chaotic parameter modulation (ECPM) 
communication system. 

.., ..... +A 
-V 

rator 

- 
Detector 

Chaos Generator (signal spreading) 

cos(x) 

Product1 Subfunction 2 

binary DSB-SC AM 
Prammeter + 

information passbandl Modulation 
signal r"? 

A W N  

Mean Value Estimation 
(Signal despreading) 

Windowed DSB ADM 
' Integmtct - 

Mean value DSB-SC-ADM 
Estimator passbandl 

P 

AWN 
Communication 

channel 

2 

Radio Frequency 
(RF) Modulation 
- 

Figure 3.14. Detailed simulation model of the proposed ergodic chaotic parameter 
modulation (ECPM) system based on the Chebyshev map for SS digital communications. 
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T f, ~ = b = - .  (3.10) 
Tx f b  

In other words, each data bit is represented by G samples of the chaotic signal generated 

by the Chebyshev map. 

The chaotic modulated wideband signal is then modulated to the radio frequency 

(RF) for transmission. The amplitude modulation (AM) is employed in our simulation 

model. At the receiver end, a demodulator is applied to move the received RF carrier 

back to the baseband. After the RF demodulation, the noise corrupted received signal 

r(t) = x(t) + n(t) is passed to the chaotic demodulator. n(t) is the channel noise and is 

usually assumed to be white Gaussianly distributed. 

In the proposed demodulator, the mean value of r(t) is first estimated using the 

ensemble average. The output of the mean value estimator is sampled with fiequencyfb 

andfb=l/Tb. The sampled output of the k' bit transmitted signal can then be expressed as: 

Since x(t) is generated by (3.6) and the expectation of an AWGN process is zero, if the Tb 

is large enough, the estimator ~ ( 8 , )  approaches M(B,) .  

To decode the message signal s(t) in the k' bit, we need to determine 4 from mi. Based 

on the fact that M(B) is monotone for the Cheybshev map, 6 can be estimated by 

8, = M - ' ( m , ) .  But since 4 only takes on two values for binary digital communications, 

the demodulation process can in fact be further simplified to a binary decision process. 

That is, 

1, i f  mk is closer to M (8, ) q t )  = 
0, if m ,  is closer to M (8,)  ' 

More precisely, a threshold on the mean value p~ is set for decision-making. That is, 



In this study, we choose the threshold p~ to be the midpoint between M(Bo) and M(BI), 

that is, p, = 
M ( 0 , )  + M(@, 

2 

It should be noted that according to Theorem 3, the asymptotic variance of the 

s,'+s,' 
estimated mean value function is equal to , where &! is the average power of the 

N 

chaotic signal, 6: is the average power of the AWGN, and N is the number of samples 

which is equal to the processing gain in this SS application, i.e. N = G. Since G cannot 

really approach infinity in practice, unless we can estimate the noise mean over the bit 

duration and subtract it ftom the signal, it is favorable to maximize the distance between 

M(Bo) and M(B,) to minimize the noise effect. To do that, the chaotic carrier x(r) can be 

normalized at the transmitter side by strictly fixing its mean value within each bit 

duration as constants. That is, 

What's more, in order to set the threshold p~ of the detector at the receiver to be zero, 

which will not be affected by the transmitted SNR level any more, we can further 

normalize the chaotic signal by minus from the chaotic signal. That is, 

xl(t) = xl(t) - p, . (3.16) 

Thus, at the output of the demodulator, we can simply employ a zero threshold detector, 

p, = 0, to determine which data symbol is transmitted. That is, 



Figure 3.15. Signal waveforms in various stages of the ECPM communication system. 
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Figure 3.16. The time waveform and power spectrum density of the original binary 
message and modulated chaotic signal. 
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Figure 3.15 shows the signal waveforms at various stages of the proposed ECPM 

communication system. The original messages, chaotic modulated signals and RF 

modulated signals are shown in the first three diagrams in Figure 3.15. The received and 

final demodulated signals are displayed in the last two diagrams in Figure 3.15. We also 

plot the time waveforms of the signals and their corresponding power spectra in Figure 

3.16. As we can see, the chaotic modulated signal indeed has a random appearance and a 

relatively wide spectrum for SS communications. 

It should be pointed out that there are many advantages of the proposed ECPM 

communication system. First, it is computationally very simple, and hence the cost for 

hardware implementation is very low. In fact, the proposed demodulator is even simpler 

than the conventional correlator for SS communications. It only consists of several 

additions and one multiplication for discrete signals and an integrator for analog 

implementation. Second, it does not require the complicated synchronization procedure. 

As shown in [9], comparing to other chaos communication schemes, parameter 

modulation is the only one that is totally unaffected by synchronization errors. Third, the 

proposed system uses a non-coherent demodulator which makes the implementation even 

simpler. 

But to claim whether the ECPM scheme is useful for communications, its noise 

performance based on bit error rate PER)  must be evaluated. To have a better 

understanding of the effectiveness of the proposed new scheme, we also implement the 

AF-CPM system by using the gradient search method as demodulator. 

Let Eb and No denote the energy per bit and the power spectral density of the 

AWGN respectively. We compute the BER versus the EbNR to evaluate the performance 

of these chaos modulation communication schemes where E m  is the ratio of Eb to No. 

For all these two CPM systems, the Chebyshev map is employed as the chaos generator. 

They all employ the simple amplitude modulation (AM) as RF modulation. The RF 

central fiequencyf, is set as 10 MHz. In our study, we set the chaotic generation rate&, 

or the controlling frequency of the chaotic system is equal to the RF frequency. The 

processing gain of the system is of 1000. 

Similar to the estimation study in the previous section, the first experiment 

considers the situation where the mean value of the AWGN is extremely close to zero. In 
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fact, we can also assume that the noise mean can be estimated accurately. The estimated 

noise mean value is therefore completely subtracted fiom the received signal. In this ideal 

situation for ergodic theory, we plot the BER of ECPM and AF-CPM in Figure 3.17. A 

very interesting observation is that the proposed ECPM system can achieve a perfect 

communication performance. That is, it can demodulate the transmitted binary signal 

without any error regardless of the noise power measured in the channel. This interesting 

observation really shows the potential of chaos communications. Compared to AF-CPM, 

the BER of ECPM is significantly better than the other. 

EbNR in dB 

Figure 3.17. Comparison of the BER performance of various CPM systems in AWGN 
channel with exact zero mean noise. 

In the second experiment, the noise mean value over different bit duration will not 

equal to zero exactly. We also assume that it is difficult to estimate the noise mean 

accurately and hence do not perform any cancellation or modification on the simulated 

noise mean. Because of the short sequence length, the bias in the noise mean will 

introduce some error in the demodulation process of the ECPM scheme. The BER 

performances of ECPM and AF-CPM systems in AWGN are shown in Figure 3.18. 

Apparently, the proposed ECPM communication system still has better performance than 

the AF-CPM system. 



Figure 3.18. Comparison of the BER performance of various CPM systems in AWGN 
channel with the noise mean is not exactly zero. 
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CHAPTER 4 

COMPARATIVE EVALUATION OF CHAOS BASED SS 

COMMUNICATION SYSTEMS WITH VARIOUS CONDITIONS 

To have a better understanding of the strong and weak points of the proposed 

ECPM communication system, it is necessary to perform a comprehensive evaluation of 

the ECPM scheme with other major chaos based schemes described in Chapter 2. 

Although many active ongoing researches have been carrying out for the chaos 

communication schemes, not much of them have been done on evaluating and comparing 

their performances [8,9]. It is our objective here to conduct such a comparative 

performance evaluation of all these chaos based SS communication schemes, including 

the ECPM, on a common digital communication platform as shown in Figure 1.3. Several 

important factors are used in the evaluation, including the noise performance, robustness 

to synchronization error, capacity for high data rate transmission and immunity for the 

multi-path effect. These factors are chosen since they are most fundamental elements for 

a practical digital SS communication system to-date. 

4.1 Chaotic SS digital communication platform 

A computer simulation model is developed here as a general platform to evaluate 

the performance of all chaotic digital communication schemes, including CSS, CC, 

CCSK, NCSK, FM-DCSK, CM, AF-CPM and ECPM. This communication platform is 

implemented using MATLAB and is based on the Monte-Carlo simulation model [43]. 

Since all these chaotic communication schemes are implemented on a common ground, 

this communication platform is suitable to carry out comparative evaluation of these 

schemes under different communication conditions. 

The one dimensional Chebyshev map x(t) = cos[O. cos-'(x(t - I))] as in (3.6) is 

employed here as the chaotic state hct ion.  The controlling frequency& of the chaotic 

system determines the chaotic signal generation rate or the step size TI (= l/ fx ) between 

two adjacent states. In our study, fx is assumed to be the same as the transmitted 
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bandwidth Bw, and is fixed as B, = fx = 10 MHz throughout this simulation, which can 

be seen as the condition of coaxial cable channels. The processing gain G of the systems 

is considered as G = fx/ f, in (3.10). The binary information data s(t) ("0" or "1" within 

each bit duration) with data ratefb is spread and modulated by the chaotic signal x(t), and 

Tb = I&, is the bit duration. For the CSS, CC, FM-DCSK and CM schemes, x(t) is 

generated with Chebyshev map of B= 2. For the other chaotic schemes including CCSK, 

NCSK, AF-CPM and ECPM, two parameter values are required and we set 00 = 1.3 and 

6 = 2 to generate chaotic signal waveforms for their applications. It should be noted that 

the CSK scheme is supposed to have two different state functions fo a n d 5  for signal 

transmission. But to reduce the ambiguity of the comparison, we avoid using a different 

state function that is used in CSK alone. Instead, we use 6 and 4 in the Chebyshev map 

to generate two signal waveforms for CSK application since these signal waveforms are 

also uncorrelated and have different bit energies in the same bit duration. We plot the 

phase space portrait of Chebyshev map in Figure 4.1 for 8= 2. 

Figure 4.1. Phase space portrait of the Chebyshev map with B= 2. 

To characterize the communication performance, the bit error rate (BER) as a 

function of the ratio of the signal energy per bit Eb to the noise spectral density No 

(EbNR), is used here as the measure criterion. In terms of RF transmission, the signal to 
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noise ratio (SNR) can be used instead of EbNR. As a matter of fact, BbNR and SNR are 

basically related. Noting that the total spread wide bandwidth of the RF channel is Bw and 

the bit duration of the binary data is Tb, the SNR at the input of the demodulator can be 

described as a function of EbNR as follows: 

In many applications, the SNR at the RF domain may be as low as OdB. 

In a practical chaos based SS communication system, the binary information 

signal to be transmitted is first modulated by the chaos based modulation schemes; that 

is, the information signal is spread or mapped to a broadband noise-like signal. The 

broadband signal is then converted up to the radio frequency (RF) by some RF 

modulation. For FM-DCSK, apparently the hquency modulation is applied. For CSS 

and CC, the binary phase shift keying (BPSK) technique is used for RF modulation as in 

the standard DSSS system. For the other schemes, the basic amplitude modulation is 

employed. After RF demodulation, the signal is fed into the chaos based demodulators. 

For the non-coherent demodulation schemes such as NCSK, FM-DCSK, AF-CPM, 

ECPM and CM, the demodulator will process the demodulation on the received noisy 

signal directly. But for those coherent demodulation schemes like CSS, CC and CCSK, a 

synchronized reference signal has to be supplied to perform the correlation with the 

received signal. Note that the low-pass equivalent model is used for simulation. It gives 

directly the relationship between the transmitted signals and channel noise. The carrier 

frequency has been removed completely and only low-pass signals appear in the 

simulation model so simulation time is minimized. 

4.2 Noise performance in an AWGN channel 

One of the most important performance measures of a communication system is 

its performance in a noisy channel. And the most popular model is the additive white 

Gaussian noise (AWGN) channel. The standard theoretical construction of this kind of 

front-end noise can be fairly well approximated in simulation over a bandwidth that is at 

least as large as that of the receiving system [1,43]. Further more, the generated 
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independent noise samples vary at the same rate with the frequency bandwidth. The basic 

model of the received signal is usually expressed by 

where x l ( t )  is the modulated signal and n(t) is an AWGN process with uniform power 

spectral density h (f) = 6: = No W/Hz. The performance of a communication system 

is evaluated by the bit error rate (BER), which counts the average number of bit errors for 

specified channel conditions. A digital communication system is typically expected to 

perform with a BER of less than 1 o - ~  [ I ,  131. 

Figure 4.2. Noise performance of the different chaos based schemes in an AWGN 
channel. 

Figure 4.2 shows the BER of all the chaos based communication schemes 

considered here in an AWGN channel. The simulation is based on a data rate of 

f, = 50 kbps , the bit duration is T, = 20 p . This is approximately a practical low speed 

for the data transmission, i.e. in the telephone line modem. Since the system has a fixed 

chip rate of 10 MHz, for this data speed, the corresponding processing gain G is then 
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equal to 200. The required SNR at the demodulator input can be computed from the 

given EbNR based on (4.1). 

Note that the noise performances of CSS and CC are almost identical and their 

performances are also very close to that of the conventional DSSS system with the 

coherent BPSK modulation. The EbNR value is about 7 dB at the BER level of The 

result should not be surprising since these two schemes are basically the same as the 

conventional DSSS system. The only difference is that the conventional PN sequence is 

replaced by a chaotic signal. Since the expectation of the chaotic signal generated fiom 

(20) with 0 =2 is zero, the chaotic spreading sequence is converted from the chaotic 

signal x(i) by modifling (2.1) to be given as 

b(k) = g(x(t)),=,rz (4.3) 

The autocorrelation performances of the chaotic spreading sequence and the chaotic 

carrier are plotted in Figure 4.3 for illustration. The advantages of CSS and CC over the 

conventional DSSS system are that the spread sequence or carrier can be produced easily 

and can be applied without the periodic constraint. 

Figure 4.3. Autocorrelation function of (a) the spreading sequence for the CSS approach 
and (b) the chaotic carrier for the CC method. 

Unlike CSS and CC, the other chaos based communication systems have fairly 

different performances. According to Figure 4.2, the performance of ECPM [44] and FM- 

DCSK [45,46] are relatively close to that of the BPSK modulation. For BER = lo", the 

EbNR level of the FM-DCSK is about 13 dB, and the ECPM is about 2dB better than the 

FM-DCSK. For the ECPM scheme, the mean values of the chaotic signal generated fiom 



40 

(20) with Bo = 1.3 and 8, = 2 are equal to -0.9 and 0 individually. Thus the threshold of 

the detector in (3.14) is equal to -0.45. As a matter of fact, it is better to apply a zero- 

value threshold at the detector since it is not affected by the SNR level. We therefore 

normalize the chaotic signal by simply shifting it by a constant value -0.45 to achieve the 

threshold of zero at the receiver, as in (3.16). 

Figure 4.4. The histogram plots of the output signals of the demodulator of (a) ECPM and 
(b) FM-DCSK in a noise fiee environment, and (c) ECPM and (d) FM-DCSK in the noise 
environment of E, NR = 10 dB . 

The histograms of the outputs of the demodulators of both ECPM and FM-DCSK 

for transmitting different digital symbols are plotted in Figure 4.4. In Figure 4.4 (a) and 

(b), the observed outputs for ECPM and FM-DCSK are plotted under the noise fkee 

condition, and in Figure 4.4 (c) and (d) the outputs are observed when the transmitted 

signal is corrupted by the channel noise with EbNR = 10 dB. When the histograms for the 

two digital symbols overlap, detection error will be introduced in the demodulation 

process. Comparing Figure 4.4 (c) with 4.4 (d), the overlapping area for ECPM is 
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apparently smaller than that for FM-DCSK. Thus, the BER performance of the FM- 

DCSK is worse than that of the ECPM. 

The performances of CCSK, NCSK, CM and AF-CPM are quite poor. Their 

EbNR values are above 25 dB for a BER value of In the CCSK and CM 

implementation, the one way coupling chaotic synchronization system corresponding to 

the Chebyshev map is employed as the demodulator. That is, 

g, = C O S [ ~ .  COS-I (r(t - I))] - C O S [ ~  . COS-I (x, (t - I))] - p . [ ~ ( t  - 1) - X, (t - I)] 
X, (t) = C O S [ ~ .  COS-I (x, (t - I))] + E . g, 

(4.4) 

where p = 0.8, E = 1, xr(t) is the reconstructed chaotic signal. Under the noise fiee 

condition, this approach can achieve perfect synchronization after a period of tracking as 

illustrated in Figure 4.5. When the signal is corrupted by measurement noise, there will 

be some synchronization errors. It is shown in [20,21] that even a small amount of noise 

will cause the systems to be desynchronised. Therefore, the performance of the signal 

recovery is very poor in a noisy environment [47]. Furthermore, for the CM 

implementation, the masked information level A has to be set as a very small value (= 0.1 

in this study) in order to keep the modulated signal within the synchronization regime. 

This restriction puts a limit on the performance of CM, and its EbNR is about 40 dB to 

achieve a BER of 10". For the AF-CPM system, it has been reported that this approach 

has a poor performance when the SNR is low [22]. For the NCSK scheme, its 

performance is also reported to be poor in [8] since the output of the demodulator is most 

likely to be corrupted by the channel noise based on its demodulation rule. 

Additionally, it should be noted that the performances of the CM, AF-CPM and 

NCSK are dependent on other system parameters except of SNR level. By selecting 

different chaotic systems, synchronization schemes, adaptive filtering algorithms or 

bifurcating parameters, their performances might appear differently. 



(a) (b) 
Figure 4.5. Synchronization performance of the chaotic synchronization system under the 
noise free condition. (a) The transmitted and recovered chaotic signals and (b) the 
synchronization error. 

4.3 Effect of higher transmission data rate 

With an increasing amount of information to be transmitted, high data rate 

transmission is of great concern to current communication system design. The effect of 

transmission data rate on these chaos based communication systems is investigated in this 

subsection. We still assume the channel model to be AWGN. The same system 

parameters are used except that the transmission data ratefb is increased fiom 50 kbps to 

500 kbps and 1 Mbps for the high data rate investigation, which are the transmission 

speed achieved in the wireless local area network (WLAN) and cable communications. 

The bit duration Tb is therefore reduced to 2 ,us and 1 ,us, respectively. Note that the 

chaotic signal generation rate f, remains at f, = 10 MHz. Figure 4.6 shows the model of 

the transmitted signal that is used to represent the higher transmission data rate in this 

study. We can see that the processing gain G of the system changes accordingly with 

different transmission rates. This implies that the samples of chaotic signals generated 

within each bit duration or the samples of chaotic signals to be transmitted to represent 

one data symbol are reduced with a higher data rate. 



Data rate 
fb=50 kbps 

Data rate 
fb=500 kbps 

Data rate 
fb=l Mbps 

Chaotic signal . , .  . 
generation rate . . . . 
is unchanged . . . , . . 
f,=10 MHz , , 

Figure 4.6. Model of the transmitted signal with higher transmission data rate. 

The BER performances of all the chaos based schemes with f, = 500 kbpsand 

f, = 1 Mbps are shown in Figures 4.7 and 4.8. Apparently, the BER performances of the 

NCSK, CCSK, CM and AF-CPM are deteriorated seriously by higher data rate 

transmission. For NCSK, its decision should be based on the difference of the bit energies 

of the received signal associated with the different transmitted digital symbols. In 

conventional modulation schemes using periodic basis functions, the signal x(t) is 

periodic with a periodicity of Tb, ~ ( t ) ~ d t  is therefore a constant. By contrast, chaotic 
b 

signals are inherently non-periodic, so xi (t)*dt varies from one sample hc t ion  of Tb 1. 
to another. This effect results the non-zero variance in the observations of bit energies of 

chaotic signal in Figure 4.9. These bit energies are not exactly constant even in the noise- 

h e  condition over the duration of Tb. With a larger Tb, the estimated bit energies will 

have a smaller estimation variance as shown in Figure 4.9(a). It also shows that with a 

higher data rate transmission, the NCSK demodulation is much easier to be affected by 

the channel noise. 
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Figure 4.7. Noise performance of various chaos based scheme with data rate is 
fb = 500 kbps . 

EbNR in dB 

Figure 4.8. Noise performance of various chaos based scheme with data rate isfb = 1 
Mbps. 
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(a) (b) 
Figure 4.9. Histogram plots of the observed bit energies at the output of the demodulator 
of NCSK in a noise free environment with (a) Ta = 2 ps, and (b) Tb = 1 ps. 

For CM and CCSK, both of them require the operation of chaotic 

synchronization. Since a synchronization process needs a certain time period for 

convergence as shown in Figure 4.5, their performances are strongly dependent of the 

allowed time period for processing. By increasing the data rate, which in turn reducing 

the bit duration, the performance therefore gets worse. In addition, the noise component 

1 
in (2.7) of the CM demodulation process, i.e, - f n(r)dr, is also affected by the bit 

Tb 

duration. The variance of this asymptotic estimation within a finite time period for an 

AWGN process can be derived as 

When T5 is decreased or the data rate is increased, the variance in (4.5) also increases and 

hence results in a larger decision error. Based on our analysis, the performance of CM is 

even worse than that of CCSK. 



(a) 0) 
Figure 4.10. Performance analysis of the chaotic parameter tracking based on the gradient 
search method for SNR = 20 dB. (a) The convergence of the chaotic parameter of the 
Chebyshev map and (b) the corresponding tracking error. 

The demodulator used in AF-CPM usually requires a relatively long sequence for 

convergence. As shown in Figure 4.10, the gradient based adaptive filter needs about 200 

points to achieve the convergence. When data rate is increased as shown in Figures 4.7 

and 4.8, the bit duration is too short and the signal sequence is not long enough for the 

adaptive filter to achieve the final convergence. The performance of AF-CPM is therefore 

degraded by using a higher data transmission rate. 

From Figures 4.7 and 4.8, higher data transmission rate does not seem to have a 

strong impact on CC, CSS and FM-DCSK. The analytical BER performances of these 

schemes have already been reported individually in [1] and [45] which show their BER 

are not really related to the processing gain of the system. A higher data rate has little 

effect on the autocorrelation if the energy per bit is fixed in the system. The performances 

of these schemes are therefore not degraded [46]. 
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Figure 4.1 1. Noise performance of ECPM with different data ratefb = 50 kbps,fb = 500 
kbps andfb= 1 Mbps separately. 

The performance of ECPM in Figures 4.7 and 4.8 are slightly different. In order 

to illustrate the affection of data rate clearly, we plot the performance of ECPM with 

different transmission data rate in Figure 4.1 1. The performances of ECPM with data rate 

fb = 50 kbps , f, = 500 kbps and fb = 1 Mbps are plotted together. Obviously, we 

observe that the performance of the ECPM with f, = 500 kbps is only degraded by about 

0.2 dB at BER = 10') than that of fb = 50 kbps. When the data rate is increased to 1 

Mbps, the degradation is much morc significant. Its performance is about 12 dB worse 

than that of f, = 500 kbps. According to the demodulation of ECPM in (3.1 I) ,  the 

decision is dependent on both of the noise component 
1 

-I, n(t)dt and the information 
Tb  

1 
component - Lxr(t)dt . As indicated in (4.5), the estimation variance of the noise 

T* 

component is affected by the bit duration, and as the same, the estimation variance of the 

information component is also affected by the bit duration. That is, 



Its noise performance therefore degrades while increasing the data rate. From our 

simulation results, the increment of the transmission data rate does not affect the 

performance of ECPM as serious as on the other schemes like NCSK, CCSK, CM and 

AF-CPM. Within a certain data rate range, at least for both data rate of 50 kbps and 500 

kbps, the performance of ECPM still outperforms over FM-DCSK. 

4.4 Effect of synchronization error 

In a communication system, a coherent demodulator is one that requires a local 

carrier reference whose phase is an exact replica of or a close approximation to that of the 

incoming carrier. Furthermore, the output of a demodulator must be sampled periodically 

in order to recover the transmitted information. Since the propagation delay from the 

transmitter to the receiver is generally unknown at the receiver, the symbol timing must 

be retrieved. The process of generating canier and timing references at the receiver is 

referred as synchronization [43,48]. 

The synchronization problem can be described by developing a mathematical 

model for the signal at the input to the receiver. We assume that the communication 

channel produces a delay on the transmitted signal and compts it by some additive 

Gaussian noise. That is, 

r(t) = s(t - 2) + n(t) , (4.7) 

where s(t) = ~ e [ x ' ( t ) e ~ ~ ~ ~ ' ] ,  r is the propagation delay, x'(t) is the equivalent lowpass 

chaotically modulated signal, and f, is the central frequency of the RF channel. The 

received signal can also be expressed as: 

-2x f,r where 4 = e is the carrier phase distortion and z(t) denotes the baseband equivalent 

channel noise. In a practical communication system, both r and + have to be estimated for 

the demodulator to detect the received message coherently. There are basically two 

criteria that are widely applied to synchronization: the maximum-likelihood (ML) and 
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maximum a posteriori probability (MAP). Note that synchronization techniques based on 

these criteria might vary a lot, depending on the modulation schemes employed and the 

degree of accuracy desired [I]. 

I White Gaussian 
noise n(t) 

Transmitted Received signal 
signal xl( t )  r(t) = xl(t  - r )  + n(t1 

Figure 4.12. The channel model of the non-ideal system with propagation delay of the 
received signal passed through an AWGN channel. 

Modulator 
Output 

To understand the effect of synchronization error on these chaos based 

communication schemes, we consider communication systems without applying any 

additional synchronization procedure. The ability of these chaotic schemes in overcoming 

synchronization errors will be evaluated in this subsection. In our study, the RF 

frequency is considered to have been removed completely and hence the synchronization 

problem is caused by the propagation delay T only, as shown in Figure 4.12. That is, 

r ( t )  = x'(t - 7 )  + n(t) . (4.9) 

Synchronization 
time delay r b 

In the above model, the synchronization error r is generated by using a zero mean 

Demodulator 
input 

Gaussian random process as shown in Figure 4.13. The probability density hc t ion  of z 

is given by 

1 2 

P, (z) = - exp[?]. ,lz Tb 

It has a zero mean, and the maximum synchronization error is Td2 relative to each bit 

duration Tb. The estimation error of .r is usually required to be a relatively small fraction 

of Tb, say about f 1% of Tb in practical applications. The synchronization error caused by 

the above propagation delay model is therefore of considerable amount to a digital 

communication system. 



Figure 4.13. The distribution plot of the propagation delay within each bit duration Tb. 

Figure 4.14. Effect of synchronization error on the various chaos based communication 
systems. 

We plot the BEK versus E d R  of the various chaos based SS schemes with 

synchronization error in Figure 4.14. The data rate is set as f, = 50 kbps, and the bit 

duration T, is equal to 20 ,LAY. The outputs of the demodulator for CSS and CC are based 

on coherent correlation. That is, 

The existence of the delay T makes the reference signal x(t) and the received signal 

x'(t - r )  almost uncorrelated. The output m is therefore almost identical to zero, and the 
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receiver fails to determine the transmitted data symbol. As in the conventional DSSS 

system, CSS and CC cannot operate properly if the system loses synchronization. In this 

case, an additional synchronization procedure must be implemented. 

The performance of CCSK also deteriorates seriously in the existence of 

synchronization error. In the demodulator, the received delayed signal is used to drive the 

chaotic synchronization system, and the correlation is performed between the delayed 

signal and the recovered delayed signal x,(t-z) as shown below: 

A considerable amount of synchronization error will drive the chaotic synchronization 

system out of convergence within each bit duration. Therefore, the observed outputs, mo 

and mi, of two correlators become too close for an accurate detection on the transmitted 

data symbol. 

For the effect of the delay T on FM-DCSK and NCSK, we consider their self- 

correlation based demodulators 

xf(t - z)xl(t - T, 12 - 7)dt 
for FM-DCSK (4.1 3) 

= 1T"" xl(t)xl(t - T, 12)dt 
l2+r 

m = [ xl(t - r)xt(t - r)dt 
for NCSK 

= p"x'(t)x'(r)dt 

The propagation delay .r causes the correlation window to be shifted by some time 

interval. Within the ''shifted" correlation window, these demodulators can still operate 

properly. From Figure 4.14, FM-DCSK degrades about 10 dB at BER = 10" level, and 

NCSK seems to degrade about 2 dB. From (2.4) we know that the demodulation process 

of FM-DCSK is based on the self-correlation within each half bit duration Td2. In our 

synchronization error model, the synchronization delay is distributed within [0, Td2], 

which almost spans the whole decision period of FM-DCSK. For FM-DCSK, this amount 

of synchronization errors is relatively serious. If we reduce the propagation delay range to 

[O, Td4] as shown in Figure 4.15, then its performance is degraded only by 5 dB at BER 

= 10". 
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Figure 4.15. Performance of FM-DCSK through propagation delay channel with different 
delay ranges. 

For those systems such as ECPM, AF-CPM and CM that do not employ a 

correlator for demodulation, the propagation delay zcauses a delay of the sampling timer 

at their demodulation output and hence the effect is that the demodulation output is 

sampled at time instant nTb+z instead of nTb. For instance, the output of the ECPM 

system is given as: 

This shifting in time does not really cause much error to the demodulators, and their 

performances therefore remain almost unchanged even under such a large propagation 

delay. 

In conclusion, most of the chaotic modulation methods except for CCSK are 

robust to the synchronization problem of carrier and symbol delay. This robustness 

property makes chaotic modulation in favour of the spreading code SS approach and 

suitable for communications in environments with serious propagation delay and 

inaccurate timing setting between transmitter and receiver. One of such environments is 

the multipath channel to be discussed in the next subsection. 
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4.5 Multipath channels 

In many applications such as WLAN, mobile phones and indoor radio, there is 

usually more than one path from transmitter to receiver in the radio channel. The received 

signal therefore contains components that have travelled from the transmitter to the 

receiver through multiple propagation delay paths. This radio channel is called multipath 

channel [1,43,48], and is a key consideration for wireless communications. 

The performances of all these chaos based communication systems operated 

through a multipath channel are evaluated by using a model given in Figure 4.16 [16,43]. 

This time-invariant multipath model is assumed to have N propagation paths. The signal 

received at the receiver is the summation of components transmitted through all these N 

paths with delay .r, and power attenuation a,. That is 

The symbol p denotes the pth propagation path. The effect of the multipath channel on a 

transmitted signal is represented by its lowpass equivalent signal rl(t): 

where f, is the RF central frequency and x ' ( t )  is the lowpass equivalent modulated 

signal. It follows that the equivalent low pass multipath channel is described by the time- 

invariant impulse response 
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Figure 4.16. Propagation delay model of a multipath channel with additive white 
Gaussian noise. 
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In this time-invariant multipath model, the attenuation factor a, and time delay z, 

Delay 
7~ 

are assumed to be unchanged with time but are different for each path. f,.z, determines 

the phase shift of the signal transmitted fiom different propagation paths. The 

autocorrelation function b(7) is defined as 

and it is simply the average power output of each propagation path as a function of the 

time delay z. For this reason, it is called the multipath intensity profile or the delay power 

I 
I 
I 

a1 I I 
Received signal 

I N-I 
I r(t)  = a,x'(t - s , )+n( t )  

P=o 

spectrum of the channel. Typically, the measured multipath intensity profile &(ij may 

appear as shown in Figure 4.17 and can be given as a function of rgiven by 

C b 

where Pa, is the average signal power in the direct path. The range of values of z over 

which &(z) is essentially nonzero is called the multipath spread, denoted as T,. The 

multipath spread is defined as the difference between the longest and the shortest path 

delays [I], that is, 

T m= znm - rnlirl . (4.2 1 )  

Demodulator 
input 



5 5 
Usually, the shortest path points to the direct path where there is no propagation delay, 

thus ri, = Oand Tm= r,, . 

0 2 4 6 8 10 

multipath delay 7, 

Figure 4.17. Multipath intensity profile illustration for different propagation delays paths. 

In our simulation model, the following parameters are used: f, = 50 kbps, 

*b Tb = 20 p , T, = 0.1 ,us , Tm = - = 10 p , and N=l 1 propagation paths in the channel 
2 

model including the direct path. The time delay difference between two adjacent paths is 

defined as 

In this model, Ar = 1 p . The BER performances of all the chaotic communication 

schemes based on this multipath model are shown in Figure 4.18. 
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Figure 4.18. BER performance of the different chaos based communication systems in a 
multipath channel. 

Apparently, four of these chaos communication schemes: CCSK, NCSK, CM and 

AF-CPM, fail to operate normally in this multipath channel. Their BER performances are 

completely deteriorated. Since the signals fkom the undirect paths act like noise to the 

demodulation process, the synchronization system in CCSK and CM and the adaptive 

filter in AF-CPM cannot handle this extra huge amount of noise. Therefore, they fail to 

retrieve the transmitted data symbols from the direct path. The problem with NCSK is 

that the threshold used in the detection process is related to the system SNR level. 

However, in a multipath channel, the received signal to noise ratio is changed 

accordingly to the channel model. In this case, the threshold value has to be adjusted on- 

time according to the channel model for a satisfactory performance. 

For CSS and CC, correlation is performed between the received signal and the 

coherent reference signal. It means that signals from all paths will be multiplied with the 

reference signal. That is, 



Since those signals coming fiom undirect paths xl(t - s,) are almost uncomlated with 

N-I 

the reference signal x(0, we have f Ea,x1(t - r,)x(t)dr = 0. In other words, the signals 

fiom undirect paths are removed by the correlator during the demodulation process. In 

our time-invariant multipath channel, a0 is a constant (= 1) and is almost unchanged. The 

system can therefore retrieve the transmitted symbols fkom the direct path signal. Thus, 

CSS and CC can operate well under the multipath channel with a 0.5 dB degradation at 

BER = 

The performance of FM-DCSK under multipath channel has been investigated in 

[16]. According to Figure 4.18, the degradation is about 5 dB at BER = 10". Its 

complicated output h m  the self-correlation based demodulator is 

where X p  X p  = f "' aP2x1(t)x1(t - Tb 12) dt is the self-correlation of the signals hom 
/ 2+rp 

undirect paths, X p  X, = [,2 aPa9x1(r - r,)xl(r - Tb 1 2 - r,  )] dt is the correlation 

between signals from every two different paths, and 

a p [ x l ( t - r p ) n ( t - T b 1 2 ) + x r ( t - T b / 2 - r , ) n ( t ) ]  dt is the channel noise 

component. Obviously, X p X 9  and fi are basically noise to the detection. X p X 9  is in 

the same format as the synchronization error discussed in the previous subsection. 

Another scheme that is robust to the multipath effect is ECPM. Considering the 

output of the ECPM denlodulator: 



we observe that the only distortion caused by multipath channels is in the second 

N - 1  
T b  + r p  

component apxf(t)dt . It is the summation of the estimation mean values of 

the signals coming from undirect paths and can also be treated as estimation of the signal 

in the direct path with power attenuation by employing a time (q) shifting window. Since 

ECPM is extremely robust to synchronization errors, it is not surprising to observe that 

ECPM is not sensitive to the multipath effect either. From the second component, we can 

also see that if a, is a positive value, the second component will give a positive affection 

on the demodulation, which means the decision will not be distorted. However, if a, is 

negative, the result will generate a negative affection on the detection since it will change 

the sign of the estimated mean value of the transmitted chaotic signal. Passing through 

the multipath channel model used in our study, ECPM shows almost unaffited from the 

noise component. It is a little worse than that of CC and CSS under multipath channel. 

This makes it good substitution to the conventional DSSS system under multipath 

environment and superior to other chaotic schemes. 



CHAPTER 5 

APPLICATION OF ECPM TO SS ANALOG COMMUNICATIONS 

5.1 Introduction 

Among current applications of SS techniques, most of them are based on the 

digital scheme. The increasing development toward digital communication is mainly 

because that it has flexibility in digital formats and can achieve much better transmission 

quality than an analog communication system [1,2,48]. However, in most communication 

applications, information to be transmitted is inherently analog in nature, such as speech, 

audio, video and radar signals [49,50]. In addition, most encountered transmission 

channels are also analog channels, for example, the AWGN channel, where, in practice, 

the Shannon theorem does not apply well. Under these conditions, the heart of any digital 

communication system is to convert the analog signal into digital formats by scaling, 

sampling and quantization. But the typical analog-to-digital conversion (ADC) and 

digital-to-analog conversion (DAC) processes in a digital coding scheme not only 

produce the well-know quantization noise, but generate harmonic and intermodulation 

products. Thus its performance depends crucially on being able to choose the proper 

quantization schemes and quantization levels [5 1-53]. 

Recently, there has been a resurgence of interest in analog communication or 

partially analog approaches in the form of digital techniques [35]. It is not surprising to 

see that the ECPM scheme can operate well not only for digital communications but for 

analog communications as well. The ability for transmitting in both digital and analog 

formats makes ECPM even more attractive. With the mean value estimation technique as 

the demodulator in the digital ECPM scheme, the objective of demodulation is to tell the 

difference between two discrete parameter values. However, in the analog scheme, the 

goal of the demodulation is to estimate the parameter values distributed in the whole 

chaotic regime. 



5.2 System structure of analog ECPM scheme 

In the analog ECPM system, the analog information signal so) is modulated 

directly into the chaotic system (3.7) by 

x(t) = Y~(~(,)) (x(t - 1)). (5.1) 

The chaotic parameter 8 is modulated according to the transmitted information signal s(t) 

by the parameter modulation function g(-), that is B(t) = g(s(r)). AAer modulation, the 

chaotic parameter is an analog signal B(t) continuously distributed on the whole chaotic 

regime rather than on two discrete parameter values, Bo and 6, as in the digital ECPM 

scheme. Based on the time-variant parameter B(t), the chaotic system is controlled by 

the frequencyf, to generate the wideband chaotic signal. The controlling fiequencyf, of 

the chaotic signal should be much larger than the fiequencyf; of the analog signal s(t) in 

order to achieve SS characteristics. That is f, >> f; . In other words, the generation rate 

of chaotic signal has to be much faster than the variation of the chaotic parameter. 

Usually, the controlling frequency f, of the chaotic system is equal to the RF central 

frequency in a practical system. 

Demodulator of analog ECPM system ............................................................................. : ...................................................................................... ........ 2 

Figure 5.1. Block diagram of the demodulator of the analog ECPM system. 

- ........................................... ........................................... 

At the receiver, the mean value estimator is used to demodulate the analog 

information signal. Unlike its application in the digital scheme, where the bit duration Tb 

is set as the estimation window length and symbol timing synchronization is required, the 

demodulator is modified slightly as shown in Figure 5.1. For the mean value estimation 

module, we apply a moving window to estimate the mean value of the incoming 

baseband signal r(t) = x(t) + n(t) in an online fashion. At the output of the mean value 

estimator, we have a continuous output signal m(t), which can be expressed by the 

following equation: 

Incoming 
Signal 7 

Mean Value Recovered 
Estimator Signal 



where Tw is the length of the moving window of the mean value estimator. In order to 

achieve the characteristics of the SS transmission, the window length Tw has to meet the 

following requirement, that is 

1 
where T, = - and f, is the sampling rate of the analog signal. According to the Nyquist 

A 
sampling theory, the sampling rate must be greater than twice of the frequency of the 

signal, f, > 2f;:. The criterion of T, 2 Tw ensures the demodulator to recover the 

transmitted analog signal effmtively and correctly without losing any information. The 

1 
step size between two adjacent chaotic states, T, = - can be considered as the chip 

f x  
duration in a SS communication system. The ratio of Tw to Tx is the processing gain G in 

T w  a SS analog communication system. That is, G = -. If the processing gain is large 
Tx 

enough, we have m(r) = M ( B ( ~ ) )  = M ( B ( ~ ) ) .  Passing through the mean value estimator, 

1 
the noise component in the signal n(l) is - rTW n(t)dt which is approximately equal to 

Tw 

zero. In fact, the power of the channel noise has been suppressed by G times after the 

demodulation. As discussed in Theorem 3 in subsection 3.1, the estimator has the 

6,' + 6,' 
estimation variance of . This affects the recovery performance of this analog 

G 

transmission. 

For the analog ECPM system, the chaotic system is required to have a strictly 

mono tone mean value function. From the output of the mean value estimator, we can 

then demodulate the chaotic parameter according to the mean value function of the 
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chaotic signal. This process is called parameter demodulation in Figure 5.1 and can be 

expressed by the following qquation: 

If the exact form of the mean value function is not available, we can employ the gold 

search method [44] to find the mapped parameter. 

Once the transmitted chaotic parameter is estimated, the transmitted analog signal 

can be determined fiom the output signal of d ( t )  according to the parameter modulation 

k c t i o n  g(.). Such process is called signal demodulation in Figure 5.1. That is 

i ( t )  = g -I (&)I . (5.5) 

In practical communication applications, the parameter modulation kc t ion  g(.) can be 

set as a linear hnction B(t)=g(s(t) )=as(t)  +b .  In this case, (5.5) can be simply 

expressed as i (t)  = g -' (f?(t)) = 
8 ( t )  - b . For secure communications, more complicated 

a 

functions can be used for the parameter function g(-) to perform encryption, because the 

transmitted analog signal cannot be decoded without the knowledge of g(.). 

5.3 Performance evaluation 

The performance of the proposed analog ECPM SS communication system is 

investigated by transmitting various kinds of signals under the AWGN environment. A 

computer simulation model is built according to the practical communication system 

[49]. The detailed block diagram of the simulation model is shown in Figure 5.2. 

The simulation model consists the following modules: the analog source 

generator, where various kinds of analog information signals are generated; the chaotic 

signal generator, where the Chebyshev map is used to generate the chaotic signal. The 

bifurcating parameter 8 is modulated with the analog information within [ I  .3, 21 through 

the parameter modulation function; the RF modulation/demodulation parts, where DSB- 

AMIADM is selected as the passband modulator/demodulator; the communication 

environment is supposed to be AWGN channel and the proposed demodulator including 

mcan valuc cstimator, parameter decoder and parameter demodulation function. An 
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integrator with a sliding window is used as the mean value estimator since it is 

computationally efficient. The length of the moving window Tw is adjusted according to 

the frequency of the analog signal and the required processing gain of the system. At the 

output of the demodulator, the continuous output signal is seen as the recovered 

information signal directly without applying any extra process. The transmission SNR 

level is adjusted by controlling the transmission power. Under different SNR conditions, 

the performance of the transmitted analog signal is evaluated by its recovery distortion: 

mean square error (MSE). 
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Figure 5.2. Detailed structure of the simulation model of analog ECPM system. 

In our study, the following system parameters are used through the simulation 

model: RF carrier frequency: f;= I0 MHz, power spectrum density of the channel noisc: 

P,=l, the controlling frequency of the chaotic system: f,=10 MHz, processing gain G = 

1000. The simulation model is designed to transmit the analog information signal 

directly, however, signals in both analog (continuous) and discrete formats can also be 

transmitted and recovered through this system without changing the simulation model. 

In our fist experiment, a continuous sinusoidal wave signal is transmitted through 

the above model. The information signal is expressed as: s(t )  = sin(2lr At) ,A= 1 kHz. In 

order to achieve a processing gain of 1000, the window length of the mean value 
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estimator in the demodulator is set as T, = G/ fx = 1 0 0 p .  The continuous signal is 

modulated into the chaotic parameter B(t) by the parameter modulation function given by: 

B (t) = 0.35s(t) + 1.65 . (5.6) 

Thus the modulated parameter remains in the chaotic regime E1.3 21 and the transmission 

signal is wideband for SS communications. The modulated chaotic signal is transmitted 

after a DSB-AM modulation. The SNR of the noise corrupted signal transmitted through 

the .AWGN channel and received at the antenna is controlled at 0 dB. That is, 

The quality of the service (QoS) of an analog communication system is usually 

determined by normalized MSE, that is the ratio of the average distortion noise power to 

MSE 
the average power of the recovered signal, expressed as - , where P,, denotes the 

4, 
average power of the recovered signal i(t) in (5.5) and MSE denotes the distortion 

power between the recovered signal and the original signal. That is, 

1 
MSE = lim - [s(t) -2(t)y dt . 

T- tm T 

In our study, only the MSE is used in the evaluation since the signal power is fixed. The 

signal waveforms processed in the different transmission stages through the system 

model are illustrated in Figure 5.3. Points (a)-(d) are labelled in the block diagram of the 

simulation model in Figure 5.2. The distortion between each samples of the original 

signal and the recovered signal is also shown here. It gives us a clear description on the 

operation process of the malog ECPM system. By observing the original sinusoidal 

wavefom~, recovered signal waveform and their distortions in Figure 5.3, we can see that 

the recovery performance of the transmitted continuous analog information signal is 

pretty good even at a very low SNR level. 
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Figure 5.3. Signal waveforms in various stages of the proposed ECPM SS 
communication system. 

The recovery performance of the analog ECPM system is shown in Figure 5.4. 

The performance is evaluated by plotting the recovery distortion MSE between the 

recovered signal and the original signal versus various levels of SNR. The range of SNR 

considered in our study is from -20dB to 20 dB with an increment of 2 dB. Each MSE 

value is computed by using an average of 1000 trials. Except the sinusoidal signal, a 

Gaussian random signal is also employed as a second information source for 

transmission. The Gaussian random signal is generated from the Gaussian random signal 

generator integrated in MATLAB. The generation rate is 1 kHz. The generated random 

signal distributes within [ -I ,  i ]  and it is modulated into the chaotic parameter by (5.5). 

The recovery performance of the Gaussian random signal is also plotted in Figure 5.4. 

From the figure we observe that even though the random signal is much more 

complicated than the sinusoidal signal, the ECPM analog system can recover both of 

them with a pretty good performance. The recovery performances for sinusoidal signal 

and random signal are very close. Both of them can achieve a recovery distortion of MSE 

x 25 dB at SNR of 0 dB. 
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Figure 5.4. Recovery performance for sinusoidal signal and Gaussian random signal. 

In the second experiment, two real multimedia signals, one is a speech signal and 

the other is an image, are transmitted and recovered by the analog ECPM system. A 

recorded male voice " Welcome to Canada" is used as the speech information message. 

The sampling fiequencyf, of the speech signal is 22.05 kHz in our study. According to 

1 
(5.3), we set the length of the mean value estimation window as T, = T, = -, that is 

f, 

1 
Tw = 22.05 kH.. 

= 45 p s . In order to keep the processing gain of the system as 1000, the 

controlling frequencyf, of the chaotic system is fixed as 22.05 MHz. The speech signal is 

normalized within 1-1, 1) first and then is modulated to the chaotic parameter according 

to (5.6). To clearly illustrate the recovery performance of the system, we plot the original 

voice signal, the noise corrupted voice signal and the recovered voice signal through the 

analog ECPM system in Figure 5.5. The illustrated noise corrupted signal is obtained 

under the transmission condition of SNR = 0 dB. The recovery distortion under this 

transmission condition is MSE = -25.657 dB. This MSE quality is well acceptable for 

speech communications. For the image signal, we employ an image of a little bridge as 

shown in Figure 5.6(a). The original image is saved in the "tif' format with a size of 
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256x256. The sampled signal, which is read from the "tif' file by the MATLAB function 

"IMREAD", are integers ranging between 0 and 255. This image signal is first normalized 

to [-1,1] and the normalized sequence is then modulated into the chaotic parameter by 

(5.6). 

The recovered image is also saved as a ".tif7 file. The original image, the noise 

corrupted image and the recovered image through the ECPM system are illustrated in 

Figure 5.6. The transmission condition is of SNR = 0 dB and the recovery distortion is 

MSE = -25.448 dB. From Figure 5.6(c), we can see the quality of the recovered image is 

of good perceptual quality. 

The MSE performances of the analog ECPM system for transmitting these 

multimedia signals are plotted in Figure 5.7. Their recovery performances are quite 

similar. 



(a) Original sound wave 

(b) Noise corrupted sound wave 

(c) Recovered sound wave 

Figure 5.5. Recovery performance of the speech signal through the proposed ECPM SS 
analog communication system. SNR = 0 dB, processing gain G = 1000, recover quality 
MSE = -25.657 dB. 



(a) Original image 

(b) Noise corrupted image 

(c) Recovered image 

Figure 5.6. Recovery performance of the image signal through the proposed ECPM SS 
analog communication system, SNR = 0 dB, processing gain G = 1000, recover distortion 
MSE = -25.448dB. 
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Figure 5.7. Signal recovery performance for speech and image signals. 

5.4 Comparison with conventional SS digital communication systems 

The analog ECPM approach is shown to be effective for practical SS analog 

communications. This scheme is suitable for the recent resurgence of interest in analog 

communication or partially analog approaches in the form of digital techniques [35]. 

Among the key reasons for considering analog communication techniques, a simpler 

motivation is that if an analog system can be used to achieve the performance of a digital 

system, its computation and implementation will be simpler compared to a fully digital 

approach. In this subsection, we will present the comparison of the performance between 

the proposed analog ECPM system with the conventional DSSS digital system. 

In the standard DSSS digital system, as shown in Figure 1.1, the analog 

information signal should be scaled, quantized and converted to a binary sequence by a 

source coding process. To ensure the transmitted signal can be recovered under noise 

corruption, redundancy codes will be added through the channel coding process. The 

binary encoded signal is spread by multiplying with a long PN sequence. Then the 

modulated signal is transmitted after a RF modulation. At the receiver side, the RF 
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demodulated signal is despread by passing the coherent correlator, where it is multiplied 

with an identical PN sequence as that used in the transmitter. The detected binary signal 

is thereafter processed the channel error control decoding and the source dequantization 

steps. Thus the analog signal can be recovered. With the SS technique, the DSSS digital 

system can transmit the signal with a very small power but occupies broader bandwidth 

than the analog system. 

Considering the difference of the analog ECPM and the digital DSSS systems, we 

employ a reasonable criterion to have a fair comparison. In our study, the energy per unit 

time period of the signal, denoted as E,, is considered. It indicates that if we transmit a 

signal of a unit time period Tu, the energy used in both systems is fixed as the same. The 

performances of the analog ECPM and digital DSSS systems are evaluated by 

considering MSE performance versus the ratio of the Es to the average power P, of 

channel noise (ESNR). That is, 

In our simulation, a random signal generated from a Gaussian process is used as 

the analog source. The generation rate is 1 kHz, and the unit time period Tu is 0.1 sec. 

Through the analog ECPM system, the signal will be modulated into the chaotic 

parameter as described in last subsection. For the DSSS digital system, the signal is 

sampled first by the sampling rate f, = 1 kHz. Each sampled symbol will be quantised. In 

our study, both 4-bitslsymbol and 8-bitsJsymbo1 quantization levels are employed. The 

optimum qantizer is selected as the well-known Lloyd I algorithm 154,551. In the first 

case, there is no channel error control coding employed, each quantised binary bit will be 

modulated directly by a long spreading codes (i.e. PN sequence) based on the BPSK 

modulation. The performances of both analog ECPM and digital DSSS are plotted in 

Figure 5.8. The x-axis is the EsNR expressed in dB ranging between 20 to 80 dB with a 

step size of 5 dB. The y-axis represents the recovery distortion MSE expressed in dB. 
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Figure 5.8. Comparison of analog ECPM system with conventional digital DSSS system, 
no error control coding is employed in the DSSS system. 

From Figure 5.8, we observe that, in the range of EsNR > 45dB, the recovery 

distortion performance MSE in the DS-SS digital communication system saturates for 

both 4-bits/symbol and 8-bitslsymbol quantizations. At this transmission EsNR level, the 

digital DSSS schemes are able to achieve a BER level of 0. In other words, there is no bit 

error occurred during the signal transmission and detection processes. The recovery 

distortion MSE comes fiom ADC and DAC processes. Distortion in the quantization of 

ADC and dequantization of DAC is inevitable in a digital communication system. In 

order to reduce this distortion, we can select a proper quantization scheme and increase 

the number of quantization level: R (bitslsymbol). The relationship between distortion 

and quantization level is explained in the Shannon theorem: Source Coding with a 

Distortion Measure (1959a) [I]. The distortion measure function for a discrete-time 

memoryless Gaussian source due to a quantization process is given by: 

Distortion = 2-2 6,2 . (5.1 1) 

Various quantization schemes have been proposed in literature and their distortion 

measure performances are plotted in Figure 5.9 [I]. From Figure 5.9, we observe that by 

increasing the quantization level R, the quantization distortion will be reduced. Therefore, 
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in Figure 5.8, at E,NR >45dB, 8-bits/symbole quantization has a better performance than 

4-bits/symbol quantization. 
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Figure 5.9. Distortion performance of various quantization schemes for discrete-time 
memoryless Gaussian source. 

For EsNR < 45dB, the channel noise is too high compared to the system 

transmission power. The receiver cannot achieve a perfect BER of 0, which means it 

cannot detect all the transmitted bits correctly. In this condition, if any transmitted binary 

bit is detected incorrectly, the demodulated symbol after the dequantization process will 

be totally wrong. This distortion is overwhelmingly large compared to the distortion 

introduced by ADC and DAC. The main recovery distortion MSE for the a digital system 

therefore depends on the BER performance for this E,NR range. In general, the BER 

performance of a digital system is dependent of the ratio of the energy per bit Eb to the 

noise power density: EbNR For example, the BER performance of a standard DSSS 

scheme with BPSK modulation is given by the error probability function (Q-function) 

The relationship between the total energy Es and the energy per bit Eb is given by: 



where N, is the total samples of the transmitted signal and L denotes the number of 

encoded bits used to transmit one sample. In this case, if R bits/syrnbol quantization is 

used and no redundancy error control codes added, L=R. Combined Equation (5.10) and 

(5.1 l), the error probability function of the BER performance can be modified as: 

From the above equation, we observe that by fixing the EsNR, when a higher bitsIsymboI 

rate R is used for quantization, the error probability will be increased, and hence results in 

an increase of the recovery distortion. Therefore, the performance of the 8 bitdsyrnbol 

quantization scheme is worse than that of the 4 bitdsyrnbol quantization scheme for 

EsNR < 45dB. 

From Figure 5.8, we observe that the performance of the analog ECPM system is 

much better than that of the digital scheme with 4-bitdsymbol quantization at the range 

of E, NR < 37 dB and E, NR > 52 dB. For 37 dB < E, NR < 52 dB, the ECPM is worse 

than 4-bits/symbol quantization. Compared with the performance of the digital scheme 

with 8-bits/symbol quantization at a low EsNR level, say E,NR < 4 l  dB, the 

performance of ECPM is better. When the EsNR becomes larger than 41 dB, the recovery 

distortion of the digital scheme is reduced at a faster rate (the slope of the MSE curve) 

than that of ECPM until it reaches its performance bound caused by the quantization. At 

around E, NR = 80 dB, the recovery performance of ECPM becomes almost the same as 

that of digital system with an 8-bits/syrnbol quantization. 

Next, we consider the use of channel control coding in the digital system. The 

main purpose of the application of an error control coding scheme is that it can be used to 

detect and to correct bit errors that occur during message transmission in a digital 

communication system. Here, the linear block coding, Bose-Chaudhuri-Hocquenghem 

(BCH) code, is employed [56]. If each symbol is quantized into R bits previously through 

the source coding, then after error control coding, the total bits/symbol L in (5.14) is 

much larger than R. Usually, the BCH coding scheme is expressed as BCH(L,R). For the 
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4-bits/symbol quantization, BCH(7,4) coding is used. For the 8-bits/symbol quantization, 

BCH(127,8) is applied. It means that after adding the redundant codes, the total encoded 

bits/syrnbol is 7 and 127 respectively. The addition of redundant error control codes can 

correct certain detection errors during the transmission. However, if we fix the energy per 

signal within the unit time period, the longer bit length for one sample will also increase 

the total bit errors in (5.14). Therefore, the performance of the digital scheme is not 

improved significantly by adding the error control coding scheme, as shown in Figure 

5.10. The relationship of the performances of the digital DSSS and analog ECPM 

systems remains the same. 

Figure 5.10. Comparison of analog ECPM system with conve~~tional digital DSSS 
system, BCH error control coding is employed in the DSSS system. 

Overall speaking, we found the performance of the ECPM SS analog 

communication system cannot outperform the conventional SS digital communication 

system for all the transmission condition EsNR. However, its performance is already very 

closed to the digital scheme. In addition, unlike the digital scheme, which has inevitable 

quantization distortion, its performance can still be improved. If we consider its other 

advantages, such as simple structure, without quantization and coding schemes, without 
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synchronization, etc, the analog ECPM communication system is still a good choice for 

the perspective SS communications [57]. 



CHAPTER 6 

CONCLUSIONS 

In this thesis, we develop a novel method based on the ergodic property of chaotic 

signals for estimating the bifurcating parameter of a chaotic signal in noise. The proposed 

method is shown to work effectively even in a very low SNR environment. It is also 

shown that the proposed method significantly outperforms other conventional techniques 

in terms of estimation accuracy. In addition, the proposed method is very simple in terms 

of computational complexity. The main drawback of the proposed method is that it 

cannot be applied to any chaotic system in general. Only those have a monotone mean 

value function over the parameter range of consideration can take advantage of this 

efficient estimation technique. However, the proposed technique is still valuable. First, it 

shows that the parameters of chaotic signals can indeed be estimated accurately in a low 

SNR environment, which is a question that has bothered many chaotic signal processing 

researchers for a long time. Second, the proposed method can be used in many 

applications where the chaotic systems can be chosen by the system designer. And one of 

such applications is the chaotic spread spectrum communications. 

Based on this novel ergodic estimation concept, a new SS communication scheme 

called the ergodic chaotic parameter modulation (ECPM) is developed. Not only does 

this new ECPM communication system not require any synchronization procedure, but it 

also has an extremely simple structure for implementation. In fact, its demodulator is 

even much simpler than the standard conelator. Although ECPM is a non-coherent 

scheme, it is shown that it is superior to d l  other conveniional chaotic communication 

methods in terms of bit error rate performance. In fact, if the noise mean can be estimated 

accurately, the BER performance of the ECPM SS system is found to be almost perfect. 

For comparison, the proposed ECPM system and several most popular chaos 

based digital communication schemes to-date are investigated thoroughly. Apart from the 

common advantages of infinite sequences, aperiodicity and high security, the 

performances of these chaos-based communication systems are evaluated under different 

communication conditions, including noise performance in an AWGN channel, the effect 
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of data rate, synchronization error and multipath channel. The CSS and CC offer 

alternative spreading sequence (or carrier) for the conventional DSSS system to spread 

the information data, their performances are therefore almost identical to that of DSSS. 

For other chaos based communication schemes, only ECPM and FM-DCSK can achieve 

a comparative BER performance with that of DSSS in an AWGN channel. However, 

most of chaos based communication systems show improved robustness performance in 

various communication conditions to some extent. For example, FM-DCSK shows strong 

robustness against the higher data rate. Both ECPM and FM-DCSK can operate well 

through mulitpath channel as well as those DSSS based systems: CSS and CC. Some of 

these chaos modulation schemes including ECPM, CM and AF-CPM are very robust to 

the synchronization error. Overall speaking, ECPM is found to have the best performance 

in terms of both noise behaviou and robustness. Because of the robustness of chaotic 

modulation communication scheme, they are suitable for lots of potential communication 

applications in a complicated environment. 

In addition to digital communication, the mean value estimation technique can be 

also applied to SS analog communications. The analog ECPM system can transmit and 

recover an analog signal, such as sinusoidal signal, random signal, speech and images, 

without any quantization and coding as required in a digital scheme. The analog signal 

can be transmitted with a very low signal power but achieve a great performance. By 

comparing with the conventional DSSS system, its performance is still worse than that of 

the digital schemes under certain EsNR level. However, the performance of the analog 

ECPM system is already comparable to that of digital schemes. A major advantage of 

analog ECPM system is that it doesn't require ADC and DAC processes, which makes its 

structure and computing workload simpler. The nature of its analog transmission offers it 

lots of potential in the perspective applications of SS technique, such as SS walky-talky, 

SS cordless phone, wireless home network, etc. 

The abilities for digital and analog implementations with well performance make 

the proposed ECPM system superior to other chaotic communication schemes. Our future 

research works focus on the improvement of the performance of the ECPM scheme for 

both digital and analog transmission. A real system will be established for practical RF 

applications. 
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