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This thesis proposes data Iink protocols for a wirekss access 

system that uses a COFDM physical layer C provide connecbjvity for multimedia 

services between moveable terminals and œ n b a l i i  base-stations connected 

to an ATM netwok The requirements and mstraints of the physical layer, the 

multiple access wntrol sublayer, and the logical link control sublayer of a 

wireless ATM network are developed. A MAC sublayer is proposed that exploits 

the centralùed architecture and allows for enforcement of ATM trafic wntracts. 

The proposed LLC sublayer is based on the IEEE 802.2 protocol with suitable 

modifications for a wireless medium. The protocols are proposed in sufficient 

detail to allow for the development of a prototype system. Conclusions about the 

suitability of these protocols are presented, and recommendations for Mure 

research topics are provided to allow for the continuation of this work. 
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1. INTRODUCTION 

1.t Motivation 

Technological innovation has resulted in many changes and 

improvements in the communications field. New communication networks are 

using a mixture of wireâ links and wireless links to cany a wide range of traffic 

types simultaneously. AHhough many of the trafic types are generated by 

conventional voice, video, and data sources, the low error rate and high capacity 

of the new networks have motivateci the development of advanced applications. 

The changes in network technology have affected three industries: 

the cornputhg industry, the data communications industry, and the 

telecommunications industry. 

In the past, these fields were primarily distinct. Data 

communications companies developed networks to carry data between terminals 

provided by the customen; telecommunication companies designed networks to 

carry voice conversations between teminals produced by telecommunication 

cornpanies; and cornputhg cornpanies created equipment to provide functionality 

that was occasionally augmented by a communications network. 

Today, the distinctions between data communication companies 

and telecommunication companies are blurring. With the volume of voice trafic 

increasing by 3% per year and data traffic increasing by 20% [Paitridge]. the 

telecommunication industry is trying to obtain a portion of the data market by 

developing networks that can carry voice, video, and data. The data 

communicaüons industry is developing schernes ta connect remote networks into 

larger compound networks. Both industries have a goal of developing a data 

transportation system that is independent of the particular type of information 

being camed by the network. Meanwhile. the compuüng industry is using the 
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availability of high performance peripherals and processing units to develop new 

applications. These applications exploit the improved characteristics of the 

network, and stimulate the growth of the size, capacity, and quality of the 

networks. 

The development of Asynchronous Transfer Mode (ATM) has been 

supported by al1 three industries. ATM has the potential to be a technology that 

is universally appealing as a transportation systern for a wide range of trafic 

types that possess a wide range of data thmughput requirements. A single ATM 

network will be able to cany voice, highquality video. CD quality sound, secure 

data, bulk data, and many other traffic types. The design of ATM is independent 

of transmission technology, so ATM may be useful in the full range of network 

sizes from office-sized , localarea networks to continent-spanning , wide-area 

networks. Connections made with unshielded, twisted pairs of copper 

conductors are often used in ofke-environments, and connections of fiber-optic 

cables are often used for long distance systems. 

In some situations, such as an office environment, the use of a 

tetherless access systern offers many benefits: ease of installation and 

maintenance, and mobility of terminak. But, the need to rnÏtigate the high-enor 

rate of a wireless channel increases the complexity and cost of wireless 

communication systems. If the higher complexity and mst, in cornparison with 

tethered systems, can be justified, then wireless communication systems have 

considerable attraction- 

Research work into wireless ATM is split into two distinct fields: 

rnobility-related; and wirelessielated. Investigations into the mobility aspects of 

wireless ATM are focused on topics such as the management and maintenance 

of virtual circuits, and location tracking mechanisms for tenninals. [Acampora] 

contains a proposal for a scheme to handle hand-over in a wireless ATM system. 
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Meanw hile, the wïreless-related field of research is conœmed with developing 

systems that provide high-speeds and low enor rates over wireiess channels, 

and support the trafic contracts and quality of service requirements of ATM. 

[Leslie], [Falconed], and [Bernhard] present some alternatives for the 

development of wireless systems capable of delivering ATM directly to a desktop 

in an indoor environment. 

This thesis considers the design of a wireless access system that is 

suitable for transporthg ATM cells in an in-building environment behnreen 

wireless temiinals and a wired network. In the next section, the ob&tives of this 

thesis are discussed. 

1.2 Thesis Objectives 

This thesis uses the Open System lnterconnection (OSI) reference 

model (standard [IS07498-11) developed by the International Standard 

Organization (ISO) as the framework for considering the functîonality that rnust 

be provided in the designed wireless access system. The OS1 model assigns 

particular roles and responsibilities to individual components in a layered 

structure. This thesis considers the functionality located in the physical and data 

link layers. 

Researchers have focused considerable effort on the design of 

physicaî layen that may be suitable for high-speed, multimedia networks. such 

as ATM. We have elected to use the work in [McGibney] and [Morris] on Coded 

Orthogonal Frequency Division Muttiplexing (COFDM) as the physical layer for 

the proposed wireless access system. By making this seledon, we are able to 

summarize the characteristics, the constraints and the requirements of the 

physical layer, and then focus on the design alternathes of the data Iink layer. 

wmposed of MAC and LLC sublayers. 
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The primary objectives of this thesis are: 

to design a MAC layer and to identify the essential services ît 

must pmvide to the U C  layer to fomi part of a wireless access 

system that is capable of canying ATM data (cells) between 

wireless tenninals and a wïred backbone network; 

to summarize the design criteria for a wireless access system; 

and 

to provide sufkient system specifications for the development of 

a trial system. 

1.3 Thesis Organizaüon 

The remainder of this thesis is organized as follows. Chapter 2 

provides a more detailed overview of the issues that must be resolved in 

providing wireless access. Chapter 3 discusses the use of a COFDM physical 

layer, and Chapter 4 discusses the logical Iink control layer. Chapter 5 

discusses the assumptions, requirements. and alternatives for the MAC layer. 

Chapter 6 presents our proposed mulople access conml layer. Finally, Chapter 

7 presents ouf conclusions and recommendations for Mure research. 
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2. OVERVIEW OF PROBLEM 

2.1 Introduction 

This chapter intmduces the concepts associated with providing 

access to mulümedia services using wireless access links. The architecture of a 

wide-area network is presented first Then, examples of different types of 

multimedia traffic are presented. Finally, the probkms associated with providing 

wireless access to a wiwired backbone network carrying multimedia senrices are 

discussed. M e n  necessary, any networkïvide assurnptions that impact the 

design of the wireless access system are mentioned. 

2.2 Networking Con- 

A discussion of the specific problems associated with wireless 

access cannot be undertaken without some knowledge of the architecture and 

pnnciples used to constnict the larger network. 

2.2.1 Architecture 

The geographical cuverage area of a network rnay range from a 

small area, such as an office, to a large area, such as a continent. By 

interconnecting subnetworks, the effective geographicel coverage that a user 

has access to may be increased dramatically. This is the concept of an intemet. 
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Figure 2.4: An lntemet 

In an intemet (Figure 2.1), the majority of users connect to a local 

area subnetwork. Many of the services that the local users require are provided 

within the local subnetwork- However, for services and information outside the 

local subnetwork, a connection to a fint-level wider area network, wlled a 

Metropolitan Area Network (MAN). is available. The MAN may itself be 

connected to a second-level wider area network. called a Wide Area Network 

ONAN). 
The requirements for a local area subnetwork are quite different 

from those of a wide area subnetwork. In general, the technology deployed for 

LANs has been quite different from that used for WANs. However, the 

characteristics of ATM are suitable for a broad range of networking environments 

[Leslie]. ATM may be used in the local area, as well as the wide-area. 

In the local subnetwork, teminals rnay be attached to the network 

system using wired technology, or wireless technology. These two types of 
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attachment technologies rnay be used as a basis for splittïng the local area 

subnetwork into Wo subnetworks as shown in Figure 2.2: wired-access, and 

wireless-access. 

\Nired-access and wireles-access can be used in a 

cornplementary fàshion to provide access to a range of different services. 

Wireless-access is unlikely to replace wiredaccess because of the significantly 

higher cost and greater cornplexity; however, wireless-access may be used to 

increase the range of applications served by the subnetwork. This opportunity 

for wireless-access is also cited in [Leslie]. [Am b riister]. [Bem hard], and 

[Falconerl]. 

In this thesis, the local area subnetworks are assumed to be 

deployed in an indoor office environment. The geographical area of such an 

environment is small (Le., often less than 100 metres in diameter). A diverse 

mixture of terminais. such as desktop cornputen, workstations, fileservers, 

tekphones, facsimile machines, video equiprnent, etc., is in use. with a wide 

range of traffic characteristics. 
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Figure 2.2: Local Subnehivork 

2.2.2 ATM Principles 

In the past, the number of traffic types was small, and each type of 

traffic had a sepamte distribution network (e.g.. television, telephone). From the 

beginning, ATM was intended to carry a broad range of traffic types. In this 

section. the principles behind ATM are discussed. 

With older network standards. the quality of service that an 

application received was chosen by the network (implicitly supplied). WiVi ATM, 

an application negotiates a quality of service (explicitly supplied) [Shenker]. 



Page 9 

Eariy network standards were designed to overcome aie muent 
enors introduced on the communication channels. ATM assumes that errors are 

infrequent (Le., BER c IO?. This assumption results in considerably simpler 

communication protocols, because cornpiex emr contrd and retransmission 

mechanisms are not required on each link The enor control problem has 

bewme an enbtosnd problem, rather than a Ihk-by-link problem. A discussion 

of the evoluüon of networking standards in the context of Broadband-ISDN (B- 

I SDN) development1 is presented in [DePryker]. 

Also, tech nolog ical innovation has allowed the data rate to increase 

tremendously from kilobits-peraecond to gigabits-per-second. This wealth of 

capacity has freed the network designers from the need to design protocols to 

rninirnize the overhead of each message. This allows for more flexibility; 

however, the designer must be able to justify the expense of bandwidth. 

ATM has k e n  specified independently f i m  a particular physical 

layer implernentation, so wireless-ATM is possible. Also. ATM is not based on a 

particular data rate [Bernhard]. 

2.3 Refinement of the Local Environment 

In this section, three signifiant fadors in the local environment are 

considered: 

mobility characteristics of teminals; 

trafic definitions; and 

wireless network topology. 

The devebpment of ATM forms one part of the btoader B-ISDN development 
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2.3.1 Mobility Cham~rist io  of Terminak 

One of the significant advantages of wireless-access for users is 

the lack of a fixed communication tether between a terminal and the subnetwork. 

For the network, the movement of teminals requires the use of a 'rnobility 

management scheme' to tracû the actual location of teminals, and to support 

hand-over of active calls. 

To charaderke the rnobility of terminals, we must consider the 

movement of terminals between calls. and during calls. With these 

considerations, three types of teminah may be defined: 

fixed - no movement between calls; no movernent during calls; 

moveabW - movement between calls; no movement (or, very 

limited movement) dunng calls; and 

mobile - movement between calls; movement during calls. 

Fked teminals require the network to maintain a static location of 

each terminal within the network, and moveable teminals require that the 

network provide a dynamic location tracking scheme. Neither of these types of 

teminals need a cal1 hand-over scheme. Mobile teminals require that the 

network provide a location tracking scheme, and a cal1 hand-over scheme. 

Another effed of mobility, that must be considered by the system 

designer, is the method of providing electrical power to teminals. This necessity 

of providing electrical power to each teminal s often overiooked by researchers 

who rave about the advantages of wireless. Fixed terminals can be wired 

directly to a source of eleMcity; moveable teminals may be powered from a 

wired connection, or from a battery; and mobile terminals likeiy need batteries. 

2ln [IEEE 80211], portabk is used to rcfer to a mobile station that cm move from location to 

location, but can only be used while at a fixed location. 
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This thesis considers only fixeci and moveable teminals because 

most high data rate multimedia applications involve devices that remain 

stationary (or, at least, remain within a single geocell) during a call. Low speed 

applications, such as voice. are more likely to be mobile, and could be 

considered as an extension to this thesis. This assumption elirninates the need 

to consider hand-over, and is support4 in [Bernhard] and Ficonerl]. A 

discussion of hand-over in ATM systems is provided by [Acampora]. 

2.3.2 User Tranic 

The data that fiows between a terminal and the subnetwork can be 

either network protocol information, or application information. In later chapten. 

the protocol information is considered in detail. In this section. we discuss the 

application information that may be conveyed between teminals. 

An application is a seivice that generates andlor uses infomation 

passed over a netwofk. F undamentally, the transfer of application information is 

the reason for networks to exist. The application information that is transferred is 

referred to as user traffic. Signalling trafic is generated to support the transfer of 

the user traffic. 

Older networking standards were designed to cany a single type of 

application information. lmprovements in technology have allowed newer 

networks to be designed with the objective of transfem'ng a variety of 

information: multimedia, or mulüservices. 

An examination of user trafic types tequires the use of a suitable 

set of classification criteria. Three criteria are needed: (a) service type; (b) data 

rate; and (c) quality of service requirements. 
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2-3.2.1 Senrice Type 

Applications may be either connedionorienteci, or connecüonless 

(e.g., a voiœ conversation versus an m a i l  message) However, the view that 

an application has of the connedion type rnay be independent of the type of 

connedion that is achially present in the network. A network may tran-r the 

output of a connectioniess ûafFic generator over a connectionsriented route, or 

may transkt connection-oriented trafic over a connectionless route. The fonner 

case is much simpler than the latter, because the latter requires the presence of 

additional functionality within the network. 

The source of a stream of trafic data rnay generate that data 

stream in a number of diffierent ways. The following four categories are 

suggested in the Iiterature to rnodel the knowledge that the source has of the 

rate at which trafic is generated: 

Constant Bit Rate 

VanableBit Rate 

Available Bit Rate 

Unspecified Bit Rate 

2.3.2.1 -1 Constant Bit Rate (CBR) 

Applications that generate trafic at a constant bit rate are often 

real-time applications, such as digiüzed voice, that have a very low toleranœ to 

delay. By minimizing the variation of delay, the buffering requitements at the 

endpoints of the ATM connections are very small. Another interesthg example 

of a CBR connedion is circuit ernulation of TIE1 channels. 

2.3.2.1.2 Variable Bit Rate (VBR) 

The development of more sophisticated source coding techniques 

for voice and video has resulted in a set of applications that generate data at 
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non-constant rates. A popular example of such an application is an MPEG 

coder. 

2.3.2.1.3 Available Bit Rate (ABR) 

Eariy work on ATM revealed a large set of applications that 

required no finn guarantee of bandwidth. Instead, these applications are 

satisfied by receiving a data rats that is convenient !O the network and within . 

some lima required by the application. In exchange. the network guarantees a 

particular cell-los ratio. The network can adjust the data rate offered to a 

pafticular connection to compensate for congestion within the nehnrork by using 

an end-toend signalling feedback loop. [Bonorni] and [Kung] present 

discussions on the motivations for the developrnent of the ABR traffic models, 

and explanations of possible rate-cantrol algorithms. 

2.3.2.1 -4 Unspecified Bit Rate (UBR) 

Some applications require the use of a network, but do not have an 

associated data rate requirement (other than as-soon-as-possi ble). Applications, 

such as file transfers from a server to a work station, have a minimal set of 

service requirements. 

2.3.2.2 Data Rab 

This criteria refen to the set of quantitative parameters that 

describe the rate at which user traffic is generated. The type of data generation 

process detemines the number of parameters that are required to provide 

sufficient information about the trafic source. For example, an application that 

generates data at a constant rate may be described by a single parameter; a 

more complex application may generate data at a variable rate that must be 

described by a set of parameters. 
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2.3.2.3 Quality of Senrice (QoS) Requirements 

An application rnay have particular requirements for the quality of . 
service that the network rnust provide. These QoS requirements rnay be divided 

into three categorîes: accuracy, dependability, and speed. Accuracy and 

dependability criteria measure the abiîity of the network to deliver reliable, enor- 

ffee service. and speed criteria relate to the ability of the network to deliver cells 

across the network in a timeiy fashion suitable for the application. Sorne 

examples of QoS requirernents are: cell enor ratio (accuracy), cell loss ratio 

(dependability). cell transfer delay (speed). and cell delay variation (speed) 

[Freeman] [ATMForum]. 

Application data rnay or rnay not be sensitive to delay introduced 

by the network. Generally, the variation in the delay, known as jitter, is more of a 

concem than the absolute delay. Often. applications that generate timing 

sensitive data expect that the destination can reproduœ the timing of the source 

(Le.. the data is isochronous). For example, audio or video information must be 

converted at the destination at a particular rate to avod distortion. Conversely. 

data rnay be delay sensiüve, but not jitter sensitive (e-g., a real-üme control 

system in a factory). 

An application includes its QoS requirements in its cal1 setup 

requeçt If the cal1 setup is successful, then the network has agreed to meet the 

set of QoS requirements provided that the application does not violate the traffic 

contract. 

2.3.2.4 Examples 

This section contains examples of applications that rnay use a 

multimedia network. Table 2.1 and Table 2.2 have been adapted from 

[Falconerl] and [Barton] respectively. 
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Table 2.1 : Multimedia Services 

i Data R8te Quality of 
S4mce 

~p~l i~ i i l f ion 

Mdeo 
Teleconfemncing 

Video Tekphony 

TYP . Typid  ' Peak Rate : Mean fbte , Maximum : -rion lwbpsl jwbps] Packet Lam 
'Duration j ! Rate 

VBR i 30rninutes : I O  1 0.3 -2  1 os 
I ! 1 

VBR j3rninutm i6 10.06-2 : lob 
High-Volum 1-r 
(e.g., CAO) 

Hig h-iesolution 

Table 2.2: Multimedia Services 

ID*- I 

; Quality of Service 

1 1 

ABR UBR I O  - 100 i 1 - 20 / 1-20 
1 !Mb- 1 i 

ABR. UBR 18M- !4-45 [ 14-45 1 O-" 
image rettieval (8-g., 
medical applications) 

iiideo Enterhinment 
(e-g*, H D W  

~ o & k  multimdia 

Manufactufing (e.g-, 
roboticsj 

Application 1 Thmghput [kbp.] j Uuhium Delay [ms] : Target Bit Enor Rate 

, 

l i 

VBR / 15 minutes- 1150 / 3 - 3 2  1 O-' 
: 2 ~ O U ~ S  

- 1 30 minutes ! 10 - 100 1 1 - 10 1 0-9 
a - j contaruous i 0.01 - 3 f 0.01 - 3 1 

i I l i 

100 - 10,000 / 30 (lm delay) 1 o6 
i 300 (high delay) 
f >300 (database 
i access) 

ËÏ&mnit Mail 1 9.6 - 128 t 100 1 O" 
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The topology of a wireless network specifies the interaction 

between terminals and other terminab, and the interaction behnreen teminals 

and wireâ-network a- points- Two distinct types of topology are possible: 

(a) Centralized 

Lesend 
C = Controller 
A = Access Point 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I network 1 
1 
- - œ - - - - - - - œ - - e - œ . c - -  

I 

(b) Distributed (ad hoc) 

(c) Distributed (rnulti-hop) 

Figure 2.3: Wireless Topologies 
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Centralized 

A centralired topology uses a base-station. or centralized-hub, to 

provide service to the teminals located in an area. The srea covered by a base- 

station is refened to as a geo-cell (to prevent any possible confusion with ATM- 

cells). All data is passed thrwgh the basestation, regardless of the proximity of 

the destination to the source (Figure 2.3(a)). The base-station usually assumes 

the role of geocell controller, and is often referred to as a port, or gateway, into 

the wired network [FalconeR] [Srnulders]. 

2.3.3.2 Distri buted 

A distributed topology (also known as an ad hoc topology) allows 

nodes that are within range of each other to communicate directly without the 

use of a centralized hub or basestation. Connecüvity with remote teminals is 

provided by a wired network that .is accessed at strategically placed Access 

Points (Figure 2.3@)). With a pure ad hoc topology. terminals are always 

communication end-points. 

Another distributed topology, that is mentioned in the literature, is 

the Mula-Hop topology (Figure 2.3(c)). This scheme is a more general form of 

the distributed topology with teminals permitteci to be both communication end- 

points. and fouters between distant nades. This approach involves considerable 

complexity, and is not considered in this thesis. 

2.3.3.3 Corn parison 

An extensive selection of literature exists comparing centralized 

and ad hoc network topologies: [Bank], [Bernhard]. [Falconerl], [GoodmanP], 

[Halls], [Pahlavan], [Phipps], [Rypinski]. A summarized cornparison of the two 

approaches follows (Table 2.3). 
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Table 2.3: Cornparison of Centralized and Distributed Wimlers Topologies 

Crite ria 

RF Signal Govarage 

Asymmetrical Compkxity 
on Wireless Links 

Configuration 

Channel Access Conttol 

Predictable (pmnfigured). ! kcess points pmvide 
! predictPbk coverage. but the 
! coverage associated with the 
i individual Wminals is 

--- -----.- 

t unpredktable- 

The b a ~ e - ~ o n  is a single An access point rnay fail, 
point of failure- i preventing access to the wired 

1 ne-* but direct 
j interterminal communications 
i would süll be possible- 

ComparativeIy simple. ' May be amplex to configure 1 individual temhals 

Yes. 
Cornpiex base-station, simple 
teminals- 

Centrakeâ, rnay be simple. ] Distributeci, likely cornplex 

No. 
All terminais and a n  
points have the same 

simple (if the !sse-stationphas j D ~ ~ C U L  
controi over the aspects king 1 
im p roved) . ! 

1 complexity. 

The asymmetrical complexity. predictable RF signal coverage, and 

simple configuration are considered desirable for a small indoor system. The 

single point of failure rnay be acceptable for some applications, or rnay be 

overcome by the use of a redundant hardware design. Therefore, a centralized 

topology is assumed in the remainder of this thesis. 

2.4 Wiieless Access Protocol Layers 

To provide a usehl connection, an access link, between a terminal 

and a network requires that the designer develop protocol solutions for a variety 

of problems that rnay occur on the Iink. For example, the protocols associated 

with providing access rnay need to implement techniques for dealing with 

problems such as corrupted data, congestion, and duplicate data messages. To 
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manage the wmplexity of network protocols, the ISO developed the OS1 model 

that partitions network functionality into seven layers. The bottom h o  layen, the 

p hysical layer and the data Iink layer, are of interest in this thesis. 

2.4.1 Definition of Wireless ATM Access 

The objective of the wireless access protocol layers is to allow 

wireless terminab to conned to and then to use a wired network inftastructure by 

using a welidefined interf&e to a set of protocob that implement a reliable 

communication Iink The layers3 that are considerd to be part of a wireless 

access system are: 

Physical layer (layer 1); 

Multiple-Access Control (MAC) layer (lower half of layer 2); and 

Logical-Link Control (LLC) layer (upper half of layer 2). 

Considerable Merature has been produced by researchen 

discussing the position of the ATM layer in the dassic OS1 model: physical layer, 

link layer, or network layer? This thesis is based on the answer presented in 

[Alles]: The question is moot." According to [Alles], the OS1 model is just a 

model, and as a model it is unable to fit every possible situation. ATM provides 

functionality that could be assigned to the data Iink layer, and other functïonality 

that is commonly associated with the network layer. Wth the system that is 

proposed in this thesis, the ATM layer is camed over (tunnelled through) a 

different networking layer: Our wireless access protocol stack. Therefore. an 

adaptation of ATM that is suitable for a wireless link is located above the LLC 

layer in our protocol stack. 

The use of a layered architecture is a useful abstraction for examining functionalii. but the 

layering should not be considemci an essential characteristic of the actual implernentation. 
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In the next three subsecüons, a brief summary of each of the layers 

in the wireless access protod stack is presented. Figure 2.4 shows the layered 

structure of a wireless ATM terminal and a network node. This thesis is fowsed 

on the three layers that are contained in the gray region of that diagram: the 

wireless access layers. 

Terminal 

Application 4 

r 

AAL 
Network Node 

Wired 
P hysical 

layer 

W-ATM b 

- 

I 
r 

Wireless Channel Wired Channel 

\ 

L 

W-ATM ATM 

AAL - ATM Adaptation Layer 
LLC - Logical Link Control Layer 
MAC - Multiple Access Control Layer 
W - A v  -WifeleSSATM 

LLC 

MAC 

Wireless 

Figure 2.4: Wireless Accessc Pmtocol Layem 
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L 

MAC 
J 
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2.4.1.1 Physical Layer 

The physical layer is conœmed with the physical and electncal , 

aspects of data communicaüons. It is responsible for transmitting data bits over 

a communication channel. 

The characterisücs and responsibilities of the physical layer are 

discussed in Chapter 3. 

2.4.1.2 Data Link Layer 

The data Iink layer is responsible for achieving reliable, efficient 

communications between two machines connected by a single link. In broadcast 

communication systems, the data Iink layer is split into Wo parts: the Multiple 

Access Control (MAC) layer, and the Logical Link Control (LLC) layer. 

2.4.1.2.1 MuitipleAccessControlLayer 

The Multiple Access Control (MAC) layer is responsible for 

controlling access to a shared communication channel. This layer is also 

wmmonly known as the Media Access Control layer. 

The MAC layer is discussed in Chapter 5 and Chapter 6. 

2.4.1 -2.2 Logical Link Control Layer 

The Logical Link Control (LLC) layer is responsible for controlling 

the flow of information between adjacent nodes, such as a terminal and the 

base-station in a centraliied architecture. 

The LlC layer is discussed in Chapter 4. 

2.4.2 A.rrumptïons about aie Higher Layem 
The wireless access layers are imrolved in the tunnelling of ATM- 

cells across wireless links. Therefore, the hig her layers include the ATM layer, 

the ATM adaptation layer, application layers, and layen related to the control of 
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ATM networks. In the following subsecüons, the assumptions about these layers 

above the wireless aaxss laye= are detailed. 

2.4.2.1 Location Tracking 

The current location of each terminal is known by the network. and 

can be accessed by the cal1 delivery system to route calls to a terminal. 

2.4.2.2 ATM Add- Resolution 

A terminal is idenüfÏed by a global address. In a public network, a 

'lelephone number-like" E.164 address is used; for a private network, the ATM 

Forum defined a 20-byte address format [Alles]. At the subnetworù attachment 

point, a MAC address identifies a particular terminal. Therefore, an address 

resolution protocol is required to cross-reference ATM addresses with MAC 

addresses. 

2.4.2.3 Sire of ATM CeH 

The size of an ATM cell in the wireless portion of a network may be 

reduced from the size that is used in the wired portion. In Table 2.4 a 

cornparison between the size of a wired ATM cell header, and Our proposed 

wireless ATM cell header is presented. The size of a ceIl payload rnust rernain 

unchanged at 48 octets. 
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Table 2.4: Cornparison of Cell Headers for Wimd ATM and Wireless ATM 

field S i  t Field Size 
Wimd ATM i Wimk# ATM 
lbW ; -1 

Generic Flow Contml (GFC) 14 1 ; 0 

Viftual Path Identifier (VPI) - O 

Ceii LOSS Pliority (CLP) 

Total Size t p i  

The GFC field may be eliminated because it serves no useful 

purpose, and is only present at the user-network interface (UNI). The VPI field is 

eliminated because terminais are intended to be terminating stations in the ATM 

network and do not need to switch a large number of virtual circuits. The size of 

the VCI field is reduced to fit the entire header into 2 octets (the number of 

channels at each base-station at the periphery of a network can likely be served 

with an address space of 4096, legs a few addresses for ATM signalling). The 

PT field is rot aiteted since it is used for end-toend signalling ( A L  5 - SEAL). 

Similady, the CLP field is left untouched. The HEC field may be eliminated with 

the assumption that the error control used in the wireless access laye- has at 

least the same probability of preventing an incorrecüy addressed ATMcell from 

entering the wired network as the eror control ptovided by the HEC field does. 

2.5 Summary 

This chapter has provided a ftamework in which to consider the 

development of a physical layer, a logical Iink control layer, and a muîtiple 

access control layer as part of a wireless access system suitable for a wireless 

ATM system. Several assumptions about the overall system, such as the use of 
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a centralireci gao-cell topology and the elimination of handaver, have been 

made in this chapter. 

In the next chapters, the specific detaih of the three layen of the 

wireless acoess system are considered. 
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3. THE PHYSlCAL LAVER 

3.1 Introduction 

fhis chapter is focused on providing a complete description of the 

lowest protocol layer of the wireless access protocol stack: the physical layer. 

3.2 Purpore of the Physical h y e r  

The physical layer is responsible for the transmission of data bits 

over a particular type of transmission medium. A complete description of a 

physical layer protocol includes details about the followïng four charaderistics 

[Spragins] [Stallings]: 

mechanical (e.g., the physical connector); 

electrical (e-g., voltage levels, signal timing, etc.); 

functional (e.g., assign rneanings to pins of the connector); and 

procedural. 

This chapter is concemed primarily with the procedural 

characteristics of the COFDM physicel layer that has been chosen for the 

proposed wireless access system. The procedural specifications detail the 

sequences of control and data messages that are needed to set up, use, and 

deactivate physical layer connections. 

3.3 The Wireless Channel 

The IEEE standard for wireless LANs, IEEE 802.11, summarizes 

the differences between a wireless channel and a wired channel as: "A wireless 

medium is quite different from a wired medium: limited physical point-to-point 

range; shared medium; unproteded from outside signals; significantly l e s  
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reliable; and dynamic topologies." The next fwe subsedions briefly examine 

each of these dïfferences. 

3.3.1 Umited Point-DPoint Range 

Firstiy, signals in a wireless medium cannot be easily directed 

along a precise point-to-point path, but signals in a wired medium are channelled 

within that medium. Therefore, the energy in a wireless signal W often dispersed 

across a wider area than desired. 

Secundly, the wireless channel is a cornplex envimnment in which 

signals must pass through objects such as walls, partitions, people, and fabric. 

This wireless environment typically has a higher propagation loss than a wired 

environment. 

3.3.2 Shared Medium 

All the users of a wireless system in a geo-cell share the same 

medium; therefore, techniques must be developed to wntrol the access to the 

medium by these users. Wmout coordination, the users would be unable to 

corn mu n icate effective1 y. 

3.3.3 Unprowcted from Outside Signalrr 

The use of a shared medium allows other devices to interact 

intentionally or unintentionally with the communication medium. These other 

devices rnay introduœ interference, and may represent a security risk for the 

information being @ansmiRed. 

3,3.4 Significantly L.u Reliabk 

Wireless systems rnay experience transmission errors introduced 

by a vanety of sources: shadowing, reflections fmm outside the system. Doppler 

shift, channel fading due to multipath interference, thermal noise. and co-channel 
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interference. These problems may be alleviated, but at the expense of greater 

complexity in the system. 

3.3.5 Dynamic Topologies 

One of the greatest benefits of wireless communications is the 

ability of tenninals to move. However, when temiinals move, the topology of the 

network changes, and the network must be able to handle these changes - 

dynamically. Some of the alternatives for netwoik topologies are presented in 

Chapter 2. 

3.4 The Chosen Physical Layer Technology 

Coded Orthogonal Frequency Division Muîtiplexing (COFDM) has 

been selected as the modulation scheme for the physical layer of our wireless 

access system. A description and analysis of this wde-band fom of OFDM is 

available in [Moms] and [McGibneyl]. A survey of some other physical layer 

modulation schemes proposed in the literature can be found in [Raychaudhuni. 

COFDM works by splitting a high-speeâ data stream into many 

slower signals that are frequency multiplexed. Each transmitted symbol is 

composed of a set of t h k  low speeâ signak. and carries a large amount of 

information, on the order of 40 to 60 octets. An OFDM-symbol is referred to as 

an OFDM-Mock. The use of fornard enor conecüng coding (FECC) for each 

block of data, and combinational antenna diversity at the base-station, results in 

a systern that achieves an exceptionally low bit error and a high data rate even in 

the presence of severe muiüpath fading. 

COFDM has many attractive charaderistics, such as: 

high data rate; 

low bîock-ermr-rate; 

no equalization; 



no carrier recovecy; and 

large toleranœ b timing enors. 
However, COFOM has disadvantages: 

requires significant DSP resourœs; 

has a very high power consumpüon; and 

needs a wide-band hear power amplifier. 

The characteristics of a COFDM system implemented by TRLabs, 

and a proposed future generation, are presented in Table 3.1 [McGibney]. Of 

particular note in this table is the high net data rate, 88 Mbps, achieved by a 

working prototype. 

Table 3.1: Wireless LAN Specification 
I 

System Fairmeters 1 futun ~ystem i lmplemented System 
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Number of Sukaniers (N) 202 ; 202 1 (2 reference, 200 data) : (2 refkrence, 200 data) 

RF Centre Fnpuency (fc) 1 + 10 GHz i 1.8 GHz 

- -  - - 

Subcanier Modulation 

Total Bits per Block 

- - -  

Total Block Length (M) 1 324 amples 308 &mpks 

- - -- - - - - 

DQPSK j DQPSK 
(2 bits per symbol) 1 (2 bits per symbol) 

400 1 400 

Block Dudon 1 1613 ns / 2880 ns 

Guard lime ktweem Blod<. ( 200 ns 1 200 ns 

Total Tîme per Symbol ( 1813 ns 1 3080 ns 

Errot Control Coding I Reed-Solomon 1 ReedSolomon 
(8 bytes per block ) 1 (8 bytes per bfock ) 

Raw Bit Rate 1 220 Mbps 1 130 Mbps 

Net Data Rite 1 150 Mbps j 88 Mbps 
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3.5 Physical Layer Chacacteristics 

Befm the multiple access control (MAC) layer can be considered, 

a detailed model of the physical layer is required. This model is based on the 

following characteristics 

data rate; 

enor control coding; 

diversity; 

block enor rate; 

duplexing; 

synchronizaton requirements; 

PA requirements ( T M  guard times); 

power control; and 

pipelinhg effeds. 

Each of these characteristics is discussed in the following 

subsections. 
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Dafi Rate 

Two data rates may be considerd at the physical layer: (a) the 
* .  

raw data rate that is actually transmitted over the air; and (b) the effective data 

rate that is available to the MAC layer. The physical layer adds fomrard error 

correction coding to each MAC-SDU1, so the raw data rate is higher than the 

effective data rate. For the purposes of the physical layer mode1 to be used by 

the MAC layer, the effective data rate is most useful, and should be specified 

using hnro values: 

the sire of a block (octets per block); and 

the block transmission rate (blocks per second). 

3.5.2 Error Control Coding 

The physical layer in a transmitîer adds fomrard error control coding 

to each MAC-SDU. The receiver rnay use the FECC to attempt to correct any 

erron that have been introduced by the transmission channel. 

One option that exists is to control the amount of FECC that is 

added to each MAC-SDU based on the characteristics of the channel. A 

channel with few errors may require less coding than a channel with many 

eron. Unfortunately, considerable complexity is introduced by allowing for a 

selectable amount of coding. 

A MAC-SDU (service data unit) is passed from the MAC layer to the physical layer, and is 

accompanied by an ICI (informon control information) field. The physical layer, after 

interpreting the ICI, generates a PHYS-PDU composed of the MAC-SDU and sorne header 

information needed by the physicaI layer at the receiver. If necessary, the physical layer may 

fragment each SOU into separate PDUs. but the physical Iayer at the receiver must be able to 

reconstruct the SOU- From the perspective of the LLC layer, that same MAC-SDU may be 

viewed as a MAC-POU containing a LLC-SDU with header information added by the MAC layer 

[Tanenbaum]. 
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3.5.3 Divenity Options 

The emr rate of the physical layer rnay be improved by the use of 

some fom of diversity: ftequency, tirne, or antenna. 

OFDM inherentiy prwides a fomr of ftequency dbersity by 

transmitting the subcaniers across a wide bandwidth. The use of FECC in each 

block of data is exploiong this diversity by transmitong coding information rather 

than the same information on other frequencies. 

Antenna divemity is anotkr effective technique for improving the 

error performance. Multiple antennas, separated by a distance that allows for 

statistically independent signals to be received by each antenna, rnay be located 

at the reœiver. The receiver rnay either demodulate the signal from multiple 

antennas and then combine the rësulting signals before making a decision 

(combinational diversity), or the receiver rnay choose to use the signal Rom one 

of the antennas (switchedantenna divers@). The combinational diversity 

scheme generalty produces better results than the switchedantenna scherne, 

but the combinational divemity scheme requires that much of the reœiver 

hardware be duplicated. 

The cost and size associated with multiple antennas rnay be 

acceptable at a base station. but not at a terminal. One approach that rnay be 

attractive is for a base-station to transmit on a single antenna, and to switch the 

transmit antenna at the request of the receiving terminal. A second approach 

(time-divenïty) would have the base-station transmit each data block multiple 

timeç (e-g., Nice) using a different antenna each time. The receivïng teminal 

would then demodulate and store each block until al1 copies of the block had 

been received. Then, the terminal could combine the received copies before 

making a decision. This second solution compromises speed and effkiency for 

sig nificantly better error performance. 
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3.5.4 Block Enor Rade 

The physical layer uses a combination of FECC and diversity to 

achieve a highly reliable (Le., low block error rate) data transmission Mli ty. The 

block enor rate is determined by the pattern of enois introduœd by the channel 

within each block rather than just the number of bits in errors. 

3.5.5 Du plexing 

Data flows bidirectionally between a terminal and a base-station. 

The uplïnk (from terminal to base-station) and downlink (from base-station to 

terminal) may be separated in one of three ways: frequency (FDD), code (CDD), 

or time P D ) .  

In the proposed system, a single flequency band has been 

assigned to each geocell. Therefore, the uplink and downlink paths are 

multiplexed in time, time-division duplex. 

An advantage of TDD is that the uplink and downlink data 

bandwidths may be dynamically controlled according to the type of traffic in the 

cell [Karol] [FalconeR]. Also, because of the reciprocal channel, antenna 

diversity needs only be implemented at the base-station. The use of TDD is 

possible because channel equalization is not required in an OFDM system 

[Smulders]. 

The choiœ of TDD significantly affects the MAC layer, since a 

device that is receMng informaüon must delay retuming any information to the 

transmïtter until a later time. 

3.5.6 F requency and Time Synchronizaüon 

Frequency synchronization is required so that the subcamers of the 

OFDM signal are not frequency shifted into a position where they might interfere 

with each other. 
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Timing synchronization is needed to position the signal in the 

optimum sampling window, and to ensure that the phases of the subcamers are 

properly alignd. Once synchron~ed, the physical layer can adjust the start of 

its transmit window to account for the propagation delay, and thereby ensure that 

each transmitted symbol is received at the destination in the correct time 

window. 

A joint time and frequency synchronization technique is suggested 

for the OFDM system [McGibney2]. The proposed scherne requires that the 

base-station transml a characteristic header block periodically to allow new 

teminals to achieve synchronization. Once a terminal has achieved 

synchronization. it must decode approximately 20 blocks per second from the 

base-station to maintain synchronization. These blocks rnay be header blocks, 

or normal data blocks trzhsmitted by the base-station. 

3.5.7 Power Amplifier Limitations 

A portion of a transceiver (transmitter and receiver) for a TDD 

system is shown in Figure 3.1. A time guard band is essential between the 

transceiver actively transrnitting a symbol and the transceiver successfully 

receiving a symbol because the output power level must be allowed to drop 

sufficiently if the receiver is to be able to correctly demodulate a received signal 

(the reœived signal strength rnay be more than 80 dB below the transmitted 

signal strength). Similady, a guard band is necessary between receiving and 

transrnitong to allow the power amplifier to Vamp upn. 
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TX output 
Filter 

Antenna 

TXRX Switch 
RX Input 

1 L 

Ftlter 

Figure 3.1 : Tmnsceiver Frontend for a TûD System 

In cornparison, a transceiwr buiit for an FDD system does not 

require any guard bands because the input and output bandpass filters would be 

tuned to block any undesirable energy. 

3.5.8 Power Control 

The physical layer has control over 

the transmit power, and 

the automatic gain control (AGC) of the receiver. 

3.5.8.1 1 nnsmit Power Control 

The power level used by temiinals to transmit can be abred to 

prevent "ringingw effeds between adjacent time slots. A simple open-loop control 

scheme is proposed in which the basestation sends power control messages to 

individual terminais to increase or decrease transmit power. This requires that 

the basestation maintain a concept of power level for each terminal. 

3.5.8.2 Automatic Gain Control 

The automatic gain control of the receiver can be cumpletely 

controlled within the receiver based on the level of the input signal. AGC is 
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needed to wnbntrol the RF gain of an input signal so that the signal amving at the 

A-to-D converter is neither dipped, nor poorly quantized. 

3.5.9 Pipelining Efkcts 

Considerable data processing is required to produœ an encoded 

OFOM signal. The elements of an OFDM transmitter and receiver are 

constmcted using a pipelined architecture to improve the performance of the 

system. Two timing efkcts that are crucial to the effective operation of the 

physical layer are: 

pipeline processing delay; and 

pipeline blocking. 

These timing efkts are explainecl in the next two subsections. 

3.5.9.1 Pipeline Pmcessing Delay 

Delay is introduced by each component in the data processing path 

of a transmitter and a receiver. Forhmately, the delay is constant for al1 data 

blocks transmÏtted and received by a paficular physical layer design. 

Unfortunately, the amount of delay is paficular to the design of that physical 

layer, so a basestation rnay be controlling a mixture of terminals with different 

delays. With a COFDM system, the proœssing delay of a transmitter, b+-i,,g, 
is likely to be different frorn the processing delay of a receiver, &9-in9. 

3.5.9.2 Pipeline Blocking 

The intemal design of a pipeline may require that the user of the 

pipeline prevent access to the pipeline for a period of time after each use. This 

situation may anse if an element or a set of elernents in the pipeline is required 

for a longer üme than the other elements. This problem is illustrated using the 

three pipelines shown in Figure 3.2. 
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Figure 3.2: Pipeline Design Abmatives 

In the frst pipeline. Figure 3.2(a), an extemal delay is required to 

limit access to the pipeline. In the second pipeline, Figure 3.2(b), the use of 

faster components reâuces the duration of the required extemal delay (and 
reduces the processing delay), but the cost of this pipeline is likely higher than 

the fint pipeline because of the use of those faster components. In the third 
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pipeline, Figure 3.2(c), the stage with the largest delay is subâivided into smaller 

processing elements, which increases the total numbcr of stages in the pipeline, 

but reduœs the duradion of aie required extemal delay. 

Another approach is to add a FlFO (or FIFOs) to the pipeline. A 

FlFO allows data to queue until it can be processed by the next component in 

the pipeline. By using a FlFO in this manne?, aie requirement for interblocking 

delay extemal to the pipeline may be eliminated. but the user of the pipeline 

must be aware of the potential for overfiow -(Le., a FlFO adds delay to the 

pipeline as neœssary, but cannot speed up the operation of the pipeline). 

3.5.9.3 OFDM Pipeline EfFects 

Figure 3.3 and Figure 3.4 show the delay through the fundamental 

elements of the transmitter and receiver of a COFDM systern. The delays shown 

in the figures are based on the protocol system. In these figures, hde is the 

duration of a dock tick of the transceiver, fblodr is equal to rnultiplied by the 

number of octets in a block. and t, is plus the guard time required between 

sym bols. 
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aRS 1 

b0ck-r)  
I 

Encoder f- 

0DQPSK 
Encoder - .  . . .  

tblock --) 

CALCULATE 

Figum 3.3: OFDM Transmitbr Pipeline Timing 

In the transmitter (Figure 3.3) the IFFT represents the most 

signifiant point of delay. The minimum delay of the IFFT is 1 t, because al1 of 

the data must be loaded before the fimt result may be generated; the delay of 

the IFFT in the prototype implementation is 8 &. 
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I LOAD CALCULATE ; SAVE I 
1 I 
I 

mDQPSK Decoder 

aRS-Decohr lnpuf b~ock 

The pipeline of the 
RS-Decoder is 
designed to prevent 
blocking. 

, . Figure 3.4: OFDM Receiver Pipeline 

The FFT of the receiver (Figure 3.4) is the most significant point of 

delay. The RSdecoder must load an entire bloc% before it c m  begin decoding. 

3.6 The Physical Layer lnterhce 

The inteerface between the MAC layer and the physical layer is 

defined by a set of primitives. The primitives that are available to the MAC layer 

allow the MAC layer to control the operation of the transmit and receive 

pipelines; and the physical layer has a set of primitives to support the MAC layer 
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control functions. and to pass reœived messages to the MAC layer. The next 

section describes the primitives in greater detail. 

3.6.1 Primitives 

The total set of primitives rnay be split into three categories: 

transmit primitives 

receive primitives 

stateprimitives 

Transmit primitives relate to the transmit pipeline, and receive 

primitives relate to the receive pipeline. The effect of a transmit primitive on the 

communication channel is delayed by the OFDM pipeline until a time in the 

Mure; a receive primitive causes an immediate operation on the communication 

channel, but the result is delayed by the receïve pipeline. In controlling the 

transmit and receive pipelines. the MAC layer mu& ensure that the transinitter 
and reœiver do not access the communication channel simultaneously. Figure 

3.5 demonstrates the effect of the delays in the transmit and receive pipelines on 

the accesses to the communication channel. 
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Physical Layer 

TX Pipeilne RX Pipeline 1 Channel 

Both TX and RX pipelines have a 
processirtg delay of 3 slots. 

Active Slot Slot that 
Accesses 
Channel 

Figure 3.5: Effect of Pipeline Delays on Transmit and Receive Primitives 

SMe primitives are passed by the physical layer to the MAC layer 

to indicate the current operational state of the physical layer. 

The physical layer for a terminal offers the same basic set of 

primitives as a basestation; however, some differences do exist. 

In Table 3.2, the complete set of physical layer primitives is 

presented. 
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Table 3.2: MAC-Physical Primitives 

Primitive Name I MAC O : PWS to j Panmeters 
PWS I MAC i 

J ; antenna (optional) 

1 4 
i MAGSDU 
i RSSI 1 timing emr (basestation 

I only) 
ermr flag 

J indicates the interfaces on which the primitive is defined. 

3.6.1 .t Transmit Primitives 

The transmit primitives are used to control the transmit pipeline. 

ihree control primitives are available to the MAC layer: PHYS~TX~IDLE_REQUEST 

idles the pipeline for one slot (&,& PHYS-Tx-DATA-REQUEST begins the 

encoding and transmission of one block of data; and 

Pms-Tx-HEADER-REQUEST, availa ble to basestations, requests the encoding 

and transmission of a standard header block. The physical layer responds to 

any of these requests with a Pws-Tx-DATA~CONFIRMATION that indicates the 

success or failure of the requested action. If a data field is incorrect, or the 

pipeline cannot acxept the request, then an enor value is retumed; otherwise, a 

success is indicated. 



Page 43 

The delay between a request being submitted to the physical layer, 

and the operation being perfonned on the actual communication channel is the 

same for al1 requests. 

3.6.1.2 Receive Primitives 

The receive primitives control the receive pipeline. Two control 

primitives are available to the MAC layer. PWS-RX_DATA-REQUEST makes the 

receiver active in the current dot; and PHYS-Rx-IDLE-REQUEST idles the 

receiver in the cunent slot If the receive pipeline is made active, then after a 

delay of &-ing when the pipeline has fully processed the information 

reœived from the channel, a PHYS_RX_DATA-INDICA~~ON is passed to the MAC 

layer. 

3.6.1.3 State Primitives 

The sWe primitive, PHYS-STATE, is used by the physical layer to 

inform the MAC layer if the physical layer is able to be used. The physical layer 

may only be used if synchronization with a basestaiion has been achieved. 

3.7 Summary 

This chapter has presented an overview of the COFDM physical 

layer that forms the base for the wireless access system. This overview included 

a discussion of the physical layer characteristics signifiant to the design of the 

MAC layer. These characteristics are summarized in Table 3.3. 
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Table 3.3: Summary of Physiul Layer Characteristics 

Physical Layer 
Chancterktit 

Data Rate 

Ëmr Control Coding 

Block Error Rate 

Du plexing 

Power Amplifîer 
Requirements 

Pipelining Effects 

COFDM 
- - 

- 

Effective biock ske after FECC is 48 to 55 octets per b I W  

B W  transmission rate is 2 500,000 per second. 

No the dbetsity Ïs supported by the teminals. 

Antenna dÏversity k used on aie receive path at a base-station (and 
is cornpletely under the control of the physicaf layer); transmit 

-- 
antenna sefection is available to the MAC layer. -- ----- - -- . --- - - -. - 
Block e m  pmbabilli c 1 o9 
Tirne-Division Duplexhg (TûD). 

A special headet block pattern must be transmitted periodically by a 
ba-on to allow teminals entering a geo-œll to achieve 
synchronization. 

A b a ~ e - ~ o n  must transmit at least 20 btocks per second so that 
terminals in the geo-cell may maintain synchronïzation with the base- 
station. 

A base station will receïve an indication of the timing error associated 
wîth a terminal as a byproduct of decoding a received block. A 
mechanism for correcüng the timing error at a teminal must be 
provided, 

A time equal to the duration of one biock must be allowed to elapse 
between a terminal or base-station transmitting a block and then 
being able to successfully receive a biuck. A similar delay is 
required between a sucœssful reception and a transmission by a 
terminal or basestation. 

A base-station must be able to send power control orders to the 
individual terminals in a geo-cell, 

Individual base-stations and terminab may have different interblock 
delay requirements. The lowest interblodc delay is zero &- The 
largest interblock defay may be quite large, on the order of hundreds 
of b. 
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4. T NE LOGICAL LlNK CONTROL LAVER 

4.1 Introâuction 

This chapter describes the top layer of the Weless access protocol 

stack: the Logical Link Control (LLC) layer. This chapter is divided into five 

sections that explain: 

the purpose of the LLC layer; 

the functionality provided by the LLC layer; 

the services offered by the LLC layer to the W-ATM layer; 

the interface between the W-ATM layer and the LLC layer; and 

the interface with the-MAC layer. 

These sections are then followed by the recornmendation of an 

LLC layer. 

4.2 The Purpose of the LLC Loyer 

The functionality of layer two in the OS1 model, the Data Link 

Control (DLC) layer, is divided into two sublayen in broadcast communication 

systems: the LLC layer a the top, and the MAC layer at the bottom. The MAC 

layer is assigned responsibility for managing access to the shared 

communicaüons Iink, and the LLC layer assumes responsibility for the other data 

link control functions. The LLC layer is concemeci solely with a station-to-station 

Iink, and not with end-to-end issues. A thorough discussion of DLC and LLC 

protocols can be found in [Freeman], [Stallings], and Fanenbaum]. Also, 

[IEEE802.2] 21s an example of a specik LLC protocol that is in wide-spread use. 

Ushg the OS1 model as a basis, the LLC layer rnust meet the 

following three requirements. 
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First, the LLC layer must present a logical inte- for the W-ATM 

layer to use. This logical interface takes the fom of Service Access Points 

(SAPs) that are used by the W-ATM layer to send and receive control and data 

primitives. 

Second, the LLC layer must segment data packets passed from the 

W-ATM layer at a source SAP into frames for the transmitter, and reassemble 

frames h m  the meiver into data packets to be passed through a destination 

SAP. Thus, the LLC layer offers a facility for the W-ATM layer to use to 

exchange data between SAPs, and multiplexes the multiple data flows at the 

higher layer ont0 a single physical connecüon. 

Third, the particular services offered by the LLC layer to the 

W-ATM layer may require that the LLC layer implement mechanisms, such as 

error control, acknowledgements, and flow control, to ensure reliable 

communications between the two stations (the logical link endpoints). The 

types of services that may be offered by the LLC layer are discussed in detail in 

a later section of this chapter. 

The definition of a LLC layer must present the following 

information: 

the interface between the W-ATM layer and the LLC layer; 

the s p d f k  station-to-station protocol in use; and 

the interface between the LLC layer and the MAC layer, and the 

associated expectaüons that the LLC layer has for the MAC 

layer. 

By using a well-designed LLC layer, the "wireless" characteristics 

of the communication channel may be hidden, and only minimal changes to the 

ATM layer are required. 
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4.3 Functionality 

This -on discusses the functionality that can be provided wiaiin 

the LLC layer. The SAP$ available to the WdTM layer offer access to these 

hnctions. 

4.3.1 Framing 

The LLC layer is responsible for converting a data-stream frorn the 

W-ATM layer into discrete ftames of data. Each data fiame is augmented with 

control and addressing information useful for the remote LLC entity. A technique 

for marking the start and end of each frame must be specified. Common 

solutions to this problem are: explicit size fields in the header, distinctive 

character flags. start and end bit patterns (with bit stuffing), and physical layer 

cod ing violations. 

The size of an ATM cell is fixed at 53 bytes, so the use of a fuced 

size LLC-PDU is feasible. This removes the requirement for explicit start and 

end fiags. 

4.3.2 Segmentationand-Reassernbiy 

In our proposed systern, the ATM layer passes complete ATM cells 

to the LLC layer to be transferred over the wireless link. The characteristics of 

the MAC layer and physical layer may dictate that each ATM cell be segmented 

at the transmittet into multiple frames before transmission, and that multiple 

frames are reassembled by the receiver to form a single ATM cell. This process 

is referred to as segmentation-and-reassembiy. Altemativeiy, the transmitter 

rnay be able to pack several ATM cells into a single frame for transmission, and 

then the receiver would need to split a frame into individual ATM cells for 

distribution. 
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4.3.3 Flow Control 

A flow control mechanism is used to prevent a sender fiom 

overwhelrning a reœiver with data. Most flow control mechanisms use the same 

basic principle: the receiver uses a feedbadc path to the sender to grant 

permission for a frame to be sent. 

4.3.4 Enar Control 

The LLC layer may offsr a variety of service types to the W-ATM 

layer. In [IEEE802.2], the LLC specification of wnnectionsriented service 

guarantees the network layer that the data will be delivered conectly, and in the 

proper order. The specification of unacknowledged connectionless service 

requkes the LLC layer to use a besteffort attampt to transfer the data. and, 

therefore, does not guarantee delivery. To identify frames that have been 

compted by errors, the LLC layer may append a frame checksurn sequence 

(FCS), or fomrard error correction coding (F ECC) information. For example, 

[Ayanoglu] suggests that in the worst case, three levels of enor control coding 

may be required: 

in the physical layer, over a group of bits (e.g., trellis-coded 

modulation); 

in the LLC layer, over the contents of a single frame; and 

also in the LLC layer, over rnuitiple frarnes. 

A method is needed to allow a receiver to infonn the sender of the 

successful or unsuccessfi~l reception of each message. The most general 

solution involves three aspects: 

timers at the sender to force the retransmission of data; 

sequence numbers on each h m e  to allow the sender and 

receiver to idenhify partÏcular frames; and 
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admowledgement (a&) and negative-acknowledgement (nack) 

messages'. 

An excellent survey of the various protocols that may be used 

between the sender and receiver to control erron using a frame checksum 

sequenœ is presented in [Lin]. 

Wired-ATM assumes that Iink-by-link eror control is not required 

because the underlying physical layer characteristics are exceptionally enor free. 

A checksum is used in each ATM header to detect errors in the header (not the 

entire ATM-cell) which may cause ATMcells to be routd inwrrectly. 

Nevertheless, the responsibility for error recovery of the data portion has been 

shifted to the higher protocol layem. 

For the wireless ATM system being considered in mis thesis, the 

requirement is for frames to be delivered in the correct order, but a guarantee of 

delivery is not provided. This approach is consistent with the service guarantees 

that ATM ofkrs to its higher layers. The low error rate of the wireless physical 

layer allom the LLC layer to offer errorantrol services as an optional service 

that may be selected by the W-ATM layer. 

4.3.5 Encryption and ûecryption 

Encryption and decryption provide security for the data that is 

transferred over the wireless channel. Not dl types of data require the use of a 

secure transmission facility, so this functionality should be considered selectable. 

If security katures are offered. then the station-to-station LLC signalling must 

include messages to support authenticaion, and encryption services. 

A workable emr control scheme may be constructed using only acknowledgement messages, 

rather than a combination of acks and nacks. 
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4.3.6 Link Management 

Link management refers to operations associated with the 

administration of a link. For connectionless links, the administrative overhead is 

minimal; however. for connecüonotiented links, the process of establishing , 

maintaining. and releasing connections requims that state infornation be 

maintained for the duraüon of each connecüon. 

A significant question that must be answered is: "cm either end of 

a link initiate a connection?". In some systems, only a single entity, called the 

primary station, can establish a connection by polling the secondary stations; 

however, in other systems, both ends are considered equal. and the connection 

is refened to as balanced. 

In the proposed system, link management al1ows either end to 

establish a connection, 

4.3.7 Capacity Management 

This function is a specialized aspect of the link management 

function. The LLC layer may request that the MAC layer adjust the data rate 

capacity of the underlying link to meet the current needs of the W-ATM layer. 

4.3.8 Priority Messages aml Channek 

A LLC layer may offer multiple levels of priority for messages 

passed from the W-ATM layer. Data messages that are submitted for 

transmission as high-priority may be moved to the head of a transmission queue, 

and "jumpn over any low-prionty messages waiting to be sent. Alternatively, the 

LLC layer rnay offer a distinct channel that is used for high-priority messages. 

The LLC layer for the proposed wireless access system does not 

need to distinguish different levels of priority for messages on a single channel. 
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Also, al1 links that are set up by the LLC layer are considered to be independent, 

so the W-ATM layer rnay request a link for high-prionty traffic- 
. - 

4.3-9 Hand-over Support 

The LLC layer may be an appropriate layer for controlling some 

aspects of handover (such as link recovery after a handover). However, an 

early assumption of this thesis eliminated' the consideration of handover by 

explicitly not considering fully mobile users. 

4A10 Special Queuing Algorithms 

Each distinct hff ic  Iink requires a separate queue. The standard 

queuing discipline for data messages is first-in ficst-out (FIFO). The W-ATM 

layer rnay request access to different types of queuing disciplines at the LLC 

layer. For example, a traffic source might generate data that is very delay- 

sensitive, and has an inherent expiry-time. Data messages from such a source 

might be inserted into a FIFO queue with tirne-of-expiry support. Only valid 

messages rnay be seleded ftorn the queue, and any expired messages are 

deleted automatically (without being sent). M e r  queuing options, such as last- 

in firstsut (UFO) and priority queuing, may be appropriate for special types of 

traffic. 

4.4 Services Onered to W-ATM Layer 

The LLC layer offers services to the W-ATM layer at Service 

Access Points (SAPs). Each SAP offers a different set of functionality. In our 

proposed system, the layer above the LLC layer is a version of ATM, W-ATM. 

modified to communicate with our LLC layer. With normal ATM, a small set of 

primitives is suficient for comrnunicating with a physical layer: 

PM-UNITDATA-REQUEST and Pw~~N~TDATA~~ND~cA~E [ANFowm]. Wih 

W N M  a larger set of primitives is necessary to communicate sufficient 
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information to the wireless access layers to allow for the control of the wireless 

links in a manner that is consistent with the trafk contractS. 

4.4.1 Service Types 

In the OSI model, the number of different servi- types provided by 

the LLC layer is dictated by the requirements of the network layer. The service 

selected by the network layer is influenced by the needs of the transport layer 

that is ultimately responsible for ensuring end-to-end reliable communicaüons. 

An alternative view is that the protocol irnplemented at the transport layer is 

influenced by the characteristics of the underlying network layer: reliable. or 

unreliable. If the LLC layer guarantees delivery of data in the correct order and 

without any enon, then the transport and network layers can be quite simple. 

As an example. consider the IEEE LLC layer [IEEE802.2] which 

makes only three s e ~ c e  options available to the network layer: 

unadvlowledged connectionless (type 1 ); 

acknowledged connecüonless (type 3); and 

connection-oriented with g uaranteed delivery (type 2). 

The wide range of possible trafic types in a multimedia system 

suggests that a broad range of service types should be offered to the W-ATM 

layer. Every ATM cal1 is connecüon-oriented, so al1 the service type may be 

considered to be connecüonsriented. The availability of functionality such as 

encryptionldecryption. ARQ, and addiaonal FECC, should be selectable by the 

ATM layer. For example, one SAP may offer reliable delivery without 

encryption/decryption, and another SAP may offer reliable delivery with 

encryptionldecryption. The particular needs of the traffic contract at the W-ATM 

layer should dictate which SAP is selected. 
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4.4.2 Circuit, Flow, and Link IdenMers 

A significant conœm for the W-ATM, LLC, and MAC layers is the 

identification of particulsr trafic fiows and SAPs. Figure 4.1 shows the interface 

between the W-ATM layer and the LLC layer. 

W-ATM 

LLC - 

MAC - 

SAP-n flow identifier 

LLC Procedures 
LLC Procedures , 

J 4 link identifier 
I 
I 

1 .  
lin k idenMer 

1 MAC Procedures 1 MAC Procedures 

Figure 4.1 : Circuit, Flow, and Link Identifien 

The W-ATM layer may have several distinct virtual circuits active 

concurrently. Each virtual circuit has a unique Viftual Circuit Identifier (VCI). 

~ h e  appropriate VCI is stored in sach cell that is transmitted or received by the 

W-ATM layer. Therefore, the ATM layer can easily associate a cell with a 

particular virtual circuit. 

Each SAP on aie interface between the W-ATM layer and the LLC 

layer has a unique identifier, called a Service Access Point Identifier (SAPI). The 

values assigned for the SAPls are assig ned consistently across al1 deviœs in a 

system, so that al1 devices have the same concept of the type of services that 

are being requested. For example. al1 terminais and base-stations should 

consider SAPI 5 to refer to the encryptionldecryption SAP. 
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A SAP may be wed by several different W-ATM virhial circuits 

simultaneously. The LLC layer must be able to distinguish between ATM-cells 

on the different virtual circuits, because each circuit may have a difterent 

connecüon established on the wireless Iink. Therefore, dunng the establishment 

of a new ATM virtual circuit, a Flow Identifier (flow-id) is created that maps 

directly to? and h m ,  the VCI. The flow identifier only needs to be unique withh 

a SAP, and must be passed across the interface between the LLC layer and the 

W-ATM layer with each ATMcell. A flow-id Q used at both ends of a logical Iink 

to referenœ the trafic flow. so the value must be unique at both the base-station 

and the teminal. The LLC byer uses the flow identifier to aossïeference with a 

wireless Iink The LLC layer may mulaplex multiple flows ont0 a single link if that 

would not violate the traffic contract of a flow. For example, a single Ihk may be 

set up by aie LLC layer to handle al1 UBR trafic f low between a terminal and a 

base-station, but a distinct link is established for each CBR traffic flow. 

The LLC layer needs to be able to distinguish between the links 

that are established over the wireless channel. Each Iink is assigned a Link 

Identifier (Iink-id) by the MAC layer for links originated remotely, and by the LLC 

layer for links originated locally. A link-id is usable by both the MAC layer and 

the LLC layer, and is unique within a terminal or base-station. Linkids do not 

need to be communicated between terminal and base-station. 

4.4.3 Senrice Primitives 

A variety of primitives are required for the interface between the 

W-ATM layer and the LLC layer. Sets of primitives for managing connections, 

transfemng data, and handling lin k failures must be provided . 
The connedon management primitives need to include a group of 

primitives to handle traffic wntrads. During the set up of a virtual circuit, the 

W-ATM layer needs to provide the LLC layer with information about the traffic 
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characteristics and quality of service requirements of the data that will be passed 

on the virtual circuit. This information is essential if the LLC layer is to obtain 

sufficient capacity on the wireless channel. Also. the LLC layer should be 

infomed of changes to the ongoing state of aP trafic contracts For example. 

the link capacity assigned to an ABR trafk source, which uses an end-to-end 

flow control mechanism to regulate the rate a whkh ATM-cells are generated by 

the source. could be adjusted to meet the current neeâs. 

4.5 Services Requimd h m  the MAC Layer 

The LLC layer requires services from the MAC layer. These 

services are defined to be independent of the fomi of the medium access 

technique, and the nature of the medium [Freeman]. In the next section, the 

services that are required of the MAC layer are described, and then in the 

following secüon, the communication primitives between the LLC layer and the 

MAC layer are detailed. 

4.5.1 MAC Layer Sewices 

The MAC layer is responsible for controllhg access to the wireless 

channel. The LLC layer for our system requires that the MAC layer provide the 

following capabiliOies: 

The ability to set up, maintain, and teardown multiple 

independent links (also refend to as virtual channels) over the 

same physical channel. Thus, unlike [IEEE802.2]. this LLC- 

MAC interface is connedon-oriented, rather than 

connectionless, 

The ability to transfer entire LLGSDUs at one time (rather than 

an înterface that is byte or bit oriented). 
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The a b i l i  for the LLC layer to specify particular quality of 

service (QoS) m e t h  for the MAC layer to use when , 

establishing a new tranic lin k. 

The ability for aie LLC layer to request dynamic changes to the 

data throughput of individual trafic links. The LLC layer must be 

able to obtain the cunent throughput of each trafic Iink. 

4.5.2 Primitives 

The capabiliües that the MAC layer rnust provide for the LLC layer 

suggest the following four groups of primitives: 

connection management primitives; 

data transfer primitives; 

rate adjustment primitives; and 

resetprimitives. 

The next three subsections contain detailed sets of connection 

management, data transfer, and rate adjustment primitives that we are 

proposing . 

4.5.2.1 Connecdion Management Primitives 

Connection management primitives are used to set up new 

connections, and to teminiate existing connections between a basestation and a 

terminal. Either a terminal or a base-station may initiate a new connection, or 

cancel an existing connection. The list of essential primitives is provided in 

Table 4.1 . 
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Table 4.1: LLC-MAC Connedion Management Prïmiüwes 

Primitive Name 

/ destination MAC address 
i link-id 
/ link requknents 

! 4 i succes. or tàiiure 1 Rk-id 
i link characteristics 

I MAC~~ONNECT,,~JDICATION 4 i link-id 
! link charactefistics 

J indicates the intefices on which the primitive is defined 

-- - - - -- - - - 

MAC~D~SCONNECT'~FIR~~UTK)W 
M~c-Disco~iu~cr_lw~ic~no~ 

4-5.2.1.1 MAC-CONNECT-REQUEST 

A connection request is used to request the establishment of a new 

link between a terminal and a base-station (or vice-versa). A unique link 

identifier is generated by the LLC layer. The Iink requirements field of the 

connect request describes the requirements for the traffic link (e.g ., minimum 

acceptable peak transmit data rate). 

- 
7 

4 j link-id - 
, 4 / lnik-id 

4.5.2.1.2 MAC-CONNECT-CONFIRMATION 

A connecüon confimation primitive indicates the success, or failure 

of a previous cunnect request If a connecüon has been established, then the 

link characteristics field specifies the characteristics of the link (e-g., actual peak 

transmit data rate). However, if a connection atternpt has been rejected, then 

the link characteristics field may specify a set of link requirements that may be 

acceptable to the system. 
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4.5.2.1 -3 MAC-CONNECT-INDIWON 

A connection indication infomis the LLC layer that a connedion has 

been initiatecl by a remote entity. The link characteristics field specifies the 

charaderistics of the link (e.g., actual peak transmit data rate). A unique link 

identifier is generated by the MAC layer. 

4.5.2.1 -4 MAC-DISCONNECT-REQUEST 

A disconnect request asks the MAC layer to end a traffic 

connection. 

4.5.2.1 -5 MAC~DI~C~NNECT~C~NFIRMATI~N 

A disconnect confirmation indicates that a previous disconnect 

request by the LLC layer has been completed. 

4.5.2.1 -6 MAC-DSCONNECT-INDICATION 

A disconnect indication infonns the LLC layer that a trafic 

connection has been tenninated by the remote entity. 

4.5.2.2 Data Tnnsfer Primitives 

The data transfer primitives are used to exchange data packets 

between peer LLC layes (a terminal, and a base-station). A connection must be 

established before transfemng data. 



Page 59 

Table 4.2: LLC-MAC Data Transfer Primitives 

Primitive Name 

J indicab the interfiaces on which the primitive is defined. 

4.5.2.2.1 ~I~AC-DATA-REQUEST 

A data request primiove is used to request the transfer of a LLC- 

SDU to the remote deviœ of a preestablished connection. 

4.5.2.2.2 kkc-DATA-CONFIRMATION 

A data confirmation primitive indicates the success, or failure, of a 

previous data request. A success result indicates that an LLCSDU has been 

transmitted sucœssfully, but does not indicate that the message has been 

received successfully (only an explicit acknowledgement from the remote device 

can do that!). If a failure resuit is retumed, then a probiem has arisen that 

prevents the data from being transmitted. References [IEEE802.2], [IEEE802.3J9 

or [IEEE802.11] provide examples of some failure conditions. 

4.5.2.2.3 MAC-DATA-INDICATION 

A data indication primitive is used by the MAC layer to pass an 
LLC-SDU from the MAC layer to the LLC layer. 

4.5.2.3 Rate Adjustrnent Primitives 

The following primitives are used to control the capacity of an 

existing communication path between two LLC layer entities (a terminal and a 
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base-station). These primitives could be extended to control other 

characteristics of a traffic link, such as jitter. 

Table 4.3: LLC-MAC Rata Adjusbnent Primitives 

Primitive Name 

i ; link-id 
! l transml rate request 
j l meive rate request 

i ImIhk-id 
/ suarot. or hijure 
! transmit data rate 
1 receive data rate 

4 :.link-id 
i l transmit data rate 
l reœive data rate 

4 

J indicates the inte*ces on which the primitive is defined. 

4.5 -2.3.1 MAC-RATE-REQUEST 

A rate request primibive is used by -the LLC layer to request a 

change in the transmit or receive rate of the specified link. 

4.5.2.3.2 MAC-RATE-CONFIRMATION 

A rate confirmation primitive indicates the results of a previous rate 

req uest. 
. * 

4.5.2.3.3 MAC-RATE-INDICATION 

A rate indication primitive infoms the LLC layer of a change in the 

current capacity of a wireless link. 

4.6 The Propoeed Modifications 

The proposed system can use peer-to-peer messages and 

protocols that are similar to (IEEE802.21. Additional fields and messages are 

required to handle the ARQ schemes, configuration parameters, and 
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encryptionldecryption options that may be selected on a per virtual circuit basis. 

The protocol state machines need to be modified to handle the requirements of 

setting up, maintaining. and tearingdown individual traffic links. 

The UGPDU for the proposed scherne includes the following 

fields in the header portion of each message: 

Serviœ Access Point Identifier (SAPI); 

f low Identifier; and 

Control Field (encodes the type of message). 

Messages that contain W-ATM cells require al1 three fields; 

whereas, some messages used for LLC-to-LLC control may need only the 

control field, 

4.7 Summay 

This chapter has presented a broad examination of the functianality 

of the LLC layer, and the MAC and W-ATM interfaces with the LLC layer. The 

well-known IEEE standard for an LLC layer, [IEEE802.2], has been proposed as 

a basis for building an LLC layer for the wireless access protocol stack. 

In the next chapter, the MAC layer is considered. 
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6. THE MULTIPLE ACCESS CONTROL LAYER PROTOCOLS 

5.1 Introduction 

In this chapter, the Multiple Access Control (MAC) layer is 

discussed in detail. In the next four sections, the following topics are presented: 

a definition of the responsibilities of the MAC layer; 

a precise description of the assumptions; 

a description of the requirements; and 

a presentation of some alternatives from the literahire. 

5.2 The Purpose of the MAC hyer 

The Muitiple Access Control (MAC) layer, also known as the Media 

Access Control layer, is responsible for controlling access to a transmission 

medium [Shay] [Spragins] [Keiser]. The transmission medium is shared by 

several devices, so a distributed algorithm is required to control the accesses of 

these devices to the medium. This algorithm must resolve the following two 

complications: 

Devices are distributed, so state infomation must be either 

explicitly or implicitiy shared among these devices; however, the 

communication channel is the only means for exchanging this 

infomation. 

Devices cannot instantaneously know the current status of the 

other stations in the environment. 

The essence of the MAC problem is revealed in Figure 5.1. A 

simple wired ATM system would have each terminal connected individually to a 

centralized switch. Terminais could be allowed to transmit at will, and the switch 
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would co-ordinate the servicing of these local queues. Howevet, in a wireless 

systern, the queues are located in the terminab [Bernhard]. 

(a) Centralized Queuing 

n 

Oedicated / 
Channels 

(b) Distributed Queuing 

I '* 
/ \ 

Terminal ' 7 1  - - -m . s ;- - - - - - - 

Channel 

Figure 5.1 : Distributed Queuing versus Centnlized Queuing 

The wireless MAC layers for other wireless LAN products are often 

assigned additional responsibilîties. For example. Hiperîan. a moderate speed 
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LAN being standardized in Europe. places the responsibility for activities such as 

encryptionldecryption, and address mapping in the MAC layer [Hall]. The IEEE 

wireless U N  standard [IEEE802.11] is burdened with functionality that might be 

better suited in the LLC layer, because of a requirement to be compatible with 

the existing LLC layer [IEEE802.2]. 

A tremendous wearth of fiterature exists on MAC algorithms. An 

excellent overview is presented in [Kurosel], and a comprehensive discussion of 

the evolution of MAC protocols is presented in [van As]. 

5.3 Assumptions 

In this sedion. the auumptions that are particular to aie MAC layer 

of our wireless protocol system are identified. 

5.3.1 Cafrïer Sensing 

A terminal rnay monitor the transmission channel prior ta 

attempting a transmission. If the terminal detects the presenœ of a carrier signal 

of another terminal on the channel, then the channel is considered busy. but if 

the carrier signal is not present. then the channel is considered idle. The ability 

to sense the state of the channel is refend to as 'carrier sensing', or 'listen 

before talk (LBT)'. MAC algonthms mat have camer sensing available may use 

the current state of the channel as an input to the decision algorithm. Some 

MAC algorithrns, referred to as ppersistent protocols, transmit only if the 

channel is currently idle, and the value of a randomly generated number, unifon 

over [O, 11, is below a preassigned probability, p. 

In a wired system. the voltage or current on the may be 

monitored to determine the presence or absence of a carrier. In a wireless 

system, carrier sensing may be possible in some special situations (e.g., mobile 

terminal and base-station have a line-of-sight transmission path with no hidden 
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terminal problem), but in the proposed system, carrier sensing is not suitable. 

The decoding delay of the physical layer is much longer than the time to transmit 

a singk packet of data, &the MAC layer cannot be given information about the 

cunent state of the channel. This is fundamentally the same as the commonly 

cited requirement for carrier sensing: the propagation time of a signal must be 

small in cornparison with the the required to transmit a packet Also, the 

problem of 'hidden teminals', discwsed later, cannot be easily resolved. 

5.3.2 Collision Deteetion 

An actnrely transmitb'ng terminal may have aie ability to sarnple the 

channel, and detemine if the current contents of the channel have been 

compted by a collision with another transmission (or transmissions). This 

capability is referred to as 'collision detedion' or 'listen while talk (LWT)'. 

In a wired system, baseband receivers can detect a collision by 

determining if the voltage levels on the channel are greater than expected for a 

single transmitter, and broadband receivers can decode the received data and 

compare with the transmitted data [Stallings]. If a collision is detected, then the 

transmitter can ha& the transmission until a later tirne. [IEEE802.3] is a well- 

known example of a wired MAC scheme that employs collision detedion. 

In a wireless system, cdlision detedion at the transmitter is not 

possible because in the immediate region of the transmitter, the transrnitted 

signal dominates al1 other received signals. However, at the intended receiver, 

the arriva1 of a cornipted packet mav be used as an indication that a collision has 

occurred (but, the corruption may have been caused by a different event 

entirely). 
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5.3.3 Hidden Terminal8 

The phrase 'hidden tenninals' refers to a common situation in which 

temiinals may be located in a geo-cell served by a comrnon base-station, but are 

unable to detect the transmissions of the others (the seminal work on this 

pmblem is presented in robagq). This pmbkm may anse for a vanety of 

reasons, such as the propagation loss between remotely located teminals, 

transmission obstacles (e.g., walls) between terminals, or the use of highly 

directional antennas between terminals and a basestation. 

Figure 5.2 shows two situations in which two terminals are 

effectively hidden from each other. In Figure 5.2(a), both teminals can 

wmmunicate with the cent ra i i i  controller (C), but the channel path loss is 

sufficiently large between the two terminals to prevent the teminals frorn sensing 

the transmissions of each other. In Figure 5.2(b), aithough both teminals can 

communicate with the cent ra l id  controller, the wall between the terminals 

blocks any transmissions between the teminals. 

Figure 5.2: Hidden Teminab 
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The presenœ of hidden tenninals prevents the reliable use of 

channel sampling techniques, such as carrier sensing and collision detection. 

In this thesis, the assumption is that a geo-cell may contain 

teminals that are hidden from one another. 

5.3.4 Capture Eff6Ct 

In the analysis of MAC algorithrns based on the ALOHA scheme, 

many researchers assume that an FM receiver may track the strongest signal, 

and, despite the occurrence of a collision between two transmissions, is still able 

to receive the stronger transmission successfully [Abnmson] [Roberts]. This 

assumption results in a higher (Le., less pessimistic) estimate of the throughput 

capacity of an ALOHA MAC scheme. [Chen] agrees that capture may increase 

throughput, but at the expense of fair access. 

If a MAC scheme allows teminals to compete for access to the 

channel using contention slotsj, then a capture effect may be observed. If a 

large proportion of the channel accesses are perfomed in slots that may 

experienœ collisions, then the capture effect may result in some terminals (the 

captured tenninals) obtaining an unfair amount of channel capacity. The base- 

station cannot detect the high level of collisions that are occumng, and thus. 

m n o t  execute a œntralized back-off strategy to resolve the situation. 

One solution to the adverse effect of capture is to use some form of 

power control to ensure that, at the basestation, the received signal power ftom 

each user is nearly equal for al1 users. The received signal power of a terminal is 

If a prot0cc)l allowç tenninals to Compte for access to a wireless channel, then the 

transmissions of those teminals rnay collide. The cornpetition for access to the channel is often 

referted to as contention. Some protocols permit contention to occur only at specific times: 

contention slots. 
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afkcted by the distance fiom the baseatation, and by signal shadowing effects. 

CDMA has a similar requirement for powercontrol to resolve the 'near-fat 

problem Waerbi]. 

A second solution is for the MAC layer to avoid collisions by 

restriding the occurrence of contention situations. 

This thesis assumes that collisions are aiways destructive. 

5.3.5 Number of Terminals 

The number of teminals in a geocall may Vary with tirne. The 

base-station cannot rnake any assumptions about the total number of teminals 

within the geocell; however, the MAC layer does have knowledge of the number 

of active terrnhals, and the basestation may be aware of the number of 

registered, but inactive, terminals within the geo-cell (although some of these 

teminals may be powered-OF). 

5.3.6 Tmffic Characteristics 

Many difterent types of trafic may be cafied by the wireless traffic 

links, so developing general assumptions about the characteristics of the trafic is 

difficult. However, the wireless access system is intended for ATM traffic, and 

ATM is connection orienteci, so the MAC protocols may be tailored for 

connection oriented traffic fiows and consider QoS on a per Iink basis. 

2 This staternent is correct if teminals do not deregister before powering-down. Some air- 
interface pmtocols, such as ETSl CT2, allow tenninals to send a deregistration message first 
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5.4 Requirements 

A Iist of explicit requirements for the MAC layer is essential. The 

subsections that follow discuss the particular requirements for the MAC protocol 

for the proposed wireless ATM system3. 

5.4.1 InbrWminal EfCiects 

Ideally, a terminal receives the same quality of service regardless . 

of the number of terminais in the geo-œll. Unfortunately, this ideal situation is 

rarely achievable. In the next two subsedions, the effect of the number of 

terminais on two key performance characteristics is wnsidered: 

stabilÏty (delay); and 
fairness. 

Other intertemiinal effeds, such as physical layer interference, 

exist, but are not considered in mis chapter. 

5.4.1.1 Stability and Delay 

[Stallings] defines delay as "the time interval from when a user 

node is ready to transmit a packet until when it is successfully received by the 

central node. This delay is simply the sum of queuing delay, propagation delay, 

and transmission time." The evaluation of a protocol may consider the mean 

delay, the maximum and minimum delay. and the variance of the delay (jitter). 

[Kurosel] defines stability as "the ability to operate in spite of 

varying t M c  demands and short-term overloading of the network". 

Stability and delay are intimately related. An unstable protocol can 

allow the delay to become infinitely long even though the traffic load is finite. 

3 (Chen] presents a discussion of the requirements used to design the MAC layer for the IEEE 

wirekss LAN specification [IEEE802,11]. This provides an intereshg contrast to the 

requirements in oiis thesis. 
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If ATM trafic is to be canied by our wireless access scheme. then 

a stable protocol is essential [Falconerl]. 

5.4.1.2 Faimess 

A fair protocol ensures that each host with pending traffic has an 

equal probability of acquiring the channel [Smulders] [Boggs]. The typical 

definition of faimess does not require that the stations be granted an equal share 

of bandwidth. sinœ hosts may use different packet sizes. 
A IÏteml interpretation of mis demition results in a requirement for 

no terminal blocking; however, such a requirement would prevent the MAC layer 

from being able to guarantee traffc contractS. For example. if a base-station is 

servicing ten teminals with guaranteed CBR trafic contracts using 95% of the 

channel capacity, and an eleventh3eminal makes a request for greater than 5% 

of the channel capacity, then the request should be rejected. The application in 

the rejected terminal may be able to alter its resource request to fit in the 

available capacity, and süll meet ïts requirements. 

[Chen] mentions that a contention-based protocol must have a 

mechanism for resolving unfairness carwed by unequal received power at the 

base-station (Le., a capture effect occurs that allows a terminal with the greatest 

received power to dominate the other terminals). This mechanism is essential if 

signalling and actual data traffic are transmRted using the same access 

mechanism. 

The MAC protowl proposed for the wireless access system in this 

thesis provides a method for ensuring fair access to signalling functions in the 

base-station such as registration and call-setup, and to available data transfer 

capacity. 
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5.4.2 Data Rate Adaptation 

Some applications genemte AfMcells at a nonconstant rate (Le. 

VBR traffic sources). The ATM layer and the LLC layer must be able to adapt 

the data rate associated with a trafic Iink at any time (within the limits 

established at the beginning of the dl). The MAC layer must be able to adjust 

the data rate of the trafic link in a timely fashion. 

5.4.3 Link Setup Time 

The time required for a terminal and a basestation to establish a 

link is an important characteristic of the MAC layer. The Ihk setup time is 

defined as the tirne that elapses between the start of the connedion process and 

the successful setup of a Iink. The setup bjme for a signalling link may be 

dflerent from the setup time for a tmffic link, and the link setup time may be 

influenced by which entity (Le., terminal, or basestation) starts the link setup 

process. 

No quantitative requirement is established in this thesis for link 

setup times of signalling or traffic links. The MAC protocol should provide 

configuration parameten that allow the Iink setup time to be controlled. 

5.4.4 Link Blocking Probability4 

The total capacity of the channel available to the wireless access 

systern is fixed, and is shared amongst many users. Therefore. a link request 

may be rejected because of insufficient capacity being available. or because the 

system is too heavily loaded to even begin sewicing the link request. The 

probability that a link request is rejected is refend to as the link blocking 

Link Blocking Probabiiity is also known as Call Blocking Probabiiii. 
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probability. This probabilïty is a M e d  by the current traffic mix on the channel, 

and the channel requirements of the traffic request. 

A quantitath& requirement for Iink blocking probability is not 

established by this thesis because of the large range of traffic types that may be 

carried by the wireless access system. Once a particular application 

environment has been selected, and the expected trafic mixture ascertained, 

then the Iink blocking probability may be computed for that environment. 

5.4.5 Distinct Uplink and Domlink Capaciües 

The data rate of an uplink should be distinct from the data rate of 

the associated downlink, because applications often have asymmetncal data rate 

requirements (e.g ., file transfer). 

5.4.6 Packet ifansfer Characteristr'cs 

Packets that are transfened on a trafic link must meet two packet 

transfer requirements: 

packet ordering; and 

duplicata elimination. 

5.4.6.1 Packet Ordering 

The LLC-SDUs that are transferred on a traffic link must not be 

reordered by the MAC layer. This does not imply a requirement for reliable 

transmission, because a lost SDU is better than a misordered SDU. 

5.4.6.2 Duplicate Packet Elimination 

The design of the physical layer may require that a single base- 

station has several associated RF signal repeaters [Falconerl] [Leslie]. In such 

situations, the MAC layer should prevent multiple copies of the same packet from 

existing on the backbone network, or being sent to a terminal. Two examples 
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are shown in Figure 5.3. In Figure 5.3(a), the transmission of a terminal is 

received by two repeaters. which resub in hnro duplicate packets being delivered 

to the base transceiver station (BTS); in Figure 5.3(b). a packet is received by a 

terminal from bnro repeaters. This problem may be eliminated by using sequence 

numbers to detect duplicate packets. 

The proposed physkal layer of the wireless access system does 

not employ repeaters, so packets will not be duplicated by that mechanism. The 

design of the MAC layer must ensure that packets are not duplicated within the 

MAC layer. 

Two copies 
of the same 
packet are 

theBTS 1 
receivedby / 

/ 
/ 

\ 
\ 

/ 
\ 

Two copies 
of the same 

receivedby / 
the terminal/ 

/ 
\ 

/ 
\ 

/ \ 

\ 

(a) Uplink (b) Downlink 

Figure 5.3: Packet Interference 

5.4.7 Effective Handling of Phyaical Layer Restrictions 

Chapter 3 outlined the essenüal characteristics of the physical 

layer. The impacts of the following three characteristics are discussed bdefiy: 

pipeline blocking; 

TDD links; and 

physical layer synchronitation. 
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The requirement is for the MAC layer to make effective use of the 

physical layer given the restrictions of the physical layer. 

5.4.7.1 Pipeline Blocking 

The requirement for a minimum delay (the minimum interblock 

delay) between transmit slots, and between receive slots. assigned to each 

teminal suggests that each terminal needs to be assigned slots interspersed 

throughout a m e ,  rather aian allocating dots consecutively. By allocaüng dots 

evenly throughout a frame, the slot assignment reduœs the variance in the 

transmit delay. A basestation is not aware of the interblock delay associated 

with a terminal until after a signalling link has been established, and the base- 

station has received a terminal information message, so the base-station must 

assign the initial slots for a signalling link as far apart as possible. 

5.4.7.2 TDD Links 

The use of TDD uplinkldownlink pairs resuits in some delay 

between information being placed on the uplink, and any conesponding 

acknowledgements king placed on the downlink The distribution of uplink and 

downlink dots in a frame may have undesirable efkcts on the delay 

characteristics of trafic links; however. the slot assignment algorithm in a base- 

station has cornplete control over the location of uplink and downlink dots in a 

frame. But, the algorithm must ensure that guard dots are inserted between 

transmit dots and receive slots. 

5.4.7.3 Synchronization 

The MAC protocol must ensure that sufficient slots per second are 

received by each terminal from the base-station to maintain synchronization. 

Fortunately, terminais are able to maintain synchronization by decoding any 

OFDM-blocks transmitted by the base-station, so OFDM-blocks canying paging 
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messages and frame information messages are sufficient for satisfying the 

synchronitation needs of the temiinals in a geacell. 

5.4.8 Terminal Mobility 

To support the mobility of teminals, the MAC laye? must offer 

support for registration and paging functions. In the fuhire. the possibility of 

handover of active calls may be considered. 

5.4.9 Thioughput Eniciency 

[Stallings] defines throughput as the total rate of data being 

transmitted between stations (also known as the canied load). This parameter, 

denoted by the letter S. is most often expressed as a fraction of total Iink 

capacity, and as a fundion of the offered load, denoted by the letter G. 

If RF spectnim is a scarce resource, then high airoughput 

efficiency is an important. perhaps crucial, requirement [Chen]; however, if RF 

spectrum is plentihil (as it is in the >20GHz region), then throughput efficiency is 

not critical. Some mearchers suggest that reliability is a more important 

consideration than high Iink throughput efkiency [Leslie]. 

High throughput efficiency is not a requirement. 

With a centralueci topology, the network elements may be 

designed to place more complexity in the infrastructure, such as base-stations, 

and less in the tenninals. The benefits of asymmetrical complexity are: 

lower terminal cost (which is significant since the number of 

teminals is rnuch larger than the number of basestations); 

longer battery life in the tenninals; and 

easier to implement improvements to the resource assignment 

algorithms (since only the base-stations need to change). 
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However, by introducing asymmetrical complexity in a system, the 

total system complexity may be greater than a system with no asymmetry. 

[Gibbard] presents an example of an asymmetncal approach applied to the 

physical layer, and [Ayamglu] provides a logical Iînk layer example. 

5.4.1 1 Reliability and Robustness 

[Kurosel] defines reliability as the ability of a protocol to continue to - 

operate despite the failure of a station, and robustness as the insensitivity of a 

protocol to errors, channel noise, and misinformation. Ideally, a system would be 

both hig hly reliable and robust [Leslie]. 

The need for guaranteed levels of reliability and robustness is 

d ictaed by the application environment Medical and control systems requ ire 

both high reliability and high robustness; data networks would like high reliabil-Q 

and robustness, but can tolerate some system down time. 

The MAC protocol for the wireless access system must be able to 

handle erron introduœd by the communication channel. An implementation of 

the MAC layer must be undertaken with a goal of producing a highly reliable 

system. 

5.4.1 2 Services Pmvided ta the LLC Layer 

The MAC layer must implement the requirernents discussed in the 

chapter on the LLC layer. 

5.5 MAC Protocol Alternatives 

This section discusses some of the alternatives for a multiple 

access control protocol. A brief overview of the classes of multiple access 

schemes and of the associated general characteristics is presented first. Then, 

a number of specific schemes for wireless ATM that have appeared in the 
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literature are presented, along with a brief discussion of the suitability of each 

scheme for Our wireless access systern. 

5.5.1 Overview 

As the introduction rnenüoned. the number of different multiple 

access control protocds is quite large, but these protocols may be divided into 

two classes: 

Controlled Access; and 

Contention Based. 

Many real-world communication systems use protocols that 

selectively employ aspects of both classes. For example, the analog cellular 

telephone standard [EIA-5531 uses a contention-based scheme for the signalling 

channel. but controlled access on the trafic channels. Other protocols exist that 

dynamically change from contention-basd to controlled-access as the offered 

trafic load increases. 

5.5.1 .1 Controlled-Access 

Protocols that are considered to be controlled-access use some 

fonn of terminal ordenng to ensure oiat terminals can access the shared channel 

without any collisions. Many different approaches are used to assign an otder to 

the terminals. By considering the adaptability of the ordering method, we can 

subdivide this clam into two subgroups: 

Predetermined Allocation; and 

Demand-Adaptive Allocation 

5.5 1 . 1  1 Predetermined Allocation 

Algorithms that use a predetemined allocation method assign a 

fxed channel capacity to a terminal for the duration of its cal1 (i.e., each terminal 
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is granted a set of transmission rights). Pure TDMA is a classic example of a 

predetemined allocation algorithm. 

Predetemined allocation methods are most suitable for 

applications which generate data at a constant rate, for a long period of tirne. 

The availability of a fixed and regular capacity means that the transmission delay 

is deteminisüc and constant; however, if an application does not generate data 

at a constant rate, then the waiting delay may becorne long at times, and the 

capacity may be unused at other times. This type of allocation method usually 

has a hard-limit on the number of active terminais, so blocked teminals receive 

no service, but existing usen are not affecta by the anival of new teminals. 

5.5.1.1 -2 Demand-Adaptive Allocation 

Demand-adapüve allocation schemes assign channel capacity 

according to the cunent transmission needs of a terminal. subject to the 

enforcement of some maximum capacity assignment Every terminal is 

periodically offered the opportunity to use the channel. Tokenpassing, and hub- 

polling, are examples of common demand-adaptive allocation algorithms. 

Demandadaptive schemes nomially assign the channel capacity in 

a round-robin fashion to al1 the teminals that have requested access. The 

waiting tirne for a terminal is highly dependent on the number of other terminals 

that may need to access the channel; however, if a terminal has no data to send, 

then the offer to transmit may be passed to the next station. thereby reducing the 

idle channel tirne. If the algorithm restncts the maximum capacity that rnay be 

assigned to each terminal. then the waiting delay can be bounded. 

S.S. 1.2 Contention-Based 

Contention-based protocols introâuce the possibility of message 

collisions on a shared channel. These protocols grant a right-of-transmission to 
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a group (known as the enabled group) of one or more stations. If only one 

member of the group chooses to transmit in the offered time. then the 

transmission is successf;ij; however, if more than one rnernber of the group 

chooses to transmit, Vien none of the transmissions are wccessful (assuming 

that no capture effect ocairs). Therefore, the crucial element of a contention- 

based protocol is the technique used to detemine the set of terminals in the 

enabled group. Many difFerent techniques have been applied to the problem of 

deteminhg membership in the group (e-g., addresses, probability, tirne-of-last- 

use). Some of the most weli-known protocols are contention-based, including 

ALOHA. and [IEEE 802.31. 

The delay characteristics of contention-based schemes are 

affected significantly by the ofkred traff'ic load. Most cornmon contention-based 

schemes do not have an upper-bound on the waiang delay. However, unlike 

controlled-access schemes, contention-based schemes, in general, do not 

require terminal bbcking because a new terminal may be added by reducing the 

quality of serviœ that al1 terminals receiw (Le., a traded exists between delay 

and offered load). 

5.5.2 Pure TOMA 

Pure TDW schemes use predetennined allocation alg orithms, and 

are not sufficiently fiexible to be useful in a MAC protocol for the high-speed 

wireless access system. 

5.5.3 Polling 

A polling scheme uses a centralized base-staüon to periodically 

poll each of the terminals in a geocell. The basestation has control over the 

order that terminals are polled in, and the frequency of service for each terminal. 

A terminal must queue data for the uplink channel until it receives a poll request 
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from the base-station. Once granted the uplink channel. a terminal may not hold 

the channel for longer than a preassigned period. If a terminal does not require 

the uplink channel. then it retums an indication to the base-station that the 

channel may be passed on to a different terminal. 

In a wireless network, token-ring and token-bus MAC schemes are 

implemented using polling because the token in those schemes needs to be 

transfened through the basestation. rather than directly from terminal to 

teminal, to avoid problems with hidden terminais. 

[Mahmoud] suggests the use of a framed. time-division multiple 

access scheme based on polling in a centralized topology. Registration is 

supported by providing slotted-ALOHA contention slots. The maximum number 

of consecutive uplink slots assigned to a terminal is controlled by the base- 

station using an adaptive algorïthm, and is included in the poll request message 

sent to a terminal on the downlink. An ARQ scheme with both positive and 

negative acknowfedgements is included in the MAC ptotocol. 

For out system, polling is not an attractive solution: 

The minimum interblock delay requirement could result in 

considerable inefficiency; 

The gwrd tirne associateci with the TDD transceiver results in 

an additional overhead for each polling attempt; and 

Cornplex procedures for controlling the order of polling might be 

required to ensure that trafic contracts are not violated. 

5.5.4 Contention-Based 

[Biswas] suggests using Carrier Sense Multiple Access (CSMA) 

coupled with an acknowledgement scheme at the MAC tayer to detect 

transmission failures. If a transmission failure occurs, and an acknowledgement 
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message is not reaimed to the terminal, then a badcoff algorithm is wed to 

reschedule the transmission until after a delay period. 

CSMA-based solutions were rejected for our wireless access 

system because of the inability of our physical layer to perform carrier sensing. 

Also, these solutions do not allow for enbrcement of trafic contracts 

5.5.5 Rese wation 

[Raychaudhuni recommends the use of a "Muiüserviœs Dynamic 

Reservation (MDR) TDMA" scheme which is an extension of an earlier work on 

Packet Reservation Multiple Access (PRMA). The proposed scheme uses an 

over-the-air ftame composed of several short duration request slots, and many 

longer duration message slots each capable of canying a single modified-ATM- 

ceIl. The message dots are divided into two groups: some for CBR trafic, and 

some for VBR, ABR, and UBR traffic. The request dots are accessed using 

slotted-ALOHA to request a message slot CBR message dots are assigned for 

the duration of a call, and the VBWABRNBR message dots are assigned 

d ynamically. 

Some aspects of the reservation-based schemes are attractive for 

the proposed system. For example, the concept of 'resenringn a set of dots for 

the duration of a cal1 to ensure that a traffic contract can be guaranteed is 

particularîy attractive. We would prefer a more 'centralied (Le., asymmetncal) 

scheme that allows the basestation to wntrol the distribution of slots, and 

manage the complete set of traffic contracts for the geo-dl. 

5.5.6 Dynamically Scheduled 

[Smulders] suggests a requestlpemit mechanism. A terminal 

requests fumer channel access by including a request in an uplink message 

(either alone or piggybacked on an ATM-ceIl). The request includes the number 
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of cells waitnrg in the queue at the terminal. The base-station, upon receiving a 

request, updates B measute of the queue depth at the teminal. If a terminal 

has at least one cell to transmit, and the transmission of a cell by the terminal 

would not resut in the terminal exceeding its stated peak-œlkae. then a peml 

is placed in a single FlFO downlink queue. A terminal transmits an uplink 

message containing an ATM-cell whenever it receives an appropriately 

addressed permit 

[Apel] recommends a tequestipemit mechanism similar to 

[Smulders]. 

[.ostolas] proposes a MAC scheme that uses an uplink frame 
containing many slots. Some slots contain registration subslots that can be 

accessed by terminals using a slotted-ALOHA protocol. The other dots are 

contention-free (assigned by the registration process), and are used for canying 

data or signalling information ftom a terminal. The role of each of the uplink dots 

is broadcast in downlink messages. The scheme uses the Virtual Path Identifier 

of each ATM-cell to identify partîcubr terminals, and uses the Generic Flow 

Control (GFC) field of each cell to request particular MAC functions, such as 

increase bandwidth, decrease bandwidth, or request control channel. The uplink 

data slots are assigned to terminais using a scheduling algorithm similar to 

round-robin. 

vdaller] suggests a TDMA ftame divided into subframes with each 

subframe containing a number of dots capable of holding one ATM-cell per slot. 

For a CBR or VBR traffic source, the requested bandwidth is assigned for the 

duration of the dl; for ABR M c ,  the bandwidth is assigned by the base-station 

(satellite) on a fnme-by-frame basis as a resutt of receivnig petitions from the 

traffic source. In al1 cases, the bandwidth is assigned with the goal of grouping 
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dots together as much as possible without violating the delay requirements of 

the source. 

The dynamically scheduled schemes include the attractive concept 

of a centraked controllet to assign and manage the trafic slots for each 

individual trafic contract. However, the existing proposais in the literature are 

not suitable for Our parücular system because of the TDD transceiver. 

5.5.7 General Comments on the Lifemture 

With the exception of the proposal in [Biswas], al1 of the schemes 

are designed for FDD uplinWdownlink channek. Thus, a base-station is able to 

maintain constant communications with al1 the teminals in a geo-cell, and, 

thereby, transmit current control information at al1 times. Our proposed protocol 

uses a TDD transceiver. 

Some papes do not demonstrate a good understanding of the 

nature of ATM. For example, some papers suggest that the ATM header can be 

stored at the basestation, rather than transmitting 1 with every cell. 

Unfortunately, the ATM header may contain end-to-end signalling infomation 

generated by the AAL layer that is certainly not constant for the duration of a call. 

In the protocol proposed in this thesis. a new format for the W-ATM cell is 

suggested, but that format maintains the fields that are essential for end-to-end 

signalling. 

None of the papers citeci use tealistic traffic models. The 

conversion of application data into ATM-cells is rarely discussed, and the impact 

of the AAL process is never considered. One of our recommendations for Mure 

work is a more complete investigation of this aspect of ATM system 

performance. 
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5.6 Summary 

This chapter has presented the assumptions and requirernents for . 
the MAC layer of the wireless a m  protod. These assumptions and 

requirernents are summarùred in Table 5.1 and Table 5.2. 

An overview of some proposais in the Ibrature has also been 

presented in this chapter. In the next chapter, a detailed proposal for a MAC 

layer is presented. 

Table 5.1 : Summary of Assumptïons for the MAC Layer 

Assumption 1 section kummary 
- - - - - 

Carrier Sensing 

Collision Deteclion 

. - - - - - - - - - 

g 5.3.1 ; No carrier sensing is possible. 

p 5.32 1 No cdlision detedion is possible. 

Hidden Teminals 1 g 5.3.3 1 Hidden teminab may be present in a geocell. 
- - - -- - - - - - . 

Capture Effkt I g 5.3.4 NO capture eRect exists; Üterefore, collisions between / transmissions are ahivays destructive- 
Number of Terminais 1 § 5.3.5 1 . The number of terminais in a geoal l  is not restficted. 

Traffic Characteristia 5 5.3.6 1 A mde range of trafic types may be camed by the MAC 
j iayer. Support îbr per Iink trafk characteristics must be 
i pmided. 

Physical Layer Emr g 3.5.4 j The physical layer corrects the majority of communication 
Control i enors. The efküve packet emx rate is better than IO? 

I 

Table 5.2: Summary of Requirements for the MAC Layei 

Requimmnt 1 section 1 ~ummary 

Stability and Delay g 5-4.1 -1 1 The MAC pmtocd used for transfemng data must be 
i stable under ioad. 

5-4.1 -2 i The MAC protocal must provide fair access to the 
j signalling functions in a basedation, and to the data 

transfer capacity in a gc~cell. 
- 

Data Rate Adaption 5 5-4.2 The MAC Iayer must pmvide the LLC layer with the abilii 
to change the data rate capacity of a link between a 

1 terminal and a basestation- 
- - - - - - - - - . 

Link Setup Time 
- - - 

5 5.4.3 1 The MAC protocol must provide configuration parameten 
i that a l h  the link setup time to be controlied. 
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Table 5.2: Summa y of Requimments for the MAC Layer (cont'd) 

Link Blocking 
Probability 

Distinct Uplink and 
Downlink Capacities 

Packet Ordering 

Du pIicate Packets 

Physical Layer lmpact 
- Minimum Interblock 
Delay 

Physical Layer lmpact 
- lime-Division Duplex 
Transceiver 

Physical Layer lmpact 
- Synchron~ation 

Th roug hput Efficiency 

g 5.4.4 ' No quantitative requirement ! 
g 5-4.5 The data rate ca- of an uplink may be d-Mèrent h m  ! tftedatarabccapaâtyofthedownlink 
-- -- - 

p 5.4.6-1 The MAC Iayer must ensure that data packets are 
i del'vered to the LLC layer at a receiver in the same order 
; as they were generated by the LLC layer of the 
. transrnitkr- 

g 5-4-6.2 : The MAC layer must ensure mat packets are not 
! duplicated by the MAC layer- 

g 5.4.7-1 Transmit and -ive actions by tenninals and base- I -ans must be separated by at least the minimum 
i interblock delay- 

-- - - - - - . . . 

The MAC protoc01 should be designed f9r a system with ' 1 a tirnedivisin duplex link between teminak and base- 
stations- Also, a guard time with a length of one OFDM- 
bkck must be inserted be-n a transceiver k ing  used 

1 to transmit and then receive- 

g 5-4.8 Registration and paging must be supported so that j temina~s can m m  ktween gaocails. 

8 5-4-7.3 

Handover is not supported. 

A base-sfation must transmit at Ieast twenty OFDM- 
blocks per second to allow teminals to retain 
synchmnization, and some of those blocks must be 

g 54-10 1 The MAC layer design must be undertaken with the 
intention of placing as much wmplexity as possible in the 

! base-stations rather than the teminals. 

i 'header blocks' to allow new tenninals to becorne 
j synchronited- 

- - - -  

The MAC protocol must be able to handie e m n  
infroduced by the communication channel. 
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6. THE PROPOSED MULlïPLE ACCESS CONTROL PROTOCOL 

6.1 Introduction 

The OFDM physical layer requires a MAC layer that employs a 

Tirne-Division Mulaple Access (TûMA) scheme, and a protocol that satisfies the 

assurnptions and requirements presented in the last chapter. 

The proposed MAC layer uses a fixed length over-the-air frame 

wiai a well-defined struchire. A fiame is composeci of several slots. Each slot in 

the frarne has the same time duraüon: one OFDM-bkck plus a timing guard 

band as specified in Chapter 3. The large data content of a single OFDM-block 

and the consttaint of a minimum interblock delay suggest that the use of single 

OFDM-block per time slot is a reasonable choie. Wthin a frame, several 

dfierent types of slots are necessary to handle the wide range of f'uncüonality 

required by the MAC pmtocol. 

The subsections that follow present details of the proposed MAC 

laye r: 

the types of time dots used in a frame; 

the structure of a frame; 

the types of data manipulated by the MAC layer; 

the definitions of the messages exchanged between peer MAC 

entiies; 

an explanation of the error conhl approach; and 

the operation of the MAC protocol. 
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6.2 Slot Type ûefiniüons 

All time slots have the same time duration (Le., the same data 

sire), and can cary the same amount of user data. Our MAC protocol requires 

the availability of three different fundional classes of slots: 

contfol dots; 

unscheduled acœss slots; and 

scheduled acœss slots. 

The terminology %cheduledn and 'unscheduled" refen to the 

association between a slot and a terminal. Scheduled slots are assigned to 

particular links between one terminal and one basestation, whereas 

unscheduled slots are not assigned to a link that associates a partïcular terminal 

with a base-station. In the proposed MAC protocol. the basestation has 

complete control over the assignment and reassignment of slots: R schedules 

dots for parücular links. 

6.2.1 Control Slots 

Slots in the control class are used by a base-station to broadcast 

information to al1 the tenninals mat are synchronized with that base-station. 

Therefore, only basestations transml in a control dot, and al1 teminals are 

expected to acüvely receive the contents of each control slot The location of 

control slots in a the frame is constant (for a given basestation) to allow 

terrninals to operate efficiently while in a standby mode. 

6.2.2 Unscheduted ACC- Slots 

In a geocell, unscheduled acœss dots are available in hnro pools: 

one for terrninals, and the other for the basestation. In a control slot, the base- 

station broadcasts the positions of these slots within each over-the-air frame 

using a message. 



Teminals use these slots to end  unscheduled messages to the 

basesbtion. A contention algorithm is used by the terminals to select a dot for 

use. A base-station uses these slots to send unscheduled messages to al1 idle 

terminals in the geo-cell; because only a single base-station is present in each 

geo-cell, a contention algorithm is not required. Thus. the tenninals and base- 

station must Men to al1 unscheduled access dots for messages from the 

opposite type of device, but unschedukd access slots may be idle. 

Unscheduled access dots have no state information that needs to 

be maintained by the temiinals or base-station between the frames. They are 

simply available for use as needed. 

6.2.3 Scheduled Access Slots 

This class contains the majonty of the dots in each frame. All 

scheduled aocess dots are controlled by the base-station. The initial state of 

these slots is unassigned. They are held in a single pool of unassigned slots. 

Unassigned scheduled dots are never used for transmissions, so basestations 

and temiinals can ternain idle during such a slot tirne. 

If a base-station needs io assign slots to a communication link 

between a terminal and the base-station, then the base-station selects 

(Schedules) dots from the pool of unassigned slots; changes the state of those 

dots to assigned; places the slots in a pool of abigned dots associated with the 

link; and informs the terminal of the new scheduled slots. The scheduled slots 

may be assigned individually for transmissions from a particular terminal to the 

base-station, or for transmissions from the base-station to a particular terminal. 

The assigned direction detemines the actions of the basa-station and the 

particular terminal. Meanwhile. al1 other terminals treat assigned scheduled slots 

the same as unassigned scheduled slots. 
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A base-station may elect to use a scheduled slot to fom a guard 

band that allows the basestation to switch hom transmitong to receiving, or vice 

versa. These dots are never used for transmitong data, so terminals and the 

base-station akays remain idle. All terminals treat these slots as unassigneci 

scheüuled slots. 

The state of a scheduled slot at a base-station may be aitered by 

the events listed in Table 6.1. The statetransition diagram for scheduled dots at 

a base-station is shown in Figure 6.1. 

Table 6.1 : Scheduled Slot Events at Base-Station 

Event 1 Sun- 

Add / The base-station has assigned the slot to a Iink; aie terminal has not 
i been informed of this change yet 

f The base-station has chosen to remove the slot from a link; the 
. terminal has not been infomied of this change yet 

- - -  

Add Confirmed j The addition of the slot to a link has been ainfirmed by the terminal. 

Delete Confimeci / The delotion of the dot fmrn a link has been confirmed by the teminal. 

Change Sent ! A mesrage containing the addîtion or deletion of the dot has been sent 1 to the tennhaL 

Time-out j A timr hss expired. indicaüng îhat the terminal has not responded to 
j the addition or deletion order yet 

When a base-station schedules a slot for a terminal, an "add" event 

changes the state of the dot h m  'unassignedm to 'BS:assigned; MT:not 

informedm because the teminal has not yet been infonned of the new slot. As 

soon as the base-station sends a slot change order message to the teminal with 

the new dot information, the khange sent" event resuits in the slot state being 

changed to '6s: assigned; MT:?*. The base-station does not know if the 

terminal has reœived the assignment of the new slot until the basastation 

receives an acknowledgernent from the terminal that results in an 'add 
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confimiedm event which changes the state of the slot to 'BS:assigned; 

MT:confirrnedn. 

m e n  a base-station determines that a skt should be deallocated, 

then a ndelete" event changes the state of the slot to 'BS:assigned (delete 

pending); MT:confirmedn. The terminal has not been infomed of the delete 

request yet. As soon as a change order deleting the slot is sent to the terminal, 

a "change s e r f  event results in the slot state changing to 'BS: fkeing; MT:? 

from confimedn. Once the terminal has acknowledged the delete order, the slot 

state may be changed to 'unassignedn. 

Slot change orûers sent by a base-station may be corrupted and 

lost on the wireless channel, so timers are used to force retransmission of these 

messages. 
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Table 6.2: Scheduled Slot €vents at Terminal 

Event 1 ~umnury 

Add i The terminal has received a slot change order containing an add slot 
i command (either receive or transmit) from aie base-station. 

- -- - - - - - 

Delete i The terminal has received a slot change order containing a delete slot 
1 command fmm the base-station. 

Delete Confimi i The terminal has sent a message to the h-on confiming the 1 deietion of the slot 

The number of slot states at a terminal is lower than at a base- 

station. but. unlike a base-station, a terminal must distinguish between transmit 

dots (terminal to base-station) and receive slots (base-station to terminal). 

Transmit slots cannot be deleted until after an acknowledgement confkming the 

change order is sent to the basestation. 
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Scheduled 
Receive Sbt 
for Terminal 

Not Scheduled 

k # Delete Confirmed 

I 
Scheduled 

+ # 3 

Transmission Slot Delete Scheduled TX 

for Terminai - Delete Pending 

Leaend The terminal does not delete 
the slot immediately because 

The state of the dot the slot may be needed to 

at the temiinal, send an acknowledgement to 
the base-station mat the slot 
change order has been 
received. 

Figure 6.2: State-Transitions of Scheduled Slots at Terminal 

6.3 Frame Definition 

Each base-station establishes a frame length for its geo-cell, and 

broadcasts the fiame length at regular intervals as part of an information 

message in a control slot The frame length remains constant within that geo- 

ceIl untit the base-station is taken out of service- 

Each slot in a frame has an identifier that unambiguously identifies 

the location of that slot in the frame for both teminals and the controlling base- 

station. 



Page 94 

A frame may be configured in many different ways, but is subject to 

the following restrictions: 

the first slot of a fiame must be a control slot (for transmission of 

a header block); 

the second slot of a frame must be a control slot (for 

transmission of a basestation information message); 

the minimum frame length is eight time dots (No control slots, 

one unscheduled access slot for the teminals, one unscheduled 

access slot for the base-station, two scheduled access slots, and 

two guard slots); and 

the maximum frame length may be many thousands of time dots 

(one parameter that restricts the maximum length is the site of 

the field used to represent a slot identifier). 

Figure 6.3(a) presenga sample frame format for an idle system. A 

frame length of 22 dots has been selected for the geocell. Slot #3 has been 

config u red for unscheduled transmissions (eg . , pag hg) Rom the base-station, 

and slot #14 has been cqnfigured for unscheduled transmissions (e.g., 

originations) h m  teminals. 

Figure 6.3(b) shows the same -me in a lightly loaded geo-dl. 

Sots #13 and #22 have been reserved by the base-station to a d  as guard- 

bands between the transmit and receive slots. Slots #5#7 and #15#17 have 

been assigned to links between the base-station. and one or more ati ie 

tenninals. 
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(a) Initial Slot Assignment 

Siots (Free) 
Schsduled 

1 Frame = 22 slots 

(b) Sample Active Slot Assignment 1 Fra- = 22 slots 

Control Slots 

Unscheduled 
Slots for BS 
Unsttisduled 

Slots h r  Terminds 

srot~ (TX b es) 4 
Slots (RX by ES) 

Guard Bands 

Figure 6.3: Sample Frame Formaîs 

6.4 W C  Layer Data Entities 

The MAC layer uses a number of different types of data entities. 

Some data types are used only m i n  a single MAC layer instance, and others 

are exchanged between peer MAC layer instances. The subsections that follow 

describe some of the most important data types. 
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6.4.1 Device Identifier 

All teminak and base-staüons are assigned individual and unique 

device identifiers. fhese idenmers are commonly refened to as MAC 

addresses. Any transmitted messages that do not have an implicit source deviœ 

andfor destination device must include the MAC address of the source andior 

destination. 

6.4.2 Sequence Numbets 

The MAC protocol uses sequenœ numbers with a subset of the 

messages that are transmitted between peer MAC layers. The sequenœ 

numben are used to detect the Ioss of messages that are critical to the proper 

operation of the MAC layer. A retransmission and adaiowledgement algorithm is 

used between peer entities to overcorne transmission errors (discussed in 

Section 6.6). 

Each message transmitted from a terminal to base-station (on an 

uplink) contains one or hnro sequenœ numbers: 

D(RX) is the sequenœ number of the message received and 

successfully decoded most recently by the terminal on the 

downlink; and 

U V )  is the sequence number of the uplink message. 

D(RX) is present in al1 messages, and U(TX) is present only in 

messages that should be acknowledged by the base-station. 

Messages from a base-station to a terminal (transmitted on a 

downlink) may also contain one or two sequence numbers: 

U(RX) is the sequenœ number of the message received and 

successfully decoded most recently from the terminal; and 

D m )  is the sequence number of the downlink message. 
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U(RX) is included in al1 messages, and D m )  is included only in 

messages that must be acknowledged by the terminal. 

6.4.3 tirne Stot Identifiers 

Each dot in a ftame has a unique identifier that may be used by 

both tenninals and base-stations. 

Slot Change Ordem 6.4.4 

Slot change orders a n  sent by a basestation to a terminal to 

change the Iist of slots associated with a t d c  link, or a signalling Iink. An order 

may request that the tenninal perform one of three actions: (a) add the 

accompanying list of slots; (b) delete the accompanying list of slots; or (c) delete 

al1 dots. 

6.4.5 LLCISewice Data Unit 

An LLC-SDU is the unit of data passed from the LLC layer to the 

MAC layer for transmission, or by the MAC layer to the LLC layer after reception. 

The contents of an LLC-SDU are not accessible by the MAC layer. 

6.4,6 Rate Request 

The transmission rate of a traffic Iink is expressed in data packets 

per frame. A terminal may request that the current transmission rate of a 

downlink or an uplink be changed. A basestation may change the transmission 

rate of a downlink or an uplink without consuiting the tenninal because the base- 

station wntrols the allocation of scheduled access slots. 

6.4.7 Link Identifier 

A tenninal rnay have multiple active over-the-air links wiai a base- 

station. Each link has a grwp of logically relatecl slots identifid by a link 

identifier. The values used for link identiers must be unique to a terminal. but 
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do not need to be unique among the set of al1 teminals associated with a base- 

station- 

6.4.8 Link Type 

Two types of links exist signalling links and traffic links. A 

signalling Iink is established between a terminal and a base-station to carry link- 

setu p and link-management messages. Multiple indMd ual traffic Iinks may be 

established to carry distinct traffic flows between a temiinal and a base-station. 

6.5 MAC-to-MAC Me~taag- 

The operation of the MAC protocol requires that messages be 

exchanged between teminals and the base-station that controls the geocell 

containing the teminals. All messages are sent to, or received from, a base- 

station; no terminal to terminal messages are pennitted. 

Table 6.3 contains a summary of the messages that may be 

exchanged between the MAC entity in a terminal, and the MAC entity in the base 

station senricing the terminal. After the table, an explanation of the messages is 

presented. 
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Table 6.3: MAC-MAC Messages 

 ess sage ~ a m e  i ~equimâ j BS to ! MTW ' A C U ~ ?  ; Parameten 
jslot~ype !MT !BS ; i 

Link Request i Unscheduled 1 1 1 yes 1 deviœ identifier 
! 

! I i sequenœ nurnbers 
I 

LNik Gmnt / Lu>k / Unscfwduled 
i 

i yes ' grant. or poll flag 
~ d l '  f : 1 ecceptad, or r e j e  mg ! 

i I j 
i device identifier 

I f ! b @ uplink sbt change order 
1 
I 

I , downlink slot change order j sequence numtms 

bnk Modfication . Scheduled J yes i uplink rate requeçt 
Request ! I downlink rate request 

1 i 1 
l I t 

1 sequcnce numbers 
i I i 1 disconnect request fiag 

Link Modiltcaûbn 
Response / bnk 
Modification 
Order 

1 1 t 1 Iink identifier 

L 

Data Send - jscheduled i j J .  no / UDU 
Teminal t t i i sequence numbers 

Sctreduleâ 

- - - - - - - 

Data Send - 1 Scheduk ! J j no i LLGSDU 

yes 1 responsa, or order flag 

l 1 uplink skt change order 
1 downlink slot change order 
t I sequence numbers 
1 / Iink identifier 

Base SfabOn j t I 
I 1 L 

Base-Station 
lnfonnation 

sequence numbers 

blocked, or nokblocked flag 
list of unscheduled-t0-W 
sloîs ids 
list of unschedu1ed-b-ERM 
sloîs ids 
list of header slot ids (1 per 
mme) 
contention access algorithm 
and parameters 
device identifier 
frame length 

IThe basestation rnay doose to place muitiple link grantnink poll messages in a single 

unschedufed dot  This rnay result in an improvement in the perbmance of the protocol, but 

requires that an additional field be added to the message to point to the next link gnntilink poll in 

the sloL 
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Table 6.3: MACMAC Messages (confd) 

lnformathn t : sequence numbers 

ldle Scheduled 4 4 no sequence numbers 
I 

6.5.1 Link Request 

A Link Request message is used by a terminal to request that a 

base-station establish a bidirecbonal signalling link between the terminal and the 

base-station - 

6.5.2 Link Grant and Link Poll 

A Link Grant is used by a base-station to assign the initial signalling 

slots to a terminal in response to a Link Request. A Unk Po// is used to establish 

a signalling Iink if the link setup is being initiated by the base-station. 

6.5.3 Link Modification Request 

A Link Modification Requesf is used by a terminal to request the 

creation of a new traffic Iink. a modification in the cuvent capacity of an existing 

trafic link, or the temination of an existing signalling or traffic link. 

6.5.4 Link Modification Response and Link Modification O d e r  

A Link Modifkafion Response is used by a base-station in 

response to a Link Modr'fiation Request to supply a list of changes to the cunent 

Iist of scheduled dots associated with a link. 

A Unk Modification Oder is similar to a tink Mudifilcation 

Response, except that it is generated autonomousîy by the base-station. and not 

as the (direct) resutt of a message from the temiinal. 
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6.5.5 Data Send 

Data Send messages are used to transfer LLC-SDUs bidirectionally 

between a terminal and a base-station. 

6.5.6 ûase-Station Information 

Base-Station Inibnnation messages are broadcast by a base- 

station to al1 terminal that are synchronked with the base-staüon. A message is 

generated once per frame. and is used to convey general information particular 

to that basestation. 

6.5.7 Terminal Information 

A Terminal Inhmation message is used by a terminal to respond 

to a iïnk Grant or a Link POIL It contains information about the specific 

characteristics of the terminal. such as the minimum interblock delay. 

6.5.8 ldle 

An ldle message is transmitted in a scheduled dot if no other 

information is available to be sent. 

6.6 MAC Pmtocol Robustness 

The messages that are exchanged between peer MAC entities are 

offen crucial to the correct operation of the MAC layer protocol. For example, 

Link Grant, Link Modiication Response, and Link Modification Oder messages 

transfer slot assignments that must be received correctiy for the trafic and 

signalling links to operate properly. Some messages, such as the Data Send 

messages used to transf&r LLÇSDUs, are not critical to the correct operation of 

the MAC layer, and are not offered guaranteed delivery by the MAC layer 

because the higher layer protocols are assumed to be handling erron. The MAC 

protocol uses a combination of sequence numbers and retransmission timers to 
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ensure the correct operation of the MAC protocol in an environment that may 

introduœ emrs into messages transmitted over the transmission channel. 

6.6.1 Sequence Number Handling 

Each message sent to a peer MAC entity includes a pair of 

sequence number fields. The first field is used by the transmîtter to identify the 

enclosing message if the recipient should acknowledge the reception of the 

message. The transmitter selects a value for the identifier by wmputing the next 

available number frorn a windowed set of sequence numbersz. The second field 

contains the value of the message identifier received most reœntly fiom the 

intended recipient of the message, and serves as an acknowledgement of the 

message that used that idenmer. 

When a message mat needs to be acknowledged is transmitted. a 

retransmission timer is starteâ. If a message is lost (most likely comipted du ring 

transmission), then the transrnitting entity will not receive an acknowledgement 

and the retransmission timer will expire. An algorithm is used with the windowed 

set of sequence numbers to ensure retransmission of lost messages. Our 

design incorporates Go-Back-N ranenbaum]. Wtai this algorithm, the expiry of 

a retransmission timer results in the retransmission of the message associated 

with the timer, and in the re-evaluation and retransmission of ail messages that 

were sent after that message. 

At the receiver, the arriva1 of a message with an invalid message 

identifier (i-e., not the next consecutive sequence number), resuits in the deletion 

2 With a windowed set of sequence nurnbers. the range of sequence numbers is larger than the 

maümum ske of the window. The maximum s ~ e  of the window is limiteci, and the extent of the 

window is adjusted as messages are tmnsmitted and acknowledgements are received. Only 

sequence numbers that lie within the window are valid. 
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of that message if the message needs to be acknowledged. Messages that are 

not to be acknowledged do not indude a message identifier, and are aiways 

accepted if they are successfuliy decodeci. Unacknowledged messages ahnays 

include the second of the sequence number fields: the adviowledgement field. 

When a message is successfully acknowkdged by the intended 

recipient, then that message may be deleted from the local buffer and the 

sequenœ number window may be advanœd appmpriately. The same 

acknowledgement scheme is used in a symmetncal fashion on both the uplink 

and downlink between a-terminal and a base-station. 

A selective retransmission algorithm may be suitable for this 

application. especially since the probability of a message being lost is quite low. 

However, the effect of the TDD transmission channel may be to render the 

algorithm only as effective as a Go-Back-N approach, but at the expense of 

greater buffering requirements and a smaller effective window size for the same 

field size. 

A MAC entity needs to maintain only one set of sequence numbers 

for each active signalling link, rather than one for each Iink. The messages 

transferred over the traffic links carry acknowledgements. but do not need to be 

acknowledged, so a single set of sequenœ numbers is saüsfactoty. 

In Figure 6.4. an example showing the operation of the sequence 

number algorithm is presented. In this example, a base-station and a terminal 

are exchanging messages. A message, Message2 from the terminal to the 

base-station is comipted. This results in the Iws of the acknowledgement for an 

earlier message from the base-station. Messagel. The base-station retransmits 

this message upon expiry of the retransmission timer. and the terminal deletes 

the message because it is outside the valid sequenœ number window. 
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Meanwhile, at the terminal the tirner associateci with the comipted message 

expires, and Message2 is then delivered successhiliy. 
I 

~ e ~ t  ; Nmxt Terminal ( BasaSWion Nafi ' ~ . x t  
Uplink I E x m d  I Downiink : Expwted 
Sequence 1 Downlink MAC I MAC Sequerice Uplink 

I # to Use 1 Sequerice # I t to US. 1 Sequence # 
I 1 I 

O ; O  1 O ; O  
M-geO: U(I)=O.D(W= - - , , - - - - - - ----o. 

- - - - L I  r------ Stop 

œ o - - œ -  I 

2 ; 1  I I I I 

I I I 
I M-~=I : D(~~=o.u(RxI= 

œ œ - - - œ -  
I 

Timer r----- 
I Message I 

I 1 Expires 1 
1 I I 
I I 
r------ Timer ------- I r----- 

miros I 
I 1 ' 2  
1 
I 

Note: This example assumes that sequence nurnbers can range from O to 15. - 
Therefore, the value of D(Rx) am-ated with Message0 is 15, because the next valid 
sequence nurnber that may be used by the base-station is O (and, the most recently 
used sequence number was 15). 

Figure 6.4: Example of Sequence Number Operations 

The sequence numbers are initialked during the establishment of 

the signalling Iink. If a terminal generates a tink Request message then the 

terminal uses zeroes as the initial values for U W )  and D(RX), and the base- 

station initializes U(RX) and D(TX) to zero upon receiving the Link Request. If 

the base-station begins the link setup process, then U(RX) and Dm) are set to 

zero befote sending the Link Poll. If a terminal and base-station begin the link 



Page 105 

setup proœss simultaneously, then the basestation ignores the tink Request 

message from the terminal. and the terminal resets its sequenœ numbers after 

receiving the Unk POU rnessage.3 

The size of the sequence number window must be chosen 

carefully. If the valid range of sequence numbers is O to MaxSeq, then with a 

Go-Back-N algorithm at most MaxSeq messages may be outstanding at once, 

and with Seleaive Retransmission at most (MaxSeq+i)l;! messages. Wth a 

TDD channel, the mean time between a message being sent and the 

conesponding acknowledgement being received is on the order of one half of 
the frame time. Also, the assignment of slots may result in acknowledgements 

aniving in bursts, so a large window size is necessary to minimize blocking of 

transmissions. Fortunately, the number of acknowledged messages should be 

small, in cornparison to the number of data messages, so a small size, such as 

MaxSeq equal to 15, rnay be acceptable. 

6.6.2 Message Retransmission Timers 

The retransmission algorithm depends on the use of timers to 

indicate that messages have not been acknowledged within an acceptable 

period of time. Each message that needs to be acknowledged must have an 

associated retransmission timer started when the message is passed to the 

physical layer for transmission. The duration of a timer is detemined from: (a) 

the maximum time until a response could be received, (b) the minimum tirne until 

a response could be received, (c) the cunent number of dots assigned to the link 

(which rnay result in a decrease in the expected time until an acknowledgement), 

and (d) the number of outstanding messages. 

This is possible, because the operation of the signalling link is the sarne regardles of which 

entity succeeds in setb'ng up the link 
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6.7 Message Flow Diagmms 

The purpose of the MAC protocol is to set up and manage 

signalling and trafic ünb between terminais and the base-station in a geocell. 

A key concept of the pmposed MAC protocol is the use of a signalling Iink for 

estabiishing and controlling multiple tranic links. In Figure 6.5, the basic flows of 

information through the MAC layer, and the significant cornponents of the MAC 

layer are shown. Appendix A presents detailed state-transition tables and 

diagrams. 

In the subsections that follow, the operation of the MAC protocol is 

illwtrated using a number of examples. In each example, the sequence of 

messages associated with a particular situation is shown in a message 

sequence chart (also known as an event diagram). To avoid overcomplicating 

the diagrams. the mapping of messages ont0 particular types of slots is not 

shown. 
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1 intefice with U C  Layw l 

Detennine if primitive 
corresponds to a c o r n  
primitive, or a data primitive- 

lnsert UC-SOU into appropriate 
queue using linlc identifier, k- LLCSDU 

+ link identifier 

4 

L 1 ' Queue 
L . t 

T 
. 

Determine if MAC-PDU 
Seled U-DU from 
appropriate queue, and add Data base MAC control information. 
header. 

> 

I 
MAC-PDU 
+ physical layer 
cantml infbmiation 

MACPOU 
+ physical layer 
control infirmation 
(e-g. RSSI, antenna) * interface wiîh Phvsicai Laver 1 

Figure 6.5: Basic MAC Layec Operation 

Signalling Link Setup by Terminal 

An idle terminal requires a signalling Iink to set up a tram call. The 

large variety of possible applications for terminals suggests that the stimulus for 

setting up a signalling link should be configurable. For example. some temiinals 

may establish signalling links when the frst traffic link needs to be set up (Le., 

when a MAC-CONNECT-REQUEST primlie is received from the LLC layer); othen 

may establish signalling links when synchronization with a base-station is 
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achieved. Similady, the mechanism used to initiate a signalling link teardown 

should be configurable. 

Regardless of the event that causes a signalling link to be required. 

the same algorithm b used to establish the link Figure 6.6 shows the sequenœ 

of messages, and the associated thers that are required to reliably set up a 

signalling Iink. 
1 

Terminal Basestation 
I 

MAC I 
I MAC 

Stem limer t 
- Setup 

Timer 7 

I 
I 
I 

Link Request 

I 
- I 

1 Link Grant 
I 

Terminal Information * 4 S t o ~  limer Km, 
Data Send - Base Station - Liweness w 
Data seni - Base 

I 
I 

Data Send - Terminal 
I 
I 

Figure 8.6: Signalling Link Setup at Request of a Terminal 
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The Link Request message may be subject to collisions with Link 

Request messages generated by other terminab in the geo-cell. If the Link 

Request message is received sucœssfully by the base-station, then the base- 

station enqueues a tink Gmnt message for transmission to the terminal in the 

next available slot The Link Grant message contains the assig nment of slots for 

the signalling Iïnk. After receiving the Link Grant message, the terminal tfansmits 

a Terminal Information message to provide the base-station with the essential 

physical layer characteristics, such as the minimum interblock delay, which are 

required for assigning forther dots to the teminal. 

If the Link Request message of a terminal collides with other Link 

Request messages, or is comipted by the wbeless channel, then a 

retransmission mechanism is used. After sending a Link Request message, a 

terminal starts a retry timer. If a link is not set up before this timer expires, then a 

new Link Request is generated, and a new retry timer is started. The duraüon of 

the timer is randomly selected from a window of values that grows exponentially 

with each successive attempt. For example, the first whdow may extend from 1 

to 10 slots; the second window may extend from 1 to 20 slots; and so on. The 

exponential growth of the window size is necessary to handle heavy trafic load 

(as in (IEEE802.31). Once a link is set up sucœssfully, or the maximum nurnber 
. - 

of pennitted attempts has been made, the wind~w sire is retumed to its initial 

value. 

In Figure 6.7, aie handling of a Link Request collision is shown. 
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I 

Terminal Base-Station 
1 

MAC t 
I MAC 
I 
t 
I 

Collision compts message. 

Figure 6.7: Effict of a Collision on a Link Request Message 

6.7.2 Sigmlling Link Setup by BaseStaüon 

The process of setüng up a signalling link rnay be initiated by a 

basestation after receiving a MAC-CONNECT-REQUEST primitive from the LLC 

layer. The steps required to establish a signalling Iink in mis direction are similar 

to those used in the other direction, but the process is significantly more reliable 

because of the absence of any potential for collisions. A successful link set up 

process is shown in Figure 6.8. 
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I 

Terminal BaseStation 
I 

MAC I 
I MAC 

- Liveness 

- Liveness 

I 
I Link Poll 
t . 
I 
I 

Terminal lnfomtion 
I 

I 
I 

Data  end!- Ba- 
I 
I 

Data Send - Terminal 
I 

I 
I 

Data Sendr- Base Station 
1 

I 
I 

Data Send - Terminal 
I 

I 
I 
I 
I 
I 
I 
1 

- Liveness 

Stop Timer 
limer 
- Liveness 

Figure 6.8: Signalling Link Setup at Request of a Base Staüon 

Although the ptocess of setting up a link from the basestation is 

much more reliable, retransmissions are still required to handle the possibility of 

message corruption. And, of course, the base-station will be unable to reach a 

terminal that is powereddown, or that has moved to a new geo-cell without 

informing the location manager for the network. Figure 6.9 shows the sequenœ 

of events associated with the failure of the basestation to communicate with a 

terminal. The number of attempts by the base-station to contact a terminal 

should be a configurable parameter. 
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Figure 6.9: Base-Station Faib ta Set Up Link with Terminal 

A basestation may attempt to set up a link to a terminal at the 

same tîme as that terminal atternpts to contact the baseatation. Figure 6.10 

shows the handlîng of such a situation. The attempt by the base-station has a 

higher probability of success (because of the absence of collisions) than the 

attempt by the terminal, so the Link Request of the terminal is ignored by the 

basestation. The characteristics of a signalling Iink are independent of the enti i  

that initiated the setup process. 
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Timr 

- Setup 

I 
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I 

MAC I 
I MAC 

m 

Timer 
- Response 

The link request is 
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staüon, 

&topTimer 
D 

Timer 
- Liveness 

Figure 6.10: Signalling Link Setup with Simultaneous Requests 

6.7.3 Traffic Link Setup and Capacity Modification by Terminal 

A Link ModitFcafion Request message is used by a terminal to 

request the establishment of a new traffic Ihk, or to modify the link rate cunently 

associated with a paraailar traffic link. Figure 6.1 1 shows the request-response 

message sequenœ. 
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I 

Terminal Base-Çtation 
I 

MAC .- 1 
I MAC 

Link Modificatipn 
Request 

LiAk Modification k-4 
The base-station attempts 
to the link capacity 
wu- 

Figure 6.1 1 : Link Capacity Modification by Terminal 

The base-station responds to the Link Modifieabion Request wiai a 

Link Mdfication Response message that indicates the outcome of the request. 

Many results are possible, such as: 
a new traffic link is set up (wiai a capacity in the requested 

range); 
a request for a new traRc link is rejected (because of insufficient 

capacity being available); 

the transmit andlor reœive data rate of an existing traffic link is 

modifieci; or 

a modification request for an existing tnffic link is rejected. 

6.7.4 Tmffic Link Setup and Capacity Modification by Base-Station 

A base-station may unilaterally modify the capacity of an existing 

trafic link. A single message is used to infon the terminal of the change (Figure 

6.12). The same message is used to establish a new traffic link. 
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I 

Terminal Base-Çbtion 
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I 
I 
I 

Lin k Modification 
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Figure 6.12: Capacity Modification by Base Station 

6.7.5 Traffic Link Termination 

A traffic link rnay be ended at the request of either the terminal or 

the base-station. A base-station teninates a link by sending a Link Modilfcation 

Oder to the tenninal with a delete-ordet for al1 of the dots associated with the 

link; a terminal may teminate a link by sending a tink ModKccation Request to 

the basestation, and the base-station will then respond with a Link Modification 

Response that deletes al1 of the dots associated with the trafic link. 

Aitematively, a trafic link rnay be terminateci if a loss of connectivity 

is detected between the terminal and base-station by either MAC entity. Each 

traffic link has an associated 'Iiveness timer'. if a message is received 

successfully Rom the other MAC enüty, then the timer is restarted; however, if 

the timer expires. then a link error is recorded and the liveness timer is restarted. 

If several (a configurable number) consecunive link erron are recorded, then the 

traffic Iink is considered to have failed. The duration of the liveness timer 

associated with a tmfFic link is equal to the time until the next message is 

scheduled to be received from the other MAC entity on that link. 
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6.7.6 Signalling Link Termination 

A number of différent configuration options should exist for 

controlling the temination of a signalling Iink. Some teminals may want to 

eliminate the signalling link when the last trafic link is teminated; other terminals 

may want to wait far a period of the before teminating the signalling link in case 

a new trafic link is required shortiy thereafter. 

The process of terminathg a signalling Iink is identical to the 

process used for teminating a trafic link (induding the possibility of a 

connecüvity failure). If a signalling link is terminated, and the terminal still has 

active traffic links, then the traffic links are autornatically teminated using the 

algorithm for lhk connectivity failure. 

6.7.7 Data Transfer 

m e n  a LLC-SOU is passed from the LLC layer (using a 

MAC-DATA-REQUEST primiave), the MAC layer enqueues a data message for 

transmission in a dot associated with the traffic link specified with the LLC-SDU. 

A MAC-DATA-CONFIRMATION primitive is retumed to the LLC layer once the data 

message is transmitted (the link-id allows the LLC layer to associate the 

confirmation with a particular link). 

m e n  the MAC layer receives a Data Send message, containing a 

LLC-SDU, from the physical layer, the MAC layer can cross-reference the dot 

with a link identifier before passing the LLC-SDU up to the LLC layer. 

6.8 Summary 

This chapter has presented detailed infomtion about the MAC 

protocol that we are proposing for out wireless access system. The central 

concept of this protocol is the use of two different types of links between 

teminals and a base-station: signalling links for transfemng control information 
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between the MAC layer in a terminal and the MAC layer in a base-station, and 

trafk links for transfemng the trafic generated by the higher Iayers. The set up, 

control, usage, and temination of tkse links in a TDMA frame were discussed 

in some detail. 

A preliminary software simulation environment was developed to 

detemine some of the operational charaderistics of the MAC layer in a single 

geo-cell wioi one basestation and a variable number of terminals. This software 

was used to test the operation of the proposed MAC layer in a few different 

situations, and would be a useful starting point for further research. 

In the next chapter, the overall conclusions of this thesis and some 

recommendations for future work are discussed. 
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7. CONCLUSIONS AND RECOMMENDATDNS 

7.1 Summary 

This final chapter summarires the conclusions of this thesis. and 

recommends topics for Mure research work. 

7.2 Concîusions 

The main contributions of this fhesis are summarized as follows: 

a formulation of ideas on multiple access protocols that exploits 

a œntralüed system architecture to allow for the enforcement of 

ATM traffic contracts; 

a proposal of an LLC protocol (adapted Rom the IEEE 802.2 

protocd for wired local area networks) that provides the 

required communication services for the wireless ATM protocol 

layer; and 

the development of message Row charts and state diagrams for 

the proposed MAC protocol which c m  be directly used for 

building a prototype wireless ATM network. 

The proposed data Iink protocols for the MAC and LLC soblayers 

have addressed the problem of providing a wireless transmission system for 

ATM cells. These protocols provide support for traffic contracts, and provide 

functionalii that may be used to liml the adverse effeds of the wireless channel. 

The MAC layer offers a highly centraiiï approach for scheduling 

transmission slots to particular traffic links. This approach allows for 

considerable flexibility in controlling and changing the scheduling algorithm 

because the wireless teminals are effectïvely independent of the partÎcular dot 

assignment algorithm. New algorithms rnay be introduced without introducing 
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changes in the wireless teminals, and existing algorithms may be adjusted to 

provide different performance. 

The LLC layer offirs a wide range of functionality to the W-ATM 

layer. The complexity of the LLC layer is detennined by the amount of 

functionality that the LLC layer must provide. For example. if only Iink 

management functionality is required, then the LLC layer is quite simple, but if 

the W-ATM layer also requires encryptionldecrypüon functionality in the LLC 

layer, then the LLC layer complexity increases considerably. A basestation 

needs to irnplement the cornplete range of services, but a terminal should 

implement only the subset of services appropriate for its particular application. 

7.3 Recommendations for Future Work 

This thesis has proposed MAC and LLC protocols for a wireless 

ATM network. An evaluation of the performance characteristics of the proposed 

MAC and LLC protocols is therefore the neœssary next step. Particular 

problems that are worthy of investigation are the followhg: 

transmission delay characteristics (of ATM-cells); 

throughputefkiency; 

cal1 blocking probability; 

signalling link establishment delay, and the effect of the 

particular type of contention resolution pmtocol used by the 

teminals; and 

sensitiiity of performance characteristics to the partitioning by 

the MAC layer of dots into scheduled and unscheduled groups. 

The proposed MAC layer uses a Go-Back-N algorithm to handle 

retransmission of packets. An investigation of the impact on performance 

characteristics of the alternative, Seledive Repeat, should be perfonned. 
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The work in this thesis should be extended by considering the 

problems associatecl with supporthg terminal mobility. For exampk, the 

management of virtud circuits to mobile tenninals dunig handovers should be 

explored. 

The interactions between the data link layen and the control plane 

of ATM should be invesügated. Aspects such as cal1 admission control, trafic 

contrads, and quality of service should be invesügated in more detail. 



Page 121 

8. REFERENCES 

[Ab ramson] 

[Acampora] 

[Alles] 

[AWll 

[Apostolas] 

[Armbrüster] 

[ATMForum] 

Abramson, Norman, The Throughput of Packet Broadcasting 
Channels' in IEEE Transactions on Communications, January 
1977, vol. 25, no. 1, pp. 1 1 7-128; reprinted in Muiti~le Access 
Communications: Foundations for Emerciina Technolmies, 
Norman Abramson (ed.). New York. USA: IEEE Press, 1993, 
pp. 233-244. 

Acampora. Anthony S.. and Mahmoud Naghshineh. "An 
Architecture and Methodology for Mobile-Executed Handoff in 
Cellular ATM Networks" in IEEE Journal on Selected Areas in 
Communications, October 1994, vol. 12, no. 8, pp. 1 365-1 375. 

Alles, Anthony. ATM Intenetworkinq. Cisco Systems, 1 995. 
Available on the lnternet at "h~:l/~ll-relay.indiana.edu/œll- 
relayldocslffp.cis~~.~~~A+M-lntemetwoking.pdP'. 

Apel, T., C. Blondia. O. Casals, J. Garcia, and K. Uhde, 
"Implementation and Performance Analysis of a Medium 
Acœss Control Ptotocol for an ATM Network" in Architecture 
and Protocols for HiahSwed Networks. Eds. Otto Spaniol, 
And& Danthine, and WolfQang Effelsberg. Boston: Kluwer 
Academic Publishers, 1994. 

Apostola, C.. R. Tafazolli. and B.G. Evans. Wreless ATM 
LAN" in Proceedinas. The Sixth lEEE International Svm~osium 
on Persanal. lndoor and Mobile Radio Communications 
(PIMRC '95), Toronto. Canada, September 27-29, 1995, pp. 
77 3-777. 

Armbmster, Heinrich, "The Flexibility of ATM: Supporting 
Future MuMmedia and Mobile Communicationsn in IEEE 
Communications Maoazine, February 1995, vol. 33, no. 2, pp. 
76-84. 

The ATM Forum. ATM User-Network Interface S~ecification 
Version 3.1, September 1994. 



Page 122 

[Ayanog lu] Ayanoglu, Ender, Sanjoy Paul, Thomas F. LaPorta. Krishan K. 
Sabnani, and Richard D. Gitlin, 'AIRMAIL: A Iink-layer protowl 
for wireless networksn in Wreless Networks, February 1995, 
vol. 4 ,  no. 1, pp. 47-60. 

[Bantz] Ban@ David F., and Frédéric J. Bauchot. Wrekss LAN 
Design Alternatives" in IEEE Network., MarchlApril 1994, vol. 8. 
no. 2, pp. 43-53. 

[Barion] Barton, Melbourne, and T. Russell Hsing, uArchifecture for 
Wireless ATM Networks", Proceedinas. The Sixth IEEE 
lnternational Svm~osium on Personal. lndoor and Mobile Radio 
Cornmunicaüons (PIMRC '95). Toronto, Canada, September 
27-29, 1995, pp. 778-782. 

[Bernhard] Bernhard, U., F. Tarkoy, U. Lott. 'An Architecture for a Wireless 
Extension of ATM Local Area Networks" in Proceedinas, 
Seventh l ntemational Conferenœ on Wireless 
Communications (wireless '95). Calgary, Canada. J uly 1 0-1 2, 
1995, VOL 1, pp. 309-31 8. 

[Biswas] Biswas, Subir K., John D. Porter, and Andy Hopper. 
'Performance of a Multiple Access Protocol for an ATM Based 
Pics-Cellular Radio LAN" in Proceedinas. The Third IEEE 
lnternational Svrn~osium on Personal. lndoor and Mobile Radio 
Communicaüons (PIMRC '92), Boston, USA, October 19-21, 
1992, pp. 139144. 

Black, Uyless. Erneruina Communications Technoloay. 
Englewood ClifEs: Prentice-Hall, 1994. 

Boggs, David R., Jefftey C. Mogul, and Christopher A. Kent, 
'Measured Capacity of an Ethemet: Myths and Reality" in 
Proceedinas. SIGCOMM '88. Svm~osium on Communication 
A r c h i t e c t u r s g  1988. pp. 222-234; reprinted in 
Muiti~le Access Communications: Foundations for Ememinq 
TechnoIoaies. Norman Abramson (ed.), New York, USA: lEEE 
P m ,  1993. pp. 399-427. 

[Bonorni] Bonomi, Flavio, and Kerry W. Fendick, The Rate-Based Flow 
Controf Framework for the Available Bit Rate ATM Service" in 
IEEE Network, MarchlApn'l 1995, vol. 9, no. 2, pp. 25-39. 



Page 123 

[Chen] 

[DaSilva] 

[De Pryker] 

[Dunlop] 

[Falconerl ] 

+ .  

[FalconeR] 

[Femandes] 

[Freeman] 

Chen, Kwang-Cheng , 'Medium Access Control of Wireless 
LANs for Mobile Computingnin 1- 
SeptemberIOctober 1994, vol. 8, no. 5, pp. 50-63. 

DaSilva, Joao Schwarz, and Bosco E. Femandes, The 
European Research Program for Advanced Mobile Systems" in 
lEEE Personal Communications, February 1995, vol. 2, no. 1, 
pp. 14-19. 

De Pryker, M., R. Peschi, and T. Van Landegem, 'EISDN and 
the OS1 Protocol Referenœ Model" in IEEE Communications 
Maaazine, March 1993, vol. 31, no. 3, pp. 10-18. 

Dunlop, John, James Inrine, David Robertson, and Peter 
Coshini, 'Performance of a Statistically Mulüplexed Access 
Mechanism for a TDMA Radio lnterfad in IEEE Personal 
Communications, June 1995, vol. 2, no. 3, pp. 56-64. 

Eng, K. Y., M. J. Kaml, M. Veeraraghvan, E. Ayanoglu, C. B. 
Woodworai, P. Pancha, and R. A. Valenzuela, 'BAHAMA: A 
Broadband Ad-Hoc Wreless ATM Local-Area Network" in 
P roceed inas. IEEE International Conference on 
Communications (ICC '95). Seattle, USA, June 18-22, 1995, 
VOL 2, pp. 1216-1223. 

Falconer, D.D., and G.M. Starnatelos, Wreless access to 
broad-band services through microcellular indoor systems" in 
Canadian Journal of Electrical and Cornputer Ensiineering 
January 1994. vol. 19, no 1, pp. 7-1 2. 

-, 'A System Architecture for Broadband Millimeter Wave 
Access to an ATM LANn in Proceedinas. Seventh International 
Conference on Wireless Communications Wreless '95), 
Calgary, Canada, July 10-1 2, 1995, vol. 1, pp. 45-55. 

Fernandes, Leandro, 'Developing a System Concept and 
Technologies for Mobile Broadband Communications" in IEEE 
Personal Communications, February 1995, vol. 2, no. 1, pp. 
54-59. 

F teemen, Roger L. fractical Data Communications. New 
York: John Wiley & Sons, Inc., 1995. 



Page 124 

[Gibbard] 

[Goodmanl] 

[Halls] 

[Jabbani 

Gibbard, Mark, "AsyrnmeWcal Equalization of the lndoor Radio 
Channel", M.Sc. thesis, University of Calgary, 1994. 

Goodman, David J., I%ellubr Packet Communicationsn in IEEE 
TransactÎons on Communications. August 1990, vol. 38, no. 8, 
pp. 1272-1280. 

-, Trends in Cellular and Cordless Communications" in IEEE 
Communications Maaazine, June lgW, vol. 29, no. 6. pp. 31- 
40. 

Halls, GA., 'HIPERLAN: the high penomance radio local area 
network standardn in IEE Electronics and Communication 
Enaineenna Journal, Decernber 1994, vol. 6, no. 6, pp. 289- 
296. 

IEEE 802.2: IEEE Standards for Local Area Networks: Logical 
Link Control. Piscataway: lnsütute of Electrical and 
Eledronics Eng ineers, 1 984. 

IEEE 802.3: IEEE Standards for Local Area Networks: Carrier 
Sense Multi~le Access with Collision Detection ICSMNCD) 
Access Method and Phvsical Laver S~ecificiations. 
Piscataway: InstiMe of Eledncal and Electronics Engineers, 
1984. 

IEEE 802.11: Wireless LAN Medium Access Control (MAC) 
and Phvsical Laver (PHW S~ecifications. 1st draR 
Piscataway : lnsütute of Elecbical and Electronics Engineers, 
1994. 

ISOAEC 7498-1 : Information Technoloav - Omn Svstems 
lnterconnection - Basic Refkrenœ Model: The Base Model. 
Geneva: International Standards Organization, 1 994. This is 
also available h m  the International Telcommunications Union 
as /TU-T Remmmendation X.200, 

Jabbari, Bijan, Giovanni Colombo, Akihisa Nakajima, and 
Jayant Kulkami, "Network Issues for Wreless 
Communicationsn in IEEE Communications Macimine, January 
1995, vol. 33, no. 1, pp. 88-98. 



Page 125 

[Karol] 

[Keiser] 

[Kha yata] 

[Leiner] 

[Les lie] 

[Lin] 

Karol. Mark J., Zhao Liu. and Ksi Y. Eng. 'Distributed- 
Queueing Request Update Mulople Access (DQRUMA) for 
Wreless Packet (ATM) NetwoilrJU in Proceedincis. IEEE 
lntemational Conference on Communications (CC '95), 
Seattle, USA, June l822.lQQ5, vol. 2, pp. 1224-1231. 

Keiser, Ger -  E. Local Area Networks. Toronto: McGraw-Hill 
lm, 1989. 

Khayata, R. Ellen, 'HIPERiAN, The European Standard for ' 

High Data Rate Wireless LANsn in Proceedinas. Sixth 
lntemational Conferenœ on VVireless Communications 
(Wireless '94). Calgary, Canada, July 1 1-1 3, 1 994, vol. 2, pp. 
460466- 

Kung, H. T., and Robert Morris. %redit-Based Flow Control for 
ATM Networks' in IEEE Network. MarchlApril 1995. vol. 9, no. 
2, pp. 40-48. 

Kurose, James F., Mischa Schwartz, and Yechiam Yemini, 
'Multiple-Access Protocols and Tirne-Constrained 
Communicationn in Comeutina Survevs, March 1984, vol. 16, 
no. 1. pp. 43-70. 

Kurose, Jim. 'Open Issues and Challenges in Providing Quality 
of Service Guarantees in High-Speed Networksn in ACM 
Cornputer Communication Review, January 1993, vol. 23, no. 
1, pp. 6-1 5. 

Leiner, Barry M., Donald L. Nielson, and Fouad A. Tobagi, 
'Issues in Packet Radio Network Design" in Proceedinas of the 
IEEE January 1987, vol. 75, no. 1, pp. 6-20. I 

Leslie, lan M.. ûerek R. McAuley, and David L. fennenhouse, 
'ATM Every~here?~ in IEEE Network, March 1993, vol. 7, no. 
2, pp. 40-46. 

Lin, Shu, and Daniel J. Costello, Jr. Error Control Codinci: 
Fundamentals and AD~lications. Englewood Cliffs: Prentice- 
Hall, f983. 



Page 126 

[Mahmoud] 

[McGibneyl] 

[McGibney2] 

[Morris] 

[Newman l] 

[Pahlavan] 

[PoPP~~I 

[P roakis] 

Mahmoud, Ashraf S., David D. Falconer, and Samy A. 
Mahmoud, 'A Multiple Access Scheme for WreIess Access to 
a Broadband ATM LAN Based on Polling and Sectored 
Antennas", Proceedinas. The SÎxth IEEE International 
Svm~osium on Personal. lndwr and Mobile Radio 
Communications (PIMRC '95), Toronto, Canada, Septernber 
27-29, 1995, pp. 1047-1 051. 

McGibney, G., A. Sesay, J. McRory, and B. Morris, uAn OFDM 
Based Radio Link for Wireless LANsn, TRLabs lntemal RepoR 

McGibney, G., 'OFDM Timing and Frequency Recavery", 
TRLabs lntemal Report 

Monis, Brad J., "Broadband Wireless Modulation Schemes." 
M.Sc. thesis, University of Calgary, 1993. 

Newman, Peter, "ATM Technology for Corporate Networks" in 
IEEE Communications Macraàne, April 1992, vol. 30, no. 4. pp. 
90-1 01. 

Newman, Peter, =ATM Local Area Networksn in IEEE 
Communications Maaazine, March 1994, vol. 32, no. 3, pp. 86- 
98. 

Pahlavan, K., and Allen H. Levesque, 'Wireless Data 
Communicationsn in Proceedinas of the IEEE, September 
1994, vol. 82. no. 9, pp. 1398-1430- 

Partridge, Craig . Giaabit Networkinq. Toronto: Addison- 
Wesley. 1994. 

Phipps, Tim, 'HIPERLAN Medium Access Control" in 
Proceedinas, ICCC Reaional Meetina on Wreless Com~uter 
Networks (WCN '94), The Hague, The Netheriands, September 
21-23, 1994, VOL 3, pp. 870-874. 

Popple, G., and P. Glen, uSpecification of the broadband user- 
network interfacen in Electronics and Communication 
Enaineerina Journal. April 1994, vol. 6, no. 2, pp. 105-1 12. 

Proakis, John O., Diaital Communications. 2nd ed. New York: 
McGraw-Hill, 1989. 



Page 127 

[Raychaud hun] 

[Roberts] 

[Ry pinski] 

[ShayI 

[Shenker] 

[Smulders] 

[Spaniol] 

[Spragins] 

Raychaudhuri, Dipankar, and Newman D. Wilson, 'ATM-Based 
Transport Architecture for Mulaservices Wireless Personal 
Communication Netwotks" in IEEE Journal on Selected Areas 
in Communications, October 1994, vol. 12. no 8, pp. 1401- 
1414. 

Roberts. Lawrence G., Woha Packet System with and Wrthout 
Slots and Capture" in Com~uter Communications Review, April 
1975, vol. 5, no. 2, pp. 28-42; reprinted in Multi~le Access 
Communicaüons: Foundations for Ememina Technoloaies, 
Norman Abramson (ed.), New York, USA: IEEE Press, 1993, 
pp. 245-247. 

Rypinski, Chandos A., 'Motivation for Centralued Wireless LAN 
Functions" in Proceedinas. The Third IEEE International 
Svm~osium on Personal. lndoor and Mobile Radio 
Communications (PIMRC '92), Boston, USA. Odober 1921, 
1992, pp. 1 53-1 58. 

Shay, William A., Understandina Data Communications and 
Networks. Toronto: PWS Publishing Company, 1995. 

Shenker, Scott, 'Fundamental Design Issues for the Future 
Intemet" in IEEE Journal on Selected Areas in 
Communications, September 1995, vol. 13, no. 7, pp. 1 176- 
1188. 

Smulders, P.F.M., and C. Blondia, uApplicati~n of the 
Asynchronous Transfer Mode in lndoor Radio Networksn in 
Proceedinas. ICCC Raional Meetina on VVireless Com~uter 
Networks (WCN '94). The Hague, The Netherlands, September 
21-23, 1994, vol. 3, pp. 839-843. 

Spaniol, O., The Evolution of Wireless Networlting: 
Confomanœ or Conflict with the OS1 Referenœ Model?" in 
Proœedings. ICCC Resional Meetina on Wreless Cornputer 
Netwoiks (WCN '94). The Hague, The Netherlands, September 
21-23, 1994, vol. 3, pp. 78&793. 

Spragins, John D.. Joseph L. Hammond, Krzysrtof 
Pawlikowski, Telecommunications: Protocols and Desim. Don 
Mills: Add ison-Wesley, 1 99 1 . 



Page 128 

[Stallings] 

ranenbaum] 

lrobagil 

[Une] 

[van As] 

vdaller] 

vierbi] 

[Zeino] 

Stallings, William, Data and Com~uter Communications. 3rd 
ed. New York: Macmillan Publishing Company, 1 991. 

Tanenbaum, Andrew S. Com~uter Networks. 2nd ed. 
Englewood Cli i :  Prentice-Hall, 1988. 

Tobagi, F, and L. Kleinrock. "Packet Switching in Radio 
Channels: Part II - The Hidden Terminal Problem in CSMA 
and Busy-Tone Solutionn in IEEE Transactions on 
Communications, December 1975, vol. 23, no. 12, pp. 1417- 
1433. 

Tudi, Bruce, 'Development of WaveLan, an ISM Band 
VVireIess LAN" in AT&T Technical Journal, JulyIAugust 1993, 
PP. 27-37. 

Urie. Alistar, Malcolm Streeton, and Christophe Mourot, "An 
Advanced TDMA Mobile Access System for UMTV in IEEE 
Personal Communications, Febniary 1995, vol. 2, no. 1, pp. 
3847. 

van As, Hannen R., ahdedia Access Techniques: The evolution 
towards terabWs LANs and MANS* in Cornouter Networks and 
ISDN Svstems, March 1994, vol. 26, no. 6-8, pp. 603-656. 

Vdalkr, L., J. Aracil, A. Martinez. J. Pérez, and A. Ruiz, 
"Network Architecture and Multiple Access for ATM over 
Satellite* in 
Netwarkina Workshor, 1995, published eledronically at 
http:llnifo.gte.com/ieeetcg n/conference/g bn95/araciI.paperf 

Viierbi, Andrew J. CDMA: Princi~les of Soread Soectnim 
Communication. Reading: Addison-Wesley Publishing 
Company, 1995. 

Zeino, H., and M. Misson, "Functional Approach to a Hybrid 
Wreless Network for Mobile Stationsn in Proceedinas. ICCC 
Reuional Meetinri on Wireless Com~uter Networks (WCN W), 
The Hague, The Netherlands, September 21-23, 1994, vol. 3. 
pp. 994998. 



Page 129 

APPENDIX A 

Control of Signalling Link 

The -tes of a signalling link are shown in Figure A.1 for a base- 

station and in Figure A.2 for a terminal. Information about the handling of 

particular events is not shown in the figures, although the state transition paths 

are shown. Detailed state-transition tables are provided in Table A.1 for a base- 

station, and in Table A.2 for a terminal. 

figure A.l: Signalling Link State-Transition Diagram for Base-Station 
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Table A.1: State TmnsÏtions at BPseStation for Signalling Unk 
, 

Event 1 SOU- ' Actiom Next Stifs 
- - - -  - -  -- - - - - - . - 

(1) No Link 
- - - - - - - - - - - - - -- - - - - - -- - - - - - - -- - - - - - 

MAC-CONNECT-RE 1 LLC ; enqueue bnk Poll 
1 

* (2b) 
QUEST set refry counter to maximum vafue Establishing 

i 
i ' staR timer (response) Lin k (Initiatecl 
i . assign preliminary TX and RX slots by Local) 

- - - - - - - -  

Li& ~ ~ e s t  1 terminal : enqueue Link Grant s (2a) 
i MAC set retry counter to maximum value 
I 

Establishing 

? start timer (response) Lin k (1 nib'ated 
açsign preliminary TX and RX dots 

-- by Remate) 
- - - -  - --- - 

(2a) Establishing Link (lnitiated by R e m )  

MAC-CONNECTIRE 
QUEST 

U C  : met  retry counter to -mum =. (2b) 
value Establishing 

b , Lin k (1 nitiated 
i by Local) 

Timer Expiry 
(response tirnet) 
and 
retry = O 

local MAC ; ftee TX and RX slob = (1) No Link 

1 

Timer Expiry ! local MAC decrement retry counter 
(response timer) ; enqueue Link Grant 
and t start timer (response) 
retry > O 

s No Change 

A ~ Y  type of 
message received 
from the terminal in 
a scheduled RX dot 
(acknowfedges the 
TX and RX slots). 

terminal : start timer (liveness) => (3) Active Link 
MAC ; stop timer (response) 

i MAC-CONNECT_INOICATION 
L 

L 
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Table A.l: Stade Tmnsïüons at Basdtation for Signalling Link (cont'd) 

Event ! b u r m  / Actkm Next State 

(2b) Establkhing Link (lnitiatd by bal) 
--- - 

Timer Expiry j I û d  M C  MAC-~NECT~CONFIRMATION (i) No Link 
(response tirner) (failed) 
and -=and RXslofs 
retry=o I - -- 
Tirner Expiry / local MAC : dnremmt mtfy munter No Change 
(response tirner) i enqueue bnk Pd1 
and i : start timer (response) 
retty > O I 

I 

A ~ Y  tYPe of / temiinal ; start tirner (Evaness) (3) Active Link 
message received 1 MAC stop tirner (response) 
fiam the terminal in i MAC-~NNECT-CONFIRMATION 
a scheduled AX slot j (succeeded) 
(acknowledges the ; 
TX and RX slots). 

Unk Request i terminal reset retfy monter to maximum = No Change 
I MAC value 

(3) Acüve Link 

, (1) No Link Timer Expiry 
(I'ïeness tirnet) 

A ~ Y  tYPe of 1 terminal : nstart timer (Iiveness) 
mesagenceived 1 MAC 
fiom the terminal in 
a scheduled TU( ; 
dot i 

local MAC i free TX and RX slots 
i 

3 NO Change 

1 

- -  - - 

MAC-DISWNNE~~_ 1 LLC i enqueue Unk Modifiation Oder a (4b) 
REQUEST i that deietes a l  scheduled TX and : Terminating 

! 
! RX slots Lin k (1 nitiated 
! by Local) 

Link Modification 
Requesf that 
requeçts the 

b 

terminal ! enqueue L'nk ModMkatbn => (4a) 
MAC 1 Response that deletes al1 scheduled : Tenninating 

! TX and RX slots i Link (Initiateci 
temination of the . by Remote) 
link 



Table A.1: State Transitions 

Event I Soutee 

Page 

at Base-Station for Signalling Link (cont'd) 

All dots associated / 1-1 MAC M A ~ ~ D ~ ~ ~ ~ N N E C ~ _ ~ N D I C A T I ~ N  = (f) NoLink 
with the session ! stop timer (beness) 
releaseâ by base- i 
station- ' 
A ~ Y  type of i terminal restart timer (Iiveness) =s No Change 
message received . MAC 
from the terminal in . 
a scheduled RX 
slot. 

MAC-DISCONNECT- LLC ; no actions required 
! 

= (4W 
REQUEST i I Terrninating 

i Link (lnitiated 
I by Local) 

Time r Expiry 1 local MAC : hee TX and RX dots 
(I'ieness tirner) 

= (1)No tink 

Ail slots asdated local MAC ; MAC~DISCONNE~-~N~~RMATION . (1 ) NO Link 
with the session : . stop t imr (iiienes) 
released by base- j 
station. ' ! 

- - -  - - - -  - - - - -  

A ~ Y  type of t terminal restart timer (liveness) = NoChange 
message reœived MAC 
from Me terminal in ! 
a s c h e t j u i w i ~  j 
dot I 
limer Expiry /IocalMAc frecTXandRXslots s (1) No tink 
(liveness timr) 
Notes: - r) Mihen the base-station m N e s  an acboWedgement lbr the message mat deieted the slots, if 
wrll consider the s@nalling link to be tenninated. 
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Figure A.2: Signalling Unk State-1 ransition Diagram for Terminal 
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Table A.?: Stpde Transitions at Terminal for Signalling Link 

(1) No Link 

LUik Grant (accepted). or ( base- : no actions mquired ! 3 No Change 
Unk Grant(rejected) i station 1 ! 

I MAC 
1 

M*CJX~NË&-REQU& LLC - I enqueue tink R&uest . (5) Link 
T i set access counter to -mum : Request 

l 
1 

value I Queued 
1 - select access siot 

- - - ----- - - 

Link Poil base- update TX and RX slot states . a (2a) 
station start timer (link-confirm) Establishing 

q ! Link (Initiateci 
! 

1 : by Remote) 
(21) btablishing Link (lnitiated by Rernote) 

Link Poil base- 1 - restart timer (fink-confirm) No Change 
station free original lia of TX and RX i 
MAC sfob 1 

i update TX and RX slot states i 

Timer Expiry (link- l local MAC free T'X and RX dots 
con fim timer) t 

1 (1) No Link 
! 
I 

[ by Local) 

: &op timer (linkconfirm) = (3) Acüve 
start timer (liveness) ! Link 

i MAC~C~NNEC~_~NDICA~ON ! 
l 

! I 
I 

A ~ Y  type of message base- 
received from aie base- station 
station in a scheduled 
RX slot (ackndedges 
the TX and RX slots). 

MAC 
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Table A.2: StPds Transitions at Terminal for Signalling Link (cont'd) 

Event : Next Staîe 

(2b) E.tibl&hhg Link (InitMd by Loai) 

tink Poil, or 1 base- ' restart timr (link-confirm) 1 No Change 
I tink Gant (accepted) / station îbe original list of fX and RX t 

I MAC slots 
update s~ot states 

- -- - - - - - 

Any type of message I base- stop timer (link-confirm) = (3) Active 
received from the ôase- station çtarttimer(livéness) Link 
station in a scheduled t MAC MAC-CONNECT-CONFIRMATION 
RX slot (acknowiedges 1 (succeeded) 
the TX and RX slots). j 

Tirner Expiry (link- 
confimi timer) 

local MAC frae T'X and RX slots j (1) No Link 
: MAC-CONNECT-CONFIRMATION ' 
' (fiiled) ! 

t 

(3) Active Link 
' 

Any type of message t base- restart tïmer (liveneçs) . No Change 
received fmm the base- /"" - 
station in a scheduled 
RX d o t  I 

' 
MAC-DISCONNECT-REQU ; LLC enqueue Dnk Madification 
EST I Request to delete all TX and RX 

I slots 
1 

Timer Expiry (Iivaness 
timer) 

Link ModifiicW Onfer 
that deletes al1 the TX 
and RX dots. 

(1) No Link local MAC i free TX and RX slots 

I i 

babase- ! no actions required a 

station : 

MAC 

(4a) 
Terminating 
Link (Initiated 
by Remote) 

(4b) 
Teminating 
Link (Initiated 
by Local) 
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Table A.2: State Transitions at Terminal for Signalling Link (contki) 
! 

Event i Source Actions . Next State 

(4a) Terminating Unk (Initiated by Remok) 

ni1 sloto associateci with local MAC MA~,D~~~~NNEC~JN~ICARON = (1) NO Link 
the session have been 1 stop h'mer (liveness) 

l released. t - 
MAC-DISCONNECT-REQU U C  I no actions required = (4b) 
EST Teminating 

' Link(lnitiated 
f 
1 by Local) 

(4b) Terminating Link (lnitiateâ by Local) 

Timer Expiry (liveness 
tirner) 

local MAC : froa TX and RX dots 1 =, (1)No Link 
! 

I 

Any type of message 1 local MAC : restart timer (liveness) , = No Change 
received frorn the base- 1 I 

station in a sctieduled i 

RX slot 

AI1 dots associatecl with 
the session have been 
released, 

(5) Lin k Request Queusd 

-- - - - - . 

local W C  MAC~DISMNNË~'CONF~&~~ON j = (1) NO Link 
1 stop timer (l'ieness) t 

- - -- - 

i h k  Poll, or 1 update dot states (2b) 
tink Grant (acœpted) station staR timer (link confirm) : Establishing 

: Link (Initiated 
I by Local) 

Previousiy eriqueued local MAC . decrement access counter ' (6) Link 
Link Request transmitted ' start tirner (access) 1 RequestSent 
in access SM. I 
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Table A.?: State Transitions at terminal for Signalling Link (cont'd) 

(6) tink ~equ& Sent 

Timer ExpQ (pccebs 1 focal MAC i MAC-CONNECT-C~NFIRMA~ON ! 3 (1) No Liik 
h'mer) and (hikd) 
a- counter= O 1 i ! 

1 ! - 
m e r  Expiry ( a m  ! local MAC enqueue Link Request =, (5) Link 
timer) and select access siot Request 
access counter > O t 

-. - .  Queued 
Link Grant (rejecteâ) i base- stop timer (access) 1 3 (1) No Link 

i station MAC-CONNE=-CONFIRMAT~ON 
1 MAC (meci) I 

Lhk Poll, or 8 stop timer (access) base- 1 
r s (2b) 

Link Grant (accepted) station , update dot $tates ! Establishing 
4 start timer (link-oonfirm) ! Link (Initiated 
I f I by Local) 

Notes: - 
fl If fhe base-station deletes al1 the slots, then the teminai will consider fhe signaliïhg Iinlr fo be 
teminated when the terminal sends an acknowledgement fo the base-sfatron for the message 
fhat deleted the dots. 




