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Abstract 

\\-hen using tligital images or video. the amount of storage space or transmis- 

sion baridivitltli required car1 be quite large when the rriedia is ill its raw forni. Re- 

c.ently. there has i~eeti a ctrumatir incr~ase in the usage of these tligital nledia types. 

Corlnqueritly. there has also i)rt.ri an increase in the rpsearch tlrvoted to recluce t t l ~  

data rrqtiired to reprwent tliesc. t ,yp~s  of digital signals. Iri this ttittsis. a st~itiy is 

prclstlnteti of a rri~thotl that ilscs atlaptivel sarnpliug i l~i t l  interpolation for irnagtl ;\ntl 

ritleo data c+onlprcssiori. .I rec*iirsivtl splitting rl~etliotl that crearrls a11 ittlaptivr sanl- 

pli rig grid. is t ltlscribetl. along wit 11 ;I tlisc-ussio~i coric-ernirig t 11 tl i r i r  erpolat ion of t lirsr 

samples for the rtlc0onst rtirtion of  tlir origiual iniagtl or vitleo. Irriplt~r~it~tirat ion arid 

optir~iization iss~les c~ol~c~rrning thta prrsc~itrd i11iagr aritl ridtho data cc~rriprt~ssiori al- 

goritl~nis are clisct~sseti. Esaniplrs slion-i~ig relit) t ~ f f t~ r s  of thew ttlt~tliotls arc) gircln aritl 

co~riparrtl to tlsistirig staritiarcl data conipr~ssion trchrlic~ues. 
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Chapter 1 

Introduction 

Over t htl last f t ~  t l~c-at1t.s t licw ~ I R S  IICCII it (irarliat i~ i~i~roilst~ ill (ligitill i11lilg11 

arid video usage. u-tiicti lias rt:sulttjti irl i\ silliilar ilicrtlasr in storagtj aricl traust~lissiori 

rt~cluir~rrler~ts to acc*oniniotlattl t hc~ lilrgtt ;~nio~irit o f  tlatil assoc*iatrcl tvi t h tllesc t!.ptls 

of contpnts [I].  \\-liilrl it tias been said that a picr ure is worth :I tliousa~itl \vords. this 

tittscription is somc~~~l ia t  of an uriderstat~rric.~lt. For a siniplr gr~ysc*altx digital irliagtx 

c.*on~posecl of 5 6  x 2236 \H~IICS. wiler~ cacli value is describetl by Y bits (onr cfiarilcter) 

of data. this single image ivould rrqliire over 63000 characters to riescribr it. ~vliich is 

mucll larger than 1000 ?vords--even if very large rvords are used! 

Digital video. which is simply composed of a sequence of images. requires even 

more data for its representat.ior1 because it has one added dimension: time. The 

amount of data is directly proportional to the number of images (or frames) that are 

in the sequence. and the number of images is equal to the length. in time. of the video 

sequence multiplied by the frame rate. Thus. it is easy to see that if the temporal 

sampling rate is doubled. so is the data required to represent the image sequence. 

Whether the images. being alone or contained in an image sequence. are to 

be stored or transmitted. this large amount of information can be quite undesirable. 



Therefore. along with the iricr~ased use of digital images ancl ricleo. there has also 

been ari increased desire to rnluce. or compress. tlir informatior1 r~cluirenlents of tliese 

types of' nieclia [I]. 

1.1 Digital Image and Video Data Compression 

Data cotlipressiori trct~rliclries general1~- involve taking aciva~it age of rt'd~irldati~.\- 

 it liin the inpu r data to rt'ductl t lie avthragc ntirrit~er of \)its ptlr t~lrrtlent rt3cluirecl to 

rPprclst3nt ancl properly rclcoristrnct that data [ 2 ] .  Tllesrl elerrients arc' ac~trl;illy tligitiztlci 

s;trripit's of iritt~risit?. \xlurs withiri tlir irtiagcl or irllag(1 sequence. For rolour irriages or 

vitltjo. each sarripltl (.orlr sins r r i ~ i l  t iple inrrrlsity va1ut.s: o ~ i t ~  for each c.olo~~r conipoIienr,. 

In ortier to rpprmpnt grtyscalt* images or vi(l~o. snrn ple is sirrlply orit* inrtlrtsity 

rallic iridic-ating t tic) hriglitnrss of tht~ irriage or vitieo at that particular poirlt. 

In generill. tlirn' art1 t . ~  iliffer~nt c-lasses of  data conlprrssion ni~thocls: losslt1ss 

and lossy data (*ompression [ > I .  Lossless data conlprrssion (or lossltlss data cotling) is 

tlefinetl as a systeni that recluces the rl~inlber of bits 11sed to represent a set of data 

nhile allowing t hr~ data to be rerorert?d perfectly by cleconipressiori. Conversely. lossy 

data conlpression (or lossy data coding) actually removes some of the information 

from the data set in order to further reduce the number of bits used to represent it. 

This results i11 a difference occurring between the coder input and decoder output. 

The information usual l~  removed during lossp data compression is subjecti~*ely less 

important to the output quality of the entire data set because it can be reasonably 

recovered by using the remaining information [-I]. Lossless coding is usuallj- limited 

to small compression ratios. On the contrary. the output file size resulting from 

lossy coding is only limited by the amount of acceptable distortion present in the 

reconstructed out put. 



Selection of lossy or lossless coding is basetl on tlie data itself allti the require- 

ments of t lie application using the data. For example. il test conipressiuri algorit hni 

nlust bt: lossless o thcn~ise  the tlerorrlpress~d (tlecotletl) output coultl be r~lea~iirigless 

if distort iori occurred. In irliage compr~ssion. the applicatiori deternlirles wllat type of 

codirig is desired. For nledical irliaging. lossless c-otling niuy be rt~quiretl i)c)causr ally 

tlistortiori in the output i ~ r i a g ~  coultl leacl to tlisastrous results like. a rrliscliagriosis. 

Ho~vewr. fils conipression of holiclay sriapshuts. some tlistortiori niay htl ac-c~ptablo iri 

order to achieve snialler file sizes or less transrriissiori t~aridwiiltli. 

\\.itti the largcl arrlorirlt of storagcl rt~quirecl for itliage arid vicftbo (lilt;l. tllrrr) 

tia~rl been marc  tlevelopmerits in  irrlagc. arltl 1-itlco data coniprossio~i. Tllcbrtl art> 

rrlany trcfiriiclues. bot 11 lossless iultl lossy. I)ast~tI or1 rvidt. variety o f  algori t llrrls arit 1 

requirements [I]. C;tlrierally. all tiltwr rn~ttlo(1s taktl atl~ult~agtl of rtlrtairi rt~tluritlancirs 

Fourlcl in image imci vitleo data. Irllagtl c.o(lirlg irir.ol~.~s t lit. esploi tat iotl of  ~ ~ ~ i l t  ial 

reiluritlanric~s fourltl withiri an in iag~ [3]. \'iclro coclirlg also t1ot.s tliis or1 a per-frar~ie 

I~asis. which is also known as ir~tra-frame cwding. Filrtherniore. i-itlro c*oticrs may 

also perforni inter-frame cotling which involves taking advarltago of the similarities 

between frames [3]. Both video ancl irtiage coders. when coding colorir images or 

image sequences. can also use clironlatic redundancy to their advantage [GI. I s  this 

thesis deals mainly wit 11 greyscale images and iniage sequences. the esploi tat io ti of 

chromatic redundancy will not be discussed. 

-1 lossy coder/decoder (codec) system. by definition. will introduce distortion. 

or what is known as visual artifacts. into the output. There are various types of 

distortion caused by lossy coding. Certain distortion types can be seen in the output 

of most codec systems. while some types of artifacts can be particular to an individual 

codec. Some types of distortion caused by image coding are blockiness. texture and 

fine pattern degradation, waviness in smooth areas and around edges. and blurring of 



iniage featilres [TI. Tliesr artifacts can also he seer1 on a per-frame basis in the outpot 

of various vit1t.o coclecs. Hoiverer. whe11 using video cotlecs. the above spatial effects 

art. not the only tlistortioris risible. 1-itleo cotlecs car1 introduce a nuniber of teniporal 

artifacts as well. Sonie of these temporal artifacts iriclude blurrilig. *-gliosting". ilritl 

renioral of nioving ohjtlcts. 111 noti-rrlovirig areas. s~icli as a tronstarit hackgrountl. 

defects such as jittering and intensity cha11gt.s ivitli tinie. car1 btl sc1t3n. 

1.1.1 Image and Video Coding Performance Metrics 

Irl orckr to e\.aluate t htl rffect ive~itlss of differcrit digital i~rlagr aricl \.itleo cotlrrs. 

sonir prrfornia~ic.tx nwt rirs must hr clcfint~tl. Tllerp artx tao gerirral rlleasurernents t liar 

arp assoc+iatetl with data compression tecllnicll~t~s: con~pression a~irl cluality. 

Conipn~ssiorl (+an I)(. rrleas~~rrtl ~3itlit.r by c.ot~ipressio~i ratio or hits per t~l~~rlitlnt. 

\vllcrtl the ttlenirnt is t i t  llrr pict nre3 t~lt~rnc~nt (pixel) n. tier1 iniage rotiirlg ur a volurrle 

elerrirnt (\-osel) when vitlco roding. Coniprrssiori ratio is a nipasurmlrnt tliat is 

tlcfined as the ratio hrtwreri the iriptit file size ant1 the out  put f i l ~  size. Siricr thew 

are various Factors that car1 artificially inflate tlir compressiori ratio o f  an irrlage or 

video coder. such as the input file format or tricks with up-sampling [8]. comparing 

methods solel!. based on conlpression ratio is riot always best. .A better cornpression 

performance measurement that is widely used in image coding is the average number 

of bits/pixel required to represent the output irnage. Knowing the number of pixels 

within the image and the bitslpixel. it is also possible to calculate the compressed file 

size. Due to the unambiguous nature of the bits/pi.sel measurement. digital iniage 

compression mill be measured in bits/pisel for the remainder of this thesis. For 

video coding. a popular compression metric used is the bit rate of a video sequence. 

which is the average number of bits per second required for the compressed data 



st rean1 [9]. This nieasurelnent car1 be s o n ~ e ~ ~ h a t  tlecep t ive t~ecause it depriids or1 t tie 

spatial iesolut ion and the franie rate of t tir r i t l ~ o  sequencr. Hoivrvrr. it tloes tlefirie tlitl 

transr~iission baridwidttl requirecl for tlir c*ornpressecl vitleo data. -1 nlurc iutleperitlt!nt 

measllrenient is the number of bits/[-osel. If bit  rate is requircvl. hits/vosel is easily 

conl-~rtetl by multiplyi~ig it by the nrlnlher of pisels-pt>r-frarll(\ ;lritl the  frame rate of 

thtx iniagr sequence. Tlius. iri  this thesis. I)its/\-osel will be t tip prekrrcd nieasurrrrient 

for vitltv) rorllpression perforniilnrt~. 

\\-tien tlealilig witti data c*oniprossiori. tht .  concept uf r n t r u p ! ~  is sor~lrrirlics ustltl. 

Entropy is t l i t b  t1iroretic:ll nli~lirrilir~l ilVerilgcl 1~111rll)er of \)its per ( ~ I C I I I C I ~ ~  p i s ~ l s  or 

\.osrls in t tic' c-ast) of image or ~*itltlo c~ompr~~ssion-rc~c~~iirt~(l to  rtvrsihl!- rrprclsrnt a 

sPquerire uf tllenients ['I. Entropy is t~astltl or1 t hr statist i ~ i l l  oc.cborrt.ric.cl of (~ltar~ltl~its 

within a srrlur1icvtl. Suppose3 tllp illput sequc1ic.t) is c+hosrrl Frorrl ;I s ~ t  uf .\' elrlnit3nts. 

where. in t lie sequt.ncnr. t hcasc rltlnierits i,cbcllr with rrsprcri~t1 probabilities of p, For 

= 1. . . . . -1'. arltl so that 1 p, = 1. Thus. rhr iriput s~cltlerlc-tl. or1 ;lreragt3. nil1 rc~quirr 

at least 

where H is t h e  first-order entropx of the probability distributiorl. or rliorr siniply. tlie 

entropy of the input sequence [?I. It can be seen that in the case of equiprobable 

elements. with all pi = 1l.V. compressiori is not possible since H = log., .V. Thus. 

a completely random sequence is not compressible. Conversely for any other set of 

pi (i-e. where at least one element is the same as another). a snialler entropy results. 

allowing for possible compression. 

Quality can be measured in many different ways. Since. in most cases. the 

reconstructed images or image sequences are viewed by human eyes. quality can be a 

somewhat subjective measurement that can be hard to quantifv. Some quality mea- 



sorerricnts are based on comples Human \'isnal Systeni ( H I S )  models or use human 

test subjects to rate the quality of reconstructetl iniages or iniage secluerices [lo]. 

0 t her measlirrnients LY hich simply deal with reconstruct ion error are rnucli more sini- 

ple [lo]. For lossless coding. quality is mearlingless as tlie reconstructetl irnagr is 

identical t o  t lie origirial. I\-heri lossy cotliug is perfornietl. t lip visual art ihcts  or er- 

rors that result. (*ontribute to the  loss of visual cltiality. Tliese errors can be thought of 

as rloise introtluc-rtl t)y tlw cocling/clrro(ling process. A simple arid widely used qual- 

i ty nirasnrt~riiclnt is Peak-Sigrial-to-Soistl-Riirio (PSSR).  rrirasurctl in dtlcibels (dB) .  

w hicall relates t llr niasinulni signal po\vclr to t hr. 1loisc3 powrr. ivherrl t hr ~ioise pan-er 

is simply tiit) SI~ari Squnrcltl Error (AISE) [10]. PSSR is tlefirled as [lo]:  

[r~lasiriiurrl iritensi t!- value]' 
PSSR = 10 loglu 

r~it~ari scl~iaretf error 

So for an  8-lit  grryscaltl signal (iniagr or image sequcnre) c*unlpose:i of .\- rlerlietlts. 

t i i ~  PSSR is 

p;]J- 
PSXR = 10 log,, + 1;:i1 [ !)( I+) - 1 ( i ) l 2  

wllere y ( i )  is the reconstructed signal arid r( i )  is the original signal [Ill .  \\-lien used 

as a rnrasurenierit of perceptual inlage cqua1it.y. PSNR tends to be somewhat image 

dependent. However. for the same image. it does provide a good coniparison when 

relating different reconstruction qualities. Furthermore. it has been stated in [lo] 

that "coders that incorporate techniques to minimize the LISE are ranked a t  the top 

in both perceptual and object ie  tests!" This nieans that PSSR can provide almost 

as much insight into the quality of a reconstruction as some. more complex. HVS 

models. For these reasons. PSNR will be used tcj measure the reconstructed quality 

of both images and image sequences in this thesis. 



1.2 Sample Image and Video Coding Standards 

The goal of most digital iniage ant1 video cotlecs is t o  reclurcl the storage or 

transmissiori requiremerits of the data required to represelit tlie irriagr or ~i t leo .  ivllile 

maintaining a certain level of outplir quality. The following sections give a gerieral 

u\-rr\.ie~r. t ~ l  a sta~lrlard i11iage cudtit .cad tli stanclard vitiro rodec. 

1.2.1 JPEG Image Compression 

.JPEC; is ;I staridarcl set of iniage coding algorit t i ~ ~ i s  iist~ti for t llti c+or~iprrssiori 

of  "r~atural" digit it1 ir~iages. JPEG is an acronyrri for .Juirit Photogrilp liic Esptlrts 

Group. wtiic-ti is t htb riaIlicx of t lltl 1ntc.rriat iorial Organizatio~i for Starit1artliz;~t iori ( ISO) 

cornniit t+etl that (1c.firlt.d r tic. inlag61 (:ortipression algorit hrns [ 1'21. \\-hilt1 the .I PEG 

starldarcl i-onsists uf 16 cliffflrmt irnagr rodirlg algorithr~ls. thcl sinipltlst. or k~asc~lirit.. 

algorit llni is r lit. rliost pup111ar [7.  12. 13) arid tierrlaft~~r t tit. basrlino .JPEC algorit hni 

~ i - i l l  sirriply b~ refrrrtlti to as . P E G .  

Thp use of JPEG is vrry \videspreati. ;\n>-onr ntio has bro~vsrtl tlit. ivorld-wick 

iwb has esperienceti JPEG image coding. L'suall~: for i~otti g r~ysc-a l~  arlcl c*olour iru- 

ages. the thresholcl of visible difference i~e t iwen tlie source and reconstructed images 

is arourid 1-2 bitslpisel [3]. 

At the core of the baseline JPEG algorithm Lies the Discrete Cosine Trans- 

form ( DCT) . which performs a spatial-domain to frequency-domain t ransforniation. 

The image is first subdivided into blocks of 8 x 8 pisels. Then a Block DCT is per- 

formed on each of these blocks so that certain frequency components can be removed 

or adjusted by the JPEG algorithm without affecting other components. This results 

in each block having 64 frequency elements. ranging from DC (zero frequency) to 

half the sampling frequency in each direction. Each of these frequency components is 



then divided by a separate quantization coefficient. froni a cluaritization table. arid t lie 

results are rourided to integers. Deperitli~lg on how licavil!- the DCT coefitrierits are 

quantized. there rnay be a large number of zero-valued -1C (nori-zero frec~uencies) co- 

efficients. The .-\C coefficients are theri run-l~ngt li e~nrotletl iri a zig-zag pat tern across 

cach 8 x 8 i~lock so that runs of zeros car1 hr increased in irrlgtli. Tlir. DC componc1rits 

are tliffrrc~icc e~icodetl to take ad\-antagtl of zn.eragts irit rrisity sirl~ilarit irs t)t.t~vtlr~l 

n~ighboririg blocks. Fi~ially. all t tiis i~lforrliation is codcat1 usirig varial~le lrrlgt ti csoties 

that clsploit statistical reduriclaricies t o  rtltluco the o\-tlrall file size [I .  3 .  131. 

Thtl .]PEG algorit h111. alt liougii conip~~tationally c*oniplrs. works quirt. tvc.11 For 

riat lira1 -*c*ont irluorls torit." iniag~s. Ho~~c.vtlr. at tiigh c.ompression ratios art if'art.s such 

as 1)lockirlr~ss. c.orrupciori of textures ant1 finr tlf~raiis. a ~ i d  \v;lvi~less ill snic)(~tli arms 

and an)rlntl edges. ;trfi (basily tlt~tr1ctablt~. Furt liclrniorcl. .JPEC p~rforrrls quite poorly 

o11 I,lark-arlcl-\vliitr1 arid other t\vc.o-ronecl irriagrs. T1ii.s is (lutb t o  t l i c a  largcl enlourit of 

high contrast edges fourit1 irl  thescl typtls of inlagrs [3. 71. 

;\ video codecb car1 also he irriplerrie~itecl hy usirlg the  .JPEG algoritlirrl 11y codirig 

an irriage setpence one frarrie at a time: when ustbd in this Fashion. it is called hIotiori 

.]PEG (.\I.IPEG). It should be riotetl that LIJPEG is not part of any .*official" video 

coding standard [I?]. The LIJPEG frame-hy-frarne cotli~ig ran be perfornled by an?- 

image coder in order to implement a video coder. However. since each frame is 

coded independently. these types of video codecs cannot take advantage of inter- 

frame correlations. which limit their video compression performance. 

1.2.2 MPEG, H.261, and H.263 Video Compression 

MPEG. H.261. and H.263 are three very closely related video codecs. SIPEG. 

an acronym that stands for Moving Picture Experts Group. is an international stan- 



ciard of the ISO. i~hile H.261 and H.263 arc recorriniendations of ttie Interriatiorla1 

Telrconiniunicatioris Cniori (ITV) [9]. Ttiere have been niultipltl SIPEG srantlartls 

clef net1 or are in thca process of stanclardization: .\[PEG 1. AIPEG 2. . \ P E G  4 (\.or- 

- sions 1 and 2).  arid SIPEG r . This discussion niainly coricerns t hr. niorr clos~ly 

related ,\[PEG 1 a11d SIPEG 2-l~ercaf'ter referred to its 1IPEG. Tlic SIPEC; c-oclec* 

is bas~t l  on H.261 ariti .JPEG. while H.XG is 1)ased on H.261 a~lcl l IPEG [S]. LIPEG 

is desigricvl for the storagcl ancl playhack of high quality video arid is call pro(1iit-r 

\*HS videotapt) quality or Letter ntirri operating at ;irou~itl 1- 2 Sl l~ i t s j s  [;. 111. Tlie 

.\[PEG vitlro cbotitlcb is est r t~ni~~l j .  pop~~ la r  ant1 is ~isetf i r l  irialiy popular protlurts s l ~ r l l  

as DBS ( D i r m  Broatlcast Satt.llitf>). D1.D ( Digital \'itlro Disc). arid iias t ~ e e ~ i  adt~prcbtl 

for usts 11)- t he all-digit a1 HDT\' ( High Dcfinit ion Ttllrvision ) corisurlicjr t ransrriission 

starirlarcl [9]. Tlitb otlier rwo c.odt>c-s. H.261 aricl H.2GR. art3 irltrrlcl~ti for t ~ 1 ~ ~ 0 n f ~ r t w -  

irig applic~ations [;I: t hr targot bit rat(. for H.261 is G4-2048 Iihits/s ivti i l t~ H.263 ii;ls 

a nitler bit ratr rarip of 10--204s lil)its/s [ I  I]. 

These r l l r~e  image sequericbr cotlccws are i~ased [In thtl B b ~ c k  DCT. prt~di~ted 

franles. aricl motion ~stiniatiori. Iri a sirriilar fashion to JPEG. each of these c-odecs 

niakes use of the Block DCT to crlcocle frames. It is t h~ predicted harnes aucl motion 

estimation that  take advantage of the inter-frame correlation. so that these cotlecs 

can provide better performance than SIJPEG. 

There are three different frame types: Intra (I) .  Predicted (P).  and Bidirec- 

tionally Predicted (B) [3]. I-frames are simply coded as a still image. not using any 

past or future information. Since they can be decoded independently from any other 

frame. they provide random access to the image sequence-decoding can begin at 

any I-frame. P-frames are predicted using past information from the most recent I- 

or P-frame. Lastly. B-frames are also a type of predicted frame. but they are pre- 

dicted both in the forward and backward direction from the previous and next I- 



or P-frames [3 ] .  Only .\!PEG a ~ i d  H.463 include the u s r  of B-frames. H.261 does 

rot  7 .  1 .  It shoultl be riotecl that if only I-frames are usrcl. tlie coding perforrriance 

~l-ill be very similar to SIJPEG. 

-1 predicted frame is a cliffererice frame. wliich is the difference between the 

current franic antl a previously erlcpotlerl and reconstructed frarricb. Usually. the tlif- 

fere~ice values will be quittb small over the rntirtb iniagcb. escept an)uritl tlie rdges of 

nioving objects arid atlertl new ol~~jects arcJ intn)durt)tl. TIIP sr~iall tlj-nar~lic range of 

t l i ~  d i f f e r ~ ~ l ( ' ~  karrlcl tbriai)les it  to t)c clrlcocletl ivith a fiver nurrlt~er of bits. 

Slution tlstirrlat ion is tlitl tbstir~iitt ion o f  translatio~lal object r~iot ion i r ~  t htl c*tir- 

rent Frarrlo wit11 rtisprc*t to ar~otlitlr frarne. By usirig rriotiorl tlstirrlation. i t  is possibltl 

t-o lower tile e n r r g  in tllr franicb (iifft~r~ric-tb (P- and B-frarlirs) h>- rnovirig pixels arourid 

to sirriulatcb objrrt rr~otiori [TI. Tl~tb cotier inust t t i t l~l  inc*lutltb a srllall arllocint OF r~iotiotl 

infortriatio~i i r l  thtb c~orri~~r~sseti data so that tht. ci~c.otlrr car1 rclplic-ate tlie pist.1 rriotio~l 

esact ly. The anlourlt of nlotiori inforrriat iori is kept low by oril!- tbst ir~iating rliut io~i  for 

blocks of pisels: 8 x 8 o r  I6 x 16. 

-1s stated a l ~ o v ~ .  .\[PEC; antl H.263 niakr use of B-frar~ita to enhance prrtlic-tion 

and motion estimation. B-frames uscb previous arid tlest franies as predictors for 

the current franie. which generally results in about one third the amount of data 

required for a P-frame [TI. The use of future frames inlplies out-of-order encoding (and 

decoding) because the coder can encode a B-frame only after encoding the required 

previous and future frames. This significantly increases the codec complesity. 

The Block DCT core of these complex video codecs can produce visual ar- 

tifacts similar to the JPEG codec. These include blockiness and distortion around 

the edges of objects. The artifacts are especially noticeable around scene changes 

and fast moving objects. Another problem with these codecs is the large number of 

cornput at ions required: the largest proportion of the calculations performed during 



1.3 Motivation Behind Thesis 

Bot tl t lie atlove nientio~ietl i~riagr arid vitleo cotlecs liaw urit1esiral)lr proptbrt ies 

associatetl with theni. When usirig .JPEG or SIPEC;. artifacts relateti to the Block 

DCT can solrirltirlles btb seeri. ~~sptlciall- at high coniprrssiori ratios arotlritl sutlclrr~ 

jumps iri i~itc~risity anti. with .\IPEG. aroiirltl fast rnu\-irig ut,jet*ts. Furt hrrn~ort.. t lltl 

.JPEG i~lgoritlirn c1ot.s riot ptbrforrri well on irr~ages \vith fern- gnyscales o r  sirlipltb two- 

ronrd images. Lossless rotli~lg is also not possible for IIPEC; or .JPEG. 

Coding arul clrc-ocling roniplesi ty is also ari issut~. esprc*ially ivi t li .\IP EG. Tllr 

.JPEG algorithrrl in\-elves niany sttlps arltl niarl?. Block DCT cal(:ulatioris. SIPEG also 

rccluires Block DCT c*:llcrtlatioris. possible uut-of-urder c*otlirig/tlrcotli~ig. aritl r~iot.iori 

clstiniation. aliich is very corriputatioriall~. clc~mandirig. 

The c*ombinatiori of alguritlini complesity and untlcsirabl~~ o~ltplit artifacts rrr- 

ates the desire to implement rodecs that reduce tlie corliputational complexity 11-tiilr 

increasing the reconstructetl output cpiality. Thus. it is t h e  goal of this thesis to study 

two closely related codecs that use adaptive sampling and interpolation for image and 

video coding. Interpolation can be very simple and will not proclucr visible "ringing" 

in the output. It has also been found that adaptive sampling met hods can reconstruct 

sharp edges well. make lossless coding possible. and do not have the blockiness in the 

output that is associated with other fixed-block-size-based coders (141. Furthermore. 

by treating an image sequence as a 3-D volume of intensity values. the adaptive Sam- 

pling and interpolation method can be used to code and decode digital video-all 

without the need for computationally expensive motion estimation. 



1.4 Thesis Overview 

This first chapter has presented the barkground arid rcasons beliintl ttitl nerd 

for digital image arid irnage srquence data cortipression. Included was a disrussioxl of 

various iniage antl vicleo cotling rnetrics lmrtl in measuririg the quality arlcl cortiprcs- 

aivn prrforlllaucr v l  variuus coclrcs. -11~0. au rsaluplr uf u currerlt irriage rorriprrssiorl 

standard. JPEC:. was tlt~scribetl along with all o~ervirw of a closely related group of 

digital irriagrl secluerlcatl coclecss: LIPEC;. H.2G 1. ant1 H.263. Ttir t~ffccts a~lt l  disatl\.ari- 

tagtls of using these cotl(~c*s l iav~~ also btvn prcsmrcti: ttie 111ltiesiral)le rfft~cts t ~ ~ i n g  thr  

nioti~ation t~~hiricl tlir work prt~serittvl in this  thesis. 

111 Chapter 2 .  intt~rpolat ion in hot h orirk and two o iir~lr~lsiorls is (icsrril)rbtl i r i  

tletail. This thm leacis t o  tilt1 tlrscriptiori of an misting i n i ag~  cocltar t l ~ t  iisrs aclapti~r 

saniplirig antl '2-D irltrrpolatiorl [ l j ] .  111 t h ~  inlag(. rotler. tjilintaar i~~trrpolatiori is ~lsctl 

;dorig with an aclaptivr sarrlpling grit1 to reduce the data rrcluirt~rtitbnts of ;I digital 

iniage. 

Thc discussior~ ill Cliapter 3 foc*uses on iniplenlentation issues c*oocerning the 

irnage coder presented in Cliapter 2 .  Irlclucled in this discussion is esartly ho~v tlir. 

adaptive sarnpling grid can be efficiently generated and represented. as well as how 

the samples themselves can be stored [Ij]. It is possible to increase the output image 

quality by using a least-squares error minimization technique. which is also described 

in this chapter [ l5 .  16). Some image coding results are also presented. 

.An extension of the 2-D image coder into 3-D image sequence coding is detailed 

in Chapter 4. Trilinear interpolation. which is the basis of this video codec [ I T ] .  is 

discussed along with implementation specifics of the system. -4 least-squares method 

is introduced that reduces the trilinear interpolation error and increases the output 

image sequence quality. Various image sequence coding results are also given. 



Finally. iri Chapter 3 tile performance of the iniage and video codecs are1 suni- 

nlarized. along with their problenis. and possible in~provenlents. Some adrict) on 

further research in this arra is also given. 



Chapter 2 

Image Coding via Adaptive 

Two-Dimensional Sampling and 

Interpolat ion 

This chapter i~*ill c~sarniric~ an iniag~ cotling met tiotl that is basrti on the atlap- 

t ivr  sub-sarripling of a digital image arid the  r~roristruction of the iniage from thp 

sub-sampled poirits by using biliriear iriterpolation. In Srction 2.1. a brief ovrn-ieiv o f  

the image cotling nletliocl it-ill be shown. Then. in order to have a proper introduction 

to bilinear interpolation. Section 2.2 will describe linear interpolation in detail as well 

its effects in the frequency domain. One-dimensional processes are esanlined in great 

detail because cvorking in one dirnensiorl is usually easier than multiple dimensions 

and in this chapter most of the '2-D operations can he decomposed into multiple 1-D 

operations. This is apparent in Section 2.3 where the bilinear interpolator is con- 

structed from multiple linear interpolations. Also. a 2-D frequency analysis of the 

bilinear interpolator will be given. To show how bilinear interpolation can be used 

in image coding, Section 2.4 is an illustrative example describing how the bilinear 



interpolator can be used to reconstruct an iniage from a set of eclui-spaced samp1t.s 

generated by sub-sanipling on u uniform 2-D grid. Follo~ving that.  Srctio~i 2.3 iri- 

trocluces an adaptive nictilod for irnage sub-sampling on a rion-uniforni 'I-D grit1 to 

retain t tie out put image cluality wit liout inipact i r~g  cor~ipressiori pt3rforrnxrlcc.. 

2.1 Overview of the Image Coding Scheme 

Irlterpolatiou has IWCII tlxterisively iwr t l  i rk  rliany 1-D ciilta ronlpressiuri tech- 

~iiques. such as audio c+otlirig [A]. C'onlprrssiori car1 IIP  ilchiei-~tl rtlclucirig til t '  t llcl 

total nu11ll)t.r of samples ~vliicli reprtksrrit tlic signal. Tllrrl. in ortler to reconstrlicbt 

the original stlclriclnc.c3. t htl niissirig data sanipltt i.aluta can br ttstiniatrtl using irlttlrpo- 

lation. Drprntlirlg or1 tho cbonlplesity of t h ~  sigrial. i t  ruay ~ I P  possible to rtltluctl tlltl 

error cluc to rstirriation by using a tiigllrr-orrltbr i~ittlrpolator. Howri-rr. if thr (.oni- 

plesity of tlie cotlirig system is to rtlnlain low ;tntl/or tligli speed operation is rieetlr(l. 

then a Ion orcl~r iritrrpolator ~volilcl be a rriorrb suitablr choice. 

I m a g  data coniprrssiori i r l t . 0 1 ~ ~ ~  the cocling of a 2-D signal. ivtlert. t tir signal is 

(-omposeti of tliscrrtc intensity samples or values. rvhicli are also kno~i-ri as pisels. In 

the hirrarcliical image coding niet hot1 described in 1151 and which is further cletailetl 

in this chapter. a 2-D interpolation of intensity samples on a plane is recluiretl by 

the decoder to fill in samples removed by the coder. For fast computation. a simple 

bilinear interpolator is selected to fulfill this task. which basically involves filling in 

values bet~veeri four known points that lie on a rectangle in two dimensions. 

In Figure 2.1 an overview of the image coder is shown. In the coder a recursive 

block coding algorithm is used to split the original image into smaller blocks that share 

common corner pixels and lie on a non-uniform grid. Each block. when split. results in 

four smaller blocks. This splitting information, which is crucial in the reconstruction 



Splitting Information 

Original Image __c 

Grid Vertex Values 

Figurcl 2.1: Block tliagrar~i of  tlitx iniagcl c*oclc>r. 

stagcl. is stored in a trrp strurturc3 wht~rr a block ttiat is split (reprtlstlritc~tl by a bltuok 

riotlr ill tlio figurn) l)t~cor~ies thcl "partbnt"  loti^ for B~lir rit3w \-slit)-l)loc*lis. Tln3 splittirig 

process is p~rfornir~tl until tho c-otltlr cleri~rrriilit~s that t lttl hilirlc~ilr irit rlrpolat ion tlrror 

for each block is strialler thari a gil-cn tllr~shold. It is possible t o  rrtain all tlio 

iniage iriforniatiotl by setting tlw error threstloltl to zrro. That is.  losslo loss" c~otiirlg 

is possi hie. 

After t lie iniage has heen subtlividecl anti the splitting tree gencratccl. tile 

information storeci in the tree structure is conlpressed via the use of a Lenipel-Ziv 

Welch (LZR') coder [HI. The intensity values that lie on the non-uniform grid vertices 

resulting from the splitting process are retained while all other samples are discarded. 

This is the main informatior1 removal step. The amount of data required to store the 

retained grid vertes values is compressed further by using a Differential Pulse Code 

hlodulation (DPCLI) algorithm follonred by a Huffman entropy coder p. 15. 171. 

The image decoder shown in Figure 2.2 is quite similar to the image coding 

system but their operations are more or less reversed and the decoder requires less 

of a the computational load than is required by the coder. In order to reconstruct 



LZW Decoder E l  
DPCM-Huffman 

Decoder 

Splitting Information 

Grid Vertex Values 

Bilinear 
Interpolator 

Reconstructed 
Image 

Figurt. 2.2: Block diagrani of tti t l  i11lxgf.t. tl~cotler. 

t h  irrlagr iisirig t l l ~  l~iliriear i~itclrpolator. thch tlccvotlt~r niust first rt.plic.atc3 the rioti- 

iiniforrn sarriplirig grid so as to have rrctarigltxs with krion-11 corrit!r r-a1ut.s to perfornl 

bilinear interpolat ion ori. Since t tiel strlirrure o f  the saniplirig grid. inrlutling block 

sizes arid positioris. is c*ontainecl in tilt. splitting trccl. tlitl decoder rrlust first decocle tlie 

LZ\\' coded data that represents thtl splitting tree. Then. by knowing the original 

iniage dinlensions and tiow it was subdi\-icled by the coder. the saniplirig grid can 

be reconstructed. i\'i th the sampling grid establisllrd. the decoder can Huffman- 

DPCM decode the vertex values and place them into their proper locations within 

the grid. Finally. with the intensity values retained by the coder in place, the decoder 

can reconstruct the image by traversing the splitting tree and filling in unknown 

intensity values within child blocks (i.e. blocks that have not been split) through 

bilinear interpolation [ls]. 

The major advantages of this image codec system over other image coding 

techniques are 
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Figure 2.4: Exarnplr of 1-D lirl~ar interpolat ion (21) I'p-sanlpltvl signal p( n ).  ( I ) )  Lintliir 
interpolating fi ltrr inipulsr response h2 ( 1 1  ). ( c )  Li~ioiir interpolattltl sigrial ti( 1 1 ) .  

all others arc zPro (nhic*h cbo~ist it11 trs a11 upsarrlplrcl sign;il). ; ~ t i ( l  !I( 11 ) is tho ~itbc-caivisc 

lirlrar interpolatt~ti output. Tllcl lirlcar irlt crpolat irig fi l t  cbr. ( 1 1 ) .  llas a rlori-ca~lsal 

Thlis. the int~rpolattltl signal. !I( 1 1 ) .  is procluc*rrl by c-onvoli-irlg t llc. iriput sigrial. J.(II  ). 

with thth inipulse rrsponse of tlw linear interpolating filter g iwt~ i11 Ecpatiutl 2.2. Tliat 

is. the pie(-enise Iirlrar int~rpolatecl outpiit of t ! l ~  filttlr is: 

ant1 since l z g ( i )  has a limited region of support. i.e. h.v(ij # 0. for -.Y < i < 4. 

then 

For example. the sequence p(n)  in Figure 2.4(a) requires interpolation to fill 

in every second sample value (note the zero values at n = 1. 3. and 3).  Using a 

linear interpolating filter with an impulse response h2(n) shown in Figure 2.4(b), the 



missing saniples are r~placecl by intcrpolatetl values. Tlie resulting output. cl(rr). is 

calculatrtl usi~lg Equation 2.4 so that: 

anti is sliown i r i  Figure 2.4(c). 

I t  sliould br  noted that for tlie same input srqcierice. E(l11atioris 2 .  l ant1 2.4 are 

ecluivalent : 

For pic>ct~wisc. linoar ilitrlrpolilt iorl. tlw t ivo  r;tlc~ilat ion nwt llo(ls will tiavtb itlrwt icbal 

o~l tput  within thc1 input signal's cloniairi. 

2.2.1 Frequency Response of the Linear Interpolating Filter 

\\'it11 t h ~  iniplilsr rrsponsc3 of t.lirl litwar interpolatirig filter tlrfinecl in Equa- 

tion 2.4. it  is possible to calc*c~l;ltr the freclueric-y rrsponse of h s ( n )  iir~tl gain i~isigllt 

into how linear interpolation affects a sigual in the  frequency clomairi. ~sprcially an 

up-sampled signal. Titkirig the Fourier Transform of h .v ( n )  yieltls: 

Since h x ( k )  is symmetrical about k = 0. this can be further simplified so that: 

This shows that Hlv(ejW) is a zero-phase lowpass filter with its bandwidth inversely 

proportional to iV. Figure 2.5 shows HN(eJU)  for various values of N. 



Figure 2.5: Frequency response of hiY(n) for (a) S = 2. (b)  .V = 3 and (c) .C* = 4. 



Figu r~  2 . 6  Frrcl~lrtlc*y sprctrunl of ( a )  a lojvpass sigrial a~itl ( b )  t h ~  signal after up- 
sampling by a hctor of .Y = 3. 

2.2.1.1 Analysis of the Up-Sampling Process 

Cp-sampling by a factor S involves the insertion of -1' - 1 zero I-alued samples 

hetween each sample of the input signal. The iriput output relationship for the up- 

sampling process is 

The effect of this stretching in the time domain results in a compression in the fre- 

quency domain and is demonstrated in Figure 2.6 for .V = 3. The figure shows that 

in the frequency domain the up-sampled signal is composed of :V - 1 replicas of the 

original signal. in the same frequency range, shrunken in bandwidth by a factor of .V. 

The transform domain relationship between input and output is quite simple and is 
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Unwanted Spectral Images 

Figuro 2.7: Rerlic~vaI of iinlr-antrtl spectral irriages For .V = 3 .  

If  t ilc. goill is t o  rrcmovtxr t lie original sigrlal. t tie tirlrvant,t~i frtaqucwcy rtlplicas 

iritrotllicrtl i)y up-sarriylirig must bc removctl. This is clone hy using ;l sirnpltb t)antlp;~ss 

(or lowpass) filter C P I I L ~ P ~  arountl ttlr tlflsircltl replica that will reject tile unlvarited 

frequency replicas while retaining the ont. that lies ~vithin the bantiwidth of tllr filter. 

In th is  irnage data cornpressiori schenie tile desired fr~clnency replica lies on 

the origin so a lowpass filter is needed. Hower-er. as seen it] Section 2.2.1. the linear 

interpolator acts as a loivpass filter that decreases in bandnidtll with an increase in 

.V. So the linear interpolator is an ideal choice for removing the unwanted spectral 

images from the up-sampled signal both for its frequency selectivity and especially 

its simplicity. For example. in Figure 2.7. the removal of unwanted spectral images 

by a bilinear interpolating filter is shown. 



Figurcl 2.8: TIW step. two cliniensiorlal hilinear interpolatiori [I:!: ( a )  origirial i~lock. 
( 1 1 )  irir tbrpolat iori of top arid bot torn roivs. ((. ) intrrpolatiorl of each colurri11. 

2.3 Two-Dimensional Bilinear Interpolation 

Bilinear intt~rpolatiori is ari oprratiori that invulv~s srparatr lintbar iriterpola- 

tions (dofined iri Equation 2.1). in hot h spatial tiir~c-tions of tile 2-D tloni;ii~i [lz]. 

Thus. given a 2-D signal ZtVJ. nit11 i .  j E [0 . . . .\-I. and knoivn rorricr ~.aluc?s. a bilintbar 

interpolation is sinlply achirl- ti by lintlar interpolating. first in the hnrizorltal clir~r- 

tion. between the pairs of values Z0,". Z,,,.y ant! Z:v,o. Zs,s. and then by vertically 

interpolating the values hetwren thr  pairs of points Z o ,  - Z:v,J witti j E [ O . .  . .V]. 

Figure 2.5 demonstrates how hilinear interpolation can be perforni~ci using a series 

of 1-D liriear interpolations. The two step process involves the linear interpolation of 

the top and bottom rows which is then folloived by the interpolation of each column 

between the top and bottom rows. The two-step bilinear interpolat ion is equivalent 

if instead the left and right columns are linear interpolated first and then the rows 

between them are interpolated. 

So. given a rectangular block of size (Xl + 1) x (.V2 + 1) and the four corner 

values (Zo.o. 20,~. .o. Z.V, , r ~ 2 )  are known. the interpolation of a generic point ZiSj 

can be calculated as follo~vs [lij: 



1. compute the value of tlie point Zo., (which is a linear interpolat ion of ZuSo ant1 

~o..v. ): 

2. roniplitr the value of the point ZaY1., (liriear interpolatiori of  Z.Y,  ,d ant1 Z.\-.,.y..): . - 

3 .  conipute tlie value of the puirit Z,, (lirirar interpolation of Z,,, arid Z.y,, from 

Looking at equation 2.14. it should be noted that thr hiliriear interpolat ion 

function. altllougll easy to conipute using a series of linear interpolations. is riot a 

simple first ortier interpolator but a setrond order 2-D spline function. 

Son-. if given a 2-D signal in which known sample values lie on a regular 

grid. that is every .Vl tli saniple in the horizontal direction and every t h sample 

in the vertical direction are known. Equation 2.13 can be used to piecenlse bilinear 

interpolate the signal. However. as in Section 2.2. it is useful to consider the bilinear 

interpolation process as a 2-D filter in order to examine its characteristics. 

In order to create a bilinear interpolating filter for horizontal and vertical u p  

sampling factors of XI and :V2: respectively. a filtering operation with an impulse 

response, as in Equation 2.2, is performed in both the horizontal and vertical di- 

rections. These separate filtering operations can be combined into a single filter. 



Figure 2.9: Signal-l~asetl i~ilirit~ar irit tbrpolat io11 systrni. 

I 

each tlirec:tion ivhicli is equivalcnt to a sirlglt-1 bilinear intrrpolator. 
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of the two impulse rpsponsrs. first c:onvrrt irlg h .vl ( 11 ) il11d hay., ( I ! . , )  to t h e  'I- D tlonlain. 

That is. 

and substituting in the definitions for ha ( T L ~  ) and h.v2 (n?)  results in: 
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h ~ l ( n ~ )  

- $ 1  - 1 %  + 1 %  if < -Vl and In2( < 
~ ! V ~ . ~ ~ ( L L -  n?) (2.16) 

o t hernise 

I s  an example. the impulse response of the bilinear interpolating filter with 

iVl = 5 and 1V2 = 5 is shown in Figure 2.10 
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Figure 2.10: Irnplilst~ rrsporlse o f  the bilinear interpulating filtpr h;.;. 

Thus. tlltl rtlsult of filtering ;I t.lvo tiirrlc~lsional signal. ~ . ( n  I. r r ,  ). wit11 t h t a  bilinear 

interpolating filter of Ecluation 2.16 is a 'I-D c*onvolutiorl of tlltl input sigrial \\+it11 tlw 

irnpulst! responscl of t llr filter: 

and since h.yl+.Yz (i. j )  has a liniited region of support. 

.As with the 1-D case. for identical 2-D input sequences. Equations 2.13 and 2.18 

will produce the same output: 

Z = ( n  r )  for 0 5 nl 5 .Vl and O 5 nt 5 .V2 

.As well. for piecewise bilinear interpolation? the two calculation methods will have 

identical output within the input signal's domain. 



2.3.1 Frequency Response of the Bilinear Interpolating 

Filter 

In ortier to deterniine the frequency response of the I~ilinear int~rpolat irig filter. 

the Fourier Transform coulrl be ilpplietl to the irnpulscb responstl tlescriheci ill Equa- 

tiori 2-18. However. sirictt the row filter arlti calunirl tilter are cascacitlcl. the overall 

fr~cluency respotistl of tlltl system ill Figure 2.9 is t l l t b  product of thtt two i~idivid~ial 

' 5  ~onses: freqnericby rt :I 

Knuiving that HY(rli1. eJ j r  ) = H.\. ( r J A ' )  i l r i ~ l  t tltl (I~firiitiorl of H.vI (~11" ) frorn Equa- 

t i o ~  2.8. tlltl fr~(l11t~1ic-y spsporis~ of tilt' t~ililltbar irlterpolat,or bec*orlltbs: 

This is plottecl for .VI = .V2 = 5 iri F igur~  2.11. 

From Section '2.2.1 it is k ~ l o ~ v ~ i  that the l-D linear iriterpolator has a lompass 

frequency response. Since the bilinear interpolating filter is a separable filter con- 

sisting of two 1-D linear interpolators. it is reasonable to expect HhV1 +.v2 (eJUl . eJd2 ) 

to exhibit lonrpass behavior as well. -4s can be seen from Figure 2.11. the bilinear 

interpolator is indeed a 2-D lo~vpass filter. With an increase in .VI. the bandwidth 

in the J I  direction decreases. Similarly. an increase in .V2 causes a decrease of the 

bandwidth in the w l  direction. 

The lowpass frequency response of the filter is crucial in the removal of un- 

wanted spectral images caused by the 2-D upsampling of a compressed image. Similar 

to the 1-D case (see Section 2.2.1.1) the up-sampling of image data along each asis 



results in a frrrlt1enc.y spectrum composed of ( .YI - L ) x ( .\ - 1 ) replicas of t llc. origiilal 

sprct run1 compressed h a factors along the d l  asis ant1 by .Lr, along the axis. 

The bilinear interpolating filter. HmV, ..v, (eJdl. rJd2 ). with its loivpass responsp rrnloves 

t lie unwanted frequency replicas and retains the replica centred around t lie origin. 

2.4 Bilinear Interpolat ion of Sub-Sampled Image 

Data 

In order to demonstrate how image data can be compressed and reconstructed 

using bilinear interpolation. an image is first sub-sampled along a regular grid. This 

reduces the number of pixels in the entire image dramatically. Sub-sampling, in both 

directions. by a factor of AT will reduce the information requirement by an order of 



F i g l ~ r ~  2.12: Original 8 bits/pissli 25; x 257 ir~iagtb of Lcria. 

Y .  Tllen I)!. DPCSL (noding follo~r~tl by entropy cocling thc rmlaining piscl values. 

ttie image data c*iln 11e c o r ~ l p r ~ s s ~ r l  further. 

For esarriple. in Figure 2.12 is a 257 x 257 image of L ~ n a  samplecl at 8 bi t s /p is~ l .  

Sub-sampling this image by a factor of 2 in each direction removes approximately 314 

of the pisels. The remaining samples in their proper locations that will be used 

by the decoder are shown in Figure 2.13. The sub-sampling operation immediately 

reduces the number of pixels from 66049 in the original image to 16641 pisels in the 

sub-sampled version. So the subsampling alone is able to code the image at about 

2 bitslpixel. Then by using a DPCII-Huffman coder. the data requirements can 

be reduced further to 1.53 bits/pisel. Now. in order tcj see the effects of this data 

compression. the image must be decompressed and compared to the original. The 

decompression stage is heavily dependent on the bilinear interpolator to fill in the 



Fig~lrcx 1'. 13: Inlag) sanlples rrtairlrtl for bilirlc!i~r ir lr  c>rl)ul;~t ion. 

rriissirlg pixel 1-alucs rt~sulting from t htl sull-sanlpling of tllr origi~ial iniagcl. First. iri tllr 

derompressiori of thc irnagr. thc image infortriation rnust t)tt Huffrnail-DPCSI clrcoti~d. 

After that. the bilinear interpolator can be used to generate the reconstruc-tect iniagts. 

Figure 2.14 shows the bilinear irlterpolated resulting imagc. which. when rompareti to 

the original irnagr of Lena. has a PSSR of 28.1 ciB. 

2.4.1 Disadvantages of a Fixed Sampling Grid 

For inrage coding. the disadvantage of using a fixed sampling grid. that is. a 

fixed sub-sampling factor. is due to the frequency content of the image being coded. 

In order to understand the distortion caused by this image coding method. the sub- 

sampling of the image data must be studied. -Almost all of the distortion in the 

output image is due to this s t e p t h e  information removal step. Since the image 



F i r  4 Bilinear interpoiatetl output i m a g ~  ( PSSR = 'IS. ldB) .  

rnanipulatiorl techniques are fully separable. most of tlir follo~vir~g tliscussio~i \rill (leal 

with the 1-D operations. as they arc easier to visualize. 

Ttie input/output relationship for the su b-sampling process is: 

where the sub-sampling factor. -11. is an integer. in the frequency domain. the sub- 

sampling operat ion is [19] : 

Since the sub-sampling is a compression in the time domain. the same operation 

acts as an expansion (or stretching) in the frequency domain. This is confirmed in 

Equation 2.23. It shows that the output frequency spectra consists of the summation 

of shifted and expanded input spectra. This expansion of the frequency spectrum 



car1 cause ovc.rlappir~g in tilt> fr~c1uenc-y tionlain. or aliasing. ;\liasirig protl~ic-(1s 1-isiblrl 

errors the spatial tlorriai~i. Figurt. 'L.lT)(a) S ~ O I Y S  a11 initial Iot~pass signal. .V ( eJd" ) .  It is 

then sub-sampled by a fac~or of 2 proclucing the signal I - ( e J " )  shown iri Figurr .'.l.j( h). 

The shaded o~eriappirlg regions indicatrci where aliasing occurs. Ttlus. the origirial 

signal car1 never be fully recovered clue to the aliasing present. 

To avoid aliasing tvhen sub-sampling. the su b-sampling ratio rrlust lie in the 

range: 

where BiV is the bandwidth of the signal being sub-sampled and the sub-sampling 

ratio, dl.  is an integer. If this range is not satisfied. aliasing will occur and high 

frequency components will be lost. Since most natural images have a wide range of 

frequency components. this constraint on dl is difficult to satisfv. The main problem 



with usirig a fisecl or urlifornl sampling grit1 is that the sub-sampling ratio nnist satisfy 

the relationship irl Equatiori 2.24 over the entire iniage. So if. in gtlneral. an inlagtl 

consists of niostly 1011- freclue~icies wit11 a few sliarp edges. a Ion- sub-sanipling factor 

niust be usrtl over thc rritire image to properly Iiandle the small nurrlbrr of liigli 

frrqu~ncy coniporlents caliseti by the sharp edges. This results irl a low coniprcssio~l 

ratio for t lie inlagr 1)rcausc a large nu~~ lbe r  of sanlples rrlust 1 1 t h  rcbtaillecl. 

111 general. tlic. slil+saniplir~g of all iniagcl alo~lg it fisrtl grit! caust5s probleuis 

clue. to rho aliasing i ~ l d  loss of high frrcl~it~~iry (*orripuri~rits I ) C C B I I S ~ ~  i t  rr11ist lisp it fisi~(1 

su b-sarnpliug factor owr  r htl erlt irtl iniagta i l~l t i  t bus. l ~ ~ i l l  \sariat iotls il l  frrq~lc~tic.~- 

caorliponc'rits canriot IIO tlsploitrcl. This rrnloi.al of lligll frrquorlc*~- caornporients I,>. t hr 

fisrcl sli l~-harrlpli~ig ratio ros~ilts it1 t hr visit)lo I)liirri~iess and sonit) hlockinclss o f  t l l c ~  

"Lcbna" output irliage. sllosn iri Figlircl 2.14. 

2.5 Adaptive Grid Generat ion 

To avoit1 aliasing ant1 loss of high fr~cp~erlry irlforniation dlic to sub-sarnpling 

t h t b  input iniage. a mart. general non-uniform sampling grid can be eniployed. The 

adva~itages of using such a grit1 are two-fold. First. by only removing samples in low 

frequency areas of the image. no loss of high frequency inforrrlatiori occurs. that is 

sharp edges and textures are retained. The bilinear interpolator can easily fill in the 

missing low frequency information. Also. by reducing the sub-sampling factor for 

high frequency areas of the image. errors due to aliasing are reduced or eliminated. 

This is the basis of the image coding method presented: a set of points are 

chosen at the crossings of a grid and then are transmitted or stored. The decoder 

can then reconstruct the image by bilinear interpolation of these points. The points 

chosen may belong to  a uniform grid. however this does not take into account the 



spatial rariance in frequerlcy cornpo~ients of the image. -4s a result. unifornl areas will 

be better approsirnated than high frccluency areas. If a non-uniform gritl is cliosen. 

larger grit1 elenlents can be used For more uniform arms while snial l~r gritl elements 

car1 b r  used ill high frequency portioris of the image. 

2.5.1 Grid Generation and Representation 

-4 gootl way of grrieratiug ancl clescribirig r lit) gritl of recluir~c! sarriplr poirlts is 

ait li a liirraa-tiical st ruct tire. such as ;I clllatelrnary trrt. (quadt rre) st surt urt). Tho grid 

is g~rleratcvl hy a r t l c ~ ~ r s i ~ . ~  tc1rtlniclrtcl that esarriines t htl irlt ~ rpo l a t  iori t.rror wit hi11 ;I 

gritl rlrrrl~rit i \ ~ i t I  tleterrl~i~ies if srriallcr grid rlt1merrts-a lower st1 b-sanipling t'ac.tor- 

for that itsea is rcclllir~tl. If t l i t b  intt>rpolation tlrror is high t lltl cblirrtlnt I)loc6k is split 

the1 clrror is sniall ~noligii or a prt.st)t niininirini t~lock dimensions art) rtwc*lirtl. This 

\viix. if tlir error tolerancr is set t o  zero ancl r h ~  niininii~ni block cliniensions arr set 

to 2pixsrls. lossless cuclirlg of tllp iniagt. is possible. 

The splitting of a "parent" block with tlie dinlerlsioris (2.' + 1) x (2.' + 1). 

results in four smaller **child" blocks of size + 1) x ('7.'.:- + 1). \\'lien a block is 

split. five new vertices are created arld sharecl amongst the four new *'childg* blocks. 

It is this overlap that allows smooth transitions from one block to another to occur 

and helps to eliminate unwanted "blockiness" in the output irnage that other image 

block-coding met hods suffer from. 

The resulting 2-D grid. which is represented by the quadtree structure. is 

easily represented by a string of bits. Figure 2.16 shows a simple grid. the associated 

quadtree structure. and the string of bits that represent them both. The root tree 

node represents a block that is the size of the starting image. It is then subdivided 



tree code: 
10101 1000001000000000 

Figure 2.16: Two dinle~isiotial iiori-l~~iiforrn grit1 arid t l l t b  reprcis.s~rltativt~ trrv strlicS- 

t urr [I:]. 

into smallcr ant1 snialler hlocgks as netltletl. Each riori~ or loaf (riotlrls rvitll 110 ctiiltlrc~n) 

i r i  tllr tree is dcscribrcl hy a single hit. -4 ..l" intlicattls ;I split ~~-ll i lr  a "0" indicates 

110 split. H o ~ w w r .  tlie tree leaves that are of the minirnunl t11oc.k size relqriirtl riu [,its 

to represent then1 berausr t h e  are rievrr split. Tllr tlecotler the11 triust tw irifornietl 

of the minimum block size in order to properly reronstrtlct the (lu. 1 tree. 

When lossless coding of the iniage is ttie goal and the above splitting process 

is used there will be limitations on the dimensions of the original image. This is due 

to the inflexibility of the quad-splitti~ig process when a minimum block dimension 

is reached. That is. when a block that has one side that is less than or equal to 

the minimum block dimension in length does not meet the error criterion it cannot 

be split into four because of the minimum block dimension limitation. Even if the 

minimum block dimension is set to 2 pixels. if a block size is (2 x li) where K > 2 

it cannot be split further and brought down to the pixel level. The interpolation 

error then may not be zero and lossless coding may not possible. Even if the original 



image lias an aspect ratio (width to height) of 1:1 (i-e. it is square). this probleni 

still nil1 occur unless the iniage lias the specific dinlensions of (2' + 1 )  x (2.' + 1). 

This happens because. although odd dimensions can b~ split exactly into cc1~1aI parts. 

odd sizetl blocks niay be split into even sizes nhicli cannot bc split again into t~clual 

overlapping parts. Only tlinlrnsions of 2" + 1 can be recursively split do~vri to tlie 

pixel level-tltmu to block sizes of '2 x 2 .  For esanlple. the four blocks createti fron~ 

splittirig a 23 x 23 hlock will all liave sizes of 12 x 12. Rrcb~irsivr splittirig of this 

i~lock will tlirrl rrsrilt iri i)locks of 3 x 2 .  2 x 3. anti 2 x 2 in sizcl. Sirice iritrrpulatior~ 

must be (lorit' or1 the 3 x 2 arid 2 x 3 sized blocks. sorntb inttbrpolatiori error rriay 

oc+cur arici lossless c~otli~lg niay riot be pussiblt'. -4s t h ~  asprc-t ratio of t h t b  origi~ial 

irnagc varirs frorl~ 1: 1. this cffect \rill htb nlilgrlifi~ti. Sirictl the input i~riagr sin) is 

r;\rely (2.' + 1 ) x (2.' + 1 ). 10ssless cotling c.ariaot hr gliararitertl I)y s ~ ~ r  tiug t l i ~  c3rror 

tolrrarirr to  zwo ant1 iiai-ing a rlii~linlurli i~lock dinlension uf 2 .  

This rric~tllotl is best used as a loss!. image coder. so pcbrft)ct rrroristrrirtion is 

not usually a rrcluirenient. The unsplittable blocks are usually quite snlall iri  orlr 

direction. depending on the rrlininiur~i block dimension. and so. the error introduced 

by this is quite small. If lossless cotling is important. a small modification can be rriacle 

to the tree structure. so there are no limitations to the image dimensions or aspect 

ratio. However. this modification tends to have a negative impact on the compression 

performance. In Section 3.2. this splitting met hod modification is discussed in greater 

detail. 



Chapter 3 

Implement at ion of and 

Improvements to the Adaptive 

Interpolation Image Codec 

In this chapter. sorrit. of the spf)cific. i~llplementation issutls conrc.rni~lg the adap- 

tive interpolation image coder. systeni will be discussed as well as sorrie of the possit)l(~ 

choices made during implementation. .Also some estensions ant1 impn~venirnts to tlir) 

basic bilinear interpolation image cocier will be given. Sect ion 3.1 descri bps various 

algorithms for implementing the bilinear interpolator along with their advantages ant1 

disadvantages. Then. some specifics are given on the sub-sampling grid generation 

and its representation in Section 3.2. Section 3.3 then shows how the vertex values 

can be stored by using an 8-bit DPCSI coding algorithm along with scalar quantiza- 

tion. After that. Section 3.4 contains a discussion into how the bilinear interpolation 

reconstruction error can be reduced nithout increasing the information requirements 

by using a method of least-squares. Furthermore. a way of optimizing the calculation 

and storage requirements of the least-squares method is also shown. Finally. some 



results. irirluding input /output esamples. are discussed in Section 3.5. 

3.1 Bilinear Interpolation 

In Section 2.3 the bilinear interpolation furictio~i was itlentifietl along wit11 t l i t b  

bili~iear iriterpolatirig filter. In a practical irriage coding applicatio~i the use of the 2-D 

filter is riot feasible. The calrulatio~i of tlie filter corfficit~nts ivouid  htl estrenlely t inn 

constinling aritl ever] if calculatrtl off-lintl. t l ip storago requirements wol~ltl i)tl \.tlry 

largrb to takr irito arcolint all possiblr t~locli sizes. .Also. thr filttbr trp~ratioli rvoliltl 

recluirr the 11s~ of largtb artiolirits OF fluatirlg-poirit c~nip~itiltions For the i~ittbrpol~tiorl 

pruccw. Tilt' introduc-tion OF the  bilintlar irit~rpolati~ig Alter ivr.as orilj- used to tbxarnirlc) 

t hca f r ~ c l ~ i p r i ( ~  ~llariict mist ~ C S  o f  t)iliri~ar int orpolat ion. \v l i i~h  ivas i l ( * ~ ~ t ~ l p l i ~ l i t ~ d  iri 

St~cntiori 2.3.1. 

Thc pr~ftlrrrtl met l i o t l  of bilinear inttbrpolat ion iri t his iniagr coding appliceat ion 

is the two strp irirthud shown in Figurfb 2.8 allicti involvrs multiple onp dimensional 

linear interpolations. I t  is equivalent to the one-step niet hod sholvn ill Equation 2.13. 

tiowever it is less complex and requires fewer cornp~itations per pixel. Tlic bilinear 

interpolation of a (.Vl x .L) sized block reyuires at least - 2 liriear interpolatecl 

values. The 1-D linear interpolation described in Equation 2.1 can be calculated 

directly for each pisel. This involves 2 additions. 1 multiplication. and 1 division and 

can be done by using either fixed- or floating-point arithmetic. 

It is well known that divisions and multiplications. whether they are performed 

in floating- or fixed-point. are expensive either in time consumption or hardware 

complexity. By using an incremental algorithm. the need for multiplications can be 

eliminated and the number of divisions can be drastically reduced. This can be done 



t ~ j .  noting that the linear interpolatecl value at i + 1 is 

ivhere n2 = Z.\ - Z,  ,. l. Thus. the ialur of the nest pispi (*a11 ht. c*alrulatrtl I)!- ;~tltlirlg r J r  

to ttir cburrent pisel value. So multiplicatiori is riot rt.cl~liretl at all. aritl only ollr tlivitltl 

for tiit) er i t i r~ row or  r.olurrin is rit~eded-in orrlt~r to c.alcul;~tc tlit) c.oristant rliKrrcrict) 

nl. Ttwn. for each sarripltl starting wit h Z,. tlie rirst iritrrr)c)liltrtl ~ i l l ~ o  is ocllial t o  

tlitl sur~i  of t l i ~  c.urreIit valtle arltl ttlc constant cliffvrorl(*c). Ttiis algoritlir~i is ofttlri 

reft~rrc~tl to as a Digital Diff~rriitial .\tialyzt.r ( DD.4) [2O]. ;\c*r*lir;lc~y is inlportarit ill 

t tiis inrrc~rllrrit;ll algorit hni b ~ l c a u s ~  any error iri thtb vallir of rrr \\.ill IIO i\r~iplifi~cl wit 11 

~i1c11 sticct~ssivr addit ion. So arl acrurwto iritrgrr rt~prtaont at  ion of  nr is riot us~ially 

~x~ssii>I(\. 

Beforr going Furrhcr. a t~rief r~v iew of riurrlt)c>r Fornlats rrlight t ~ o  rcquirr~tl. 

There arc. many formats for representing tlnni~rical ~a lu rs - t l i r~ t~  of ~vliich arc1 a l   us^ 

ir i  this section. They are: floating-point. fisc~cl-point. and integer nurnber furniats. 

Shown in Figure 3.1 are sorrie various irrlplenientations of tliese [lumber formats using 

a 32-bit word. The floating-point format can represent a wide rangr of values hecausc~ 

it makes use of an esponent. However. because of the added exponent field and sign 

bit. operat ions on floating-point values are quite complex and require specialized 

hardware and/or additional time to compute. Conversely. the plain integer format 

is very simple and easy to perform computations on-all microprocessors support 

direct operations on this type. The main drawback is the smaller range of values 

that can be represented. Furthermore, the integer format cannot represent fractional 

values. In between the two number formats is the fixed-point format. In fact an 

integer is actually a specific fixed-point representation with no fractional part. -4 



Floating-Point Format 
S ign I Exponent I Fraction 

Fixed-Point Format 
Integer Fraction 1 

Integer Format 
t 

Integer 

F i r  3 . 1 :  Fortiiats of var io~~s tiuttil~or rtlprt~sor~rat iotl2;. 

f i x - I  fi)rrrl;tr is assigtitatl a prc~-tlott~rn~itic.tl nurrit)c~r of \)its to t h c a  integer am1 

fritction parts o f  e t11lrill1t1r. It  lias  it^ rango t,tiail ari ir1trgt.r fornlat t)rcause it has 

fewer bits to r~~pr~ser i t  tllc1 ititeg~r part. Ho~wwr. it (*at1 rpprrstjrit fract iotial nurrl hers. 

Furthernlortb. opctrations on fistvl-point nunlhtbrs can pc~rforriletl alrrlost as ttasily 

as integer forniat tetl riunlbrrs. 111 fact. fisetf-point ~lunit~ers car1 he adtied toget her 

using in teg~r  operations ard ran be rnultipli~tl togethrr using ari intrger niultiplier 

combined with hit shifts. Ictually. bit shifts are riot requirecf if rriultiplying an integer 

mi t h a fisetl- poin t value. 

.-\bow. in the description of the DDA. the constant value m is used to increment 

the pixel intensity across a row or column of pisels. Since rn is calculated from the 

fraction an exact integer format representation is not generally possible. Csing 

a floating-point value is the most flexible representat ion. 

Implementation of a Lued-point DD.1 is possible and thus integer calculations 

can be used which should be somewhat faster than floating-point calcuIations. The 

&xed-point DDA uses fixed-point arithmetic to compute floating-point values. It 





0 Starting vertices (A.B) 

A+B ) Primary interpolated mid-point (e.g.: X = - 
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0 Staning vertices (A.B,C.D) 

A+B ) Interpolated mid-points (e.g.: X = - 
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( 1 ) )  

F i g u r ~  3.2: Rc~cursivt~ interpolation: (a)  1-D lint?ar intcrpolatiorl ( h )  '2-D bilinear 
interpolat ion. 

or divisions is based on a recursive interpolation iniplementation (derived from the 

recursive trilinear interpolation met hod introduced in [I;]). This method calculates 

the midpoint pixel value by averaging the end-point pixel values together. This 

involves only an integer addition and a bit shift (which is a division by two). Then 

the midpoint is used as end-point value for the calculation of two new midpoint 

values lying on each side of the old midpoint. This process is repeated until all pixel 

values are filled in. The 1-D recursive linear interpolation method is illustrated in 

Figure 3.2(a). The value at point S is calculated from the end-points I and B. Then 



the secondary mid-points. such as point 1.. are calculatecl in t tie sanirb rriaririer (tlscept 

point 1- is calculated using tlie end-points -4 arid 1). Siniilar to the other liritlar 

interpolators. this recur sir^ ~rlethocl can be used to implenient a two-step biliric~ar 

iriterpolator I)?. first interpolating iri orie dir~ctiori fol io~~ed by iriterpolatiorls i11 the 

seconct direct ion. 

It is possiblr t c )  rsterlci this recursii-cl nietllod to irnplenlmt a u~ltl-st~p 2-D 

I)iliriear iritt~rpolator. Tliis is sllorvn i 11 Figusfa R.2( I)). L-sirig t lit. folir st art ixlg cborriclr 

poi~its. tllr iritcrior r~litlpoirits arid ctlntrcl point ran I IP  calculatt~tl usirlg acltlit ioris arid 

hit stiifts. Theti t l i ~  inttlrior rrliclpoints and rrrltrp points of t htt ir~trrior 1)loc-ks r;ui t ~ c l  

c~iilculate(1 all 11sirlg sirriple iritegcr arittinn~tic. 

Thtl atl\-aritagcl of iisirig Hoat irig-point optbrat ions is t htl a(-c*nr;lco!- o t~tainecl I)>* 

rlitbir 11s~. U'hrn usirlg irittxgrr rlivision. the  rtlsult is rouritf~~tl. arid in rllo two part hi- 

li~lrar interpolat ion. t liar will irit ro(luc*tl ari iin~varit trtl cluaritizat ion s tq )  in t~t~twerri t hcb 

t~r-o operat ions. 01-er large I~lock sizes. t hr quantization ~ffefec. t is not icclahltl b ~ c a u s ~  

tlit! bilirirar intclrpolatrtl transitic~n hrt~veen the four corner poirlts is riot as sniooth 

as when Hoatirig-point calculatio~is are used tllrougliorit. Table 3.1 si~nin~arizes t h ~  

.\lean Squared Error (USE) b ~ t ~ v ~ e ~ i  the ontput of different bilinear interpolatiorl 

rnethods and the actual one-step 2-D bilinear interpolator of Equatiori 2.13. The 

mean squared errors are averaged over 100 512 x 512 blocks with randoni corner val- 

ues. Since the output of the various bilinear interpolators consists of 8-bit values (in 

order for a display device to properly show the pixels). another USE nieasurement is 

needed: a comparison between the 8-bit quantized output of Equation 2.13 and the 

output of the other bilinear interpolators. This lISE measurement is also included 

in Table 3.1. From the table. the most accurate methods are the ones which employ 

floating-point operations and result in no error at all while the least accurate of the 

methods is the integer divide method. The precision of the Eyed-point DDA calcula- 



Table 3.1: Conlparison brtlvren the average mean sclciarecl error of tliffert~rit bilinear 
interpolation methocls over 100 random 512 x 512 blocks. 

-4verage AISL I Interpolation llethod 

Floating Point Divicle 
Floating Poirit DD.4 

tions are alrriost equal to t tiat of float irig-puirit calcl~latiorls. This is pussil)lo t)t~c;lristl 

t tip rpia~ltizat io11 t list 1~\.0111(1 110~11lilll>- Iiappe~i het~vclclrl r tic. first arltl st1co1lcl stcy, of t llcl 

t~ilirlear interpolation procvss ivhtl~l usirlg iritcger ~ -a l~~es .  (.all t)r r(lt~io\-rl(l. TIIO rrs~ilts 

of the first lirlclar irittlrpolatio~i strp cBan I)r trrtiporarily storrtl risirlg tho fixed-point 

DD.4 ulitput values. which arth then usrti as iriptit for the rltlst intt~rpol;~tiorl sttlp. It  

slloulcl he noted that  thr 1argc.r the t~lork to t ) c b  interpolated. t h r  lcss accurattb tlic1 

m~thotis tend to be. In practice though. block sizes as large as 5 11' x 512 are [lever 

used so the errors shotvrl irl Table 0.1 are more representative of a worst case scenario. 

Based on the error performance of the bilinear interpolators. the floating-point 

methods work best. followed closely by the fised-point DD.4 method. On average. 

when used in this image coder. interpolation error tends not to affect the image coding 

performance because the coder adapts to  the interpolation error during the splitting 

process. If the coder meets the required error criterion by recursive splitting. the 

decoder will meet the error criterion as wll. However. the performance of the overall 

coder/decoder system will be affected if the  same interpolator is not used in both the 

coder and the coder. Operations on floating-point values are usually very complex 
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arld car1 btb tinie corisuming. so it is desirable to al-oicl relying- on tlieni. 

Another point to address is the ortler of operations i r i  corliputing tlir two- 

step hiliriear iuterpolation. -is stated previously. the ortler of the two-step i~iliriear 

ioterpolation. n-lirther it is rows or rolumns first. niakrs no (lifferemctl iri tile output. 

Hol~ever. from a hartl~varr perspectivcl. the spercl of operatiori may I)r affrctetl if a 

microproc~ssor with a data caclle is e~~iployrtl. For esaniple. if the pixels in each row 

of r lip irriagcl art1 s tor~t l  in cbolisec*~lti~r nierliory adt1rrsst.s liriear int~rpolation alorlg tlio 

so~vs u-ill haw [letter c.aclit1 prrforrrianc*~ t hall colunin iritrrpolar ion. Tllrl left a11d right 

c-ulurll~is slioultl i)r i~it~rpolatoti first. folloivod by t tic. row-n*ise iritrlrpolatioli. Tliis will 

impsol-c prrforrrianctl ;~ssurrlirig t tlrrrb ;IS(. rriorr than r\vO rows i l l  t lie hlocsk ( i.v. tticl 

riurxiber of rmv irirerpolations is grrwtrr tliari t l 1 ~  n~iriihrr of colurllri iriterpolat ioris 1.  

To illustratct r lie proc*msirtg t irlirs r~quirrttl for t hcl various interpo1;~t ion alga- 

ritlir~is. tliff~rerlt sizflcl i~locks \v\.errl hilinrar int~rpolilt~cl ~isirig t l w  floating-poitit [liri- 

sion. floating-poirit DD.1. fisrcl-point clivision. Br~sariharri. arid t l i ~  fisccl-point DDA 

rriethocls. Sirirtl each size of t~lock contairls different riunihrrs of pisels. srllallrr t~locks 

nertl to ha interpo1;ltrcl niorc than orice to keep the riuniber of interpoli~trcl pisrls 

constant. For each block size. 26214400 piscl vdlurs were interpolatecl. Table 3.2 

shows the timing resuits results for 100 512 x 512 blocks. 6400 6-4 x G4 blocks. arid 

1638400 4 x 4 blocks. Tlie processing times are based on a 166LIHz Intel Perltiuni 

processor. From the table. it can be seen that the set up time for each method be- 

comes more critical for smaller block sizes. The Bresenharn method suffers se\-erely 

due to its more complex set up  requirements. The recursive nlethods need virtually 

no set up and so they perform well on small blocks while performing quite slowly 

on larger ones due to the large amount of recursion required. In this image codec. 

smaller blocks are more common than large ones. so the 4 x 4 block timings are the 

most important. 



Table 3.2: Processing times of different block sizes (containing the samp rinnll~tlr of 
pisels) for various bilirlear interpolation rnethotls. 

It is c-lrar that t lltl fistlti-poirit DD-4 ~tirtliod rtbcp~ircls t t l o  1r;ist ;~rliourit o f  c irt io 

to cornptitcl. Brra~ise o f  this anti its low t)ilirit.;lr i~ltrrpolat iori clrror. t lit' tistltl-poirlt 

DD.4 intcbrpolator t~rcborn~s t hcb twst c1loic.t) for irrlplorr~t~nt irig this irti;igil cso(lf~(.. 

Irlterpolatiorl _\Let hod 

, .-\ctual (Equatiotl 2.13) 

3.2 Grid Generation and Representation 

3.2.1 Minimum and Maximum Block Dimensions 

l'irrie (sec.oncis ) t 

During the encoding process the decision whether or not to split a block is 

based on the block interpolatiorl error. ancl the minimum and maxirnunl block di- 

niensions. These dimensions have to be carefully chosen based on compression and 

speed considerations. The maximum block dimension. Dm.,. is the starting block 

size of the splitting process. -411 blocks larger than D,,, are unconditionally split 

and so interpolation and USE calculations can be saved. The minimum block size. 

Dminy governs the maximum resolution of the reconstructed image. L-sually. it is not 

useful to reach the pixel resolution (i.e. in order to have lossless image coding when 
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tlw irlterpolation error threshold is set to zero). for the data reclricing prrforniance 

of t l l ~  int~rpoli~tors beconies rion-existelit. making other losslcss iniagr rorliprrssion 

t~ctiniques niortl at t ractive. H o i ~ r ~ e r .  it is sorrlet inies ~isefiil to haye a si~iglr iilgorit hrrl 

provitlc lossless a~it l  loss>- cotling. Typical values for a niediurn-rc~solution natural ini- 

agp (5  12 x .i 12 for clsanipl~) am D,,,,,, = 32 x ;32 i ~ i d  D,,,,, = 3 x 3.  Choosing 21 larger 

starring size is g-ciit~rallx uselrss. bpcause alniost all blocks of this siztl will need to I IP  

splir . t 1111s ~iota l~ly  increasing ttit' ceorriputat iorial load [14]. 

3.2.2 Tree Structure 

111 Sec*tic~rl 2.2.1 it ~ r a s  statcltl that losslcss c.otlirig wvas orily possil~lta for inlilacs 

tliat tinw-c1 sptlcific. tlitnensiorls of (2.' + 1) x (2' t I ) .  Tllc~ro is a rouplr O F  n-a?-s that 

this  pnd11ot11 cm;\rl Ijtl rrrrtrdir1cl if  lossl~ss irrlilg~ c.otlirig is rtlcl~ lirrtl. Ho\vtlvtlr. t hesi) 

sol~it ions tlcr rrs~llt ill slight ly largtbr o l~ tp~ i t  fil~1 S~ZPS.  

Ttio first solutiorl is to c-llaligcl t tit. st rurt ure of t lit' r rtle to a cluaterriary- binar?.~ary 

trrr. This 1v0111(1 cbnabl~ tllr iniagc> rotlrr t o  split in iialf-liorizontally or ~vcrtic-ally- 

or to split into quarters. Tlie representation of this type of trpe woultl be rnore 

complex. as nlore than one hit woultl be requiretl For each type of split. One typc of 

representation could liavr "0" chosen for no split (a leaf node). "11" for a quad-split. 

.*100" for a horizontal split. and s s l O 1 "  for a vertical split. With this structure. it is 

possible to split previously unsplittable blocks when one dimension of the block is 

too small to be split. Lossless image coding becomes possible since splitting can be 

performed down to the pixel level. Even if lossless coding is not a requirement. the 

tree may be optimized to produce less error as it may be possible that a horizontal 

or vertical split may be more advantageous than a quad-split (split into four). The 

disadvantage to this solution is that the tree code becomes more complex and harder 



Split Types: 

@ Quad Horizontal 

0 Vertical 0 None 

tree code: 

1011001010110100000000 

r (I ronlpress. Iri Figurv 3.3. an rsaniplc~ o f  a cluatrr~iary- t~irlary r r w  is slioari along 

wit tl the resulting split tirig tliagrani and bit stririg. 

The second solution woulcl lia~-il t tic sanw struct urt" iw ciescrib~ci in S ~ c t  ion 2.;.  1. 

except the rrlininlum block dimension paraniettlr rvoulcl t ~ r  useti tlitferrnt ly. Blocks 

that tran no longer br qnatl-split due to one side b ~ i n g  less than or equal to the niin- 

imum block dimension still would haw the option to split horizontally or vertically 

depending on which sicle still can be split. So a Quaternary-Binary Tree ~i*ould be 

used but its representation still would require only 1 bit per node. Similar to the tree 

representation described in Section 2.5.1. the bits representing leaves that have both 

sides smaller than the minimum dimension can be omitted from storage assuming 

the decoder is informed of the minimum block size so that the tree can be properly 

reconstructed. 



3.2.3 Compression of Tree Informat ion 

The qtiadtree (or quad-binary tree) struct lire is represeritetl by a string of bits 

that indicate the type of riode. I t  car1 he sect1 i n  tiit. bit stririg representirig tlie tree 

a ( s ~ r  Figurcl 2.16 for esaniple) there are large riunibers u l  repratc~d patterns arid 

hits. This inrlic*at~s that rhc tree cotlrl tlnta can btl coniprtlsscd further !I!- t l i ~  use o f  

a lussless data conipressioii itlgoritlirri. The algorithm ~ ~ l l l s r  btl lossless as the irnagr 

clerotli~ig deperids or1 an urirorr~iptecl t rw in ordcr to goriclr;ittl tlitl sorriplilig grid. Dlltj 

to ttltl small alphabet sin) of' the hit string ( 2  synit~ols). etntrop>- c.otlrr woiiltl riot 

perfor111 tvell. So ;I data ronipressiorl algoritlinl that uses repfiattltl pattcrris iri t h ~  

st ring to rcrlucc t lir data corlsumpt ioli wollltl t ~ r l  more appropriat~. T tltl Lrnipel-Ziv 

1 (LZ\\-)  (~ornpr~ssiori itlgorithrli iisths a (lirrion;~r?- txtsrtl approac-11 For taking 

;~tl\.;~ntagcl of rclpc3tit i r r b  pattoms witliiri a data s t r ~ a n i  [ l Y I .  This is tho losslcss data 

rot~~pressiori algorithrri that will hct IISPC~ for coniprcssing the bit string aliicli (lrscribcs 

tticb quadtr~e.  It will I)(> sllorrn tliar the averagp tnunit~c~r of hits prr trer r tod~  ran he  

reduceti to helow 1 bits/ tioclr. 

3.2.4 Interpolation Discontinuities 

When the bilinear irlterpolation has to be performed on the global tree struc- 

ture (for reconstruction of the image) some interpolatio~l discoritinuities may arise. 

This is due to the fact that a tree structure may arise in which some vertex locations 

will not match those of the neighboring blocks. Figure 3.4 is an esarnple of such a 

case. It can be seen that an interpolation discontinuity will happen where point S 

lies. If the shaded block is interpolated only by vertices -4. B. C. and D. an artifact 

may appear in the neighboring block. due to the presence of point S. 

One solution is to accept small interpolation discontinuities and save on compu- 



Figlirt. 3.4: Esarriplv of ;I 1-erttls orientatiori leading to  ilitrrpolatio~l tlisc*olitinii- 
ities [14!. 

tation. T l i ~  tlfftltrts of the tliscoritirlliities car1 I ) ( -  rt~tllicr(1 1 ) ~ -  tlir \Y;I!- thca splitting rrtlp is 

trii\.t.r~tatl ~vllerl ptlrforming thr bilinear interpolations. .-1 top-rloivti ( o r  t~rclarltll-first) 

traversal is t hr hrsr ctioictb \ Y ~ L C I I  (*orripar~d to i l  r~(*~irsi\.f& (or ~lopt 11-first ) r r;lvrrsal. 

Tlw top-tlotvrl approach will int,rrpolatr. in or(1rr. rarli sin) of block starting with thtl 

largest siztltl block. That nay. in Figure 3.4. t hr sliatlc~tl bloc-k ~voulci t1t1 inttlrpolatetl 

first arld then ivllen interpolating tllr srnaller \)locks the edge bct~vtker~ pisels -4 arid D 

~voultl hcb rtlplac~ci by the valiles intcrpolatetl in ttie sm;~ller blocks that roritain pisrl 

S Some p i s ~ l  values will be ralculatecl twice. honev~r  a separate tree traversal is 

not necessary and the coder ancl decoder can be better niatclied. 

.An alternative solution via block size equalization (BSE) has been suggested 

in [11]. The discontinuity problem can be solved by applying a topdown iterative 

algorithm in the reconstruction phase: for each level of the tree. the midpoint pisel 

on each of the four block sides and the central point of each block are calculated. if 

they are not present. on the basis of the four block corners. The newly calculated 

pixels then serve as new block corners that are commun with all neighboring blocks. 

This recursion can be performed so that all leaves in the splitting tree are on the same 

level (i.e. all the blocks have the same size). Bilinear interpolation is then performed 



over all these blocks so that interpolatiori continuity is maintained. ;\ltliougli this 

does reniove all interpolation tliscontiniiities. the lien-1)- calculatetl 8-bit corrirr points. 

n l q  be slight 1 quantizecl from a true niitlpoint calctilat iori arltl t liest. rrrors will 

propagate over the entire block. -is stated in Sectiori i3.1. sniali rrrors iri bilinear 

intrrpolatiori arc) rlot a significa~it probler~t if the cotler arlcl tlecotler art) niatchetl. 

This solutiorl. I i o i w ~ ~ r .  does cause a slight niisrriatch in thc coder arid tircotler. It 

~voultl 1)t-1 possible for t tlr coder to irriplenicnt this as n.t.11. 1101v~l.t)~ i t  m~ultl reslilt i l l  

a larger c~or~~putatiorial load so it is ruost rffic-ient to irilplrr~lerlr oli t lie tlrrotlrr o~ily. 

Tho rt.slilting olitput ir~iagrs protluc.t.tl 1))- Illock sizts rcltializ;lt ion arc. of a lliglicr 

1-isual cl~iaiity :inti. or1 ;Ireragt. haw an ovt1r;lll lo\v\.ctr 1LSE (sot) St)crio[~ 3.3) .  T1w orily 

tlisad~.antage> is tliat tiit. decotlirig pliastl ran htl slonrtl clrarrli~ric-ally if  tiit. I)loc*k s i z ~ s  

ilrP t~clualizt~cl clown t o  thr pist11 l(.i*~l. I t  sho~iltl also hta riort.tl that tlio (ivcfiotier slioliltl 

riot split I~cyontl the minini~ir~i block (linirrlsioris ~istltl 1,- tlir irri;lge> c.oc1t.r as this 

usuallj- r~su l t s  in a higher SISE anti a greater conlputatiorial loatl. 

3.3 Vertex Representation 

The saniples at the grid vertices are requireti by tlie decoder as corner values 

for the biliriear interpolation operation. I s  rnentionecl in Section 2.4. the data re- 

quired by the vertices can be reduced by using DPClI follo\ved by a Huffman coder. 

-4ny correlation that esists between adjacent sample values is taken advantage of by 

the DPChI process. In DPCSI. the error between the current sample and the value 

predicted by a weighted sum of previous samples is encoded. The error signal usually 

has a smaller dynamic range than the original signal and also has a probability distri- 

bution function with a smaller variance [I]. This decrease in the variance results in a 

corresponding decrease in the entropy of the signal. The Huffman entropy coder that 
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Used in prediction 

Current pixel 

Unused in prediction 
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Figort~ 3.2: Prrtlirtiori of' 2( i .  j) or1 a liriiforrri sanlpli~ig grid. 

fo1lo1r.s. t ;lk(ls ;~tl\*aritagr o f  t tiis lo\vi>r rbnt ropy to ~ r i r o ~ l r  t tie DPCl I out p11 t tising. 

or1 avrbrage. ferver bits per samplo than t lir original vrrtic*rs. T11e rffecbr i~entlss of r 11c. 

DPCSI process is tkprridmt on thtb accuracy of  t l w  pr~clicrntor. The rriorr arcwratr t l l ~  

prccliction process is. tlir. lower t tie entropy o f  the error signal t~econies. 

Normally. when prrfornling DPCLI coding on a uniform san~plirig grid. a 2-D 

predictor will u x  previous samples from above the current sample and samples cli- 

rectly to tile left of the current sample (see Figure 3.3)-assuming that the coding 

of the image is done from top to bottom arid left to right. Xo other saniple values 

can be used for tile prediction because the decoder will only have access to previously 

decoded sample values. The predicted value. x( i .  j). of the pisel r(i. j )  is calculated 

using the equation 

where h,, are the prediction coefficients and :C' is the order of the predictor. Usually 

the G,, coefficients are chosen so that h ,  = 1. In this image coding application. 



no vertices above this vertex 

onl>- the ininletii;~tc~ sanip1t.s s~~rrountlirlg t h t b  prediCtt~tl s;lnlplf. ;irr3 ~ i s t ~ l .  so .\- = 1. 

This sirnplifirs Equatiorl 3.2. which resiilts irl  

r l . t l . l * ( i  - 1. j )  + ( l , . , ~ * ( i  - 1. j - 1)  

1  -4 reasonable first order prptlictor will sirnply sct ( h , l . l  = 1 = r . l . , l  = r . 1 . 1  = i. so that 

tlicl predicted ~alut.  is simply tllr average of the four previous surro~irltlillg values. 

\\.-hen DPCSI c~odirig values or! a non-uniforn~ grid. t1lc.r~ may not a1~~ij .s  t ~ t .  

wrtices above and/or to tile left of the current vertes. ant1 the inter-sample spac- 

ing car1 vary as well. This is apparent in Figlire 3.6 where the specified vertes has 

no neighboring vertes directly above it. To take into account the possibility of un- 

a~ailable and varying distances between vertices. the prediction process is modified. 

Varying distances be tween vertices is handled by searching horizontally or vertically 

for the nearest vertes. -4 horizontal search is performed to find the closest vertes to 

the left while for the r(i  - 1. j + 1) .  r(i - 1.  j ) .  and r(i  - 1. j - 1) values required 

in Equation 3.3. vertical searching is performed. Since the prediction coefficients are 

all equal and the prediction is simply the average of the surrounding vertes values. 

having unavailable vertices is not too much of a problem. If a vertex is not available. 



it is simply renioved from the calculation of the average. 

After the DPCSI coding of the rertes values is perfornled. a Huffrriari entropy 

cutler r~places t lie DPC1L tliffererice values wit ti variable length c-ocles. T11~ Huffman 

codes ~isecl to represent ~ac l i  DPClI value art3 based on the probability of t liat valrit. 

ucceurring \vitliin the rlilta strrani so. on average. the nuniher of bits per rrrtes is 

To fi1rt1ic.r rrtluctl tllr inforrriatiorl rrcluirrd i ~ y  the grid wr tes  values. the val- 

11t.s cbarl t ~ r  cllrantizetl t~tlfurc' DPCSI coclirig [?I]. That is. dil-itle each i-al~ir t)y sonit' 

(+otistalit cluantizatiori facetor. ( 2 .  ant1 ro~~ricling the  rrsl~lt. This rc~tlucrtls t l i r ~  nu~rlt)er 

o f  possible valurs n-llicll irl tiirlr rt~r1uct.s t tle tBntropj- of t l i r b  tlata. During tlie rtlcnoli- 

striictiotl stage. the decocler siniply niultipli~s the vt=rtr.s v;lliirs hy (2 t o  rrvclrst. t l r c b  

sc*aling ptlrforrrlclcl t)y t lrr coocltir --~vit h sonic loss of prt3cisiou. 

-111 (xarriplr OF vrrtrs c[11~1l t i~i l t i011 car1 b~ sho \~n :  starting wit11 a 1-t1c*tor (*on- 

tvtier~ all the mlries arc &bit integers. if tlie cocier divides this vector by the constant 

Q = 8 and rounds each number to an integer value. the resulting vector will be 

-4s can be seen. the dynamic range of the values has been reduced which also results 

in some repeated values. Now. these numbers can be represented by 3-bit integers. 

Furthermore. the increased occurrence of certain values will make data compression 

easier when using the Huffman entropy coder. By increasing Q. the entropy can be 

decreased further. which will result in less data required for the vertex values after 

DPC&I-Huffman coding. In the decoder, to obtain an approximation of the original 



vertex values. muitiplication by Q = Y is perfornied that results in the vector 

From this example. it (+an i ~ t l  seer] that the re(-onstructed rector. J .  is s i~~ i i l a r  to-but 

is not ari esact replica of-t lit. original: t  her^ is somc quantization error prrsent. 

Tlie larger (2 is. the tiigtier t h ~  quantization error \\.ill I I P .  Ho\vrver. t l i ~  cluan- 

tizatiorl of t lie \-ertes values tlot1s riot tlraniatic*all?- affect the r~ronstructetl irriagcl 

quality sirlrr thc iriterpolatiori is pcrfornietl using 256 levtlls (for Y I)its/pist4) ;uid 

re-creates ir~terniediatr wli~es. tlius ;n+oitli~~g visual ilrtifiwts s~icli as t t l t b  .*orlion rinf 

clffert us~ially cal~sctl t)y quantization. 

3.3.1 Improvement in Huffman Encoding of DPCTVI Data 

DPCN cotling itself tlors [lot retllic*il the hit rat($ of a data strt.ani. 111 fiict. 

the bits per symbol must a(-tually i ~ l r r ~ a s e  when DPClI coding is prrforrritltl. This 

is due to the irlcreasp in clj-nanlic range that the differential operation protluct~s. For 

example. when coding 8-hit unsigrietl data. s~icli as pisel I-alues. the origirlal symbols 

ran represent values from 0 to 253. Klien calculating the difference b ~ t w e r i  any two 

of these 8-bit values. the new range of possible values is -255 to 235 and thus requires 

a signed 9-bit value to be properly represented. This extra bit is required to carry 

the  sign information. 

Traditionally. a 9-hit entropy coder is used in order to compress the 9-hit 

DPClI coded data. However. using unsigned &bit arithmetic it is possible to output 

&bit data from the DPClI coder while still ensuring proper reconstruction in the 

decoder [22]. The resulting &bit data will possibly have less entropy than a 9-bit 

data stream created from the same original signal or in the worst case the entropy 

will be the same. Furthermore? the entropy coder required for the &bit data stream 



will ilavc. to c:ontencl wit ti less data throi~ghprit. use lpss trlernory. arlcl I)(. sligtit1~- 1t.s~ 

c*orriples ttiarl a 9-bit tbrirropy eric.ocl~~r. 

By ~ i s i~ ig  t tle wrap-arouritl r iatur~ of iirisigneti 8-hit aritliniet ic stloivrl iri Fig- 

ure 3.7. a11 rstra bit is not rfbcluirrcl to c-onvq. thp sig11 inforniatiori iri  tiit' DPCN 

data. T ~ I I S .  the addition of a riegatiw rillnlber. -1.. (i.e. subtraction by .r) is t~cl~iiva- 

lcrit to ttltl atltlition o f  2.' - x in an .\'-bit systmi. For esanlplr. if tlie cvurrt3nt ~.alitc. 

bcirig DPCII coded is 30 and giver1 that tht. prt:rioiis saniple valric is 65. tllr t1iKt.r- 

ence twt\veen the two is - 1.3. Tlie c-orresponding 8-bit DPClI output is '241. Khm 

cieroding the value. the atlclitiori of 65 from tlie previous sanlple and 241 from tlie 

DPCN output will be 306 and will cause a wrap-around in tlie unsigned 8-bit number 

system resulting in a value of 50 which is the original value before DPClI coding. 

Performing the unsigned &bit arithmetic is very easy when using a micropro- 

cessor that uses two's compliment representation for negative values. When calculat- 

ing the difference between two 8-bit values. simply remove the top bit of the resulting 

9-bit output value. This will be the 8-bit DPCSI output value. Decoding is performed 

in exactly the same way: addition and truncation to &bits. 



Figrlrr 3.5: Intrrpolatiori of a blocsk crossrcl by a high rorltrast t ~ l g ~ :  (a) origirlal t~lock. 
( I ) )  c.orrespontlirig block after i~ching rrrorist.r~ic.t~cl via hiliriclar interpolation [lj] .  

3.4 Least-Squares Bilinear Interpolation (LSBI) 

Tlith r ~ ~ a j o r  tlranl)ark to tllr hilinoar iritc~rpolatiori tlisc~ussetl previous1~- is t h c b  

fact that values lyir~g in i~etivrtar~ and witliitl t llt. grid puirits arth riot at a11 takc111 illto 

ac*cbotitit. In the prcsenc-r o f  rioistl rliis rtlaj- cause prot)lrrtls t)rc*aust~ tlir error rrlatetl 

to a rorritJr point chosen for tlir interpolatiori aff~cts all the. ticigliboring hlocks. Fiir- 

ttlerrnorp. in t h ~  presence of high contrast tlic \.;~lue at one vertex of a iiniforrn 

block may br  entirely different from tlw other wrtes values. This is illtistrated in 

Figure 3.5 where the upper-right vertes belongs to a different object in the image. 

Khen the image is reconstructed via bilinear interpolat ion the contrasting corner 

value is spread across the entire block. 

The above problem can be alleviated by the use of  a least-squares bilinear 

interpolator. Instead of using the actual pixel values of the original image that lie 

on the sampling grid. the intensity values transmitted to the decoder for the block 

corners are conlputed to minimize the 1ISE of the overall block. After performing 

the quadtree segmentat ion. the information provided by the corners of small blocks 

adjacent to larger ones can be used to improve the interpolation which Nil1 result in 



better reconstruction. The c-onibinat ion of the spatially adaptive splitting along wit11 

LSBI is derloted as the Adaptive Least-Squarcs Bilinear I~lterpolation (ALSBI) irriage 

codirig algori t llnl [16]. 

Tile optimal solution ill the .\ ISE sense can 1)t. achirvcd by solving t lie ~cluat ion 

from [IS]: 

\vilere x is t t l c ~  vrctor co~ltairii~ig all t lltl ~irtkuo\vn corner vallies. y is tho roctor of t l l ~  

in iag~ data. iulrl A is il rectangular rnatris. h t r i s  A (-all 1)(, c*~~lc~ilatecl fro111 t lltl 

coc?ffic*itlr~ts of t llr bilinear iriterpolatiorl for all t lit. ir~lagcb pist.1~. as ;I h111c-tiou of tlltbir 

pusitioris only. I t  can bc. sho\vtl tiiiit tiit. vfbctOr x ttlilt rtiir~i~liiz(~s t l i ~  USE l ) ~ t \ v t b ~ r i  

tllr approsinlato points. Ax. ant1 the. original 0nc.s. y. rarl bo calcl~lat~cl from tlw 

followirlg ecluat ion. tvllic*ll sat isfi rs tile least-squares approsinlac ion: 

where T cleriotrs niatris transposition (sFr .-\ppentiis .\ for a corrlplt?te tlerivation). 

Ewn tllollgh A is ;I very sparsr matrix. heralise omly a snlall number of corric3r pisels 

contribute to the local approsirriation. For an image of size 512 x 312. for example. the 

conlpu tat ion arid storage requirements become overbearing. To overcorne this pro b- 

lenl a suboptimal solution has been developed by [El which a l l ~ \ ~ ~  the interpolation 

error to be noticeably reduced (under the same splitting conditions) and provides 

more accurate edge reconstruction. 

This suboptimal solution is based on a local solution of the least-squares prob 

lem which is computed for each block. Thus. for each block the following equation is 

solved: 



where x is a vector of the four corner pixel ~.alues. y is tiit. vector of the original 

block values. ant1 B is analogous to t tie matrix A for the block being considered. TIIP 

solutiori to this forniula is ideritical to the glot~al solutiori giwn in Equation 3.: with 

B in plarr of A: 

Ttlc rrsrlltirig interpolation sclirnitl vrui st.ill i ~ e  optirr~al in ttitl least-sqnar~s 

sense proritleri t lia t t lit. four li~ast -scluarrs opt iniizetl corIitar values arv re t.airitlt1 for 

~ i l ( * l ~  1)lock. This is quitcb irripr;ictic*al t)rcaustl it leads to a larat1 iricreastx iri  t tie sturage 

rt~cpirenitl~its sin(-cl r lw four ctorntlr values are rio 101lgc.r sliar~~tl wit li iieighboring b1oc:ks. 

This also (*ail heavily rcltluct. thr intr11sir~- contiriliity btlt~vrt~~i adjatwt  t)locks. In 

ortier to (I\-cbrr.onie thrst. problenis a subopt i~liill cbrittario~i. 21s sriggesttatl iri [l.i]. ran 

t ) ~  follo\vt~tl: t l i ~  rlrw ~ 1 1 1 i t b  for each stiarrtl cworner pisel is c-alrlilat~tl by avcbragirig 

tlir optinla1 ~ a l u ~ s .  .4ltliough this solution is q l l i t~  sirriplc). it cloths provide ;L iiig1it.r 

qliality r~constructed image. 

.-\ further improvenient to the reconst-ructed cluality can be ma& by using a 

weighted average calculation on the shared optimal corner values instead of a sinlple 

average. .-\ corner pixel can be shared by up to four neighboring blocks. I t  quite 

possible that these neighboring blocks rnay contain different nurnbers of pixels due to 

varying areas covered by each block. This means that the optirnizetl corner point for 

a larger block should be given nlore weight than a point from a smaller neighboring 

block because during the reconstruction interpolation. the corner point for the larger 

block will affect a larger area of the image. If this is done. the larger blocks will have 

less error than their smaller neighbors which results in an overall higher PSNR of the 

output image. Thus. a weighted average. where the weights are proportional to the 



area coveretl by each block. slioultl be llsrtl to tBoniputr the vertex ~alrles that art. to 

be storecI or tra~ismitted to the ctecocler. 

It sliould i ~ t .  noted that. ~vhen  using this LSBI optiniizatiorl. no extra calcula- 

tiorls are recluired ivlierl tie(-ocling ant1 no clia~igtbs to the tlecocler are neetletl. -411 that  

is n~etitltl is t l i ~  adtiition of' a post-processing step to tlie cncotler ill  on1t.r to conlpnte 

the LSBI optiniizetl 1-crt ices. 

.In altclrnatircl nietliotl for tlicl ALSBI tbucl~r tias I~cltlri tlrscril)~cl iri [IG]. [ t  

calc~llil t~s thtl inverso to 3 least-scluarrs rriatris Fornll~latiorl sirnilat to Ecluatio~l 3.4 

via arl iterat ivr graclirrit ~lesccbnt algoritlun ((l.g. Gauss-.lacobi algorit imi j2l). . .  I t  hlr- 

t tier suggc3sts that t htl LSBI should h(1 pfbrfortlit~tl (liiririg t htb split tirlg procaess. Tllc. 

cluatltr~t~ is gt~rieratecl on a lcvel-by-levrl (t)r(~iltltli first) I~asis. For tlil(*Ii l t ~ t 4 .  LSBI is 

perforr~iratl arlcl tilt' ALSE is t~ill(b~ilated for all t11oc.k~. Tliv t~locks for ivliicli t l i t b  USE 

is at~ovr tllr t hrtlslioltl arp h1rtht.r split. .\ftt~r rat41 split t irig itc~riltiorl. r tic. optirnizt~ti 

corrier vrrtices from the pr~vious strp remain unctiangcd only if thry (10 !lot brlorlg 

to a split block. Tlitb c*ornp~~tatiorlal loat1 is cluite high t~eraus t~  t t i c l  LSBi must ~ I P  

coniputecl hefore each tlecision to split is macle. .\lso. largr blocks ivhicil rieighhor 

snialler blocks will not havr all optinial corner pisel values since t t i ~  least-squares 

calculatiorl is done based on a smaller block size. 

The disadvantage to using the  LSBI metliod is the least-scluares error min- 

imization matris calculation performed ir i  Equation 3.7. As can be seen. the cal- 

culat ion of the optimization matrix. S. involves many niatris multiplications and a 

matris inversion. These are very costly operations to compute-especially the rnatr~x 

inversion-which can severely slow down the encoding process. To overcome this. it 

is possible to pre-calculate and store S For all possible block sizes. Then when the 

LSBI optimization is required. only one vector-matrix multiplication is required. 



3.4.1 Reducing Coefficient Storage Requirements 

The large iiuniher of calculations required for the LSBI approach rnakc it sonie- 

what unat t ract il-e. if iiigli speetl cwcoding is desired. Eve11 if tlie opt irliizat ion matrices 

are computed off-line. tlie nieniory storage rrcjuir~rnents heconir quite large. as there 

arc marly possible> block sizes-tlspecially for irriagcls r ~ i t h  rion-unity aspct-t ratios. 

Giver1 a .\I x .\- t~loc~k. t h ~  r~latris S.,* ,.v nil1 tiavcb 4 rows 1t11d .\I.\- ( ~ ~ l ~ l t ~ i ~ l s  for a 

total of 4.1l.Y rltbnlrrits. Csing 4 byte Hoatirig poirit 1-alurs. tliat rrsults it1 a total 

of 16.\1.\' t)>-tc~s. That nieans r liat a block o f  size LG x 16. \vould rc~cluirtl 4096 b p s  

of rrirniory -ant1 tliat is just for one possil~lcb I)locbk sizcl! C;irrl~l D,,,,, = :3:! x 3 2 .  

495 S rriatrictls arr iiredetl ( thtj niatris Ss . .\! varl IF (*onst r~lrtrtl i)y rrb-ortlering tlicb 

rllatris S.\! . -1- tvlii(+ll h i i l \ ~ ~  the storagt3 spart.). Tliat rrirwrls ;I graricl total OF 2313'180 

I~yttls (o1.c.r 2.21 IB) rclcll~irfltl for storagc of t llcl c-oofficirnts. 

To recl~irc~ t licl ral(wl;lt iorl arid possibltj tlierriory rt~qliis~rrit~nts of t l l ~  LSBI al- 

gorit hni. it is iis~fill to st~icly rsacatiy tvliat t l i ~  Ifbast-srltlarcs optinnization rrlatris 

tlors. It  rilri bc tliol~ght of as four 'I-D finitr implilst. response (FIR)  filters (or con- 

voltit ion rriasks) having idcnt ical magni t ucle-frequr~lcy responses wit li differing phase 

responses. each one acting on a different corner. 

Sow. examining the 1-D case for a nlorncnt. the least-squares liriear inter- 

polation (LSLI) optimization is derived in the esact same rnanner as for the LSBI 

optimization. The only difference is the dimensions of the matrices. The vector x 

in Equation 3.6 contains the two end-point values while y is a vector of the original 

values. It follotvs that the least-squares optimization matrix contains 2 rows and as 

many columns as there are original values. The 1-D LSLI optimization matrix S can 

also be interpreted as a series of FIR filters that each output one of the optimized 

end-points. It is then possible to construct the corresponding 2-D LSBI optimization 



filters via rhr same mettlotl that the bilinear interpolating filter was created fro111 the 

linear interpolatirig filter: row filtering follo\ved by colunlri filtering. The tlvo LSLI 

filters ~ ~ t i e r i  c:onlbineti wit11 one another results iri the Four LSBI filters reclriireti for 

the '2-D optimization. 

To ill~istrato this. tlie following c s a ~ l l p l ~  is presented. Ciive~l a 4 x 3 block. tllr 

LSLI optiniizatio~i is cortiputt~l for a liriear interpolation across 4 c~lerrirnts and across 

5 cllenirnts. This results ill tlie opti~nizatiori mat ritr~s: 

ulierc R indicatrs a rflversal of the  wcltor values. Tlltb first row of tlacli matrix c-onti~i~ls 

rtle \wightill# factors for the first tlnci-point ant1 the src*o~lcl soti- (rrhic-tl is a reversed 

version of rhr first row) is us~ci to cornputr the optimizrd second encl-point. Sotv. the 

four 3-D cor~volut ion niasks required for LSBI can br created by nlultiplying toget her 

every combinatiori of the  four vectors s .~ .  sp. s, and sf. So. the 2-D filter requirecl 

to optiniize the upper left vertes value is simply created by rorv filtering with ss and 

column filtering wit11 s .~ .  That is. 

The other three required masks are created in a similar fashion. These calculations 



result iri the four LSBI optinlization convolution masks: 

which i~\.licw pu t  into a sirigl~ lriatris (orie row fur vach i ~ i i ~ k )  is ideriticitl t~ the  

S.I ,; rriatris that aot~lcl he calculatcvi iising the '2-D LSBI opt itnization tlrsrrihrcl in 

Secbtion 3.4. Dritl r o  t h e  symmetry of t h r  s anrl sR vectors. tile mask for any rornrr (:an 

htl crtaatetl from any 0tht.r corricr rriask by i ~ a y  of Hippirig ttir mask values ilorizontally. 

vertically. or both. 

By constructing the 2-D LSBI c-onvolution rrlasks from the 1-D LSLI filters. 

a large aniorlnt of space can be savecl by only storing the short LSLI optimization 

filters. So with Dm,, = 32 x 32. onlv 31 vectors that require 327 elements of storage. 

which when using 4 byte floating-point values. results in 2108 bytes. This amount is 

miniscule (over 1000 times less storage) when compared to the '1313250 bytes required 

for storing all the required 2-D LSBI arrays! In fact. by storing these values using 2 

byte integer values with a 2 byte scaling factor for each vector would result in 1116 

bytes of storage. ;\Iso. by doing this. floating-point operations are no longer required 

to perform the LSBI optimization. 



Figurtl 3.9: LSBL rrl;tgnit~itlt~-frc~clucbrlc-~ rrsponstb for ;I 4 x .i t,locbk. 

3.4.2 Examination of the LSBI F'requency Characteristics 

In Sectiorl "4.1 it  was stated that in ordrr to rlirrlinate aliasing when sull- 

sampling the bantiwidth of the signal nus t  satisfy the inequality 

where .\.I is the sub-sampling factor. Jn order to reduce the effects of aliasing. the 

signal can be filtered to remove higher frequency components before sub-sampling. 

This is exactly what the least-squares optimization does. The optimization for each 

corner pixel is. in fact. a 2-D low-pass filter designed to remove frequency components 

above 5 in each dimension which in turn reduces unwanted effects caused by aliasing. 

Figure 3.9 demonstrates this by showing the magnitude-frequency response of the 

H14,.j filter in Equation 3.8. 



3.5 Results and Discussion 

K i t h  an understa~lding of tlic basic image coding syst~nl .  along n-ith sonw 

possible modificatioris. various coniparisons car1 IIP drarv~i. Tliese coniparisons are 

bused o n  t hr storage rrquirernerlts of tile codetl i11iag.e (in bits/pisel) ant1 the quaiit!. 

af t lit) reconst ructtbtl image uu t  put l ~ y  tllr clrcc)(ltbr ilirasilrrcl via PSSR. 

In Sectiorl 2.4 an rsaniplr of sirliplr bilinear interpolatio~i a(-ross a fisetl grid r.as 

slion~i. Ttie orily nbqliirrd paraIiitxtar was simply tlie grit1 spacirig (or sutl-sanlpling 

factor) in eacli direct iori. Tliis paraIIitltcir t l o~s  riot pruvitlcl r r i l i ~ l i  ron t  rui owr t l i ~  

quality of t lit> out plir inlagfa aritl for large sul~sanlpli~ig factors t l l t b  itriagr ran bc1coni(l 

urirtlc*ogriizable. 1x1 tilt$ t.sa1riplt1. tile iniagr of Lelia was codrd at 1.23 i~its/pist~l arid 

ttio ol~tput hacl il PSXR of 28.1 dB. This base rrsult will hr ~lsotl to ilrrrionsrratt~ tliv 

rffftcbt of t htl 1-ario~ls rriotlificat io~ls to r llr iniitgci c*otling rlirtliotl. 

Tlie spat i a l l  aclapt i v ~  suh-sanipling niodifirat ion inipro\-cis lipon tlie hasic 

rnettiotl. Givt1ri tlie same in lag^ of Lrna ant1 usi~ig a rriiriirriuni 1)lock siztl of 3 x 3 .  tho 

adaptive coder can achieve a PSSR of 31.7 tlB at thr1 satne bit rxttJ of 1.53 bits/pisri. 

This improvemerit of 3 tiB is caua'cl t ~ y  strategically located sarnples iri areas mherrb 

they are most needed. It  is then possible to remove more information from the entire 

image without decreasing the quality. Figure 3.10(a) deniorist rates that where high 

frequency components are located. more saniples are allocated to that area. ;\reas 

such as edges and the feathers in her hat have large numbers of samples while more 

uniform areas such as the wall have fewer samples. From Figure 3.10(b). the output 

image after bilinear interpolat ion shows finer details than possible by simple fixed grid 

sub-sampling. In this example the splitting tree contained 15793 tree nodes (1 1845 of 

which were leaves) that were coded a t  0.067 bitsfnode by the L Z W  coder. The com- 

pressed image also included 14300 vertices that were coded at 6-98 bits/vertes. This 



Figurr 3.10: Spat ial l -  aclapt i ~ e  s~ll>-sarriplirlg: ( a  j iniagr sarrl plrs rtltainrcl. ( I ) )  rwori- 
structerl irriagr (PSXR = 31.7[18). 

is sonlc!\vh;lt less t hall t lit. I GG4 1 wrt icota rocluircltl by t lie f isptl  3 x :I grit1 sub-sanipling 

rriet llocl. 

In Stlction 3.2.4 t l i ~  problclni of  disc-oritinc~ities arose d u ~  to tliff~ritlg block sizes 

be r~~een  neight~oririg blocks. After perforniirlg the block size rclualizat ion algorit hrn 

tliscussecl in that section. the decoder produces a slightly higher quality image which 

is shown in Figure 3.11. The increase in PSSR is only O.4tlB. horrever the effects 

of the visible discontinuities haw been reduced and the output is more pleasing to 

the eye. The only drawback is that the decoding time in this exaniple increased 

by a factor of 4. The time increase has been somewhat amplified due to the small 

minimum block size of '2 x 2. 

In the compressed image. the vertices require the largest amount of storage. 

This is because they are stored in a lossless fashion which always requires more storage 

space than lossy coding. To remedy this. the vertices can be quantized as per Sec- 

tion 3.3. With a lower bits/vertes requirement. a higher resolution can be achieved at 





Figure :1.11': Output i ~ r i a g ~  ~ i s i ~ i g  c[~iaritiz~cI \ - ~ r t i r ~ s  (PSNR = 34.3 dB). 

gure 3.13: Output images resulting fron 
'SNR = 33.2 dB). (b) quantized vertices 

ALSBI coding: (a) non-quantized verti 
:PSWR = 35.idB). 



''Son-;~cIapt ive. fiswl wnlpling grid ~ n c t  hocf fro111 S w t  ion 2.4 

Table i3.3: Block sizes created by inluge coder ( -Lena" coded at  1.33 bits/pisel). 

Tahle 3.4: Effect uf vertes cluantizariuri arid LSBI on PSSR (.-Lena" cotlrd at 
1.23 bits/pisel). 

Figures 
2.14" 
;3.11. 3.13(a) 
;3.12. :3,1;3(b) 

"Son-aciaptivc. fisetl sampling grit1 mcthoci 
from Scctiorl 2.4 
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Figure. 

by performing the LSBI optirrlizatio11 wherl codirlg the image using non-quantizt>tl 

vertices (Figure 3.13(a) vs. Figure 3.11). 

Tables 3.3 and 3.4 stlow the effects o f  spatial atiaptivity. rertes quantization. 

and LSBI on PSSR and block size. Froni the tables it car1 be seen that vertes 

Block Sizes 

2-14'' t l o  rlr) 2s. 1 
IIO no 3'2.1 
I 1 0  

3.12 1 :34.5 

Qr~arit izeci 
\'f)rtictls 

quantization enables smaller block sizes to be realized using the same bit rate. This 

results in a higher PSSR. The PSNR is increased even further by performirlg the 

LSBI optimization on the vertices before quantization. 

In order to look at ho117 the compression method works over a range of bits/pisel. 

the coding parameters can be varied and the results observed. Due to the number of 

parameters (splitting error tolerance. minimum block size. vertex quantization fac- 

tor. block size equalization. and LSBI optimization) the complete behavior can not 
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Figurrj :3.14: Effrc-ts of ~ ~ r y i n g  t h ~  splitting USE tl~rtjsholtl or1 t)its/pisrl atlcl PSSR 
for various vt.rt,es c[li;-~ntizatinn factors (Q). 

br L-isoalizetl or] orir graph. To niaintairl rontinl1it.y for all thtj r~sults.  tlir sanic3 i r ~ i -  

age of L ~ n a  is used to observe tlie effects of the iniage coder. Tlle "Lena" image is 

a stanclartl test irnage used for many image processing applications because it is a 

"natural" irliage and has a wide variety of testures distributed thro~ighout. 

Figure 3.14 shows t lie relationship between PSSR and bitslpisel as the split- 

ting SISE threshold is varied. -4s the threshold is raised. output image quality as well 

as the bitslpisel are reduced. To illustrate the effect of vertes quantization. the graph 

contains tracss corresponding to different quantization values (Q = 1.2.4. and 8). .As 

can be seen. when Q = 1. perfect reconstruction (PSXR = x) is possible. At lower 

bits/pixel it is advantageous to increase the quantization factor in order to increase 

the reconstructed image quality. 

In Figure 3.15, the effects of the quantization factor are shown while holding 



Split MSE = 20 
Split MSE = 50 

Spiit MSE = 100 
500 

Figur~  :3.13: Eff~cts  of \-aryirlg t h t b  vrBrtfbs cl~iarlt izat ion hot or  on hit,s/pisrl ant1 PSSR 
for various split t irig 1ISE r l~rt~sllold. 

~ariolis splitting 1ISE thresholtls constant. T l i ~  points or1 graph trac*ta corresporid 

to qiiantizatiorl values of I.  2 .  4. 8. 16. 32.  64. arid 128. ds tilt1 quarltization fiicror is 

increased. nlorr information is lost nhicti results in a reducetion of both the bitslpisel 

and the PSNR. However. the quality does not begin to drop sharply until Q > 4 

which niakes Q = 4 a good choice to provicle a compronlise between quality and 

compression. 

The minimum block size (Dm*,) can also be changed to affect the PSNR- 

bits/pisel relationship. Figure 3.16 again shows the effects of sweeping the splitting 

MSE threshold for various rnininium block sizes. -4s the minimum block size is raised. 

the output image quality is diminished. It can be seen. at higher splitting error thresh- 

olds. the behavior is identical for different values of D,i, because the error threshold 

becomes so high that splitting stops before Dmin is reached. Another interesting ef- 



Figurt) 3.16: E f f t ~ r s  of ~;lr?-irig tlir rrlirlirnurn l)loc*k sin) ( D,,,, ) on hits/pisel ant1 
PSSR for ~xr ious  splitting . \ B E  t hrestlolcl. 

rrcluctd I V I ~ P ~  ttir splitting error thresliold is v:lrirtl. 

3.5.1 Comparison of Adaptive Interpolation and Block DCT 

Coding 

To gain a better insight into the performance of the .\daptive Interpolation 

coder. a comparison can be drawn between it and a Block Discrete Cosine Trans- 

form (DCT) image coder which is a popular method for the coding of image data 

and has been used for many years [23]. The JPEG baseline image compression stan- 

dard (131 makes estensive use of the Block DCT in order to decorrelate the input 

image data before entropy coding. 



The Block DCT coder used in this comparison first starts 11y segmenting the 

input iniagr irito S x 8 blocks a~ id  performs the 2-D DCT 011 each block. Ttien the 

DCT coefficients arc cjuantizetl using a cluantizatiori niatris scalrtl bj- a .*qrlality" 

parameter. Tlie l~ase quantizatio~i matrix used is that of tlie dr fucto clua~itization 

mat ris that is used ill t lie .JPEG image c*odirig algoritlini. After clliant izatiori. zig- 

zag rmi lerigth coding is pcrfornietl to remove the large number of zero coeficie~its 

resultirig froni clui~rit izatiorl. Firiall!.. tllc output of tlie run l~ngtl i  cotler is eritropjv 

c-otlctl usirlg a HufFniarl cotler. 

Figurtt 3.17 sllons iioa t l i ~  -4LSBI imagtb cotler p~rforrriaricta (*orripares to t tiat 

of t h ~  Block DCT c*otlcr while ( a )  s\wrpilig tlir splittirig lISE to1rraric.c~ arltl (1) )  

s~vet?pirig thtl vprtrs qliantizatior~ fa(-tor. Froni tlir. figurcl it rari l)cl seen that  t tiercl 

are c~rrtairi plarcs or1 tiir PSSR-l~its/pisrl grapti ALSBI nlai~lt ailis a liigtler clualiry 

wit tl t hr sanir n~lriihclr of bits/pisol. This ocgc*rtrs i~ t t t \v t~ t~r i  1 ant1 3 bits/pist.l in 

Figurr 3.17(a) and i)et\vreri 1 arid 3 bits/pisel in Figtire 3.17(b)  for sniall values of 

Q ( i . .  Q = 1 . .  4.8). Figure 3.17(a) also shows that at estr~niely lotv PSSRs. c h t a  

ALSBI c-otier can represent the .*Lena" iniage wit 11 slightlj- fewer hits/pisel t liar1 t llr 

Block DC'T coder. However. this region of tlie PSNR-hits/pisel grapli is not very 

useful in iniage coding due to the visually poor output irriag quality. To illustrate 

this point. Figure 3.18 sho~vs two output images a i th  PSSR 2 Sl dB-me from the 

Block DCT coder and one from the ALSBI image coder. The ALSBI coder is able 

to code the image a i t h  slightly fewer bits/pisel than the Block DCT coder (0.106 

bitslpixel vs. 0.130 bitslpixel). 

From the Block DCT out put image two types of distortion are visible. First the 

"blockiness" of the output is due to the discontinuities between adjacent 8 x 8 blocks. 

In order to achieve such low bits/piuel the DCT coefficients are heatilg quantized 

which frequently leaves the DC coefficient the only non-zero coefficient. Thus. every 



Figure 3.17: Comparison between the ALSBI image coder and a Block DCT im- 
age coder by (a) sweeping the splitting MSE threshold and (b)  sweeping the vertex 
quantization factor. 



Figure 3.18: Outptit i1riagt.s at low PSSR (a )  Blork DCT (PSYR = 3.GclB. 0.130 
bits/pisell. ( I ) )  ALSBI (PSSR = 20.7 dB. 0.106 b i t s ip i s~ l ) .  

pisrl i-aluth in the rc)r.o~~strnrt~tl  Y x Y l~lock is tlic. cl l~a~~tizr( l  itveragcl of thr. input block 

pisel values. T t i ~  quantization also leads to  t h c b  secontl t>-pcl of distortion visible. that 

is tllr cluantiz~tl or linlitrtl uurrll~t~r o f  grr!.scalr values prrsrxnt. 

Iri t h ~  ALSBI output image. greyscale quantization is not very apparent as: the 

bilinear interpolation fills in interrrledii~tc. nllues be twen tile quantized vertes values. 

The most visible distortion is the blurring or smearing in areas of the irr~age where 

few vertices are present. 111 areas containing smaller blocks and thus more vertices 

the quality increases dramatically. 

The number of bits/pixel required for the image in Figure 3.18(b) can further 

be decreased by increasing the splitting 1ISE threshold. Hoivever. the plot in Fig- 

ure 3.1T(a) shows tha t  the output image quality degrades rapidly when the number 

of bitslpisel is reduced in this region. 



3.5.1.1 Comparison for Coding of Bi-level Images 

It has breri previously stated i r i  Section 1.2.1. that  .JPEG (Block DCT) tlors 

riot perforrri well on two-toned images [ 3 ] .  Thereforr. a coniparison of Block DCT 

c+odirig ant1 of ho~r  the adaptive interpolat ion image coclec perfornis or1 hi-levrl irllages. 

Bi-lel-~! or black-slid-nliitr ilriagcs art. not used as frec~llontly as grcyscalc or 

colour iniag~s.  I x ~ t  they art1 este11si1-el? 11srd i r i  Fas (Facsinlilfl) transrriissioll and art' 

bxntiwidth. 111 its ran Forr~l. a bi-level image only rt~cluires 1 t~it/pist~l for rtbprtssc.tlt;l- 

tiou. ntiich car1 t ) ~  r~(11icrd hirt t i ~ r  by ~isirip a11 illg~ritllrrl. s~ i (~ l i  21s 11113 .IBIC; (.joilit 

Bi-lfavel Iniage rsprrts Cn~up) ;ilgc~rithni (31. that sp~c*ializc.s in t~l;~rk-al~tl-~rt i i t~~ irri- 

agtls. Howcvrr. t liis rt1sults ill  iiaririg to c*liango t tic' irriagr c*oclrc* for tlifft.rr11lt irll;lgt~ 

t J'pc's. 

Figllrel 3.20 sliorvs ;t b 1 ; - a n - i t  version uf thtl .'Lena" inlagtt. 111 the image. 

pixels art1 only hill-P thr va1ut.s 0 or 255.  By c-odilig arid tlccodirig this i~lii~gtb rnultipl~ 

tinws. with t lit\ atlaptire interpolation niethotl. tvhilc rharlging the .\ [SE splitting 

threstiold. the plots for (2 = 1 arid Q = 23.5 in Figure 3.19 are created. In the sanir 

figure. the  PSSR rs. bitslpisel relationship for the Block DCT operatirig on 

the same image. is also shown. -4s can be seen from the figure. the Block DCT 

coder does not perform well on the two-toned image of Lena. Although the .Adaptive 

Interpolator with Q = 1 does not perform much better. there is some improvement. 

When Q is given a maximum value of Q = 255 a remarkable improvement is seen. 

To illustrate further. an output image coded at 1.4 bitslpixel by each codec 

is shown in Figure 3.21. The output of the Block DCT coder. Figure 3.2l(a).  shows 

more distortion than the output of the Adaptive Interpolation coder. Figure 3.21 (b). 

In a PSNR comparison. the difference is considerable: over 18 dB. Visually. the main 



Figure 3.19: PSSR vs. bits/ pist4 c.ornparisons for ti-lt>vel irrlagt. c-oclil~g wit 11 t lw Block 
DCT cotlrr ant1 tlir -4tluptiv~ Interpolatiorl c*otler \virli (2 = 1 ant1 (1) = 2 5 2 .  
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Figure 3.20: Black-and-white image of Lena. 
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Figurt) :3.2 1: Block DCT anti .\tlnptivo I~irrrpolatio~i black-and-ivhitt. irriagtl rotiing 
at 4 t i i t l :  ( ;I)  Block DCT ( PSSR = 8.8 dB) and ( I ) )  .-\(laptivt. Irltrrpolatioa 
(PSSR = 27.6 (IB). 

tliffcrencr is tht1  nois is^" seflIi over r t i r b  tlritirtl E3loc.k DCT rotlrd inlagi.. Tlltb Block DCT 

coder ptlrforrris haclly sincc it has (lif-fic-ulty witii the largr chilrlges in pisel valurs that 

rc~sult in large ntinlbers of' high fr~quenc*y coniponrnts ill the DCT. 

It sliould t)r noted that neither coder system. Block DCT or ;\daptiw Inter- 

polation. is able to code the black-ancl-white in lag  of "Lena" at less than 1 hitlpisel 

very well. However. this esaniple does show that the -1daptive Interpolation method 

does perfornl better on less s*continuous toned" images than the Block DCT coder- 

black-and-white images being an extreme case of less "continuous toned" images. 



Chapter 4 

Adaptive Three-Dimensional 

Sampling and Interpolat ion for 

Image Sequence Coding 

Irl Chapt6.r 2 t l i t b  basic thtwr!- hrllind a tivo clirn~rlsional irriagf) roclec was 

(lisrussed. I t  was ssho\vn tlow an iniage coultl btl sob-sarnplecl along a nun-uniform 

grid ant1 rt~ronstructecl via bilinear interpolation. Then in Chapter 3 sonie specific 

issues were discusseci concerning the implementation of this adaptive interpolatiori 

coder/decoder system. 

This chapter is an estension of the 2-D image coder systeni into three dimen- 

sions (two spatial dimensions and one temporal dimension) so that image sequence 

data compression can be achieved. The main difference between 2-D and 3-D coding 

is. obviously. the addition of the temporal dimension (or time axis). As for images. 

the domain of the two spatial dimensions is limited. However. the temporal domain 

can stretch to infinity (i.e. there can be no limit to the number of frames in an image 

sequence). The large number of frames in digitized video results in huge amounts of 



data to tlc storecl or trarismittecl. I'sually. thc t'olunle of data is so vast that the ran. 

or uncompressecl storage of the video is inipossible or yen- impractical. So in ruost 

cases. digit izrd I-itleo tiat a is con1 pressed before storage or t rarismissio~i. 

Since t lit. iniagt. coding technique discuss~tl in Chapter 2 t  reats t lie iniage as 

a tn*o dime~isiorial plarie of data. the three tlirlir~~sional volunic of data i r ~  a n  image 

sequence ran bti c-otlrcl usirig tlir sanie basic ideas. .A gelieral o~.ervicn uf the vitlro 

cotlec is provitietl in Stxct,iori '1.1. Then. t riliriritr inttlrpolation. t l i ~  rrlost irrlportant 

asprct of the s!.st~r~i. is drtailetl i r i  Sectiori 4.2 --hot h iri t tlcory a~itl iniplr~lirntat ion. 

Followirig ttiat. ir l  Staction 4.3. the gc.rir~ratiori of t tic. 3-D aclaptiv~ saniplirig grid is 

prrsent~tl. Thr st l)rilgil of t tic. grid st nlceturr\ and r tit. coding of t htl grid 1-ertictls will 

also be disc~issrti. Tlirn. analogoris to St'ctiorl 3.4. a11 irriprovtwirtnt to t. hcl ceoclrc 

systrtri. bastid on the. uptirriization of tlitl vcrtt3s valucti usirig a I C ~ ~ S ~ - S C ~ I I ~ ~ T C S  error 

rrict tiotl. is pr~seriteti iri Set-tiun 4.4. Fi~iilll).. S f ~ t  iorl 4.5 (wtiti~ir~s various r~sli l ts  

acliirved nit ti this vitleo c o d ~ r  and also iriclutlfls a clisc~ussion regarding t llesr results. 

In this c-haptrr. special attentiori will t ~ c  git'cn to arras where t t i t -  3-D nlt~thotls differ 

frrorri their 2-D courlterparts tlescri bed previously. 

4.1 Overview of the Video Codec System 

Tlie video codec system is quite similar to the image codec described in Sec- 

tion 2.1. It has the same order of operations except that the operations are performed 

on a 3-D volume of data instead of a 2-D plane. In Figure 4.1 the basic structure 

of the coder and decoder is s h o r n  the video codec is quite similar to the image 

codec of Chapters 2 and 3. In the coder. the original sequence is recursively split 

spatially and/or temporally. The splitting information is stored in a tree structure 

that is compressed by a LZW-based coder. The remaining sample points lying on the 
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Figure 4.1: Block diagram of the image coder/decoder system. 



splitting grid vertices are DPCN-Huffnia~i codetl. The splitting iriforrilat ion and t lie 

grid vertices are then eitller stored. to be decotletl later. or transrnittecl tlirectly to 

the (lecotler. 111 the (lewder. tlir process is basically reverseti. Tlie LZ\V cotled split- 

tirig tree is decotletl ant1 t hm used to DPC1I-Huffnla~i decotltb tlie values at the grit1 

rrrticrs. Then it is sirnply a rriat ter of intrrpolaci~lg t lie grid r~rtic-rs to recoristrrlct 

tlir voscl va11ies lying bet~v~(.ri grid poi~lts. 

I t  is possil~l~l t o  si~tiplj- perforni 2-D rodirig on wcli franltl of ari ir~iagtl se- 

quence (i11rr;l-frarrit. c*otling). ~vhic-li risrs spatial rrt1unda11c.y to ;whic.vr tlat;~ coni- 

prt~ssiori. Honc~.cr. iri a11 image srclurlnrcl. tlierr (:an IIO largrl aniourits of trr~ipural 

rr~tiulitlilric*y -rsl~tlc-ially for st ntioriary oltjerts or 1)ackgrollntls wit hi11 t llfl stlquc~~ictl. 

A largtl anioorlt of trarismissiou ba~~tlaicitli (or storagca spaco) cgari 1)t~ sa\-c~tI I)\- rs- 

ploit ing t liclscl t~rriporal similarities (inttlr-frirrri* c*otlirig). So I)!- t r ~ a t  irig tlitl riclro 

clata as 21 3-D rnhinltl of tlatil. irltrr- aritl intra-fratric~ cotling ( ~ n i  i ~ t l  pt~rfornit~tl at tlirl  

sarntl t irlie. 

T l i ~  ad~aritages gainclrl t)y using tlit) previously described 2-D imagt. rotler can 

be translated to aclrant ages for the 3-D video cmoder. Tliesr. ;~tlvaritages are: 

I. t t i ~  ahsencr (or near-absence) of floati~ig point c-alcuiation requirenlents. 

2 .  the possibility of high speed operation in both the coding arid decotiirig stages. 

3. the absence of edge effects and hlockiness associated with some other video 

coding techniques. 

4. and the possibility for iossless coding of an image sequence-depending on im- 

plement at ion and the spatial dimensions of the image sequence. 

Furthermore. an advantage that this method has over some other video coding systems 

is that there is no need for computationally expensive motion estimation for the 



utilization of temporal r~dundancies. Overall. these properties result in an attractive 

video coder/decotler syst erli. 

4.2 Three Dimensional Trilinear Interpolat ion 

Ttie vitleo codec clescril)etl in this chapter is based or1 the volunl~tric irltc.rpo- 

lation of a rc~ctarlgular parallelepipet1 ( a  prisrli liavirig all rec*tariglllar F ~ C ~ P S  [ .LA])  using 

eight rorrit3r points. Thc sinlpl~st interpolator that fulfi 11s this rclclliirt!n~tlrit--o~ltl that 

is a first orclrr int,erpobtor in r;lrh dirrierisiori -is r lie t rili~iclar int t:rpol;lt.or. I t  is usrcl 

.Jlisr as the I~iliritbar interpolator car1 htx construe-t~tl via nlultipltx 1-D linear 

iriterpolations. so ran tlitl trilinear interpolator. Srparatcl l i~irar  irlterpolatious. ;IS 

tlefi~it~tl iri Equation 2.1. rired t o  l ~ r  pclrfornlrtl ill both spatial clialrnsiotis as well as 

thtl tenlporal dirriensiori. Thus. giver1 a t hrrc. dimermional signal. Z,,.k. wit ti krio~vri 

corner c ~ l u ~ - ~ s  lying or1 a rectangular parallelepiped. trilintlar irlterpoliltion car1 I)tt 

achieved by bilinear interpolatiorl o f  the frorit and back hires (whic:ti is p~rforrriccl 

by cascacling multiple linear interpolat ions) and linear irlterpolat ing b~tart .n  those 

faces. This three step process involving interpolatirig in each of the three dinlensions 

is shown in Figure 4.2. 

To calculate the trilinear interpolation function. an analytical combination of 

the separate linear interpolations can be performed. Give11 an (XI + 1) x (.\i2 + 1) x 

(T + 1) block with the eight corner values known. the trilinear interpolation of a 

generic point ZiJ,X is calculated as such [IT]: 



Figure 4.2: Three step. three dimensional trilinear interpolat ion: (a) original block. 
(b) interpolation of top and bottom rows on the front and back faces. ( c )  interpolation 
of each column on the front and back faces. and (d) interpolation between the front 
and back faces [li. 25. 261. 



1. colripnce the i-alue of tlie point Zo.,.o (which is a linear interpolatio~l bet~~een 

Z0.u.o a11d ZO.,L-~,O): 

'2. tronlputr the value of the point Zsl.J,o (linear interpolation i~etir-re11 Z.yl,l.,l arid 

2 . ~ ~  ..v2.0 ) : 

4. repeat steps 1 to  3 to calculate the  point Zl jS7 . :  

5 .  calculate the value of Zi,,.k (which is a linear interpolation of Zi.jSo and Zi,j.T: 



The trilin~ar irit~rpolating furlctiori of Equation 4.G was calculatetl by interpo- 

lation in the horizontal. vertical. and then the tenlporal directions. It  car1 i)e sllonxi 

that t Ire orclclr of the interpoliltions does not rnat ter-Equation 4.6 will ulrvq-s t ~ e  

the result. Eve11 though the trilinear interpolator is corr~poseci of nlultiplc li~iear op- 

erations. it  no longer a sirnplr li~irar fiinctioti i ~ u t  is a thinl ortitkr tlir~cl tlinwnsior~al 

spline fnnct iori. 

The trilinear interpolator can also i)r realized as ;I 3-D FIR fi1rc.t-. L-sirig the 

linear filter defined iri Equation 2.2 i t  is pussil)le to pelrfornl llorizorital. 1-tlrtiral. ; ~ ~ t l  

t lie11 t thrriporal lirlear interpolat ions. The inlpulsc ~ ~ s p o r ~ s e .  of t hrl t rilirirar irlt clrpo- 

lating filter is ecli~ill to t l l ~  convolution uf t h e  thrw I-D inipulsc. rttsporlscs h r ,  ( 1 1  ). 

t l I ,  ( n? ) .  ant1 h r ( t )  iri three tlimorisiorrs. That is. 

and substituting the definitions for h Lv\., ( n  1 ). hay., (n2). and t ~ - ~ ( t )  yi~lds: 

-4s can be seen. the impulse response of the trilinear interpolating filter. 

hN,,,v,,r(nl: n2? t ) .  has a region of support that is a (iVl + 1) x (& + 1) x (T + 1) 

rectangular parallelepiped. 

~ l !vI .Lv~ .~ (711 .r12f )={  

~ - ~ ~ i - ~ ~ ~ - ~ + ~ +  
r I ln2  + n" + 

if InI/  < XI. lri21 < -Y2. 
I .  I.VIT.I I . V , T ( +  

n n+t and it( < T I.t.:.V;*l 
(4.8) 

0 otherwise 
\ 



Figurth 4.3: Irnpulsr resporisr of the trilinear interpolat irig filter h ,. I,.I. 

The visualization of 3-D signals can be somewhat difficult because four dimen- 

sions are required: each of the three independent variables and the one dependent 

variable requires an axis. This can be remedied by using three axis for the dependent 

variables and vavimg the colour (or greyscale) within the three dimensional space in 

order to represent different values of the dependent variable. This is denlonstrated 

in Figure 4.3. where the impulse response h4,4,4 is shown using lighter shades of grey 

representing larger values. In order to properly see the various shades within the 

3-D volume. the figure shows the greyscale values lying on planar slices through the 

volume. 

Given a 3-D input signal, z (n l?  n2: t ) ;  having been upsampled by factors iVl: 



.V2. ant1 T in the vertical. horizontal. ant1 temporal directio~ls respectivcl~.. irlternlr- 

cliate values can be interpolated via tlie trilinear i~lterpolating filter. Tllis is do11e by 

simply perfornling a 3-D convolutiori of tlitl i~iput sig.11~1 rritll the impulse response of 

the filter: 

X X X  

.-\gain. as \vitli the I-D ancl 2-D cwascu. Equatioris 4.6 ;lntl 4.10 will rtasult in 

itlentiral outprit gii-erl t h ~  sanw input. Ttiat is. 

. .  = ( r . )  for0  5 nl 5 -\-I. 0 5 n? 5 .Y2. 3 r d  0 5 t 5 T 

(4.11) 

*Also. allen using these t1vo methods for piecewise trilinear interpolatiorl of a 3-D up- 

sampled signal. they will produce the same output within the input signal's domain. 

4.2.1 Frequency Response 

Using the equation for the impulse response of the trilinear interpolating filter 

(Equation 4.10). it is possible to calculate the three dimensional frequency response. 

However. as in Section 2.3.1. the frequency response can be more easily calculated by 

using the 1-D frequency response of the linear interpolating filter. Due to the trilinear 

interpolating filter having been created by filtering in the horizontal. vertical, and 

temporal directions separately. the 3-D frequency response is simply the product of 



the 1-D responses: 

Again. krionirig that HSy ( r J d l .  c.Jd2. eJi2 ) = Hs (P)  ant1 t lic clef nit iorl of H.,. (z") 
fruni Eqoation 2.S. t l i ~  frocl11rr1c.y rtlsporise o f  t l i ~  trilinf~ar iriterpolator is then 

I t  rriiiy not l ~ r  c1irc.c-t 1)- (aviclent fsorri Equatiotr 4.1:3. t)lit t tie t rilirirar inttbrpolator is 

21 3-D lowpass filtcr. This follo\vs from tllr fiicst rliat it is s~parablp irito threfb I-D 

lowpass filters. The haritlwitlth in tliv dl. A*?. and ;:I (lirectioris car1 hp acl~jt~srrci 

by changing the values of .Vl. .\>. and T respecti~ely. [ncreasirig these paramcter 

values results in decreasing tllr i)anclwidth of the filter in tlieir respective directioris. 

Showing the Frequency response of the filter graphically is somewhat tlifficult to do 

directly. so the volumetric slice method. as used to show tlie :3-D impulse response. is 

used to  depict the magnitude frequency response. -411 esample showing the frequency 

response. H4..l,.l (eJwl . eJd2.  e lu3) .  of the trilinear interpoiating filter h4.4..l is showu in 

Figure 4.4. The Lo~vpass behavior is somewhat evident as shown by the bright centre 

lobe: the side lobes of the response are also visible. Comparing the 3-D magnitude 

frequency response with the 1-D response h4 shown in Figure 2.5(c) .  the similarities 

(i.e. Iowpass behavior and side lobes) between the two are evident. 

The trilinear interpolator. having an easily adjustable lowpass behavior in 



Figire 4.4: Magnitude frequency response of h.l,-ts.l ( nl  . n2. t ) .  



three diniensions. is useful for removing unwanted spectral images resulting from 

up-sampling a 3-D signal. dust as in Section 2.2.1.1. w h e r ~  it \\*as shown that u p  

samplirig by a factor .V results in the same number of spectral images. up-saniplirig 

a 3-D signal by factors XI. and 7 in the 1 1 1 .  112. aud t directions. respectivel~.. 

results in .Vl .\,T spectral iniages-where X2T - 1 of t lirse i~liages are u n i ~ a n t ~ d .  

Tliese unwaritetl spectral copies can be renioved by tile triliriear iriterpolator hv,.r,,r 

wliilr the tlrsired spectral c:orrlporierit of tllr signal that lies [leas the origin car! 11t) 

rrtai~ietl-all brcaustl of the fsrquenr!. charartrrist ics of t tic fil t ~ r .  

4.2.2 Implement at ion 

Irnplrnie~itatiori of tllr 3-D trilirittar interpolator invol\*es rrlariy o f  the sanltx 

i c l t b a s  that wclre prrseritrd iri  Section 3.1. H o a ~ w r .  thcrtt arp sorrie sptlcific- issl~tls t.liitt 

arr. s o r ~ r i ~ t l a t  different fro~ri the 2-D irriplenlentation. The i~asic implementatiorl is 

t~ased on t lie t rilin~ar interpolatiorl function tlefiried in Equation 4.6 instead of thcl 

triliriear interpolatirig filter of  Equation 4.8. Tliis is nlairily clue to the computational 

loaci reciuired by the filter and the storage rleeds of the filter coefficients (or the 

comptitational needs of the coefficients if calculated as required). The filter. however. 

was useful in examining the frequency characteristics of the trilinear interpolator. 

Trilinear interpolation can be performed directly by using the 3-D function 

in Equation 4.6. Holvever. doing this results in a large number of calculations per 

vosel: for each volume element. 26 additions. 13 multiplications. and 13 divisions are 

required. To reduce the computational load. the calculation can be done (or approxi- 

mated) by a number of other methods-most ly consisting of multi-step interpolations. 

The methods covered here are similar to the ones discussed in Chapter 3. The three 

step (as seen in Figure 4.2) interpolation methods examined are: The Bresenham. 



floating point divide. integer divide. floating point DD-4. fisetl poirit DD.1. and recur- 

sive 1-D nirthocls. Ttierc is also a recursive 3-D trilinear iriterpolatiori rn~tllocl tliat 

will be esariiin~cl. 

Tlie two step bilinear interpolatiori rnetliotls tliscussctl in Chapter 3 can easily 

be  esterltlrtl irito tllrer dinltlrisions in ostler to irliplenlent a trilinear iriterpolator. In- 

dil-idual linear interpolations are usrtl to intcrpolat~ the top allti hottorii n)ws of tllr 

first illid last franie. Tlieri they are used agairi to interpolate bet~vtltln t t i c~  toil i r~ i t l  

hot ton1 rows in t hc eritl frames. Finally. Linear iriterpolatior~s arrl ~isod t o  talc-lilat~ 

t lit. vaiucts i)c.t arrrl the tirst aricl last frarrlr nit hi11 t hc~ r-olurritl. Vsirig tho t lirrt. stthp 

r n ~ t  liotl vastly reduces t lie riurn bcr of calculations over t hrb oric st rp tlirprt r ~ ~ t  hod 

( Ecluatiun 4.6). Depending on  t hr iniplrnient.atiori of t lie 1-D lirit.ar iritrrpolator. t l i ~  

cwornput at iorial load car1 he  rf~tlurctl further. Ho~w\-rr.  with ;I tltlc-rclast. ixi tilcl con,- 

put at iorltrl (~oniplesity. t 1 1 ~  t3rror h~tut.c.11 t licl resultirig 3-D iriterpolat ion and art ual 

trilinear interpolat ion car1 iticrease. 

;\ r ~ r u r s i v ~  method sllo~vri in [l;] anti [23] can t ) t ~  also l ) t b  usrcl to perforni the 

trilinear interpolation-sirrlilar to the one step recorsivt3 2-D bilinear interpolator dr- 

scribed in Sectiori 3.1. By using only integer additions arld bit shifts. the vosels withi11 

the O-D rolume can easily be calculated. The operation of the recursive 3-D inter- 

polator is stlown in Figure 4.5. After the centre and mid-points are calculated. eight 

new blocks are created to which the algorithm is applied again. This is recursirely 

performed until the vosel level is reached. 

As mentioned before. there can be some trade offs between accuracy and speed. 

In Section 3.1 the advantages and disadvantages of each linear interpolation imple- 

mentation were discussed. .As all the trilinear interpolation implement at ions (except 

the recursive 3-D method) make use of multiple 1-D interpolations these advantages 

and disadvantages still apply. 



0 Stating vertices (A*B,C,D,E,F.G,H) 

D+C @ Interpolated segment mid-points (e.g.: X = - ) 
2 

Interpolated face's centre point (e.g.: Y = C+D+G+H ) 
4 

Interpolated block's central point (e.g.: Z = A+B+C+D+E+F+C+H 
8 

Figure 4.5: Recursive 3-D trilinear interpolation [I;. 251. 



Table 4.1: Corriparison between the average mean scluared error of different trilinear 
interpolation rnethotls over 100 randor11 64 x 64 x 64 blocks. 

To o l ~ s ~ r ~ e  t lit. ;iccurac.y of t hta vilrious trilinear interpolat iorl rriet hotis. 100 

64 x 64 x G-l blucks tiaving raridoni corner ralues w ~ r c  intclrpolatcvl anti c*onlpar~cl with 

tho actual t riliriclar irltrrpolattad  allies gt*rt.nomted by Eqllatiorl -1.6. T~thlta 4.1 sllc~lvs 

thc avc3ragP SISE of thtl different trilirltlar interpolators. \\'lien usirig an inttarpolator. 

tllr output is clllantizt>d ( to  8 t)its/vosel in this disclission) in orclcr to \ . iw or1 a 

displiiy tievice. .Also. the originating sequence is usually cluant izc1cl ant1 r ~ p r ~ s e n t e d  

by a fised nunihclr of bits/vosel. A slightly tlifFerent error rnc.asurpnlent uses t lie 8-bit 

Interpolation 1 Ietiiocl 

Floatirlg Point Diridr 
Floating Point DD-1 
Fised Point DDA 
Br~scriharri 
Integer Dil-idt) 
Recursive :I-D" 
R ~ c u r s i v ~  1-D 

output values of tlie trilinear interpolators and rompares it to the 8-bit quantizecl 

output of Equation 4.6. Tlie average USE based on this nieasurernent is also shown 

in Table 4.1. 

The calculation speed of the trilinear interpolator is also important. The cal- 

culation times for the different interpolation methods of a fixed number of voxels 

contained in various block sizes are shown in Table 4.2. These processing times were 

based on a Pentium CPU running a t  166MHz. 

-4s can be seen from Tables 4.1 and 4.2. the different trilinear interpolation 

Average .\ ISE 

implementations perform relatively similar to the bilinear methods in SISE perfor- 

. 
SIet hod YS. Actual 

0.053 
0.083 
0.053 
0.40 
O. GS 
2.8 
3 .O 

Met hot1 r s .  Quar~t izetl .-\ctllal 
0.0 
0.0 

6.9 x 10-' 
0.43 
(I. 74 
2.8 
4.8 



Table 4.2: Processing tinies of different block sizes (containing the sanie riulnber of 
roxels) for various trilinear interpolat ion niet hods. 

nlancee ant! spt)tbcl of operation. Agairl. it ran btl srt3n that the most ac.curatrb ~~ic~ t l~o t i s  

arc thp floating poirit oues. follorvt.tl closely I)y tlicl fist~l poirlt DD.4 rlic.tho(l. Kith  

regards to c-oniput at ion spefltl. it can i)r seer1 that sorrltl rncr hods arc1 t1oruiri;ltrtl by 

t heir set rip t inir versus their cotriputat io~i t irrie. Thtb Bresenhani rrirt liotl is a priult. 

tbsarnple of this. For a Iargr nrirnber of sniall t~lorks. its c;~lc~ilatioa tinir is very slo\v. 

The calculation tinies for tlir actual trilinear interpolator niake i t  obvious ally it is 

not the most desirable mettiod: el-en tliougll i t  is tiit. tiiost ;tcrrirate nietliod. it is also 

the slowest. Overall. the fixed point DDA is still the fastest rnctlioti. It shoultl be 

noted that the recursive 3-D method works sliglltly h e r  on snlalier blocks. However. 

it also performs quite poorly in tlle 1ISE sense. These results show that the three 

step fixed point DD.1 is the best choice for implementing the trilinear interpolator. 

Interpolation .\let hot1 

Actual (Eq~iat ion 4.6) 

4.3 Adaptive 3-D Sampling Grid 

- 
100 blocks 

(64 x 64 x 64) 

70.80 

Given a three dimensional signal it is possible to reduce the number of samples 

representing the signal by simply sub-sampling the signal by a constant factor in each 

Brtbserilla~il I 

Float i~ ig  Poirit Divide 1 
Integer Divide 
Rec.~rrsivc 1-D 
Recursivc~ 3-D 
Floati~ig Poi~it DD-4 
Fisrci Poirit DD-4 

12.37 
13.65 
20.99 
12.60 
2 :3.53 
.j .313 
2.56 



direction. Tlirtl. when reconstructing tlie signal. the signal mtist be up-sar~ipletl by 

the same factors followed by trilinear i~iterpolation to fill iri values betn-pen t lie trans- 

niitted/storecl sarriple I-alucs. This sirrlple coclec can significantly retluce t t i ~  requiretl 

number of bits/vosel. Howe~er. as with the '2-D case cliscussetl in Serrio~i 2.4.1. usirig 

this 3-D fised sarnplirig gricl results in frequeric:. aliasing effects antl tile loss of high 

frequent-J- coniponents in botll of the spatial clirections a~itl thr trrrlporal tlirrctiori. 

4.3.1 Non-Uniform Grid Generation 

To ove.rrcornr1 tilt. problt'rns associatrd with a fistlti  sar~iplirlg grici. a riori-~i~iifornl 

sar~ipling grid ran t ) ~  ~rsr~cl. \\-it11 a rioti-~iniforrri sampling grid. vol~lnit~s that c-ontain 

liigh frocluc~ric.y cbt)lupociclnts can i1t1 assignrbtt rnorcb vost.1~ thari \-01111111~s hitvirlg low 

r r i e s .  I11 this \vil>.. T 110 Iocalizwl sull-silrripling Factors car1 1 ~ 1 %  atljilstr1cl to n1ti1rrrl 

the) ;irliount o f  aliasitlg or to avoid illiasirig a1togctlit.r. 

Tlir grrieratiori uf the ilclaptivt' norl-uriiforrn 3-D sanlplirig grit1 is similar to 

tlip 2-D grid grid grnrratiotl rr~ethotl drscrihetl in S~ction 2.5 .  However. the aritli- 

t ion of the temporal tlirriensiorl recloires some modifi rations antl also allows sotrlr 

optimizatioris to be niade. -An irnagc sequence. in general. is rlot ronstrair~etl in the 

temporal direction (or at least the temporal length of the sequence is much larger 

than the spatial lengths) so when coding. it is not possible to look at the entire im- 

age sequence. Thus. the coder processes groups of frames (frame stacks) in order 

to accommodate the large temporal sizes. The non-uniform 3-D grid contains larger 

number of vertices in regions containing intense actirity-spatial (edges. testures) 

or temporal (movement). The frame stack is first subdivided into blocks of maxi- 

mum dimension: Dm, = (2" 1) x (Zs + 1) x (2' + 1). Then. starting with a block 

of maximum dimensions with only eight vertices. the algorithm recursively subdivides 



the volume iri the spatial or temporal domain. guided by the ralculation of an error 

nieasurenient (171. 11-tien a spatial split is made. four erlui-sized sub-blocks are cre- 

ated with the dirrierlsions (2'-' + 1) x ('"-I + 1) x (? + 1): consequently. ten new 

vertices are gericratrtl by tlie spatial split. -4 temporal split results iri the  generation 

of t ~ ~ o  eclually sized sub-blocks iiaving dinlensions (2" + 1) x (2" + 1) x + 1) arid 

creates four new vertices. Splitting in this fasliiorl always results in vertic~s that art3 

sliared wit11 neighboring blocks. 

Starting with ;I t~lock with tlinierisio~is (2"  + L )  x ( 2  + 1 ) x 2 + I ) .  it is 

possible to r~cursively split it clown to the ruse1 1rvc.l. That is. tlub firla1 block sizes 

will all be 2 x 2 x '2. Lussless coding is ttic1rl possiblt1. as thtlrtl will t)t. no error 

int roducetl t ~ y  trilinear inttlrpolat ion. . k t  uall!: iri tliis case. 110 intclrpolatiori \voulti 

riven bc necessary. In prilrt ire. t lip spatial dir~it~nsio~~s of t lit' original frame stack 

sequence will rarely fit tlio pattern ('2" + 1 ) x (2"  i 1 ). Su c*lfb;lvirlg t l1t1 block irito lour 

identically sized sub-\,lo(-ks is not possible arid approsirriately equi-sizecl subblocks 

have to be acc~ptablt.. Splitting clown to thtl vostll level is then riot possiblcb using the 

above splitting met hod hecause one length along its spatial din~ensiori will reach its 

nlinirnum size before the other dimension will. This is not a niajor prohlerrl. as there 

is less demand for lossless video coding than For lossless image coding. However. if 

lossless coding is a requirement. the splitting process car! be niodified to a rnet hoci 

similar to  the one described in Section 3.2.2 where spatial splits are performed by 

bisection rather than splitting into four parts. 

By breaking the su bdirision process into separate temporal and spatial splits. 

as opposed to splitting each block into eight sub-blocks. the computational require- 

ments of the error evaluation function can be reduced significantly because a complete 

approximation of the block is not necessary. Uhen deciding if a spatial split has to 

be performed, only one frame of the block has to be interpolated. To decide if a 



terriporal split is necessary. only the liriear irlterpolations of tlie four pairs of rorre- 

sporiding vertices in t he  t inir direct ion are required. Tliese valuable simplifications 

as suggested in [I;] are just ifitd 1 1 ~  t hr following co~isiderat ions: 

1. Assuming there is 110 rnovement in tile [)look. the first f21c.c. car1 be c*orisidercd 

to be reprcscntatii-c of the entire block. so decisiorls fur spatial splitting C i t l l  LC 

basetl entircly on it. 

2. If t h e  block is spatially sniourli (i.r. tt1t.r~ ilrtx rlo liigli frrc1url1icit.s ill t t l tb  spa- 

tial dire<-tioris). t l ~ >  fijrlr c:orrier 1-crtic-es of cach fritrric) witlii~i t tit' t110ck car1 t ) ~  

rorisitierctl rcpr~stbrltativt> of tlir entire franir. so thcl tc'niporal splittirlg tlrcnisiori 

mri bc rriatlrb t)asc)d oolj- 011 t liese vcrt.ic*c~s. 

4.3.2 Grid Representation 

111 order to rc~r*oristrucet tlie iniage srqueIictb. the clrcodrr must i1t1 ahlo tt, n3crrtate 

the splitting proceess pcrfornietl by t lie rotler. Thus. t tw splitting inforniat iorl rlrust 

be representrtl im an efficient manner that is able to br storrci or transniitted. The 

splitting hierarchy lends itself iwll to a tree structure. Starting with a riotle that 

represents the current frame stack. if a split is necessary within the current  nod^. the 

node becomes a parent to multiple child nodes which represent the sub-blocks. The 

number of children depends on the type of split: four child nodes for a spatial split 

and two child nodes for a temporal split. This results in a quaternary-binary tree. 

After all the splitting is performed. t h  nodes that have not been split ii-ill have no 

children-they are leaf nodes of the tree-and it is the sub- blocks that are represented 

by these children that are to be interpolated when reconstruction occurs. 

dust as in the 2-D image coder. the nodes in the tree can be described by a 

code that is a variable length string of bits. The entire tree can then be represented 



tree code: 
11111010000000000 

Figurt) 4.6: .I tllrer dinlensiorlal tiori-uriiforni grit1 i l ~ i ~ l  its r~prcserltatii.o trtlft strlic- 
turp (17. 25. '26. 271. 

a large strirlg of bits olatir rht. coriratrtiiltion of the hits for rac l~  rlocl~ tllrorlali 

u travrrsal of tt lr tree. Tl1t1 inclivid~ial noclr bits c x r i  chosar~ to rc1tluc.o tllr lvngth 

of tllr tree string. It can bt. seen that tlir 1r;tf riodcs are alwa~.s t l i ~  most aI)unclarit 

in t tlcl tree. Therefore. t ~ > -  representing tlie lt.art)s b!. t lltl shortest c o t l ~ .  erl overall 

savings in storage can br achie~rtl. Figure 4.6 shoivs a sul)cliviclt~tl t~lock alorig with 

the quaternary-binary trpr arid the corresporitling bit string that represents it. In 

the tree code. which \\.as created through a depth-first t ra~ersal  of the tree. a "0" 

indicates no split (a leaf node) while a "1" folloaetl by a "1" or a "0" indicates 

a spatial or a temporal split respectively. Some of the bits in the tree code can 

be removed for further data savings. If a leaf size is equal or less than the minimum 

dimensions parameter. the "0" indicating that there is no split is not required because 

the decoder knows that the block cannot be split any further and does not need to 

be informed explicitly. 

By observing the bit string representing the tree in Figure 4.6. it can be seen 

that there are many repeated patterns of digits. Thus. the entire tree code can be 



conlpressetl further by conlpressi~ig t lie infornlat ion stored in the bit s t  ring with i he 

dictioriary hasecl LZ\Y cocler-exactly as was done to compress tlir tree in the hiliuear 

interpolatiori based image rotler. Again. a lossiess information compressor niust 

usetl since the t rw infor~uatiori is crucial to the reconstruction of thc! itliagc. sequence. 

The combination of ttie variabie l ~ ~ i g t l i  110~161 cotles alorig witti the LZlV coonipressor 

results in a trc3c. representatiun that is. oti a\xhrage. niucll less tliali 1 bits per trrr 

node. 

If tlir franit. stack tlors not tlavtl spatial diriitlrisioris that itst' o f  tl lcb for111 

(2" i 1) x (2" + 1).  lossless ceotlirlg of tlir S P ( ~ I I P I ~ ( * C  is 110t possibl~. C~~lilll?. lt~ssless 

cotlirlg is riot a r~qr~irenlrnt for video c-ocling as t lie arriourlt u l  irlforrriacion car1 st il l  

tjr cluitt. fi~rr~litlabltl. If loss\. c*ocling is liar accrptablt~. tht~ cluat~rnary-t~inary trchta cbi \ r l  

I ~ t b  rcplact.tl Ily a t~iriary trt.fl ir i  whirl1 thcl split nodes c i ~ l  t~ t l  f l i t  lier r rp r r s~n t  irig splits 

in the n L. 0,. ur t direc~tions. In this nay. firial i~lock sizes of '1 x 2 c ~ ~ r i  always l ~ r  

realizeti allcl lossless cotling is possil~lc. k i n g  this rrloclification wiii result in a larger 

splitting trcr sillcbe more splits will bc iirccssay. Also. thr nunihtlr of hits recluirrti to 

represent each tree nocle will iricrrasr sirice t h e r ~  are niore typtls uf rlotles: no split. 

horizontal split. vertical split. and temporal split. Thus. lossless coding of an image 

sequence is possible if a gain in tlie overall bits/vosel is acceptable. 

4.3.3 Interpolation Discontinuities 

When the reconstructing the iniage sequence across the whole grid some prob- 

lems may arise. It is noted in [IT]. [%I. and [27] that a tree structure may arise 

in which some vertes locations do not match with those of the neighboring blocks 

which can cause discontinuities in the interpolated output. This problem may ad- 

versely affect the visual quality of the image sequence if not handled correctly. In 



discontinuity caused 

by spatial split 

discontinuity caused 

by temporal split 

(a )  (1) 1 

Figrircl 4.7: Esarnples of possible grid iriterpolatio~i disc-ontirioities: ( a )  tlistrontinliity 
caustbtl by a spatial split and ( h )  tliscontiriuity caused IIJ- ;I rt>r~iporal split [I;. 23. 26. 
271. 

grrieral. irltrrpolatiori tliscorltiriiiities i)cht~wcn largrr t~loc*ks ;lrcl rrlort3 visi~ally appar- 

ent  than tliscontinciitirs brtivetlrl small blocks. Irl Figurr 4.7 two typic*;tl rsarriples OF 

interpolat ion disc:c)nt iriuity points. 

\l'heri t h t b  glo l~a l  interpolat ion is ptlrfornit3d. ;I breadt h-first t ravtbrsal of t lip 

trrr is prefrrrecl brrause largtl blocks will h~ irlterpolatrtl before sniallt'r rleigliboring 

blocbks. The higher detail alorig the etlges of the sn~a1lt.r blocks ivill overwrite thr lorr 

tietailed e d g s  of the neighboring large blocks. This results in a tiigller PSSR ar~tl 

can someiviiat reduce the effects of interpolation discontinuities. 

To completely remove the effects of interpolation discontinuities. the image 

sequerlce decoder can perform the block size eclualization (BSE) procedure shown for 

the 2-D image decoder in Section 3.2.4. Before performing the global interpolation 

using the tree structure. the decoder must perform a topdomn iterative algorithm 

that splits larger blocks and computes the necessary centre and mid-points via inter- 

polation for the new sub-blocks. This can be done until all leaf nodes are at the same 

level in the tree which results in sub-blocks that are all approximately the same size. 

Then. when the global interpolation is performed, no interpolation discontinuities will 



occur. 

To renioi-e all tliscontinuity points. block size equalization 111ust ensure tliat all 

blocks are split tlon~i to tile niininuini 11lock tlinuerlsions sprcifietl hy thc~ c.otler. This 

can result in a large cornputatio~lal load t~t~causr of the potentially l a r p  riunlt~er of 

blocks ant1 vosels to i ~ e  cbo~lsideretl lvitliin a fraruc stack--r~~iicll larger t liar1 for t l l t b  

2-D BSE algorittirli. So it is recor~lnieritlrti tliilt the rclualizatio~i is only perfornitltl so 

far don11 t l i ~  trrti t l l i l t  too rriucli prorrssing tinit1 is rwt requircrl. Since tliscoritinuitic~s 

occurring be t ~ v ~ t a r l  largtl blocks art. niiirtl tliorrl 110 t icral~lt.. t 11r sill)-opt inial \)lock siztl 

rcl~lalizat iotl proc*tltlurt~ can k)t~ suffic-ient . I f  (lt~cotlirig t inw is i-vry criicial ark( 1 r lir 

snlall visual dekc*ts ralls~tl by inttlrpolatiorl tlisc.ontiri~lities arr a~*c*tlpti~t~l(b. t l l ~  t)loc.k 

size txc(~lalizat ion step car1 be skippcltl altoget littr. 

4.3.4 Vertex Representatioi~ 

The sampltl points lying or1 the grid wrtic-es arp r~c l~~i r r t l  I,). tllr clcc.odc~r as 

c-orrier poirirs for the trilirlear interpolatioti process. Th~r~for t l .  t llcy rriust h~ stor~cl 

anti sent to tlie decoder along nith the iriforniation drscribing tlita splitting trcv. 

Since the  splitting tree contains the structure of t h ~  iniage secluencr arucl the vertices 

only contain intensities. the vertices can be cotletl in a lossy mariner to increase the 

compression ratio nith only minor effects to the reconstructed video quality. 

The DPC'SI-Huffman coder described in Section 3.3 is used again to code the 

3-D vertes values-with some modifications. The DPCLI coder takes advantage of 

any correlation that exists between adjacent samples and attempts to reduce the 

dynamic range of the signal. This then can result in an entropy reduction that 

can be esploited by the Huffinan entropy coder to reduce the overall information 

requirements of the vertex values further. The prediction performed by the DPCSI 



coder is crucial to its perfomlance: the better the predictioll is. the lower the output 

entropy of tlitl signal can be. The '2-D DPCN c0dt.r uses saniples frotrl above and 

to the left of tlir current position in tlie iniage to generate a predicted value (see 

Figurca 3.;). O n 1  tliese sarnples can he rlsetl in predictiori t~ccause all other values 

will btl urla~ailable to tlie decoder. For 3-D DPCSI codirig. sarnples abovfa anci to the 

left. as ncll as salriples from pre\-ious frarnes can he iis~tl i11 tlie prt'dic-tiorl process. 

3- D prt~tlic t or: 

wllerr. c,,,. , , .~ are t l i t b  pretlicetion coetfici~rits. For rrliliiniunl prtdictiori error. t tic) prr- 

diction coefficients are chose11 so that 1 (.,,,,, = 1. 

111 this vitleo coder. a first orclrr predictor is user1 t~ecausr of the potential 

large number of calculations required for a higller order. more cwnples. predictor. 

This results in 13 precliction coefficients: 1 to the left of the current position. 3 above. 

and 9 in the previous frame. The simplest prediction coefficient selection is also made: 

all the coefficients are made equal to &. This makes the predicted \xl~xe simply the 

ayerage of its neighboring values. 

There is one major problem with DPClI coding of the vertices on the non- 

uniform grid. Samples above. to the left. and on the previous frame mill not always be 

available and may also be different distances away from the current sample. If a vertes 

does not exist immediately next to the current location. the nearest neighboring vertex 

in that direction is used instead. However, if no suitable replacement can be found, 



that \.aliie can be omitted and the prediction coefficienrs can be adjustecl (i.e. the 

value is siniply rernovecl frorri tlie calculation of tlie average surrouncling vertices). 

The al)o\-P clescribes rrs~ilrs in lossless codirlg of the vertices. Tlw overall bit 

rate rcc~uiretl for the vertices car1 be reduced frlrtllcr by first quu~ltizing tlie rrrtcs 

values before DPCSI-Huffman rotlirig. For niotleratr quantization Factors the riur~iber 

of bits per vertes can he reclucrtl ~lraniat ically ~vliiltt t ilr effects of wrtes qualit izat ion 

arr not iiot ichrabltl. 1-isual artifacsts. silcli as the **onion ring" rffrt:t. t tiat are usllally 

~iotireal~le iv1.llen clt~antizirig images or irrlagt. secl~lerlc-rs. ilre avoitlrtl nheri cluantizi~ig 

the vc3rtt1s v:illies ht~ralisr tlit. trilinear interpolation ptbrfbrmrrl t)y tlltl cl~cotlrr fills in 

i~ltt~rrnt.cli;~tt~ mlut~s at tlir rr~i~xir~~uni precisiori pruvidecl bj- tlltl ilitcrpolator ilrlcl ilrr 

not fisrtl at tl1c1 sanlt. precisior~ as outplit by t h e  vertrs qliaritizrr. 

4.4 Least-Squares Trilinear Interpolation (LSTI) 

\\'hen cotling an iniagr sequt.ricp using t i lc~ ahovcb nlrt hod. rose1 v;~llic~s that lie 

within a block to htl interpolatzcl arp not raker1 into ac4rolrnt (luring interpolation. This 

can cause an increase in the overall error of tile reronstrurted output for a nunit~er 

of reasons. If there is any noise prescut in the original irnage sequence. the rioise 

inlposed on a vertrs. when interpolated. will be spread across all neighboring blocks. 

Furthermore. when a high contrast spatial or temporal edge cuts through a block and 

only affects one or two ~ert~ices. it results in the edge being smeared throughout the 

entire block. 

The image sequence coder can bring about a higher PSNR in the decoded 

image sequence by performing an optimization that minimizes. in the least-squares 

sense. the trilinear interpolation error by rnodifjing the corner values of each block 

to be interpolated. Furthermore. since the optimization is performed by the coder. 



tliere is 110 change r~quireci to tlie decoder and no estra calculatioris are requirerl i11 

t lie decoding stage. This least-squares trilinear interpolat iori ( LSTI) niet liod is clui te 

similar to the LSBI niethotl tiescribed in Chapter 3 .  escept a tliirtl tlinir~rision is atlclatl 

irito t hc calculation. 

In Srctiori 3.4 the slit)-optinial least-squarrs optiniization t liar is pCv.-forrilt~tl or1 

;I per-block basis was show~t to liilv~ ttir solutiori 

wherta x is ;t vtlctor containirig t hcl optirxiizctl t*orlic1r va111rs. B is r lie int crpolat iori 

r~iatris. itntl y cbontairis all tho origir~al 1a1uc.s irk t h t ~  irnag:) block. Tlw I;)rr~iillatiun of 

Equation 4.15 is riot clinirr~sion sprcific. Tliercforr. t 11th optinlizatiotl is idso rqually 

valitl for a t l i r ~ r  dir~lrnsiorlal blork of sar~iples. This rriearls that for LSTI. thtl vector 

x will coriti~in tlir eiglit optiniizetl corrier points to he 1lsc1tl Iy the tlecotler instpati of 

tlw values fount1 iri thc origirial image sequence. 

Tho LSTI nit?thotl is optirual in the least-squared selisr if all riglit optirnizrtl 

corner points car1 be retained for each block. This is not desirable for iniagc sequence 

data compression since it will result in a huge increase in the number of vertices to be 

transmitted or stored. As with the LSBI method. the  LSTI optimized corner values 

can be averaged with the optimized values from neighboring blocks. This results 

in a higher quality reconstruction without increasing the amount of data storage 

or transnlission bandwidth. For an even more accurate reconstruction. a weighted 

average based on the volume of the blocks that share common corners can be used to 

calculate the optimized output corner values. When this is done. for a given vertex 

location. the LSTI optimized corner value from a large block will be given a larger 

weight than the LSTI optimized value from a smaller neighboring block. Thus. the 



actual value that is output will be closer to the optiniizetl corner ~ i ~ l ~ e  calctilatecl from 

tlie large block. ; \ f t~ r  reconstruction. tile larger blocks will haw less iriterpolatio~i 

error 11-hicli results in an overall higher PSXR for tlie eritir~ image seq~lenr~ .  Tliis 

conlbinatio~i of LSTI anti adaptive sull-sampling will be tleriotecl as ;\tlapri\-t? Least- 

Scpares Trilinear I~lterpolatiori ( ALSTI). 

An r s a m p l ~  illustrating the clifferenrrs bet\vrc~l t\ro reconstructed frarli~s from 

tlir "Sliss ;\xnerica" sequenrp. orir with ant1 one ~ ~ i t l i u ~ i t  LSTI optiniizatiori. is s1iorr11 

in Figurr 4.8. Thcl iniages show a poi~it irl t l i r b  seclut3nrbr ~vlitlrtb thtb liigfi cboritrasr tbclg~ 

bibt~vt.tl11 1it.r liair a ~ i d  f a ( - r b  rriovos throcigll a block .just al~ovr hcr l ~ f r  clytl. F\*lit%ri ric) 

LSTI opt inlizat iori is prrfornied. t hr output is as sliotvri irl Figurr 4.S(a). Hcn.rv~r. 

after LSTI opti~~iizatiori is tloncl. a higher quality r(~rronstr~icbtior~ results. as set.11 I)y 

the frame ill Figurr 4.S( h). Tlir rticonstrcic.ted t)litpllr riot only iniprows visually but 

also iri tcrnis of PSSR. 111 this case thtlrcl is over a 1 clB inrrrase iri PSSR whcri ttio 

LSTI optirriiziltion is usetl (D5.97tlB with LSTI versus 3-1.76dB n* i tho~~t ) .  

Iri orcler for the iniage sequencr. caocler to perfom1 r lir LSTI optirnization. t h ~  

roefficierlts in tlie S rriatris must eithtbr be calculatetl tltiririg the cotling stage or 

calculated off-line and reat1 into memory. Calculating the coefficients as need~tl is 

very cornputationally expensive and not practical. If the S matrix coefficients are pre- 

calculated. a very large amount of storage space is required-a fact that is amplified 

even further because coefficients are required for three dimensions. 

This storage problem can be alleviated by treating the LSTI optimization as 

multiple 1-D LSLI optimizations. just as was done for the LSBI optirnization in Sec- 

tion 3.4.1. Then. the coefficients can be stored treated and stored as 1-D FIR filter 

coefficients. In fact. the coefficients required for the LSTI calculations are exactly the 

same as those needed for the LSBI optimization because of the separation into 1-D o p  

erations (i.e. the same 1-D FIR filters are used in LSLI. LSBI. and LSTI optimization). 



Figure 4.8: Reduction of interpolation error using LSTI. (a) Without LSTI inter- 
polation artifacts are introduced when a high contrast edge cuts through a block. 
(b) With LSTI the effect of the edge on the reconstructed output is diminished. 



4.5 Results and Discussion 

Now that the operatiori of the ir~lage sequelice rodtlc has beer) drscribt.tl. the 

effects of the various pararrieters on the reconstructed output can he sliou-n ancl 

discussetl. The cluality of tlicl r~ronst ru~tet l  oatprit is bi~st~tl on a PSSR ror~lparison 

be ti veer^ tlitl output arid tlir t~rigilial irlliigt~ stJqurllcr. ;\ corrl~~lurlly usecl rlleasurer!leilt 

of c.otlilig efficienc~. is the nr111il)rr of \)its per srcontl recluiretl to trarisrnit thc sequericr3 

f r m  cocicr to  t lecocler. This rrieasurc.r~ic~rit rari so t r i t s t  irrlrs rriislr~atlirig as it is 

tl~perttltlnt on t h~ franltl rate. of t llal original stbclurbnccl. Tlirrrfc~r~ t hcl infortliat it111 

conlpressiori ability of tlle vitlrt~ (*otltlr is tho ayclragtl uu11it)rr of hits ptsr vosc.1 rc~cjuirt~tl 

to coda tiit) iniagr srclurhric-fa. C;i\-rri t llr frurricl rate. it is siniple to c-onwrt i)rtnc~c~ri 

bits/voscl arid bits/sc~c*orlcl. 

.-1s 111011.11 i11 this chapter. t ll~rtl arcb r11;iny pararrietcbrs involvt~tl ill  this particulilr 

cotling niet liod of inlage ssrcluc~ric-e clat a. Each pararrlrter affects t tie cluaiity. rompres- 

siori ratio. or c*omputatiorlal spred in ciiff~rorir \vilys. That) paranietchrs anti their 

rffects will be discusseti arid output esaruplrs will be sho1vr-11 in tile following s~ctiorls. 

4.5.1 Effects of Spatial and Temporal Block Sizes 

The mininlunl spatial block size arid spatial 11SE splitting tolerance will. ob- 

viously. affect the spatial quality while the corresponding temporal parameters affect 

the output quality in the tenlporal direction. In general. a low USE splitting toler- 

ance (i.e. splitting will occur even for small interpolation errors across a block) will 

result in large numbers of small blocks to be interpolated by the decoder. 

To show and example of how large temporal and large spatial block sizes (or 

large temporal or spatial interpolation error) affect the interpolated output. the "foot- 

ball" image sequence is coded first using a large error tolerance for splitting in the 



Figure 4.9: - in  original franltl f'rorll t h c b  -Foot t~all" inlap) S C ~ ~ I I C I ~ ( ~ ~ ~ .  

spatial dinlensions while k~eping  the temporal error tolrrarire sniall. The. seclilt3nrtl is 

tlleri cvotled again with low spatial error toleranw and high tetrlporal error tolerance. 

Figure 4.9 shows an original frame of thtl "foot t~all" sequence. This scquencbcl provides 

many challenges to a ~ic l ro  cocle~ system as i t  contains a large aniourlt of motion as 

\yell as sharp edges (the lettering on the players' jerseys) ant1 detailed tpstures (the 

grass). Figure 4.10 sholvs kames from t h~ reconst ructecl "foot ball" sequence when 

large spatial errors are allo~ved and large temporal errors are allowed. For a proper 

comparison. both sequences were coded at the same bit rate (1.69 bits/vosel). 

-4s can be seer1 in Figure 4.10(a). the large spatial block sizes remove most of the 

high frequency information in each frame giving it a blurred appearance. However. it 

does contain large numbers of samples in the temporal direction. Even small amounts 

of motion can be seen from frame to frame. To contrast this case, Figure 4.10(b) 

shows how large temporal block sizes produce blurriness in the temporal direction 



(a) 

Figure 
sizes. 

(b) 

4.10: Example showing the effects of (a) large spatial and (b) tempori 31 block 



~vhilt. small spatial block diniensions enable sniall details to be seen in each franie. 

The temporal 1)llirriness is sorrieivhat interesting as details frorn surrouriding franies 

can be seen iri the current frame giving it a sornenliat cliltteretl appearance as r~ioving 

ob j~c t s  fade in arid out of view owr a numbrr of frames. 

Tllestl are sonic estrenw cases of large block sizes. Tlie PSSR is cluit~ Ion. 

for both oiitput sequences: 23.7dB and 22.StlB for tlir seqlicnces represeritrtl t)y 

Figures 4.lO(a) arid -L.lO( h) respect ivelj-. 111 practitltl. a balaricc bativc3c1i spatial aritl 

t.er1lporal tlrror can protlure a niorcb pleasivg output at il siniilar bit rate. 

To ill~istri~tr thtl efft.cts uf t licl spatial and tenlporal SISE split tirig r liresholtls. 

arl irriagt) srcllrtlIicBe can be chucl~tl i u ~ l  ilrcotletl r~iilltiple tinies witti different tliresholcl 

ralues. 111 Figurtl 4.1 1. t h~ spatial LISE split tirig t hresliolti is swept acgross \-ario~is 

\-allit3s for tlach ceotling arid tiecotling uF ttlt> "~vostt~rrl" spcluerircl \v.liilc tioltling rlrc. 

teniporill splitting USE constant. Tlw "ac~st~rri" srqllrrlcbc> tias sonlrivtiat less lllotiori 

arltl high freciueriry rest urrls t liar1 t htl "foot ball" secpiencr but is morr c-oui ples t tiall 

the "Iliss ;\merica" sequence. This rnak~s it a gootl srquc.rlc*c3 of average coniplrsity t o  

cotle and decodc. Furthernlorr. it has spatial climerisions of 2.56 x 26G ivtlich som~\vliat 

eliminattls the rieetl for the modified splittirig niethotl clescribed in Section 4.i3.2. 

The effects of the temporal USE splitting threstiold are shown in a siniilar 

manner: the temporal threstiold is changed for each coding/decoding operation rvhile 

the spatial threshold is held constant. For the **nestern*' sequence. the resulting PSSR 

vs. bits/voxel curve for this operation is shown in Figure 4.12 for various spatial SISE 

threshold values. 

It is easy to observe that as the splitting threshold (temporal or spatial) is 

increased. the quality of the image decreases along with a corresponding decrease in 

the number of bits/voxel. Both of these effects occur because when using a higher 

errar tolerance. less splitting is performed resulting in larger blocks to be encoded. 



Figure 4.11: Tlie "\vestern" irriagc stlcluenro PSSR rs. hits/rosc~l during ;I sa.clt.p of 
thtb spatial USE splitting thrrsiloltl ivhilr thtl t~rriporal split.tirig thrc.sllol(1 is ilolti 

('Or1StaIlt. 
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Figure 4.12: The "western" image sequence PSNR vs. bits/voxel during a sweep of 
the temporal MSE splitting threshold while the spatial splitting threshold is held 
constant. 
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Larger blocks-ant1 corlsequently. fewer blocks-generally rrsult in a lxrgrr interpo- 

latiori error ancl because there arc fewer blocks. a loii.er bit rate ran  bc achier-eci. 

4.5.2 Effects of Interpolation Discontinuities 

In Sectiori -4.J.R ir was disruss~d hnw fliscpontinllit ips in intrrpolatiorl can arise 

at teniporal arid spatial block boundaritbs. It was also sl~ou-ri h o ~ v  tlir cffrrts of 

t liesc discborlt inui t irs can bc mi~iin~izetl I)!- I~locli sizcl tbq~ializat io~i  tluring t lit. derotling 

process. This rc.sults irl a liigl1~3r cluality output  irrlagtl sclqucIirt~. For esarriple. in 

Figllrr 4.13 ti\-o ol~tpiit frames are slio\vn: 011t3 ~lrc~otlrcl nornially \v hilc1 t tie otlier 

is clrc*otltltl using BSE. Frorri t h o  outp~i t  irliagcts. i t  is apparent that tl lr l  block size 

rqualizatiorl riitltlio(l inlprows t hc  ot~tput  qi~alitj*: i l  gain of over '1 dB in PSSR is 

~ W ~ ~ P Y P C ~ .  

Iri grrwral. llrilrss t lir rriiriiniurn splitting rlinitbnsioris ha\.(% I~taori gloi)ally reac*l~r(l. 

t hi. BSE algori t lirn will improvr. t lie cluxlity of t 11r rrc-onst rt1c:tion. Figurt. 4.14 shows 

tlirl results of BSE over a ivide \ a r i ~ t ~ -  of corrlbirlecl t~niporal  anti spatial splitting 

t lires holds aheri corlirig the **~vestertl" irnage sequence. .is can br seen. ivtlen oper- 

ating at the same bit rate. the PSNR is higher for the coder usirig BSE than the one 

that does not. 

Since t liis algorithm can increase the memory and conlput at ionai demands. t lie 

decoder can select various levels of recursion. or no recursion at all. for the equalization 

process. .I lower level of recursion into the tree. until the mininiunl block size has been 

reached. nil1 result in a higher quality output. Thus. if quick decoding is necessary. 

a trade off between quality and speed niust be done. It is useful to note that this 

algorithm is done solely by the decoder. No change is required to  the coder or the 

format of the compressed data. 



Fig 
stru 
(a) 
a P! 

:.13: E 
frarnc 

.out us 
of ( a )  

.ple showing the effects of block size equalization 
om the "western" sequence coded at 0.32 bits/ 
and (b) using block size equalization. The resu 
4dB and (b) 30.8dB. 

Sho 
xe l  
ing 

m are recon- 
and decoded 
outputs have 



I I I I I I L r 

I t  

i 
i 

i 
.? 

- . , 

_ _ _ _ _ _ - - - - - -  
..-- .-- 

.A' ,/ 
' /' 

:- /' 
. , 

no BSE - - 
with BSE - -  - -  

1 I I I 1 I I I t 

Figure 4.14: PSNR vs. bits/vosei during a sweep of the splitting lISE threshold for 
a BSE coder and a non-BSE coder operating on the "western" image sequence. 



4.5.3 Effects of LSTI Optimization 

Similar to tlie 2-D case. the least-scluares trilinear interpolatio~i optirliization 

can be perforrrird by the cocler to rrsult iri a niortl accurate reconstruction I)! tlw 

decoder. This niakes it possible to off-load sonle of the c*o~~iputatioris 1111 tu t ht. coder 

whicli it; c l~s i rah l~  sincr fast tlt~cotlirig time is usually rricjre oftr.11 rpcluirctl tliori fast 

coding. Flirtllc!rniore. 110 cfiarig-es iirc ne~cletl to he nladr t o  t l w  tl~rboclcr or t t i t b  bit 

stream forniet . ena blirig t fir tlecisiori t o  perforrri LSTI opt iniizat ion ent ire1~- lip to  t lie 

coder ant1 iritltlpendent to the rest of tiit> s \ - s t~ r~ l .  

As nic~ntioriecl prrvioiisl!.. thr LSTI optinlizatiori ciotls [lot tlra~sti(.ally cbllarlg~ 

r l l f l   bits/^-oscbl r~cluir~mrrits u l  the irtiagc scclu~r~c*t~ us~iaily t tlr cliangt~s ;irih rriinisc~ilt. 

or c1vt3n rion-tbsist~rit. Sirirr t lir optir~~izatiorl is prrforrtit~t 1 or1 a 3-D hlocbk of  1-ostlls. it 

ir~iprovrs I~otti tlitl spatial quality arid t l ~ c  ttkniporal quality of t t ~ p  rcv-oristr~irtt~tI irriagr> 

sequenctb. It  is tlifficult to sliow tlitl tt.trlporal c~uality or1 a 2-D nit1diurri (i.cl. this pago). 

however t hcl spatial qilali ty iniprovc%m~rlt ran be twsily sllonri. ( ) 1 1 ~  rsanipltl stio~virig 

the results of LSTI optimization has already been shown in Figure 4.8. To illustratr 

this further. Figure 4.1; contains an LSTI optirnized output frame. tlie sarritl frarnt. 

number as shown in Figure 4-13 ar~d it is coded at the  sanir bit rate (0.32 bits/i.os~l). 

The resulting imiage sequence reconstruction has a PSSR of 29.4 dB-an increasc of 

1 decibel. 

In general. by using the LSTI optimization. one can expect to impro~e the 

PSNR of the reconstructed output by around 1 dB. This can depend somewhat 011 

the image sequence and cases of extreme splitting 51SE thresholds. Figure 4.16 sllows 

how LSTI optimization can provide an improvement over a aide range of splitting 

thresholds. For the "western" sequence. it can be seen that there is an improvement 

in PSNR over the entire range of bit rates when the LSTI optimization is performed 



Figure 4.15: -1 reconstructed frame from the "western" image secluence. coded at 
0.32 bits/voxel. showing the resulting improvements (over Figure -4.13(a)) from LSTI 
optimization. An improvement in PSSR of 1 dB (resulting in a PSNR of 29.4 dB) is 
achieved over non-LSTI coding. 
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Figure -4.16: PSNR vs. bits/vosel for the  vester ern" image sequence during a slveep 
of the splitting >ISE threshold for a coder that uses LSTI optimization and one that 
does not. 



by the coder. In fact. for nlost of t lie hi ts/vosel range. the increase is arouncl 1 dB. 

\\'it11 this improvement in rliind arid thtl fact that these are rlo recluiretl cllarlges to ttie 

decoder or any significant illcrease in the bit rate. using an LSTI coder is a sirriplt. way 

to increase tile reconstruoteti quality of the image secluerice. Tlic only tlisad~aritage 

is the esr ra c:oding t inie required. 

4.5.4 Effects of Frame Stack Size Selection 

T1iel selrctiori of tlic frame stack size also has ari effect or1 the  PSSR r s .  t)its/vos- 

($1 relatioriship. T~rripor:~l rrtl~indariries car1 t ~ r  rnorr easily tbsploiretl nlieu i\ I;irgtlr 

franie stack is us t~l .  For rsarriple. if a scerir within ari in1itg.c) stbcliitwrrB c-oritairls ;I 

stat iouary i)ackgro~intl wit 11 relilt ii-clly little niot ion. \-cry long blocks in t l l t x  tcr~iporal 

tlirtv-tior) (*;111 bc (nrratrti \ I - l i i l~  still nlairitainirig low iritrrpol;~rioti tlrror. . i t  the sanitk 

tirrie. these t,eniporally lotig blocks caarr have snlall spatial tlir~it~nsio~is iri  order ro re- 

coristrurt srrlall spatial details iri  tlw static parts of the scc1ne. .\ goocl csan ip l~  uf 

this type of sceIir is in the "Miss .\nleric*a" srquencVp iri  ~vtlirtl ttierc is very littlr nio- 

tiori. The bits/\osel requirements of this type of image sequericr car1 br significantly 

lowered hy iricreasing the size of the franie stack. 

The effects of frame stack size are shoivn in Figure 4.17 where the PSSR 

vs. bits/vosel is shown ivliile the stack size is gradually charigecl from 2 to 33 frames 

while holding all other parameters constant. -4s the stack size is increased. the number 

of bits/vosel decreases while the PSNR only varies slightly. It should be noticed in the 

plot that the sequences with fewer motion components benefit more from an increased 

stack size and are more easily compressed. 

The benefit of a large stack size is apparent. .-\ very large frame stack would 

seem to be the best choice. This would provide the best compression performance. 



F i r  4 . 1 :  PSSR vs bits/\-osrl sliu~vir~g tlic ~ f f r c t s  of thp franic stack sin.. 

40 I I I 

lio\vevc>r it nlav not aliva~.s t)r frasibir to i lsr suc:Ii a largr sr;tck size. \!'it11 a111 irlcrt~asetl 

38 

stack size. the mernory r~quirenlents for both the coding arid decoding algoritlirri (:an 

I 

'football' - 
- 'westernm ---- 

'Miss Amencaw . . . - - 

bccorrie quite large. Sot orlly clo the estra  franies ilave to t)c storetl in tlietrlory cltiririg 

t tle processing. but the splitting tree sizc will also need to be espandecl. Therefore. a 

balancc between memory usage and stack size must be macle. 

4.5.5 Effects of Vertex Quantization 

In the compressed bit stream. the vertex values require the largest amount of 

information. Even with DPChI-Huffman coding, the number of bitslvertes can still 

be on the order of 5 t o  7. Compounded with the possibility of a large number of 

vertices in an image sequence. it is easy to  see why the vertex values take up the most 

information. -4s found in Section 3.3 for the 2-D case. one of the simplest solutions. 
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Figurr 4.18: PSSR vs bits,/\-osel shoairig tlir effc~ts of  rertes cluantizatiorl. (2 is 
s~vept from 1 t.o 1'28. 

which turns orit to br one of t h ~  I~est solutions. is to cluantizrb t h ~  vertrs values before 

DPCS1-Huffman coding. By simply d i ~ ~ i d i ~ i g  (lac11 vcrtrs value by tht1 constarit factor 

Q and truncating the result . the bits/vert es  can be r~ducect significantly depending on 

the value of Q. During the reconstruction stage. the decoder simply multiplies every 

vertes by Q before using as a corner value for trilinear interpolation. Furthermore. 

since the interpolation is performed using full arithmetic precision. the *-onion ring" 

effect. commonly seen resulting from the quantization of image or video data. is 

avoided. 

To see how various values of Q affect the coding and output quality of an image 

sequence. a plot illustrating this is shown in Figure 4.18. In the figure. the points on 

the graph correspond to quantization coefficient values of Q = 1. 2. 4, 8. 16. 32. 64. 

and 128. From the plot. it can be seen that as Q is increased (i.e. the vertex values 



Figurr -1.19: Spatial SISE splitting tolrranct~ snt3t.ps for t tic) "foot l~all" i n i a g ~  sPcltien(:c1 
lisirig vertes cluarltization fartors (Q) of' 1 anti 4. 

are more flea\-il  quantizetl). tfie nunit~er of bits/rosel is reducetl. For changes in (2 

while it is sniall (1 5 Q 5 8). the resulting changt. in PSSR is ncagligible which is 

quite usehil as tlie bits/vosel can IF reduced with little effect or1 PSSR. It car1 also 

be seen from the figure that for image sequericetl that haye more vertices to cocle 

have the most to gain by vertex quantization. This is \\*ell illustrated by the PSSR 

vs. bits/vosel trace for the "football" sequence. 

Since the number of bitslvertes can be reduced. a denser sampling grid can 

be employed to retain more vertices. Therefore. at the same bit rate. the quaiity 

of a reconstructed sequence can actually be increased b~ vertex quantization. This 

is shown for the **football" sequence in Figure 4.19 where the spatial XISE splitting 

tolerance is gradually changed with vertex quantization factors of 1 and 4. The 

improvement in PSNR can be seen over the entire range of splitting tolerances. For 



esaniple. at around 2.5 bits/vosel there is an inlprovernent in PSSR of 3.3 dB for the 

coder using Q = 4. Thus. a radical inlprol-enierit can ljr gainnl IIJ- quantizing the 

vertes values so that more vertices can be incl~lded at the sanie bit rate. 

4.5.6 Arbitrary Spatial Dimensions 

111 Sec*tion 4.3.2. i t  was sliown how t l l ~  noti-uniform sarrlpling grid can hc 

generated for a given 3-D block. It was also rlientiorled tli;lt if ttitl spatial dirllrrlsiolis 

of t t ~ c b  block arp tiot of the t'orni (2" + I )  x (2" t 1). fairly largr hloc*k siztls ran renlairi 

after sl~btli~.isiori that caritlot he spatially spit further. This psoblerli t~scalatcs rvlitlti 

the. aspect ratio of' t htl inliige serluencrb citlriatt~s from L : 1. 

Tht1 prol~lern of ikrbi t rary spatial dirnmsions can t ) t b  alle~.iatecl by niotlif?.irig 

the codflr arid (Iecocler to allow Ilorizontill o r  wrtical splits n-lieri rrcluircbd. \\-hen 

a block has one side tiiar cannot hrl subtli~idtrl filrtlier. an indication to split will 

hc1 interpretrc! as a subdi~*ision into r1.o blocks along tho i ~ ~ i s  that car1 support the 

split. This ivill result in a somenllat larger split t i~ lg  t rep that ail1 increase the  averagtl 

number of bits/\-osrl of the compressed image sequence. H o ~ v ~ v ~ r .  it can result in a 

higflrr quality reconstruct ion. 

In Figure 4.20 the effect of the arbitrary image sequence dimension allowance 

is shown for the coding and decoding of the "football" sequence. This sequence 

has spatial dimensions of 350 x 240. which yields an aspect ratio of 1.46 : 1. With 

large amounts of recursive splitting. blocks of size 4 x 2 (in the spatial dimensions) 

may result. These blocks can no longer be quad-split. h single vertical split ~vould 

cleave this size of block into two blocks: 3 x 2 and 2 x 2. In the figure. the spatial 

and temporal 4ISE threshold is swept using the regular splitting method and the 

splitting method that allows for arbitrary spatial dimensions. The effects are also 
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Fig~irrb 4.20: Combin~cf spatial a11d t~niporal  JISE splitting tolerance s\t.etlps for t tic. 

.*foott)all" iniagc srcluerlcr using vrrtrs clltiiritization fikct.ors o f  () = I arid (2 = 4. 
with anti witlioiit arbitrary spatial clitrirrisions allo~va~irt~. 

cletriorist.rat~tl for a wrtes quantization factor of Q = 4. It  (*all be seer1 that the c-oder 

\vhicli is designed to accorrirnodate arbitrary spatial dinlensions can code the in lag  

sequence with a nicler range of bits/vosel and PSSR. At liigher bit rates. higher 

cpality reconstruction is possible since smaller blocks (more ~ertices) can be used. 

Ho~vever. for Low qua1it.y coding, the figure clearly shows that the arbitrary spatial 

dimensions allo~vance increases the bits/vosel slightly because more bits are required 

to represent the splitting tree. 

-4 more visual example is portrayed in Figure 4-31. Shown is a reconstructed 

frame from (a) the regular coder and one from (b) the arbitrary dimensions coder. 

These sequences were coded with approximately the same number of bits/voxel: (a) 

at 2.68 bits/vosel and (b) at 2.69 bits/voxel. Kormal splitting tends to result in small 



rectangular shaped blocks. This is quite noticeable i~tieri looking at the lettering on 

tlie players' jerseys or tlie stripes on tlip players' pants. This happens because the 

resolution ill tlie horizontal dircrtion is l in i i t~d ivlirre thtl unsplittablt~ 4 x h r  3 x 2 

blocks are situatecl. In Figure 4.'2l(b) t tiis problrni is fisetl by the arbitrary dinierlsious 

a1loivaric.t~. I t  is interesting to note that thc iricrras~ in PSSR is ~iegligii~lr (0.08 tlB) 

but tlw increase in visual quality is quite apparent. 

Criltlss very low bit rate ridtw codirlg is rchquirc~d. it is aclvantageous to iniple- 

rlierlt t lltl ttlotlifirti sli bdirision process that allon-s for i1rbitrar~- image tlirnc1risions. 

Tlir cotlec system can then realizo wit1c.r ranges of bit rates ancl cliialitit~s. arid car1 

ptlrforrti lossltlss cotlirig of an irriage sequenc+t.. 

4.5.7 Comparison Between ALSTI and MPEG Video Coding 

S o ~ v  that the effc%c.ts of it11 t h~ corlirlg pararrietrrs of the ALSTI c.od~r tiart. b o ~ n  

t~splor~cl.  a propor c~ornparisori c-nri be mad(. ivitli an psist irig ricleo (aotlrr: the .\IPEC; 

video cotier. Froni the p r ~ r i o u s  sertior~s. i t  ivas SCPII that tlit. ALSTI ceoder perfornis 

best by using a combination of LSTI. BSE. and a moder;rte cluantizatioti coefficient of 

1 5 Q 5 8. Furthermore. for sequences nit h arbitrary spatial dimensions. it is useful 

to include the arbitrary dimensions allowance nlodificatio~i to the splitting process. 

It was also shown that a large frame stack size is advantageous-if the memory 

requirements do not become too great. -A general overview of the MPEG video codec 

was given in Section 1.2.2. In this section. the AIPEG cocler and decoder used are 

the "Berkeley MPEG-1 Video Encoder'' [28] arid the "Berkeley MPEG Player" (291 

respectively. 

By using the *mfootball" and "Xliss imericd' sequences. a good comparison 

between the ALSTI coder and the SIPEG coder can be made since the two image 
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Figure) 4-22: C'orrlparisori b(1t1vceri ALSTI ilrltl NPEG video c*oclirig usirlg t l l ~  

"foot ball.' iniagr srrlliencr. 

secluericrs are uf tlrastic*ally difft'rcnt types: the "foot hall" secluenrtj contairis high 

spatial frequ~ncies ant1 Fast rnotion. ntiile the "Sliss .-\rrlc.rica" seqllenc-r contains 

Fairly simple slow moving objects. Therefore. best rasp ant1 worst rase cornparisoris 

can be drawn. Figures 4.22 axltl 4.23 show the ALSTI vs. SIPEG cornparisoris For 

both the **football" and "1Iiss America" iniage sequences. In the figures, the ALSTI 

traces are a result of s~ireeping the combined spatial and temporal 1ISE splitting 

tolerances so that a wide range of vales can be seen. The PSNR vs. bits/voxel values 

for the AIPEG codec are obtained by using various allowable combinations of I-. P-. 

and B-frames. as well as varying the Block DCT quantization factors. I t  should be 

noted that the highest bit rate shown for the MPEG coded sequences also represents 

the highest quality possible. This was achieved by using only I-frames and the lowest 

possible quantization values. 
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~ \ ' I ~ c I L  r?s;kniining Figurcl 4.22 it is cltlar that over its rritirr rarigt3 of bits/vosrl. 

t h ~  .\[PEG coclec achie~cs superior PSSR val~les ro t . 1 1 ~  ALSTI codec wi th  (2 = 1. 

The ALSTI cotlec with Q = 4 is also outpe~formetl by tlie .\[PEG coticc. except in t tip 

region of high splitting: the ALSTI coclecb ( Q  = 4) can produce a higher quality output 

than NPEG. Furthermore. the SIPEG codec cannot produce any higher PSSR than 

shown. where the ALSTI codec with Q = 1 can perform lossless coding of the image 

sequence to produce an infinite PSNR. 

For the simpler "Sliss America" image sequence. a more similar performance 

between the ALSTI and SIPEG codecs can be seen. In fact. at around 0.3 bits/voxel. 

the performance is virtually identical. Furthermore. as seen with the -football" se- 

quence, the ALSTI codec with Q = 1 can produce a higher quality output than is 

possible with the MPEG codec. Also, in the extremely low bit rate range. the sharp 



drop in quality for the .\[PEG codec suggests that if the bit rate is reduced further. 

the ALSTI codec may achieve better coding performance. 



Chapter 5 

Conclusions and Further Research 

5.1 Summary of Thesis 

Tllr ri-ork presentt)tl it1 this tllrsis tias priniarily cltlalt wi th  thtl itifomlation 

rornpressioti of digital iniages aricl video. The rnrtliotls tlclscri l w t l  it1 tletail wort. t~asetl 

on an adapt iw sarr~ plirig and interpolation scllenic. I11 Chapter I. t tie reasons hrhirltl 

digital iniagc and video rorl~pression were gil-en. along with the definitions of sonie 

cbommon image ant1 video codirlg performance metrics. Theri. a corlirnonl~. used iniage 

codec. JPEG. and a farriily of video codecs. AlPEG. H.261. and H.263. were descrih~d. 

along with their advantages and shortcomings: it was these shortcomings that were 

the motivation behirid the work presented in this thesis. 

The adaptive interpolation algorithm for image coding was described in C h a p  

ter 2. starting with a detailed background of linear and biiinear interpolation. It was 

then shown how an image can be adaptively subdivided in to smaller sub-blocks. and 

how the size and position information of these sub-blocks can be efficiently stored in 

a quaternary tree structure. 

In Chapter 3. issues concerning the implementation of the adaptive interpo- 



lation iniage coder [yere tliscussecl. i i r ious  bilinear interpolation mcttiods were in- 

troduced ant1 ant1 coniparetl. Baser1 or1 interpolation accuracy a~it l  speed. it \\.as 

fourlcl that the DD-4 iniplcnie~itatiori was tlie best clioicr. Tlie efficierlt storage of tile 

adaptive split timg trec3. based on bit patterns arid L Z W  compression. was disclissed. 

It  was also fourltl that irliages ilnving arbitrary dinlensions coulti not hr sltbdivitletl 

d o ~ ~ r i  to tlitl pixel ~ P I - C ~  so that lossless codirig roultl rlot hr perfornied. A solution. 

t~aserl or1 ;I niot1ific:ttion ru ttir trccl structurt3. was givt.11 iri  orclcr to illleviatr this 

probleni wit 11 urlly a rllinor titlgratlat ion to t llt1 c~otllpression performarirt.. Iri Chap- 

ter 3 .  it was also sllonrl how t lir cjffects of i ~ i t ~ r p ~ l i l t  iori discorlt inui t ips. arisirig fsoni 

(liffcrcl~it sized t)locsks lying atljar~rlt to orir ariothtar. could bo r ~ d ~ i c ~ ~ c l  Iy i\ h1oc.k 

siztl rclualizatio~i algorit hrri t hiit is pc)rforniecl (iuririg t lit) irrlagp rt~coorlstrlir.t io11. Tlltl 

storagv of t lie vert ires lyirig 011 t llr. adapt ivc sar~iplirlg grid was also ;~tlclr~ssetl illid 

an esarripltb showirig lioa vertrs quarit izat iorl rim I)(. ~ l s t ~ l  r o  fiirt her corrlprrss t ht' 

information recluir~rl for tiles(. v~rtices. The 1-~rtic*rs \\.ere stored by a 2-D DPCSI 

algoritllnl foilowrcl by Huffniarl coding. By using r~nsignetl 8-bit arithrrletic. it was 

stio~vn iiow the DPClI-Huffinall coding roultl 1 1 ~  nlado more ~ffirient. Thc Least- 

Squares Bilinear Interpolatior~ optinlizatiori ivas then described. I t  was shown how 

this optimization could be performed by the cotler to result in a higher cluality re- 

construction. The problenl of' LSBI coefficierit storage was also solved by describing 

tlow the LSBI optimization is simply a series of 1-D LSLI operations. Finally. re- 

sults of using the Adaptive Interpolation image coder were shown and a comparison 

between the ALSBI and Block DCT image coders was given. It was found that the 

ALSBI coder performed quite similarly to the Block DCT coder in most cases and 

outperformed the B!ock DCT coder in two-toned image compression. 

The discussion in Chapter 4 was devoted to the description and implementation 

of a digital video codec based on an extension to the Adaptive Interpolation method 



into three tlirnensions. Triliriear interpolation-the basis of tliis video coder-was 

discussed in cletail. .Just as i r i  tlie 2-D case. it was fourid that. based on accuracy and 

speecl. the best trilinear int~rpolation irriplenientatioti was tlie DD-4 method. Thr 

gerleratiori a~icl representation of the adaptive sanlpling grid was also clescribetl. For 

il 3-D vicleo signal which has tlie acldetl dirrirrision of timr. tlir coric~pt of tenlpor:ll 

splitting was introtl~lcetl ant1 tlitl splitting trer was changed to a quattlrriary-I~iriary 

t ree nlierr q~lacl-spli ts were perforrrled in t lit. spat i;ll dinlrrisioris arid hi~iary-splits 

\wre done iri t h ~  ttmporal clinrrusion. I t  was showrl that this nicthocl of splittirig car1 

result ill sigtlificarit conip~i tat iorlal savings irl t 1 1 ~  coder i)t~*i~tlst. the interpoli~tiori error 

over iui entire block tlors rlut li;1vc to i)t. c.valr~ittcvl: orily thc front arltl I~ack hces  tlt.rtl 

t o  br) esarninctl for spatial splitt irig. anti for tt~niporal splitting. urlly t l i ~  four pdges 

tlstending into the tc3nlporal clirrclt ion netlcl esaniiriing. I t  was also sho~v~ i  that if t lit. 

spat iiil tlinlmsiorls of tilt. inlag[) srclclerlrr art1 not of the forr~i (2"  - 1 ) x (2" - I ) .  losslt~ss 

coding of thc srcluence is riot possible without niotlific-at ions niacle to t htl split tirig 

process t o  allo~v a rh i t rap  spatial climcnsions. Tlie met liod for block size eqcializat ion 

was reviewed iri orcler to reduct. tlie effects of int~rpolatiori tiiscontinuities iri three 

dirnensioris. The 3-D DPCAI-Huffnlatl coding of the vertes mlues was described 

and vertes quantization was revisited. Tlien. the concept of Least-Squares Trilinear 

Interpolatiorl was introduced and an esanlple ~vas shown into how it can be used I y  

the video coder to increase the visual qualitv of a reconstructed iniage sequence. It 

was also shown that the LSTI coefficients required no more storage space than the 

1-D LSLI. or 2-D LSBI coefficients. Finally. the effects of varying the ALSTI coding 

parameters were shown and discussed along with a comparison between ALSTI and 

XIPEG video coding. 



5.2 Conclusions 

5.2.1 ALSBI Image Coding 

In general the -1LSBI iniage cbodec prrfornls quite comparably to tlw Block 

DCT cotler. Nany of the disoclv;~ritages associatc~tl with Block DCT coding. slicli as 

t11oc:kirless. wa~*in~ss or "ringing" around edges. ant1 poor coding perforriia~iccl with 

iniages coritaitlirlg many high rorltrast eclgrs and/or low riiirnl~cxrs OF grcyscalt~s. cbarl I)(.  

aroitled at tlio sarntl level of conipression. Blockinttss is a\-c-oicl~tl bt \ca~~sr  r.11~. .-ILSBI 

(*otltlr is riot. it1 tlicl strict sc~rlstx. il 1:lock-l~asrrl cutler. I t  ~isually LISPS rriarly diff~rent 

block sizes tvllrrtx tht. blocks arr iiot us~~ally visihl~ (lue to the sharing o f  cotrimon 

ctlrner points a~id  bilirkear intrrpolat ion. Tlir Block DCT coder has problenis wi t.11 

edges. sonlet inicls protlucirlg wal-iness il l  t tic out put. This is also t lip reilsoil i~cilintl its 

poor pt!rforrrianc.e ~ r i  t 11 irriag~s oril?. having lory nurri1)tlrs of grt~yscalt)~ (or t ivo-t o tied 

images) as \yell a s  iniagrs containing many high contrast ~ t l g ~ s .  TIIP .-lLSBI coder 

aroids this problem by simply allotbat ing nlortl sarriples arouncl t>dges. allowing For a 

higher quality rt~cor~struct ion. 

The .-\LSBI coder does not use any transform based coding. Thus. a (poten- 

tially) cornputationally intensive transform is avoided in both the coder anti decoder. 

R'hen cornpar~d to the DCT. this is not too much of an advantage. since the DCT has 

been highly optimized over the years [%3]-especially for fixed sized blocks. In fact. 

the ALSBI image coder requires more computations for higher quality reconstructions 

than for low quality reconstructions because more splits and interpolation error cal- 

culations are required. Furthermore. optimizations for improving the output quality. 

such as the LSBI optimization performed by the coder and block size equalization 

performed by the decoder. require additional calculation time and sps t em resources. 

However. for most images and output qualities. the ALSBI coder and decoder do not 



require much more time to ronipute tlian their Block DCT counterparts. 

Lossless iniage conipression can also 11r prrfornletl by the -4LSBI codec. This is 

a grrat ad\-antage because the Block DCT coder rannot achiev~ lossless compressiori. 

111 ttitl .]PEG standard. there does esist a lossless .JPEG conipression ~riethotl [I?]. 

Ho~vrver. it is a corripletely different algorit hni and is riot very popular. Ki th  the 

ALSBI cotl~c. lossless image codirig can t ~ t ~  achieveti wit tiout tiaving to  rlla~ige t lit. 

algorit ti111 usetl. 

Ovttrall. t lie ALSBI c-ocler avoids Block DCT art ihcts. perforr~is reasoriably 

avll or1 irliages ha~irig rcduc~ti n u l l ~ l ~ c ~ r s  of grryscales. is cor~iparal~lr in c.unipotatioria1 

c*ot~iplrsity. arid (-as1 acllie\-r losslrss iniagr (.or~ipression. This rriakc)s it a rru~ch rriort. 

flrsiblr iniagc ceodcr that car1 aciiic3rcl approsinlately ttitl sanw quality arid cornpr~ssiorl 

as a Block DCT coder. 

5.2.2 ALSTI Video Coding 

The ALSTI video cotl~c.  I ~ ~ i r i g  basrcl on tlitl sanir priricipals as tlw ALSBI 

image codec. also does riot suffer from Block DCT artifacts in the spatial doniaiti. 

So. unlike the AIPEG codec at low bit rates. the ALSTI video coder will riot exhibit 

blockiness. and "ringing " around edges ancl moving objects. Furthermore. the ALSTI 

video codec does not require any motion estimation, which is essential to SIPEG video 

coding. This makes it quite at tractive because of its low computational complesity. 

However. due to the recursive nature of the ALSTI method. higher quality recon- 

struction requires more calculations than for lower quality reconstruct ion: the codec 

is fastest on medium to low output qualities. Thus. as was seen when coding the 

highly complex "football" sequence. ALSTI with Q = 4 did perform better in TSSR 

at around 4 bits/voxel (see Figure 4.22). however this was encoded with a high degree 



of splitting. which resulted in slower operatiotl. especiall?- for the coder. 

.lltllough the -1LSTI codec ran  protluce a lliglier PSSR than the l lPEG video 

rodec. it does so at the expense of higher bits/vosel. For t h e   football" iniage se- 

cluelirr. within the .\[PEG rodec's rarige of bi ts /~osel .  .\IPEC: easily outperforr~~s 

ALSTI by rip to 5 . ;  dB. Holwver. outside tliis bits/\.ose: nlrige. .-\LSTI can eric*otle 

t hr video sequerlcc in a lossless niariner-somrt hirig t tie UPEG cutlpr rarillot tlo. For 

less conlples image spqucnces. such as the "Sliss .-\nieric.aS' sclquencci. the ALSTI rotlrc 

riviils -but does riot t ~ s c ~ ~ t i -  t h~ ptlrforniaric-tl of .\[PEG. Thrr~forr. ALSTI \voolci 

best srenl suited for cotlirlg irrlagr sc3cpencps of io~v coniplrsity -riclelo r*u~lferrncing. 

for clsar~lple. Overall. the -1LSTI codt~c is a rrlore \-t)rsat iltl cocl t~~ which can proclucfi 

witler rZlt1ge:c.s of bits/vosel arid PSXR t llan LIPEC;. Howrver. nlirrl opttrat irig at t lit) 

sarnik bit ratti. LIPEG irsoally will outpc~rforni ALSTI in PSSR. 

5.3 Recommendat ions for Further Research 

5.3.1 ALSBI Image Coding 

In order to investigate improl-enients to the ILSBI ir~lage coder. a few sug- 

gested ideas can be given. It was shown in Section 3.S that the vertex values require 

the largest amount of information to  encode. If the number of bits/\-ertes could be 

reduced further. the overall bitslpiuel required by the coded image could also be re- 

duced. One course of investigation could be into the vector quantization of the vertes 

values or perhaps another type of error minimizing quantizer-one of which may lead 

to better results than the scalar quantization used in this thesis. It may also be pos- 

sible to  change the quantization level for different areas within the image. This could 

be used to  increase the quality of important details while allowing unimportant areas 



of the image t o  be cotled with fewer bits. Tiir bits/vertes may also be recllicecl t ~ y  

replacing tlie Huffnlan coder with a rliore optinlizecl entropy coder. sticli as an arit h- 

rnctic codw (21 or a Huffniari coder with fisetl output codes that are optiniizecl for il 

large riuniber of iniages (so that the Huffrrlan tiecoding table does riot hale to be sttnt 

to the decoder). .\riot her avenue of approacli into reclucing t lie storage requirenicnts 

of the wrticrs would be tlir investigatiori into a lossy DPCLI coding algoritlirri for 

cotling of the vrrtrs values. 

.Allot tlrr interesting irripro~-errlent woultl btl to sonielio\v corrlbirltx tlltl LSBI up- 

t inlizat iori alorig wit 11 vctrtrs quantization. This nlay not  tlecreasc t lir t i  rs/rc.rtt~s. 

IN t i t  niigllt iricr~asr t lie rc~cgorisr nic*t ed iniagr qiiali ty. Furt iierniore. t iie LSBI solli- 

tion (stlo\vri irl Eq~iatiori 3.3) tlors riot rrirrely llaw tu br applied to one block at a 

tirnrl. I t  is possii~lr t o  lisp Equatiorl 3.3 to optiniiztl ni~iltiplr hlorks uf vzlryirig sizes 

at onre> atiich \ ~ o ~ ~ l c l  rrslilt ill a lower irlterpolation prror. I t  is e\-rri possihir to op- 

timize over t l l ~  entire splitting gricl. However. tlic conlpcitatio~ial costs uf rloing so 

aotild he inipractical. So. it  may t)e possi1)le to prrforn~ tlir LSBI optirliizatior~ over 

regions of the irnage instead of just optiniizing individual blocks. This ~votilcl reduce 

the reconstruction error further. 

Splitting ari iniage into rectangular blocks might not be the optinium subdi- 

vision niethod for image coding. It has been suggested in [30]. that it is possible to 

subdivide images into triangular sections. This may lead to more efficient coding be- 

cause fewer vertices are required to represent each triangular section. However. since 

fewer vertices are used. triangular subdivision might require a deeper level of recursion 

(i.e. more splits) to achieve the same amount of detail as rectangular subdivision. 

The speed of the bilinear interpolator might also be increased by using a 

hardware-based interpolator* In computer graphics. bilinear interpolation is used in 

Gouraud shading of arbitrary polygons (201. Since most personal computer graphics 



accelerators inclutle l iard~are  support for Gouraucl sliatling. they ivoulcl also perforrii 

bilinear i~iterpolatio~i very quickly. For ; \dapt i r~  Interpolatiorl image codirig. tile 

polygoris that rt~quirr interpolation are simple rectangles. Sonw i~ccelerator irnple- 

nientatio~is may requir~ tliat arbitrary pulygons i)e collr-erttltl to triarigles. Tliis is a 

trivial operat iori i ~h r l l  t lie polygoris are rectangles. So. by using a graphics a(-ctller- 

ator to perform quick bilinear interpolations. the tinltl rrcluirrd for hot11 coding ant1 

decocling c*ould bp rrtluccd. 

F i l l .  i t  has t~rerl suggesteti in [ 161 a~icl [ i4 ]  tliilt tiit' ALSBI itrlagr c*oni- 

prrssiorl sclictrlcl can 11~1 supplenientc~tl I)? applying a Block DCT cwtlvr t o  thtl i~ilagtl 

recurlst ruct.iori tlrror ( i.e. the ciiff~rence between t hrl actual aritl ALSBI ctrc*ociecl ini- 

agr). \vllicli is also k1io11-11 as t l l ~  residual error. In this w;ly. tlicl o i i tp~~t  irliap1 cl~~ality 

car1 tw ir~ipror~~tl I)!- tht. atLrlitiot~ o f  the  tlerotltld rrsictual values to the ALSBI clt~rocl~tl 

p i s ~ l  values. This i)ec*onies sorrir~~hat similar to a slil)-hard clrcorrlpositiotl schenitl. 

tvtiere the ALSB I c-liannel c-ontains most ly low frequency cnonlporiclrlts. nliilr t hc Block 

DCT c-hanrit.1 contains high frequrncies. The ordy disad~.antage is the large arrionnt 

of data requimcl to store tile DCT coefficients. So. if an a l t e rn i~ t~  trietliotl col~ltl br 

developed to store the residual error without requiring large anlourits of clata. the 

reconstructetl image quality could be vastly improved. 

5.3.2 ALSTI Video Coding 

Nost of the same recommendations given for the ALSBI image codec could 

also benefit tile ALSTI video codec. The vertices lying on the 3-D non-uniform 

sampling grid also require the largest amount of information for their representation. 

Thus. a more efficient representation would greatly benefit the video codec. The 

LSTI optimization could also be expanded to 3-D regions of a frame stack instead of 



indirictual blocks. The use of a graphics accelerator could also s p e d  up tlie trilinear 

interpolation process. Since Gourauci shadirig onl! uses 2-D t~ili~iear i~iterpolatiorl 

for '2-D pol>.go~is. t l l ~  graphics acrelerator could not perforrli trilinear iliterpolatio~l 

directly. Howei-er. t lie first two steps of' 21 r tiree-step t riliricar interpolation rnecliod 

(i-e. the hilinear interpolatio~l of tlie frorit aricl hitck faces) c*o~ild. a t  least. hr ptbrforrlird 

in hardware. ;\ltt~rnatcly. by first performing lirlc.ar irlterpolation of ttic four corner 

~ a l u e s  iri tlie teuiporal clirtlctioti. ~ac l i  franitk ir.itliin the 3-D t~lock c+otllcl i ~ c  scll)aratcllj- 

bilin~ikr intclrpolatrci, 

To l o ~ v ~ r  tht' hit rate. arid/or iricr~asr the output quality ftirtlirr. it niily I ) P  

pc~ssiblt~ to USP it foml of rnotiotl rstirrlatiuri with tho ALSTI i - i ( lw (*oclor. This ivo~ilci 

clraniatic-ally iricrt~asc. t l l t b  c*onlpti tat iorial loittl for t lip cotlcr t ~ i i t  t htl gairis in c1il;tlity 

aritl/or coniprcssion niay t ~ r  ar.11 wort ti i t .  -1 c~onil~iriat iori hrt w e n  rriot ion (1st inii~t iori 

ariti ALSTI cotling ivas ilt tclnipt c ~ l .  t luring t lir rc~srarcli for t liis t tiesis. I)j. siil)(iivitlirig 

a frarut. stucbk irito rhor~lboti~drons (parallt.l(~pipeds bouridrcl I)!. six congruent rhooi- 

buses [24]) ha.:ing r~ctarigrllar faces cotitairlt~d iri the spatial planes. Tllertb was grrat 

tlifficu1t~- in ensriririg that tlit> tlntire frame stack was covrretl I)>- tllil rhornboh~droris. 

Furthermore. tlie inforniatiori rrquirecl for thrb repr~sentatio~i of the splitting pro- 

cess became  quit^ large since a simple splitting tree was not eriough to describe the 

rhombohedrons covering the kame stack. ;\lthough this approach did not work well. 

there still may be n rnetliod that can successful1~- combine ALSTI coding and motion 

estimation For increased compression and/or reconstructed quality. 
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Appendix A 

Least-Squares Interpolat ion 

A. 1 Derivation of the Least-Squares Interpolat ion 

Equation 

The plirpose oE irltrrpoliltiori is to ilpprosimatc) ;I large set of values frotn a 

smaller set of knowrl values. In a ceodirig application (1-D. 2-D. or 3-D) the large set 

of values to be approsinlated belongs to the original data set while the snialler set is 

given to the decoder in order to reconstruct the origirial set. Slathematic~llly. this is 

equivalent to 

where x is the small set of data to be interpolated. A is the interpolation matrix. 

and y is a vector containing the original sample values or as in Equation -1.2 

represents the approximation to the original values created through interpolation. 



These equations can also be espressed as 

ivherp e is t hrl interpolatiorl wror (i.tl. t h~ error lwti~een t lie int~rpolatrtl ootput ~.allicls 

and tlie original values). 

I11 order to ~liiriirnizt~ the magnitutit~ of ttw interpolatiorl rrror ( / /el l )  in the l~as t -  

sqliarrs sense. tlie n11rir.s in x car1 he modified I I ~  ~ising tlitb i~iterpolatiori rliatris ant1 

t l i ~  urigilial values c+orltained in y. First. tlitl sclilar~d nlagnitutir o f  t t i t b  i~ittlrpolatiun 

error vector must hcl calculi~tocl: 

Then. substitution of with Ax (froni Equation -4.2) results in  

In order to calculate the optimal x vector that will minimize the interpolation 

error. the above equation must be minimized with respect to x. This is accomplished 

by first taking the derivative of Equation -4.6 with respect to x: 

At the minimum squared error magnitude, the derivative will be zero. Then the 

vector ic that results in the minimum squared error is found by solving the equation 



Tliis results in a solutiori for the ~ec to r  2 that will result in tlie minimum squarecl 

error niagnit uclc.--ahicli will also result in the niiriimuni nitwn squarecl error: 

I t  should l ~ t l  rlotetl that the solution of Eq~iatiorl A.8 cbari also result irl a rliasi- 

rniini ~.allir because the first derivativcl of ally furiction is t~ lu ; l l  to zcn) at r~lasinla ant1 

niinirlla. To erisurtl t.1iat f r~sul ts  i r i  a nlininltlr~i scl~iar~tl prror. tllr srcoricl clrrii.at+ivt~ 

of Eqiiation -4.6 with respect to x is talitxri: 

(1 ( I I ~ I I ~ ) ~  - 2 *-I-* - 
cl'x 

and t hr c~olunlris of A art. nun-orthc)gooa1 with tlecli other. it folloii-s that A*A > 0 

arid t 1111s. 

c i ( l l e 1 1 ~ ) ~  > 
cl'x 

which rrlrans that the squarecl error calrsecl hy interpolatirlg 2 will be a minimum-not 

a rnxxi~nuni. 

The equation for jc (Equation -4.9) is the result used in Sections 3.4 anti 4.4 

and is identical to the equation given in [El. 

A.2 Minimum Least-Squares Interpolation Error 

It is possible to caiculate the resulting interpolation error when using A to 

interpolate the opt.imized vector 5. This is done by using the definitions for % and 

the squared error lle1I2 given in Equations -4.4 and -4.9. Thus, the minimum squared 



error resulting from the interpolation of f by A can be simplifietl into a ~iunlber of 

different: fbrnis: 




