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Abstract

Characteristics o€loud to Ground (CGJightning over Alberta, Canada wenevestigatedoy

using 20D-2016 lightning data with data mining methods. The hotspot analysis was
implemented to find the regions with high frequency CG lightning strikes clustered together.
Generally,hotspotregions are located in central, central eamt south central regions of the
study regions. About 94% of annual lightning occurred in warm months (June to August) and the
daily lightning frequencywasinfluenced by diurnal heating cycle. The CG lightning frequency
associated withand properties wasnvestigated by measuring preference index (PI). The
association rule mining technique wasedto investigate frequent CG lightning patterns, which
were verified by similarity measurement to ch
CG lightning hazard map generated with 2€A@14 data was carried out by comparihdo
unprocessed raw CG lightning ddtam 20152016. The similarity coefficient valuesdicated

that there were high correlatisthroughout the entire study period. The actual EfBtning
generallyoccurredmore frequentlyin higher risky regions in the lightning hazard map. Most
wild fire (around 93%)n Albertaoccurredin forests wetland forests and wetland shrub areas. It
was also found thdightning and wild fire occur inwo distinct areasfrequent wild fire region

with a high frequencyof lightning, and frequent wild fire region with a low frequenafy
lightning. Further, preference index (PI) revealechtionswhere the wild fires occurred more
frequentlythanin otherclassregions As one of the potential applications of this reseattoh,

wild fire hazard area was estimated with the CG lightning hazard map and specific land use types.

Key words: Association rule mining, Data mining, Cloud to Ground (CG) lightning spiatt
Analysis, Canadian Lightning Detection Network (CLDN), Canadian National Fire Database

(CNFDB), Wild Fire.
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Chapter One: INT RODUCTION

1.1 Background and Problem Statement

Cloud to Ground (CG]Jightning is a common meteorologicdélazardin Canada and it is a
leading cause of many types of fatgliinjury, property damage, forest firandinterruption as

well asdamage to almostvery electrical or electronic systedbout 9to 10 lightningrelated
deaths and 18 164 injuries occur each year in Canactasing between $3.6 million and $79.2
million [1]. There is an averag# 816 fires ignited by lightning each year. These fires cause an
average of $16.4 million in property damage aetiveen3,900and5,300 insurancelaimsare
estimatedio be filedagainstlightning-related property damage (excluding fires) each y&ar
Around 75% of all forest fiearecaused by lightning, with these fires accounting for about 85%
of the total area burned in Cana@. CG lightning is the single largest cause of transients,
faults and outages in electric power transmission and distribution systems in lightoiney
areas and lightningsia major cause of electromagnetic interference that can affect all electronic

systemg4].

Over the past few decades, a series of studies fuamused onunderstanding the lightning
activities using different lightning location systems in maoyntriesand various areas. Spatial
andtemporallightning flash density andccurrenceare investigated i€anadd5-9], the United
Stateq10], Europeg[11], Estonia[12], the Mediterraneari13] andthe Global scald14, 15] The
consistentesults from all lightning pattern researches in different countries os arethatthe

vast majority oflightning over landoccurredduring the warm monthsviay to Octobey with a



strong peak in cloud to ground lightnibgtweenJune and July and minimum seasonal lightning
occuring in cold months December toFebruary. In addition, lightning strikes seem to be
affected by the influence dhe diurnal heating cycleThe distribution of lightning correlates
well with the diurnal temperature cycle over land. Howetrerse temporal patteriase only for
the GG lightning over landThe patterns can vary depending topographywith the existence

or nonexistence oWwater, weather conditions, and other specific properties as Welfact,
scientists are still unsure whesiad under what conditionghtning strikesoccur. The research
motive came fronthe question:If there areenough geaoordinated lightning datat may be

possible tdind aspecificlightning patternstatistically.

Therearenot many published research outcorfasthe relationship between CG lightning and
land properties. Thesavorks examine pesible impacts of land uses, soil types, elevation,
vegetation cover, surface temperatwenvective available potential ener(@APE), etetera,

on lightning[16-19]. Usually they normalize all the numberligihtning frequencyon aproperty
and compare which classesthin the property have mor€G lightning frequency han other

classes in each property.

This studyconsides individual lightning record data with correspondiland properties i(e.,
elevation, bope,land usessoil types) to finda specificlightning pattern usingssociation rule
mining techniquesAssociation rule minings an importantechniquein data mining which is
frequently used to discover all item associationst proceeds by identiipg the frequent
individual items in the database and extendimgn toalarger number of itemsetgaving more
than one itemand if theitemsets appear sufficiently often in the database can determine

thoseassociation rules which highlight generartds in the databas&s previouslymentioned,
2



the association rule mining a very efficient way to find frequent patterns, but #fécacy of
finding frequentCG lightning patternsising data mining techniquésis notyet beenresearched
to the best obur knowledge There ardour main proceduresn this study 1) Lightning dataare
investigatedby analyzing spatial and temporal distribution of lightning@) Relationshipis
investigatedbetween lightning and eacland property 3) FrequentCG lightning patterns
associated withfour land properties(i.e., Elevation, Slope,Land Uses, Soil Type) are
investigatedusing an association rule mining techniqu&he frequent pattern results from
association rule miningrerepresented as lzazardmap of lightnirg over Alberta, Canacl&)
Lightning patterds similarity areverified to identify the patterrieconsistencyor the entirestudy
area andhroughoutperiod The CG lightninghazardmapwas validated withunprocesseild

fire data

1.2Research Objective

This studyinvestigatesthe CG lightning patterngsingdata orlightning positions and associated

land properties over Alberta, Canada. Three main objectiibss studyareas follows

A Investigate spatitemporal distribution of CGlightning and lightning occurrence
tendency for each land propedwy over Alberta, Canagda

A Identify CG lightning characteristics associated with land properties by association rule
mining and

A Assesawild fire hazardous regiorsaused by lightning.



1.3 ResearchContribution

As previously mentioned, CG lightning is a leading cause of many types of fatalities, injuries,
property damage, forest fires, and interruptions or damage to almost every electrical or electronic
system. In addition, it causes serious economic losses everylyefact, scientists are still

unsure where lightning flashes occur and how lightning is created under certain conditions. The
technological advancement of CG lightning monitoring systems allows us to collect accurate and
sufficient data to analyze CG htning characteristics. Association rule mining is an adequate
technique to find CG lightning frequent patterns in a huge volume of data. We believe our
research can present general frequent CG lightning patterns in the study area, and the results can

be uilized as prevention plans to avoid any type of loss due to lightning.

1.4 Structure of Thesis

This thesis hasightchapters. In Chapterrn@,we introduce Cloud to Ground (C@yhtning and
various hazardtypes caused by the CG lightning/e investigate piedent researches and
present the general trends studiesof CG lightning. We also briefly introduce our research
methodologies for understanding overall conté¥e set research objeéas and suggedhe
expectedesearcltontributionof our study In ChapterTwo, weillustratethe generatonceptof
association rule miningNe also summarize related association minaghniquesand present
their advantageanddisadvantagefor each algorithm. In BapterThree, weexplainthe data we
use for our reseeah topic. InChapter Bur, we explain methodologies or theoniekvant toour

researchstep by stepln Chapter Five, wverify the resultof thesemethodologiesin Chapter

4



Six, we verify the reliability of the outcomes.In Chapter $ven,we suggespossiblefuture
applicatiors for our data mining resultand presenbne example of thpotentialapplicationof

our research, related wild fire. In Chapter Eght, we summarize the results of each chapter and
draw conclusionsfrom our research. Inthe dscussion sectignwe presentour research

limitations andsuggest alirectionto improve this researdn thefuture



Chapter Two: LITERATURE REVIEW (ASSOCIATION RULE MINING)

2.1 Overview

This chapter presents the general concept of association rule mining. We atdoe desated
researches isubsequensectionsWe analyzestrengths anaveaknessefor each algorithm and

determinghe appropriate algorithm to use for our study.

Association rule mining ia data mining technologusedto find frequent patterns that sdy the
userspecified factors in large databaségyrwal and Srikant first came up with the idea of
AssociationRule Mining to analyze transactional databases and derive associatiof20yl24]

A common examplés the market basket analysis. This process analyzes customer consumption
habits by finding associations between the di
baskets enablingretailersto detect consumer patterns, gain insight into iteeguiently bought
together, and create effectisgategies. Wanplementthe association rule mining technique to
discoverthe relationship among our study are@dphysicalland propertiesand CGlightning

strike® coordinated points. In this study, theypltal land properties include surface elevation,
surface slope, land usesoil types, land uses and lightning records. There are several algorithms
for Association rule mining. There are also pros and cons for each algorithm. We will briefly

discuss rel@ed works andssessvhich algorithmwill be suitable for our study.



2.2 Apriori Algorithm

The Apriori is a prototypical association rule mining algorif2®] for mining frequenpatterns

for alargetransactional dataset. The Apriori algorithm finds frequiemisetsfrom database by

iter ati on. Fundame it aclolsypluetels e t i tHPatteinsiduthe ddtt O
iteration, the set othec a n d i d-kemsetS sontains all items ime database. Then, the
algorithm counts the number of eaclitdmset by scanninthe whole database. If the counts are
satisfied withthe minimum support that we set, then we set thoseerhisets as frequent 1
itemsets. In th& (k O2) iteration, the algorithm is composed of two stages. First, find all
items with a specified mininh&upport. Second, use these itemsets to help generate all possible
itemsets from items that we found in the first stage. The iteration will be repeatedly executed

until no candidate patterns can be found.

2.3 MSapriori Algorithm

The Apriori algorithm usgonly one minimum support for the whole databaite algorithm
assumes that all items in the database are of the same nature or have similar frequencies. In many
reatlife applications, however, some items appear very frequently in the database, while others
rarely appear. Therefore, if the minimum support is too high, those rules that include rare items
are not foundand if the minimum support is too low for extracting both frequent and rare items,

it causes a combinable explosion artdgh computation timeThis predicament is called the rare

item problem.



The MSapriori is an algorithni23] that can handle the rare item problem. Each item in the
database has its minimum support, whazn specify different minimum item supportM1S)
values for different itemsEach itends minimum support is expressed in termdvd§ and the

definition isasfollows:

Definition 1: Let) @M hd be a set of items andIS (&) denote theMIS value ofan

item¢. Then theMISvalue of itemset!  GhoM Ry (p E 1 )is equal to:
MIS (A) = Min {MIS ), MIS €)) é Mb)B  ( Q)

0w 0 & 07

MIS @) = w m s w~r
@) DY 0d&DI 0VQI Q

)

M & =Round off(f "Q® (3)

Thevalue™Qw is the actual frequey (or the support expressedadipercentage of the data set
size) of item in the data. Th&Sis the usesspecified lowest minimum item support allowgd

(t 1 p) is a parameter that controls how téS values for items should be related toithe
frequencies. After the algorithm of the MSapriori, all frequent itemsets are found but some
subsets are still unknowThus, we need a pegtocessing step to find all subsets of frequent
patterns We need to scan all possible frequeatternsagain ad compute the suppor(support

counts)of all subset of frequentpatterns This procedure is timeonsuming.



2.4 FP-Growth Algorithm

The FRGrowth algorithm uses FPree structure to find frequent pattef@4]. FR-Treeconsists
of three parts. The first partisrootlabgh s fAnul | 6. The s e dreesakhei s
children of root. Each node in the prefix sibe contains three fields: Itelame, ItemCount
(support countsandNodeLink and the third part a fregatitem header table. Each entry in the

frequentitem header table consists of two fields: ItBlame and head dodeLink. Basically,

FP-Tree assumes that the items are sorted in decreasing order of their support counts and only

frequent items are incled. The limitation of FRGrowth algorithm isthatit only considers a
single minimum support so that there is als® with the Apriori algorithmrare item problem in

the algorithm.

2.5 CFP-Growth Algorithm

The CFRGrowth algorithm is based on the multiptem support treeMIS-Tree), which ighe

extenckd version ofthe FP-Tree for mining the complete set of frequent patterns with multiple

minimum support$25]. The CFPGrowth also has tuning minimum support algorithm and it is
very attractiveas it shorters the computation time. In reéfe applications, users cannot find

applicable support value at once and always tune its supglag constantly. To do this, every

a

S

ti me users change the it e mstledaabase amltimn execptep or t |,

the mining algorithm once again. In summary, the @GF&wth algorithm has two possible

benefits:solving rare item problem artecreasinghe computation time.



Multiple Item Support Tree (MIS-Tree)

1)

2)

3)

4)

It consists of one root | aitrees &dhe ehddreriaithd | 0
root, and a MIN_frequent item header table which contains all items.

Each node in theem prefix suktree consists of three fielddem Name,Count andNode

Link, whereltem Name registers which item this node prese@tsnt registers the number

of transactions represented by the portion of the path reaching this nodgdeldnk links

to the next node in tHdIS-Tree carrying the same itemame, or null if there is none.

Each entry in the MIN_frequent item header table consists of three fidleis1 Name,
Minimum Item Support MIS (A) and head oNodeLink which points to the firstade in the
MIS-Tree carrying the itemame.

All the items in the table are sorteddescendingrder in terms of theiMIS values. After
scanning all the transactions, we will get the count of each item and theNh&dlree. We

only need to retain ths@ items with supports no less than MIN (minimum support of/tis

in our MIS-Tree. So, we remove those nodes less than MIN. After these nodes are removed,
the remaining nodes in tiMIS-Tree may contain child nodes carrying the same itame.

For the ske of compactness, we traverse iMiS-Tree and finda nodethat hasthe same

child nodes carrying the same itatame. We merge these nodes into a single node and its
count is set as the sum of counts of these two nodesMI®dree contains the complete

information for frequent pattern mining with multiple minimum supports.
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Tuning Minimum Support

Every time after we change t he MSTeeMitsouthe ni mum

rescanning process. The maintenance process is stated as follows:

1) Afterwe changeourt e m6 s s ugngeperatasiew iteweorder list in th&1lS-Tree.
We mustdetermine which item needs ascendso that it matches wittihe new item order. If
we find an item that has larger minimum support than preceding itestspuld be mowe
up.

2) After we reorganize theviiIS-Treeto align withthe new order, wean merge all the item

nodes that fiked with same item name for the sake of compactness.

2.6 CFP-Growth++ Algorithm

The Apriori and FRGrowth algorithm usea single minimum item support NIS) to find

complete set of frequent patterns andsehalgorithms satigfthe downward closure property.

T h a t Allina-empfy subsets of a frequent pattern must also be frequerlD o wnwar d c | 0O ¢
property holds the key for minimizintpe search space so that we can save time for rescanning

with a singleMIS. Both algorithms, however, could caus® rare item problem discussed
previously The MSapriori algorithm is a way toesolvethe rare item problembut it cannot

satisfy the downward closure properfytherefore, we needtspend more time resagang the

subset of all frequenpatterns The FP-Growth-like algorithm known as Conditional Frequent

PatternGrowth (CFRGrowth) is another way to handle rare item proldebut it is also o

11



longer satisfiesdownward property ancequires that aexhaustive searche carried outn the

established tree structure.

We proposed to usan algorithm, called CFBrowth++ here. This introduces four pruning
techniques to reduce search space sovihatan save time. Both CFBrowth and CFFGrowth
++ useMIS-Treeg but the difference ithatthe CFRPGrowth++ usesa better principle to identify
the item that never generatany frequent pattern. This criterion constsucompressedMIS-
Tree which canonly generatdrequentpatterns In addition, The CFP-Growth++ algorithm
searclesand find suffix patternghatcan generate frequent patterns at higher avdrinstead
of searching allthe possiblepatterrs of suffix patternsin the MIS-Tree [26]. Below is an

examplethat clarifiesthe CFRP-Growth++ algorithm.

We have transaction identification (TID) nungdrom number one to nine in our transaction
databaseTablel). Each TID has several items belonging to .tAasuming that we think each
TID is a customer anthatwe know what a customer bougkthat we want tdind in hereare

customer consumption pattemsing CFPGrowth++ algorithm.

Tablel. Transactiordatabase

Transactions

TID #1 a b c¢ f
TID #2 a c¢ f
TID #3 f d e
TID #4 c e h
TID #5 h

TID #6 d g

12



In our example, & used the method suggested in MSapriori algor[@8hto setMIS values to
items. Assigrning i t e MI& gminimum item support) values for each itam described in

Equation 13.

The™Qd valueis the actual frequency (or the support expressed in percentage of the data set
size) of itemw in the dataThe LSis the usespecified lowest minimum item support allowed

Thel (t T  p)is aparameter that controls how M values for items should be related to
their frequenciedn this experiment, we set these paramtigr=0.75 and_S=3. After scanning

every transaction, minimum item suppokIf) and each item support counts are as follows

(Table2):

Table2. Minimum itemsupport MIS) andeachitem supportcounts

Item | Support MIS

- 0Q 0O OO TW
RhArBROOOONNDDN A
WWWhh,wWwwwow

And then, we need to sort all items in transactions accotdirtigeir MIS value indescending

order. The sorted items thetransaction database are tabulated bétable3).
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Table3. Sorteditems according to theMIS values.

Transactions | Sortel items
TID #1 abcfegh e f a b
TID #2 afe e f a ¢
TID #3 fdeg e f d ¢
TID #4 ceh e ¢ h
TID #5 h h
TID #6 dg d g
TID #7 afh f a h
TID #8 fgi fig
TIE #9 abe e a b

The MIS-tree has two componentstiS-list and prefixtree. TheMIS-list consists of three fields
(itemname,support andminimum item support). The process of constructing a trethessame
asfor the FP-tree[24] but the difference is that items in the pretiige of FPtree are soetd by
descendingorder of item support values. Here we have MH&-list in Table 4. The MIS-tree

(Figurel) is generated after scanning stirted ordetransaction datalsas inTable3.

Table4. MIS-list of transactions

Item | Support MIS

— 0T QO OT® 0D
R BABEANWOWNIAOIO
WWWWwwwhbhp
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Figurel. MIS-tree of transaains

After constructing theMlIS-tree, we need to make compactMiS-tree by pruningtechniques.
Some items from théVliS-tree cannot generate any frequent pastefimere are four steps in
CFRGrowth++ algorithm to construct compact MIS-tree. The compaetl MIS-tree is for

decreasing the search space sowatio not need to put so muiime into computatios.

1) Treepruning

Starting from the last item d¥IS-list (Table4), the itens that havea supportvalue lowerthan

their respectivéMiISv al ue can be pruned. | MiShist. 6i 6 can

2) Treemerging

15



After treepruning, the tregnerging process is carried out to merge the child nodes of a parent

node that share a common item.
3) Least Minimum Suppar

The Least Minimum Support (LMS) refers to the lowest minimum support of all frequent

patterns. LMS has the following two properties.

T Ifd THABHRQ,where 1 O k O n, is a pattern suc
G Q& QG B ®VHhD OB 0N

f If X and Y are two patterns such thatXy and S(X) < LMS, then S(Y) < LMEhe LMS
can be used to prune the items or patterns that cannot generate any frequent pattern at
higher order.

4) Infrequent leaf node pning

The leaf nodes of a Tree that belong to infrequent items can be pruned without missing any
frequent patterror changing the support of a frequent pattdfor example, if there is an
infrequent item, whose support is less than the LMS value, theramweansider two possible

ways to prune. Firstf it is a leaf node (suffix item), then we can directly prune the node. Second,
if theitemé supportwhich is less than LMS value, is in the braiiebt a suffix item)and there

is anodeand itssupport cant morethanthe lowest minimunsupport then it cannot be pruned

as a leaf node.

In our example, itesb andd, alsotheir respective supportar e | ess t han LMS va

MISval ue) . Those itemsO suppsbanddarasufiixittnewes t han
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prune b and d in the branch (e.g. {e a b; bpt if items b and d are itesin the branch but not

suffix items, thenthey arenot pruned. This is because there are items that have M\8aralues
thantheMISv al ues of iteaméad qked gan Buppo MSE) MIHg). g) O
Therefore, we can only prune a suffix item O0b

any frequent pattern at higher orddere is the resultant of compadiS-tree Figure2):

{null}

e:5 h:1 d:1 f: 2
f:3 cl a:1 g1 a:1 g1
a:2 d:1 h:1 h: 1 ir1
b:1 ¢:1 g1
c: 1l
g:1
¥
h:1

Figure2. CompactMIS-tree aftepruning and merging process carrad on theMIS-tree

The next procedure is mining frequent patterns ftbencompactMIS-tree. There are also two
pruning tetiniques in this step. As we mentioned before, some patterns never generate frequent
paterns even ata higher order. Th&e two techniques also reduce the search space by rejecting

those needless patterns.
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1) Conditional Minimum Support

Any frequent patternhat is going to be generated from the conditional pattern béSshajuld
satisfyMIS value of Q Thus, we call thé11S value of the suffix iteniQthe conditional minimum

support.

2) Conditional Closure Property

This property can be defideas if a suffix pattern is infrequerthen all its supesuffix patterns

will also be infrequent.

Our examplestarts from thelast itemé h 6 a s  a; itssconflifiomakprefix tpathare <e, f, a,

b, c, g: 1>, <e, c: 1>, <f, a: 1>. As the compisit&-tree is constructed iMIS descending order

of i tem, OhoMEv al udhaamohggwakt the 1 tM&is in i
conditional minimum supports (CMS=3). Nonetbéitems (e, a, b, c, e, f) cdre included in
conditionalMIS-treeto make frequent patterns because the support counts are less than the CMS
value (CMS=3)We use thesame procedure fahe remainingsuffix items inMIS-list. Table5 is

the CFRGrowth ++ result of our example.
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Table5. Mining results fromcompactMIS-tree todiscoverfrequentpatterns intransactions

Sitléf:rilx CMS Conditional pattern bases C&ngigal I;raet?grenr;t
h 3 <e, f,a, b, c g 1> <e c: 1> <f,a: 1> - -
g 3 <e,f,a, b, c:1> <e, f d 1> <d: 1> <f, g: 1 <f: 3> {{f, 9: 3}}
d 3 <e, f: 1> - -
c 3 <e, f,a, b: 1> <e, f, a 1> <e: 1> <e:3> {{e, c: 3}}
b 3 <e, f, a:1> - -
a 3 <e, f: 2>, <e: 1>, <f:1> <e: 3> <f: 3> {f{?,’ Z:' g’ﬁ
f 4 <e: 3> - -
e 4 - - -

We considered five different association rule mining algorithms and here is theasuwim

those pros and con$4ble6).

Table6. Pros and conef associatiorrule miningagorithms

Association Rule Mining Algorithms

Only allows a single MS

Apriori Falls prey to are item problem

Solvesrare item problem

Uses multiple MIS

Is costly & time-consuming (neetbr postprocessingo find all subses of frequent
pattens)

No longersatisfiesdownward closure property

=A =4 4|4 =

MSapriori

Only allows a single MS

Falls prey to are item problem

Is a more fHicient methodthan Apriori algorithm &llows frequent itemset discovery
without candidate itemset generafion

FP-Growth

=A =4 =4 |4

Solesrare item problem

Uses multiple MIS

UsesMIS-tree and consists of not only all frequent items but also those infrequent it
because their superset may be frequent patterns

Has tuningMIS function

=A =4 =4

CFPR-Growth

Solvesrare item problem.
Is an mprovedversion of CFPGrowth (CompacMIS-tree, Reduagsearch space).

= =4 |=

CFR-Growth++
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We used CFRGrowth++ algorithm by reasarof four aspects.In our experimentation, we used

the library called SPMF [27] for finding frequent patterns using-GF®vth++.

1 The Apriori and FRGrowth algorithm use only single minimunugport forthe entire
database. Tl two algorithms assumethat all items in the database have similar
frequencies in the database. But some items appear very frequently, while others rarely
appear. The items usad our study are from real life ando not haveconsistent
frequencies. These two algibins cause rare item probledve need to reflect this matter
by setting the minimum supports according to their frequencies.

1 The MSapriori algorithm can solve rare ita problem by allowing the user to specify
multiple minimum supporisbut this algorithmwould no longer satisfies downward
closure propertiesso we would need to find the supports of all subsets of frequent
patterns which would bevery timeconsuming.

1 The CFR-Growth algorithmis more efficient thathe MSapriori algorithmbecausevith
the formerthereis no need to rescaall the subsatof frequent patterns ithe post
process steprhe CFPGrowth algorithmwill still generatea MIS-Tree including items
thatnever generate frequent patterimsaddition it takes mordime to search space than
does theCFRGrowth ++ algorithm inMIS-Tree for findingfrequent pattern$ecause it
searclesthe tree space until the conditional pattern base of a suffixpatempty[26].

1 The CFR-Growth++ algorithm s a version ofthe CFR-Growth algorithm upgradedy
generdéing a compactMIS-Tree using pruning techniques is moreefficient because it

redu@s thesearch space foiS-Tree.
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Chapter Three: DATA DESCRIPTION

3.1 Cloud-to-Ground (CG) Lightning D ata

The Canadian Lightning Detection Network (CLDN) was established in 1998 carsists of

over 80 lightning sensors distributed across Canada. The CLDN is part of the larger North
American Lightning Detection Network (NALDN) that monitors lightning in most of North
America. The NALDN is the largest lightning detection network inwioeld. The CLDN runs

24 hours a day, 7 days a week, 365 days a year and detect$cetpodnd lightning strikes and

a small percentage of clodd-cloud lightning. The CLDN is capable of detecting up to 45,000
lightning strikes an hour, although typigathe maximum number of strikes per hour in Canada
is |less than 25,000 The CLDNOG6s |l ightning sens:s
negative charge) and time of lightning strikes, all from the electromagnetic pulse the lightning
produces[28]. Figure 3 [5] shows the 83 locatienof Canadian lightning sensors. The
Meteorological Service of Canada continuously receives reports for all lightningavaidak
currentgreater than %A detected in North America northf 35N east of 100V andnorth of

40N west of 100W. Cloud to Ground (CG) lightning consists of one or more separate strokes
that movea charge between a cloud atite ground[8]. The total numbeof CG lightning
frequency and the size of data for Alberta from 2010 to 2&¥6about 300,000 and 118

Megabyte (MB) respectively.
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Figure3. Location and type ofanadian Lightning Detection Netwof€&LDN) sensorg5]

Over the past decade, as funding permitted, this network has undergone changes as several
sensors have been upgraded to reflect techimalbgdvancementsDetails of the changes are
summarized inthe literaturd5]. The lightning data analyzed are the quatigntrolled flash data

sent at the end of each month by Vaisala Inc. These data describe the location, time, polarity,
first-stroke peak current and multiplicity (number of strokesjhef flash and are subject to a
variety of uncertainties including measurement and caldrarrors and model limitatior29].

In our data the location of flash is assigned as the location of the first stroke, which is almost
always the strongest strok&n average of 3 to 4 clou-ground strokes occurs within each

cloudto-grourd flash. The detection efficiency for strokes is around 70% in Alb&deording
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to the data,ley are typically separated by a km or two, andurless than a tenth of a second
apart. So they are in many ways a repeat of the first return stroke ih thes th , and dono
much to the spatial or temporal distribution except to make the numbers Mfganalyzed

Cloud to Ground (CG) lightning data oritythis study

3.2 Terrain Elevation and Terrain Slope Data

We obtaineda terrain elevation data frorShutle Radar Topography Mission (SRTM30] 1
Arc-Second Global datfor our study area (Alberta, Canad@he absolute vertical accuracy of

the elevation data will be 16 meters (at 90% confidence). This radar system will gather data that
will result in the most accurate and complete topogapimp of the Eartls surface that has

ever been assemblethe unit of elevation is meters as referenced to the WGS84/EGM96 geoid
We then calculate terrain slope based on this digital elevation modelArsi@¢S software[31].

The terrain elevation Figure 4) and terrain slopeHgure 5) data for Alberta, Canada were

derived from this SRTM 1 Arsecond global data.
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Figure4. Mosaic 1 AreSecor SRTM DEM for Alberta, Canada
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Figureb. Terrainslopecalculated from SRTM DEM

3.3Land Uses ata

The Land use (LU) map Figure 6) coves all areas of Alberta aa spatial resolution of 30
meters The LU classes follow the protocol of the Intergovernmental Panel on Climate Change
(IPCC) and consist of: Forest, Water, Cropland, Grassland, Settlement and Other land (barren

land, ice, rock and unclassified). The LU maps were prepared usistingxsource data,
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including a variety of land cover (LC) and crop maps and various topographic layers such as
Buildings and Structures, Hydrography, Industrial and Commercial Areas, Transportation and
Wetl ands from t,beai@a g aptiaprodustdant vectogformat (CanVec)
supplied byNatural Resources Canada (NRCan). Dgtabout thedata andheir accuracyare
givenin Data Product specificatiofid2].
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Figure6. Landuses
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3.4 Soil Types ata

Soil landscapes of Canada data (SLC vers®) (Figure 7) is the latest revision of the Soil
Landscapes of Canada, which was developed by Agriculture and=8gd Canada to provide
information about the countly agricutural soils at the provincial and national levels. The SLCs

are a series of GIS coverage that show the major characteristics of soil and land for the whole
country. SLCs were compiled at a scale of 1:1 million, and information is organized according to
a wiform national set of soil and landscape criteria based on permanent natural attributes. The
SLCs are based on existing soil survey maps which have been recompiled at 1:1 million scales.
SLC polygons may contain one or more distinct soil landscape comisaared may also contain

small but highly contrasting inclusion components. We could get a distinct type of soil to
identify the soil great group according to the Cana@stemof Soil Classification 3rd edition.

The major levels used in the classifioatinclude: Order, Great Group and Subgroie used

the firstlevel (Order)within the System. There are tetassedn the Canadian System of Soil

Classification and usihe first level (Orderjor distinct soil type$33, 34]
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Figure7. Soil Types(Soil great groufby the Canadian system of soil classification 3rd edition)

3.5 Canadian National Fire Database (CNFDB)

The CanadianNational Fire Database (CNFDB) iscallection ofwild fire data from various
sources; these data inctudire locations (point data) and fire perimeters (polygon data) as
provided by Canadian fire management agencies (provinces, territories, and Parks [B&hada)
The properties of the wild fire are compos#dagencyinformation (province, territory, parks)
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illustrating which agency collected tfiee data, wild fireoccurrencelates, codinates, fire size
(hectares), cause of fire as reported by ageancy fire typesThesedatawill be usedin the
application section (chapter 72) to demonstrag how the frequenfpatternresultsfrom data
mining can be utilizedWe only use lightningauseal wild fire datg among allpossibledifferent

cause®f fire, in orderto know the impact of the CG lightning strikeiswild fire outbreak
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Chapter Four: METHODOLOGIES

We first examineCG lightning itself first lefore we find implicitdominantor frequentpattens
of the CG lightning strikes withland properties usinghe data mining methadThere are four
major subchaptersThe frst and second subchamedescribethe spatial and the temporal
distribution of CG lightning over Alberta, Canadaespectively and the third subchapter
illustrates CG lightningoccurrencetendency for eacHand property divided into several
categoriesThe last subchaptevill examine how wémplementedhe CFR-Growth++ algorithm,

which is oneof theassociation rule mininggchniqus, on our dataset.

4.1 Spatial Distribution of Lightning Strikes Activity

The research purpose of this chapseto investigate how CG lightning is distributed spatially
over Alberta, CanadaNe count CG lightning frequency in each municipal boundary to see
which areas have more lightning/e present the results as a map first in chapter 4abd then

we use hotspot analysis chapter 4.1.2to determinewhich areaghat havea higher or lower

CG lightning count clusteéogether
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4.1.1Spatial Distribution of CG Lightning Frequency for the 85 municipal boundaries over

Alberta, Canada

The study isbased on the cloud to ground (CG) lightning dadan 2010to 2014.Each of the
numbered areas iRigure 8 and Table 7 refer to 84 predefined municipalities across Alberta,

which enable us to show implicit spatial distribution or patterns of lightning.
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Figure8 Municipal boundar index
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Table7. Municipalbounday informatian

No. Municipal Boundary
0 CITY OF CALGARY
1 CITY OF EDMONTON
2 CITY OF FORT SASKATCHEWAN
3 CITY OF ST. ALBERT
4 MUNICIPAL DISTRICT OF ACADIA NO. 34
5 ATHABASCA COUNTY
6 COUNTY OF BARRHEAD NO. 11
7 BEAVER COUNTY
8 MUNICIPAL DISTRICT OF BONNYVILLE NO. 87
9 CAMROSE COUNTY
10 CARDSTON COUNTY
11 MUNICIPAL DISTRICT OF FAIRVIEW NO. 136
12 FLAGSTAFF COUNTY
13 MUNICIPAL DISTRICT OF FOOTHILLS NO. 31
14 COUNTY OF FORTY MILE NO. 8
15 COUNTY OF GRANDE PRAIRIE NO. 1
16 I.D. NO. 4 (WATERTON)
17 1.D. NO. 9 (BANFF)
18 1.D. NO. 12 (JASPER NATIONAL PARK)
19 I.D. NO. 13 (ELK ISLAND)
20 1.D. NO. 24 (WOOD BUFFALO)
21 KNEEHILL COUNTY
22 LAC STE. ANNE COUNTY
23 LACOMBE COUNTY
24 LAMONT COUNTY
25 LEDUC COUNTY
26 LETHBRIDGE COUNTY
27 COUNTY OF MINBURN NO. 27
28 MOUNTAIN VIEW COUNTY
29 COUNTY OF NEWELL
30 COUNTY OF PAINTEARTH NO. 18
31 PARKLAND COUNTY
32 MUNICIPAL DISTRICT OF PEACE NO. 135
33 MUNICIPAL DISTRICT OF PINCHER CREEK NO. 9
34 PONOKA COUNTY
35 MUNICIPAL DISTRICT OF PROVOST NO. 52
36 RED DEER COUNTY
37 ROCKY VIEW COUNTY
38 SMOKY LAKE COUNTY
39 MUNICIPAL DISTRICT OF SMOKY RIVER NO. 130
40 MUNICIPAL DISTRICT OF SPIRIT RIVER NO. 133
41 COUNTY OF ST. PAUL NO. 19
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42

STARLAND COUNTY

43 COUNTY OF STETLER NO. 6

44 STRATHCONA COUNTY

45 STURGEON COUNTY

46 MUNICIPAL DISTRICT OF TABER

47 THORHILD COUNTY

48 COUNTY OF TWO HILLS NO. 21

49 COUNTY OF VERMILION RIVER

50 VULCAN COUNTY

51 MUNICIPAL DISTRICT OF WAINWRIGHT NO. 61
52 COUNTY OF WARNER NO. 5

53 WESTLOCK COUNTY

54 COUNTY OF WETASKIWIN NO. 10

55 WHEATLAND COUNTY

56 MUNICIPAL DISTRICT OF WILLOW CREEK NO. 26
57 MUNICIPALITY OF CROWSNEST PASS

58 KANANASKIS IMPROVEMENT DISTRICT

59 CYPRESS COUNTY

60 CLEARWATER COUNTY

61 MUNICIPAL DISTRICT OF BGHORN NO. 8
62 BRAZEAU COUNTY

63 MUNICIPALITY OF JASPER

64 SPECIAL AREAS NO. 3

65 SPECIAL AREAS NO. 4

66 I.D. NO. 25 (WILLMORE WILDERNESS)

67 WOODLANDS COUNTY

68 MUNICIPAL DISTRICT OF GREENVIEW NO. 16
69 YELLOWHEAD COUNTY

70 NORTHERN SUNRISE COUNY

71 MUNICIPAL DISTRICT OF RANCHLAND NO. 66
72 BIRCH HILLS COUNTY

73 SADDLE HILLS COUNTY

74 CLEAR HILLS COUNTY

75 MACKENZIE COUNTY

76 BIG LAKES COUNTY

77 MUNICIPAL DISTRICT OF LESSER SLAVE RIVER NO. 12
78 REGIONAL MUNICIPALITY OF WOOD BUFFALO
79 COUNTY OF NORTHERN LIGHTS

80 MUNICIPAL DISTRICT OF OPPORTUNITY NO. 17
81 LAC LA BICHE COUNTY

82 SPECIAL AREAS NO. 2

83 I.D. NO. 349

84 TOWN OF DRUMHELLER
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After differentiaing each boundary, we scatteriet lightning strikes ovethe entireregionand
carried outa spatial join to count how many strike points faithin eachmunicipalboundary.
The lightning strikes incidence rate maps werawnfrom the aggregated number of lightings
for the period ofeachindividual year from 2010 t@014 (Figure 9) andthe combinedentire
studyperiod (Figure 10) across the province &lberta. We have unevenly sizedunicipalities
sothose that arbiggershow a greatenciderce coveing as they danore areaWe normalizd
the CG lightning countwithin each boundary to compensébe this variation incoverage The
darker green areas have the highest frequency of lightning staikdsthe lightest greerhe
lowest. The ligkning strikes frequency in these figuresdivided into five classesFor this
classification, v used Jenks natural breaks optimization mefB6§ a data clustering method
designed to determine the best arrangement of values into different classes by the seeking to

reduce the variance within classes smhaximize he variance between classes.
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Figure9. Average annual incidence rate of lightning strikes, per year, from 2010 to 2014
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