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Abstract 

 

Characteristics of Cloud to Ground (CG) lightning over Alberta, Canada were investigated by 

using 2010-2016 lightning data with data mining methods. The hotspot analysis was 

implemented to find the regions with high frequency CG lightning strikes clustered together. 

Generally, hotspot regions are located in central, central east and south central regions of the 

study regions. About 94% of annual lightning occurred in warm months (June to August) and the 

daily lightning frequency was influenced by diurnal heating cycle. The CG lightning frequency 

associated with land properties was investigated by measuring preference index (PI). The 

association rule mining technique was used to investigate frequent CG lightning patterns, which 

were verified by similarity measurement to check the patternsô consistency. The verification of 

CG lightning hazard map generated with 2010-2014 data was carried out by comparing it to 

unprocessed raw CG lightning data from 2015-2016. The similarity coefficient values indicated 

that there were high correlations throughout the entire study period. The actual CG lightning 

generally occurred more frequently in higher risky regions in the lightning hazard map. Most 

wild fire (around 93%) in Alberta occurred in forests, wetland forests and wetland shrub areas. It 

was also found that lightning and wild fire occur in two distinct areas: frequent wild fire region 

with a high frequency of lightning, and frequent wild fire region with a low frequency of 

lightning. Further, preference index (PI) revealed locations where the wild fires occurred more 

frequently than in other class regions. As one of the potential applications of this research, the 

wild fire hazard area was estimated with the CG lightning hazard map and specific land use types. 

Key words: Association rule mining, Data mining, Cloud to Ground (CG) lightning, Hotspot 

Analysis, Canadian Lightning Detection Network (CLDN), Canadian National Fire Database 

(CNFDB), Wild Fire.  
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Chapter One:  INT RODUCTION  

 

1.1 Background and Problem Statement 

Cloud to Ground (CG) lightning is a common meteorological hazard in Canada and it is a 

leading cause of many types of fatality, injury, property damage, forest fire, and interruption, as 

well as damage to almost every electrical or electronic system. About 9 to 10 lightning-related 

deaths and 19 to 164 injuries occur each year in Canada, costing between $3.6 million and $79.2 

million [1]. There is an average of 816 fires ignited by lightning each year. These fires cause an 

average of $16.4 million in property damage and between 3,900 and 5,300 insurance claims are 

estimated to be filed against lightning-related property damage (excluding fires) each year [2]. 

Around 75% of all forest fires are caused by lightning, with these fires accounting for about 85% 

of the total area burned in Canada [3]. CG lightning is the single largest cause of transients, 

faults and outages in electric power transmission and distribution systems in lightning-prone 

areas and lightning is a major cause of electromagnetic interference that can affect all electronic 

systems [4]. 

Over the past few decades, a series of studies have focused on understanding the lightning 

activities using different lightning location systems in many countries and various areas. Spatial 

and temporal lightning flash density and occurrence are investigated in Canada [5-9], the United 

States [10], Europe [11], Estonia [12], the Mediterranean [13] and the Global scale [14, 15]. The 

consistent results from all lightning pattern researches in different countries or areas are that the 

vast majority of lightning over land occurred during the warm months (May to October) with a 



 

2 

 

strong peak in cloud to ground lightning between June and July and minimum seasonal lightning 

occurring in cold months (December to February). In addition, lightning strikes seem to be 

affected by the influence of the diurnal heating cycle. The distribution of lightning correlates 

well with the diurnal temperature cycle over land. However, these temporal patterns are only for 

the CG lightning over land. The patterns can vary depending on topography, with the existence 

or nonexistence of water, weather conditions, and other specific properties as well. In fact, 

scientists are still unsure where and under what conditions lightning strikes occur. The research 

motive came from the question: If there are enough geo-coordinated lightning data, it may be 

possible to find a specific lightning pattern statistically.  

There are not many published research outcomes for the relationship between CG lightning and 

land properties. These works examine possible impacts of land uses, soil types, elevation, 

vegetation cover, surface temperature, convective available potential energy (CAPE), etcetera, 

on lightning [16-19]. Usually they normalize all the number of lightning frequency on a property 

and compare which classes within the property have more CG lightning frequency than other 

classes in each property.  

This study considers individual lightning record data with corresponding land properties (i.e., 

elevation, slope, land uses, soil types) to find a specific lightning pattern using association rule 

mining techniques. Association rule mining is an important technique in data mining, which is 

frequently used to discover all item associations. It proceeds by identifying the frequent 

individual items in the database and extending them to a larger number of itemsets having more 

than one item and if the itemsets appear sufficiently often in the database, we can determine 

those association rules which highlight general trends in the database. As previously mentioned, 
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the association rule mining is a very efficient way to find frequent patterns, but the efficacy of 

finding frequent CG lightning patterns using data mining techniques has not yet been researched 

to the best of our knowledge. There are four main procedures in this study: 1) Lightning data are 

investigated by analyzing spatial and temporal distribution of lightning; 2) Relationship is 

investigated between lightning and each land property; 3) Frequent CG lightning patterns 

associated with four land properties (i.e., Elevation, Slope, Land Uses, Soil Type) are 

investigated using an association rule mining technique. The frequent pattern results from 

association rule mining are represented as a hazard map of lightning over Alberta, Canada; 4) 

Lightning patternôs similarity are verified to identify the patternsô consistency for the entire study 

area and throughout period. The CG lightning hazard map was validated with unprocessed wild 

fire data.  

 

1.2 Research Objectives 

This study investigates the CG lightning patterns using data on lightning positions and associated 

land properties over Alberta, Canada. Three main objectives of this study are as follows:  

Á Investigate spatio-temporal distribution of CG lightning and lightning occurrence 

tendency for each land property on over Alberta, Canada; 

Á Identify CG lightning characteristics associated with land properties by association rule 

mining and 

Á Assess wild fire hazardous regions caused by lightning. 



 

4 

 

1.3 Research Contribution  

As previously mentioned, CG lightning is a leading cause of many types of fatalities, injuries, 

property damage, forest fires, and interruptions or damage to almost every electrical or electronic 

system. In addition, it causes serious economic losses every year. In fact, scientists are still 

unsure where lightning flashes occur and how lightning is created under certain conditions. The 

technological advancement of CG lightning monitoring systems allows us to collect accurate and 

sufficient data to analyze CG lightning characteristics. Association rule mining is an adequate 

technique to find CG lightning frequent patterns in a huge volume of data. We believe our 

research can present general frequent CG lightning patterns in the study area, and the results can 

be utilized as prevention plans to avoid any type of loss due to lightning. 

 

1.4 Structure of Thesis 

This thesis has eight chapters. In Chapter One, we introduce Cloud to Ground (CG) lightning and 

various hazard types caused by the CG lightning. We investigate precedent researches and 

present the general trends in studies of CG lightning. We also briefly introduce our research 

methodologies for understanding overall context. We set research objectives and suggest the 

expected research contribution of our study. In Chapter Two, we illustrate the general concept of 

association rule mining. We also summarize related association mining techniques and present 

their advantages and disadvantages for each algorithm. In Chapter Three, we explain the data we 

use for our research topic. In Chapter Four, we explain methodologies or theories relevant to our 

research, step by step. In Chapter Five, we verify the results of these methodologies. In Chapter 
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Six, we verify the reliability of the outcomes. In Chapter Seven, we suggest possible future 

applications for our data mining results and present one example of the potential application of 

our research, related to wild fire. In Chapter Eight, we summarize the results of each chapter and 

draw conclusions from our research. In the discussion section, we present our research 

limitations and suggest a direction to improve this research in the future.  
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Chapter Two: LITERATURE REVIEW  (ASSOCIATION RULE MINING)  

 

2.1 Overview 

This chapter presents the general concept of association rule mining. We also describe related 

researches in subsequent sections. We analyze strengths and weaknesses for each algorithm and 

determine the appropriate algorithm to use for our study. 

Association rule mining is a data mining technology used to find frequent patterns that satisfy the 

user-specified factors in large databases. Agrwal and Srikant first came up with the idea of 

Association Rule Mining to analyze transactional databases and derive association rules [20, 21]. 

A common example is the market basket analysis. This process analyzes customer consumption 

habits by finding associations between the different items that customers place in their ñshopping 

baskets,ò enabling retailers to detect consumer patterns, gain insight into items frequently bought 

together, and create effective strategies.  We implement the association rule mining technique to 

discover the relationships among our study areasô physical land properties and CG lightning 

strikesô coordinated points. In this study, the physical land properties include surface elevation, 

surface slope, land uses, soil types, land uses and lightning records. There are several algorithms 

for Association rule mining. There are also pros and cons for each algorithm. We will briefly 

discuss related works and assess which algorithm will be suitable for our study. 
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2.2 Apriori Algorithm  

The Apriori is a prototypical association rule mining algorithm [22] for mining frequent patterns 

for a large transactional dataset. The Apriori algorithm finds frequent itemsets from database by 

iteration. Fundamentally, the iteration óiô computes the set of frequent óiô patterns.  In the first 

iteration, the set of the candidateôs 1-itemsets contains all items in the database. Then, the 

algorithm counts the number of each 1-itemset by scanning the whole database. If the counts are 

satisfied with the minimum support that we set, then we set those 1-itemsets as frequent 1-

itemsets. In the Ὧ  (k Ó 2) iteration, the algorithm is composed of two stages.  First, find all 

items with a specified minimal support. Second, use these itemsets to help generate all possible 

itemsets from items that we found in the first stage. The iteration will be repeatedly executed 

until no candidate patterns can be found. 

 

2.3 MSapriori Algorithm  

The Apriori algorithm uses only one minimum support for the whole database; the algorithm 

assumes that all items in the database are of the same nature or have similar frequencies. In many 

real-life applications, however, some items appear very frequently in the database, while others 

rarely appear. Therefore, if the minimum support is too high, those rules that include rare items 

are not found, and if the minimum support is too low for extracting both frequent and rare items, 

it causes a combinable explosion and high computation time. This predicament is called the rare 

item problem. 
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The MSapriori is an algorithm [23] that can handle the rare item problem. Each item in the 

database has its minimum support, which can specify different minimum item support (MIS) 

values for different items. Each itemôs minimum support is expressed in terms of MIS and the 

definition is as follows:  

 

Definition  1: Let ) ὥȟὥȟȣȟὥ  be a set of items and MIS (ὥ) denote the MIS value of an 

item ὥ. Then the MIS value of item set !  ὥȟὥȟȣȟὥ (ρ Ë Í) is equal to: 

 MIS (A) = Min {MIS (ὥ), MIS (ὥ)é MIS (ὥ)} (1) 

 MIS (ὥ) = 
 ὓ ὥ      ὓ ὥ ὒὛ
ὒὛ           ὕὸὬὩὶύὭίὩ

 (2) 

 M ὥ  = Round off ( ‍ Ὢ ὥ  (3) 

 

The value Ὢὥ  is the actual frequency (or the support expressed in a percentage of the data set 

size) of item ὥ in the data. The LS is the user-specified lowest minimum item support allowed. ‍ 

(π ‍ ρ) is a parameter that controls how the MIS values for items should be related to their 

frequencies. After the algorithm of the MSapriori, all frequent itemsets are found but some 

subsets are still unknown. Thus, we need a post-processing step to find all subsets of frequent 

patterns. We need to scan all possible frequent patterns again and compute the supports (support 

counts) of all subsets of frequent patterns. This procedure is time-consuming. 
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2.4 FP-Growth Algorithm  

The FP-Growth algorithm uses FP-Tree structure to find frequent patterns [24]. FP-Tree consists 

of three parts. The first part is root labeled as ñnullò. The second is a set of prefix sub-trees as the 

children of root. Each node in the prefix sub-tree contains three fields: Item Name, Item Count 

(support counts) and Node Link and the third part a frequent-item header table. Each entry in the 

frequent-item header table consists of two fields: Item Name and head of Node Link. Basically, 

FP-Tree assumes that the items are sorted in decreasing order of their support counts and only 

frequent items are included. The limitation of FP-Growth algorithm is that it only considers a 

single minimum support so that there is also, as with the Apriori algorithm, rare item problem in 

the algorithm.  

 

2.5 CFP-Growth Algorithm  

The CFP-Growth algorithm is based on the multiple item support tree (MIS-Tree), which is the 

extended version of the FP-Tree for mining the complete set of frequent patterns with multiple 

minimum supports [25]. The CFP-Growth also has tuning minimum support algorithm and it is 

very attractive as it shortens the computation time. In real-life applications, users cannot find 

applicable support value at once and always tune its support value constantly. To do this, every 

time users change the itemsô minimum support, they must rescan the database and then execute 

the mining algorithm once again. In summary, the CFP-Growth algorithm has two possible 

benefits: solving rare item problem and decreasing the computation time. 
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Multiple Item Support Tree (MIS-Tree) 

1) It consists of one root labeled as ñnullò, a set of item prefix sub-trees as the children of the 

root, and a MIN_frequent item header table which contains all items. 

2) Each node in the item prefix sub-tree consists of three fields: Item Name, Count and Node 

Link, where Item Name registers which item this node presents, Count registers the number 

of transactions represented by the portion of the path reaching this node, and Node Link links 

to the next node in the MIS-Tree carrying the same item name, or null if there is none. 

3) Each entry in the MIN_frequent item header table consists of three fields: Item Name, 

Minimum Item Support MIS (Á) and head of Node Link which points to the first node in the 

MIS-Tree carrying the item name. 

4) All the items in the table are sorted in descending order in terms of their MIS values. After 

scanning all the transactions, we will get the count of each item and the initial MIS-Tree. We 

only need to retain those items with supports no less than MIN (minimum support of the MIS) 

in our MIS-Tree. So, we remove those nodes less than MIN. After these nodes are removed, 

the remaining nodes in the MIS-Tree may contain child nodes carrying the same item name. 

For the sake of compactness, we traverse the MIS-Tree and find a node that has the same 

child nodes carrying the same item name. We merge these nodes into a single node and its 

count is set as the sum of counts of these two nodes. The MIS-Tree contains the complete 

information for frequent pattern mining with multiple minimum supports. 
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Tuning Minimum Support  

Every time after we change the itemôs minimum supports, we can keep our MIS-Tree without the 

rescanning process. The maintenance process is stated as follows: 

1) After we change our itemôs supports, we can generate a new item order list in the MIS-Tree. 

We must determine which item needs to ascend so that it matches with the new item order. If 

we find an item that has larger minimum support than preceding items, it should be moved 

up. 

2) After we reorganize the MIS-Tree to align with the new order, we can merge all the item 

nodes that linked with same item name for the sake of compactness. 

 

2.6 CFP-Growth++ Algorithm  

The Apriori and FP-Growth algorithm use a single minimum item support (MIS) to find 

complete set of frequent patterns and these algorithms satisfy the downward closure property. 

That is, ñAll non-empty subsets of a frequent pattern must also be frequent.ò Downward closure 

property holds the key for minimizing the search space so that we can save time for rescanning 

with a single MIS. Both algorithms, however, could cause the rare item problem discussed 

previously. The MSapriori algorithm is a way to resolve the rare item problem, but it cannot 

satisfy the downward closure property; therefore, we need to spend more time rescanning the 

subset of all frequent patterns. The FP-Growth-like algorithm known as Conditional Frequent 

Pattern-Growth (CFP-Growth) is another way to handle rare item problems, but it is also no 
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longer satisfies downward property and requires that an exhaustive search be carried out in the 

established tree structure.  

We proposed to use an algorithm, called CFP-Growth++ here. This introduces four pruning 

techniques to reduce search space so that we can save time. Both CFP-Growth and CFP-Growth 

++ use MIS-Tree, but the difference is that the CFP-Growth++ uses a better principle to identify 

the item that never generates any frequent pattern. This criterion constructs compressed MIS-

Tree, which can only generate frequent patterns. In addition, The CFP-Growth++ algorithm 

searches and finds suffix patterns that can generate frequent patterns at higher order only instead 

of searching all the possible patterns of suffix patterns in the MIS-Tree [26]. Below is an 

example that clarifies the CFP-Growth++ algorithm. 

We have transaction identification (TID) numbers from number one to nine in our transaction 

database (Table 1). Each TID has several items belonging to that. Assuming that we think each 

TID is a customer and that we know what a customer bought, what we want to find in here are 

customer consumption patterns using CFP-Growth++ algorithm.  

Table 1. Transaction database. 

Transactions 

TID #1 a b c f e g h 

TID #2 a c f e 

TID #3 f d e g 

TID #4 c e h 

TID #5 h 

TID #6 d g 
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In our example, we used the method suggested in MSapriori algorithm [23] to set MIS values to 

items. Assigning itemôs MIS (minimum item support) values for each item is described in 

Equation 1~3. 

The Ὢὥ  value is the actual frequency (or the support expressed in percentage of the data set 

size) of item ὥ in the data. The LS is the user-specified lowest minimum item support allowed. 

The ‍ (π ‍ ρ) is a parameter that controls how the MIS values for items should be related to 

their frequencies. In this experiment, we set these parameter to ‍=0.75 and LS=3. After scanning 

every transaction, minimum item support (MIS) and each item support counts are as follows 

(Table 2): 

Table 2. Minimum item support (MIS) and each item support counts. 

Item Support MIS 

a 4 3 

b 2 3 

c 2 3 

d 2 3 

e 5 4 

f 5 4 

g 4 3 

h 4 3 

i 1 3 

 

And then, we need to sort all items in transactions according to their MIS value in descending 

order. The sorted items in the transaction database are tabulated below (Table 3). 
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Table 3. Sorted items according to their MIS values. 

Transactions Sorted items 

TID #1 a b c f e g h e f a b c g h 

TID #2 a f e e f a c 

TID #3 f d e g e f d g 

TID #4 c e h e c h 

TID #5 h h 

TID #6 d g d g 

TID #7 a f h f a h 

TID #8 f g i f g i 

TIE #9 a b e e a b 

 

The MIS-tree has two components: MIS-list and prefix-tree. The MIS-list consists of three fields 

(item name, support and minimum item support). The process of constructing a tree is the same 

as for the FP-tree [24] but the difference is that items in the prefix-tree of FP-tree are sorted by 

descending order of item support values. Here we have the MIS-list in Table 4. The MIS-tree 

(Figure 1) is generated after scanning all sorted order transaction databases in Table 3. 

Table 4. MIS-list of transactions. 

Item Support MIS 

e 5 4 

f 5 4 

a 4 3 

b 2 3 

c 3 3 

d 2 3 

g 4 3 

h 4 3 

i 1 3 
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Figure 1. MIS-tree of transactions 

After constructing the MIS-tree, we need to make compact of MIS-tree by pruning techniques. 

Some items from the MIS-tree cannot generate any frequent patterns. There are four steps in 

CFP-Growth++ algorithm to construct compacted MIS-tree. The compacted MIS-tree is for 

decreasing the search space so that we do not need to put so much time into computations. 

1) Tree-pruning 

Starting from the last item of MIS-list (Table 4), the items that have a support value lower than 

their respective MIS value can be pruned. Item óiô can be pruned first in the MIS-list. 

2) Tree-merging 
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After tree-pruning, the tree-merging process is carried out to merge the child nodes of a parent 

node that share a common item.  

3) Least Minimum Support 

The Least Minimum Support (LMS) refers to the lowest minimum support of all frequent 

patterns. LMS has the following two properties. 

¶ If ὢ ὭȟὭȟȣȟὭ , where 1 Ò k Ò n, is a pattern such that S(X) < LMS, then S(X) < 

άὭὲὭάόά ὓὍὛ ὭȟὓὍὛ ὭȟȣȟὓὍὛὭ  

¶ If X and Y are two patterns such that X Ṓ Y and S(X) < LMS, then S(Y) < LMS. The LMS 

can be used to prune the items or patterns that cannot generate any frequent pattern at 

higher order. 

4) Infrequent leaf node pruning 

The leaf nodes of a Tree that belong to infrequent items can be pruned without missing any 

frequent pattern or changing the support of a frequent pattern. For example, if there is an 

infrequent item, whose support is less than the LMS value, then we can consider two possible 

ways to prune. First, if it is a leaf node (suffix item), then we can directly prune the node. Second, 

if the itemôs support, which is less than LMS value, is in the branch (not a suffix item) and there 

is a node and its support count more than the lowest minimum support, then it cannot be pruned 

as a leaf node. 

In our example, items b and d, also their respective supports, are less than LMS value (item hôs 

MIS value). Those itemsô supports are less than LMS value. If items b and d are suffix items, we 
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prune b and d in the branch (e.g. {e a b: 1}), but if items b and d are items in the branch but not 

suffix items, then they are not pruned. This is because there are items that have lower MIS values 

than the MIS values of item óbô and item ódô (e.g. Supports (d, g) Ó minimum (MIS(d), MIS(g)). 

Therefore, we can only prune a suffix item óbô from the branch {e, a, b: 1} that cannot generate 

any frequent pattern at higher order. Here is the resultant of compact MIS-tree (Figure 2): 

 

Figure 2. Compact MIS-tree after pruning and merging process carried out on the MIS-tree 

  

The next procedure is mining frequent patterns from the compact MIS-tree. There are also two 

pruning techniques in this step. As we mentioned before, some patterns never generate frequent 

patterns, even at a higher order. These two techniques also reduce the search space by rejecting 

those needless patterns. 
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1) Conditional Minimum Support 

Any frequent pattern that is going to be generated from the conditional pattern base of Ὥ should 

satisfy MIS value of Ὥ. Thus, we call the MIS value of the suffix item Ὥ the conditional minimum 

support.  

2) Conditional Closure Property 

This property can be defined as if a suffix pattern is infrequent; then all its super-suffix patterns 

will also be infrequent.  

Our example starts from the last item óhô as a suffix item; its conditional prefix paths are <e, f, a, 

b, c, g: 1>, <e, c: 1>, <f, a: 1>. As the compact MIS-tree is constructed in MIS descending order 

of item, óhô will have lowest MIS value among all the items in its pattern base and hôs MIS is 

conditional minimum supports (CMS=3). None of the items (e, a, b, c, e, f) can be included in 

conditional MIS-tree to make frequent patterns because the support counts are less than the CMS 

value (CMS=3). We use the same procedure for the remaining suffix items in MIS-list. Table 5 is 

the CFP-Growth ++ result of our example. 
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Table 5. Mining results from compact MIS-tree to discover frequent patterns in transactions 

Suffix 

item 
CMS Conditional pattern bases 

Conditional 

MIS-tree 

Frequent 

Patterns 

h 3 <e, f, a, b, c, g: 1>, <e, c: 1>, <f, a: 1> - - 

g 3 <e, f, a, b, c: 1>, <e, f, d: 1>, <d: 1>, <f, g: 1> <f: 3> {{f, g: 3}}  

d 3 <e, f: 1> - - 

c 3 <e, f, a, b: 1>, <e, f, a: 1>, <e: 1> <e :3> {{e, c: 3}}  

b 3 <e, f, a:1> - - 

a 3 <e, f: 2>, <e: 1>, <f :1> <e: 3>,<f: 3> 
{{e, a: 3}}, 

{{f, a: 3}}  

f 4 <e: 3> - - 

e 4 - - - 

 

We considered five different association rule mining algorithms and here is the summary of 

those pros and cons (Table 6).  

Table 6. Pros and cons of association rule mining algorithms  

Association Rule Mining Algorithms 

Apriori 
¶ Only allows a single MS 

¶ Falls prey to rare item problem 

MSapriori 

¶ Solves rare item problem 

¶ Uses multiple MIS 

¶ Is costly & time-consuming (need for post-processing to find all subsets of frequent 

patterns) 

¶ No longer satisfies downward closure property 

FP-Growth 

¶ Only allows a single MS 

¶ Falls prey to rare item problem 

¶ Is a more efficient method than Apriori algorithm (allows frequent itemset discovery 

without candidate itemset generation) 

CFP-Growth 

¶ Solves rare item problem 

¶ Uses multiple MIS 

¶ Uses MIS-tree and consists of not only all frequent items but also those infrequent items 

because their superset may be frequent patterns 

¶ Has tuning MIS function 

CFP-Growth++ 
¶ Solves rare item problem. 

¶ Is an improved version of CFP-Growth (Compact MIS-tree, Reduced search space). 
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We used CFP-Growth++ algorithm by reasons of four aspects.  In our experimentation, we used 

the library called SPMF [27] for finding frequent patterns using CFP-Growth++. 

¶ The Apriori and FP-Growth algorithm use only single minimum support for the entire 

database. These two algorithms assume that all items in the database have similar 

frequencies in the database. But some items appear very frequently, while others rarely 

appear. The items used in our study are from real life and do not have consistent 

frequencies. These two algorithms cause rare item problem. We need to reflect this matter 

by setting the minimum supports according to their frequencies. 

¶ The MSapriori algorithm can solve rare item problem by allowing the user to specify 

multiple minimum supports, but this algorithm would no longer satisfies downward 

closure properties, so we would need to find the supports of all subsets of frequent 

patterns, which would be very time-consuming.  

¶ The CFP-Growth algorithm is more efficient than the MSapriori algorithm because with 

the former there is no need to rescan all the subsets of frequent patterns in the post-

process step. The CFP-Growth algorithm will  still generate a MIS-Tree including items 

that never generate frequent patterns. In addition, it takes more time to search space than 

does the CFP-Growth ++ algorithm in MIS-Tree for finding frequent patterns, because it 

searches the tree space until the conditional pattern base of a suffix pattern is empty [26].   

¶ The CFP-Growth++ algorithm is a version of the CFP-Growth algorithm upgraded by 

generating a compact MIS-Tree using pruning techniques. It is more efficient because it 

reduces the search space for MIS-Tree. 
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Chapter Three:  DATA DESCRIPTION  

 

3.1 Cloud-to-Ground (CG) Lightning Data  

The Canadian Lightning Detection Network (CLDN) was established in 1998 and consists of 

over 80 lightning sensors distributed across Canada. The CLDN is part of the larger North 

American Lightning Detection Network (NALDN) that monitors lightning in most of North 

America. The NALDN is the largest lightning detection network in the world. The CLDN runs 

24 hours a day, 7 days a week, 365 days a year and detects cloud-to-ground lightning strikes and 

a small percentage of cloud-to-cloud lightning. The CLDN is capable of detecting up to 45,000 

lightning strikes an hour, although typically the maximum number of strikes per hour in Canada 

is less than 25,000 The CLDNôs lightning sensors determine the strength, polarity (positive or 

negative charge) and time of lightning strikes, all from the electromagnetic pulse the lightning 

produces [28]. Figure 3 [5] shows the 83 locations of Canadian lightning sensors. The 

Meteorological Service of Canada continuously receives reports for all lightning with a peak 

current greater than 5 kA detected in North America north of 35 N east of 100W and north of 

40 N west of 100W. Cloud to Ground (CG) lightning consists of one or more separate strokes 

that move a charge between a cloud and the ground [8]. The total number of CG lightning 

frequency and the size of data for Alberta from 2010 to 2016 are about 300,000 and 118 

Megabyte (MB) respectively. 
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Figure 3. Location and type of Canadian Lightning Detection Network (CLDN) sensors [5] 

 

Over the past decade, as funding permitted, this network has undergone changes as several 

sensors have been upgraded to reflect technological advancements. Details of the changes are 

summarized in the literature [5]. The lightning data analyzed are the quality-controlled flash data 

sent at the end of each month by Vaisala Inc. These data describe the location, time, polarity, 

first-stroke peak current and multiplicity (number of strokes) of the flash and are subject to a 

variety of uncertainties including measurement and calibration errors and model limitations [29]. 

In our data the location of flash is assigned as the location of the first stroke, which is almost 

always the strongest stroke. An average of 3 to 4 cloud-to-ground strokes occurs within each 

cloud-to-ground flash. The detection efficiency for strokes is around 70% in Alberta. According 
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to the data, they are typically separated by a km or two, and occur less than a tenth of a second 

apart. So they are in many ways a repeat of the first return stroke in the flash, and donôt add 

much to the spatial or temporal distribution except to make the numbers larger. We analyzed 

Cloud to Ground (CG) lightning data only in this study.  

 

3.2 Terrain Elevation and Terrain Slope Data 

We obtained a terrain elevation data from Shuttle Radar Topography Mission (SRTM) [30] 1 

Arc-Second Global data for our study area (Alberta, Canada). The absolute vertical accuracy of 

the elevation data will be 16 meters (at 90% confidence). This radar system will gather data that 

will result in the most accurate and complete topographic map of the Earthôs surface that has 

ever been assembled. The unit of elevation is meters as referenced to the WGS84/EGM96 geoid. 

We then calculate terrain slope based on this digital elevation model using ArcGIS software [31]. 

The terrain elevation (Figure 4) and terrain slope (Figure 5) data for Alberta, Canada were 

derived from this SRTM 1 Arc-second global data. 
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Figure 4. Mosaic 1 Arc-Second SRTM DEM for Alberta, Canada 
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Figure 5. Terrain slope calculated from SRTM DEM 

 

3.3 Land Uses Data 

The Land uses (LU) map (Figure 6) covers all areas of Alberta at a spatial resolution of 30 

meters. The LU classes follow the protocol of the Intergovernmental Panel on Climate Change 

(IPCC) and consist of: Forest, Water, Cropland, Grassland, Settlement and Other land (barren 

land, ice, rock and unclassified). The LU maps were prepared using existing source data, 
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including a variety of land cover (LC) and crop maps and various topographic layers such as 

Buildings and Structures, Hydrography, Industrial and Commercial Areas, Transportation and 

Wetlands from the ñCanada Vectors,ò a digital cartographic product in vector format (CanVec) 

supplied by Natural Resources Canada (NRCan). Details about the data and their accuracy are 

given in Data Product specifications [32]. 

 

Figure 6. Land uses 
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3.4 Soil Types Data 

Soil landscapes of Canada data (SLC version 3.2) (Figure 7) is the latest revision of the Soil 

Landscapes of Canada, which was developed by Agriculture and Agri-Food Canada to provide 

information about the countryôs agricultural soils at the provincial and national levels. The SLCs 

are a series of GIS coverage that show the major characteristics of soil and land for the whole 

country. SLCs were compiled at a scale of 1:1 million, and information is organized according to 

a uniform national set of soil and landscape criteria based on permanent natural attributes. The 

SLCs are based on existing soil survey maps which have been recompiled at 1:1 million scales. 

SLC polygons may contain one or more distinct soil landscape components and may also contain 

small but highly contrasting inclusion components. We could get a distinct type of soil to 

identify the soil great group according to the Canadian System of Soil Classification, 3rd edition. 

The major levels used in the classification include: Order, Great Group and Subgroup. We used 

the first level (Order) within the System. There are ten classes in the Canadian System of Soil 

Classification and use the first level (Order) for distinct soil types [33, 34]. 
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Figure 7. Soil Types (Soil great group by the Canadian system of soil classification 3rd edition) 

 

3.5 Canadian National Fire Database (CNFDB) 

The Canadian National Fire Database (CNFDB) is a collection of wild fire data from various 

sources; these data include fire locations (point data) and fire perimeters (polygon data) as 

provided by Canadian fire management agencies (provinces, territories, and Parks Canada) [35]. 

The properties of the wild fire are composed of agency information (province, territory, parks) 
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illustrating which agency collected the fire data, wild fire occurrence dates, coordinates, fire size 

(hectares), cause of fire as reported by agency, and fire types. These data will be used in the 

application section (chapter 7.2) to demonstrate how the frequent pattern results from data 

mining can be utilized. We only use lightning-caused wild fire data, among all possible different 

causes of fire, in order to know the impact of the CG lightning strikes on wild fire outbreak.  
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Chapter Four:  METHODOLOGIES  

 

We first examine CG lightning itself first before we find implicit dominant or frequent patterns 

of the CG lightning strikes with land properties using the data mining method. There are four 

major subchapters. The first and second subchapters describe the spatial and the temporal 

distribution of CG lightning over Alberta, Canada, respectively, and the third subchapter 

illustrates CG lightning occurrence tendency for each land property divided into several 

categories. The last subchapter will examine how we implemented the CFP-Growth++ algorithm, 

which is one of the association rule mining techniques, on our dataset. 

 

4.1 Spatial Distribution of Lightning Strikes Activity  

The research purpose of this chapter is to investigate how CG lightning is distributed spatially 

over Alberta, Canada. We count CG lightning frequency in each municipal boundary to see 

which areas have more lightning. We present the results as a map first in chapter 4.1.1, and then 

we use hotspot analysis, in chapter 4.1.2, to determine which areas that have a higher or lower 

CG lightning count cluster together.  
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4.1.1 Spatial Distribution of  CG Lightning Frequency for the 85 municipal boundaries over 

Alberta, Canada  

The study is based on the cloud to ground (CG) lightning data from 2010 to 2014. Each of the 

numbered areas in Figure 8 and Table 7 refer to 84 predefined municipalities across Alberta, 

which enable us to show implicit spatial distribution or patterns of lightning. 

 

Figure 8 Municipal boundary index 
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Table 7. Municipal boundary information 

No. Municipal Boundary 

0 CITY OF CALGARY 

1 CITY OF EDMONTON 

2 CITY OF FORT SASKATCHEWAN 

3 CITY OF ST. ALBERT 

4 MUNICIPAL DISTRICT OF ACADIA NO. 34 

5 ATHABASCA COUNTY 

6 COUNTY OF BARRHEAD NO. 11 

7 BEAVER COUNTY 

8 MUNICIPAL DISTRICT OF BONNYVILLE NO. 87 

9 CAMROSE COUNTY 

10 CARDSTON COUNTY 

11 MUNICIPAL DISTRICT OF FAIRVIEW NO. 136 

12 FLAGSTAFF COUNTY 

13 MUNICIPAL DISTRICT OF FOOTHILLS NO. 31 

14 COUNTY OF FORTY MILE NO. 8 

15 COUNTY OF GRANDE PRAIRIE NO. 1 

16 I.D. NO. 4 (WATERTON) 

17 I.D. NO. 9 (BANFF) 

18 I.D. NO. 12 (JASPER NATIONAL PARK) 

19 I.D. NO. 13 (ELK ISLAND) 

20 I.D. NO. 24 (WOOD BUFFALO) 

21 KNEEHILL COUNTY 

22 LAC STE. ANNE COUNTY 

23 LACOMBE COUNTY 

24 LAMONT COUNTY 

25 LEDUC COUNTY 

26 LETHBRIDGE COUNTY 

27 COUNTY OF MINBURN NO. 27 

28 MOUNTAIN VIEW COUNTY 

29 COUNTY OF NEWELL 

30 COUNTY OF PAINTEARTH NO. 18 

31 PARKLAND COUNTY 

32 MUNICIPAL DISTRICT OF PEACE NO. 135 

33 MUNICIPAL DISTRICT OF PINCHER CREEK NO. 9 

34 PONOKA COUNTY 

35 MUNICIPAL DISTRICT OF PROVOST NO. 52 

36 RED DEER COUNTY 

37 ROCKY VIEW COUNTY 

38 SMOKY LAKE COUNTY 

39 MUNICIPAL DISTRICT OF SMOKY RIVER NO. 130 

40 MUNICIPAL DISTRICT OF SPIRIT RIVER NO. 133 

41 COUNTY OF ST. PAUL NO. 19 
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42 STARLAND COUNTY 

43 COUNTY OF STETTLER NO. 6 

44 STRATHCONA COUNTY 

45 STURGEON COUNTY 

46 MUNICIPAL DISTRICT OF TABER 

47 THORHILD COUNTY 

48 COUNTY OF TWO HILLS NO. 21 

49 COUNTY OF VERMILION RIVER 

50 VULCAN COUNTY 

51 MUNICIPAL DISTRICT OF WAINWRIGHT NO. 61 

52 COUNTY OF WARNER NO. 5 

53 WESTLOCK COUNTY 

54 COUNTY OF WETASKIWIN NO. 10 

55 WHEATLAND COUNTY 

56 MUNICIPAL DISTRICT OF WILLOW CREEK NO. 26 

57 MUNICIPALITY OF CROWSNEST PASS 

58 KANANASKIS IMPROVEMENT DISTRICT 

59 CYPRESS COUNTY 

60 CLEARWATER COUNTY 

61 MUNICIPAL DISTRICT OF BIGHORN NO. 8 

62 BRAZEAU COUNTY 

63 MUNICIPALITY OF JASPER 

64 SPECIAL AREAS NO. 3 

65 SPECIAL AREAS NO. 4 

66 I.D. NO. 25 (WILLMORE WILDERNESS) 

67 WOODLANDS COUNTY 

68 MUNICIPAL DISTRICT OF GREENVIEW NO. 16 

69 YELLOWHEAD COUNTY 

70 NORTHERN SUNRISE COUNTY 

71 MUNICIPAL DISTRICT OF RANCHLAND NO. 66 

72 BIRCH HILLS COUNTY 

73 SADDLE HILLS COUNTY 

74 CLEAR HILLS COUNTY 

75 MACKENZIE COUNTY 

76 BIG LAKES COUNTY 

77 MUNICIPAL DISTRICT OF LESSER SLAVE RIVER NO. 124 

78 REGIONAL MUNICIPALITY OF WOOD BUFFALO 

79 COUNTY OF NORTHERN LIGHTS 

80 MUNICIPAL DISTRICT OF OPPORTUNITY NO. 17 

81 LAC LA BICHE COUNTY 

82 SPECIAL AREAS NO. 2 

83 I.D. NO. 349 

84 TOWN OF DRUMHELLER 
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After differentiating each boundary, we scattered the lightning strikes over the entire region and 

carried out a spatial join to count how many strike points fall within each municipal boundary. 

The lightning strikes incidence rate maps were drawn from the aggregated number of lightings 

for the period of each individual year from 2010 to 2014 (Figure 9) and the combined entire 

study period (Figure 10) across the province of Alberta. We have unevenly sized municipalities 

so those that are bigger show a greater incidence, covering as they do more area. We normalized 

the CG lightning counts within each boundary to compensate for this variation in coverage. The 

darker green areas have the highest frequency of lightning strikes, and the lightest green, the 

lowest. The lightning strikes frequency in these figures is divided into five classes. For this 

classification, we used Jenks natural breaks optimization method [36], a data clustering method 

designed to determine the best arrangement of values into different classes by the seeking to 

reduce the variance within classes and to maximize the variance between classes. 
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Figure 9. Average annual incidence rate of lightning strikes, per year, from 2010 to 2014 






























































































































































































