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Abstract

New aspects were added to the wind farm layout optimization problem; commercial turbine selection, generic realistic representation for the thrust coefficient, investigating the power-cost of energy trade-off range, and introducing the wind farm layout upgrade optimization problem. A range of commercial turbines was selected and the manufacturers’ power curves were used to evaluate the power developed by each turbine using the effective wind speed. The classical Jensen’s wake model was implemented to simulate the wake and wake interference within the farm in an analytic and accurate way. A simple field-based cost model was developed to evaluate the cost of any layout in terms of the turbine rated power and hub height. For the upgrade cases, the cost model included an area factor to account the upgraded area to the original farm area. A Genetic Algorithm was used for optimization throughout this dissertation. A technique called Random Independent Multi-Population Genetic Algorithm was used in some cases to accelerate the optimization.

The results showed that co-operative optimization is superior over the selfish one. The turbine aerodynamic efficiency was found to magnify the difference between the two optimization strategies. A wide range of commercial turbines was selected and a useful range of power-cost of energy trade-off was obtained. The optimization was found to be more efficient in offshore cases because of the low entrainment coefficient in the wake model. The Random Independent Multi-Population technique caused a significant reduction in the speed of the optimization. It is likely that most farms can be efficiently and practically upgraded with a wide range of power-cost of energy trade-offs, using the proposed upgrade layout and the optimization objective.
Keywords: Wind farm layout optimization, Layout upgrade optimization, Commercial turbine selection, Hub height variation, Multi-population genetic algorithm, Thrust coefficient, Aerodynamic efficiency, Co-operative optimization, Selfish optimization.
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Chapter 1: Background

1.1 Wind Energy

Wind energy is one of the most promising and fastest growing sources of renewable energy worldwide. It has become one of the most competitive sources of electricity, not only among renewable energy sources but also compared with conventional fossil fuels [1]. The global cumulative installed wind capacity exceeded 486 GW by the end of 2016 [2]. Wind power represents about 6% of the global electricity capacity [3] and about 3.7% of the global electricity generation [1,4] of all energy sources. Among renewable energy sources, wind energy capacity is more than 23% and 55% of the worldwide renewable installed capacity (with and without the hydropower, respectively) [1]. Wind energy also is the second highest growing renewable energy source (after solar photovoltaics) [1]. Figure 1.1 shows the global wind power cumulative capacity from 2001 to 2016.

Figure 1.1: Global wind power cumulative capacity (2001-2016) [2].
1.2 Wind Turbines

Wind turbines convert a fraction of the wind’s kinetic energy into mechanical energy by direct contact with its blades. Wind turbines are classified according to the direction of the axis of rotation into two categories: horizontal-axis wind turbines and vertical-axis wind turbines. The former is the most widely used and it is also the type considered in the proposed work, so reference will only be made to “wind turbine(s)” or even “turbine(s)” throughout this thesis.

Wind turbines are specified by geometrical and operational parameters as well as performance curves. The main geometrical parameters are the number of blades, the rotor diameter, $D$, and the hub height, $H$. The major operational parameters are the power coefficient, $C_P$, the thrust coefficient, $C_T$, which are defined as 

\[ C_P = \frac{\text{output power}}{\text{available power}} = \frac{P}{0.5\rho AU^3} \]  

\[ C_T = \frac{\text{thrust force}}{\text{dynamic force}} = \frac{T}{0.5\rho AU^2} \]  

where $\rho$ is the average air density ($kg/m^3$), $A$ is the rotor area ($m^2$), and $U$ is the wind speed ($m/s$) ahead of the turbine.

These two dimensionless parameters, $C_P$ and $C_T$, as well as the blade axial induction factor, $a$, are mutually dependent. The basic Actuator Disk Theory (ADT) [5] provides the theoretical relations:

\[ C_P = 4a(1 - a)^2 \]  

\[ C_T = 4a(1 - a) \]  

The blade axial induction factor, $a$, is defined as the axial wind velocity deficit at the rotor, which expressed mathematically in terms of the upwind speed, $U$, and that at the rotor, $U_b$, as
\[ a = \frac{U - U_b}{U} = 1 - \frac{U_b}{U} \quad (1.5) \]

Figure 1.2 provides graphical representation for Equations (1.3) and (1.4), while Figure 1.3 shows the \( C_T-C_P \) curve according to the ADT analysis. Compared with commercial turbines, Equations (1.3) and (1.4) overestimate \( C_P \) for a particular \( C_T \) (or underestimate \( C_T \) for a particular \( C_P \)), as will be proven later in Chapter 4 and Chapter 5. ADT also indicates that no more than \( 16/27 \) of the kinetic energy that possessed by the air passing through a wind turbine rotor can be converted into mechanical energy. This value is the maximum theoretical \( C_P \) for a wind turbine (known as the Betz- Joukowsky limit), when \( a = 1/3 \) and \( C_T = 8/9 \), as indicated in Figure 1.2 by the dashed vertical line.

![Figure 1.2: \( C_P \) and \( C_T \) vs. \( a \), according to the ADT equations.](image-url)
Figure 1.3: $C_T - C_P$ relation according to the ADT equations, up to the Betz-Joukowsky limit.

1.3 Wind Turbine Wake and Wake Modelling

By absorbing part of the wind’s kinetic energy, the wake behind the turbine rotor is characterized by decreased wind speed and increased turbulence. The entrainment of the ambient (undisturbed) air into the wake eventually leads to recovery so that far from a turbine the wind speed and turbulence will have effectively returned to the undisturbed values. Wind turbine wake modelling consists of characterizing the air flow (mainly the velocity and the turbulence level) downstream of the rotor.

The wake behind a wind turbine has two main regimes: near wake, and far wake, e.g. [6,7]. The near wake, dominated by the tip and hub vortices, extends a few rotor diameters downstream, where which the velocity deficit at the centerline reaches its maximum and the pressure equals the free stream value [8]. On the other hand, the far wake is the region in which the actual rotor shape is less important, but the focus lies on wake modeling, wake interference, turbulence modelling
and topographic effects, e.g. [6,9]. A third region may be considered between near and far wakes, called transition, e.g. [8,9,10], or intermediate wake [11]. Figure 1.4 illustrates the flow structure of a typical wind turbine wake.

![Wind turbine wake structure](image)

Figure 1.4: Wind turbine wake structure [11].

Many wake models have been developed over the past five decades, extensive details can be found in the review articles, e.g. [12,10,9,6,13]. For the present purposes, the aerodynamics of wind turbines can be divided into two principal domains [14]:

I. The prediction of rotor performance (focusing only on the near wake).

II. The study of the wake (mainly the far wake) to evaluate the influence of wind turbines in farms (which is the aspect of relevance to the current research).

The output power from a single wind turbine is limited (up to few MW), so wind turbines are commonly installed in groups (wind farms) to increase the energy production. Any wind turbine
in a wind farm is affected by the wake(s) of the upwind turbine(s). Wake overlap (interference) significantly affects the performance of the whole farm, especially downstream the first few upwind rows, e.g. [10,15,16,17,18,19], after which their multiple wakes are merged [17].

1.4 Wind Farm Cost Breakdown

Although the wind is blowing freely, the conversion of wind’s kinetic energy into useful electrical power is not free. The wind power Cost Of Energy (COE) significantly varies over time and location and it also affected by the wind resources and the farm size, e.g. [20,21]. The major cost of a wind power project is due to the initial capital cost, which represents more than 70 % and up to 89 % of the total cost over the life span [22]. The operations and maintenance costs can be represented globally as 11 - 30 % of the total cost over the life span [22] or annually as 1.5 - 3 % of the initial capital cost [23].

The capital cost, in turn, is due to turbines, balance of the system, and financial costs [20]. The turbine cost represents the major part for onshore projects, while the balance of the system cost is the major part of the offshore ones, as shown in Figure 1.5 and Figure 1.6, respectively.
Figure 1.5: Capital cost breakdown for a typical onshore wind power project [20].

Figure 1.6: Capital cost breakdown for a typical offshore wind power project [20].
1.5 The Wind Farm Layout Optimization Problem

As the wind power market expands, it faces increasing challenges, which can be classified into three main categories: technical, financial, and environmental. For example, to produce more power from a wind farm, the number of turbines should increase and the turbines should be larger. Besides, the turbines should be spaced further apart in order to reduce the wake interference. On the other hand, larger turbines and/or larger wind farm area mean more cost (turbines, land, roads, cables, etc.). Moreover, many restrictions have been put on wind farm installations because of their environmental impact regarding noise, visual effects, flight paths, and even birds’ seasonal immigration routes. All these factors increase the need for Wind Farm Layout Optimization (WFLO), which investigates the ways to design wind farms so that the power is maximized while the cost as well as the unwanted environmental impacts are minimized.

Any optimization problem, including the WFLO, consists of the four fields described in the following sub-sections, e.g. [24,25]:

1.5.1 Design variables.

The design (or decision) variable is the parameter that needs to be determined (adjusted) in order to achieve the optimum solution, e.g. [38,26,1]. The design variables must have upper and lower limits within which the feasible solutions are obtained.

1.5.2 Constraints.

Optimization problems are usually subjected to restrictions (constraints), and hence not all solutions are feasible. The upper and lower limits for the design variables are the simplest form of constraints, and the integer constraint is another example, in which one (or more) of the design
variables, such as number of turbines, is (are) necessarily integer. Both upper and lower limits as well as the integer constraints are linear, moreover, most the engineering optimization problems are subjected to other constraints (linear and/or nonlinear) according the physics of the problem. In the WFLO, the minimum turbine spacing is the most common nonlinear constraint on turbine siting inside the farm is restricted.

1.5.3 Optimization technique.

The best optimization technique depends mainly on the nature of the problem as well as the constraints. The present optimization problem is discrete, non-linear, non-convex, high-dimensional, and mixed integer. Genetic algorithms (GAs) have been proven a powerful tool for such complex problems, e.g. [27]. For this reason, GAs were implemented in most the WFLO literature, although they are slow compared with the other optimization methods [26,1]. GAs are computer programs that mimic the processes of biological evolution in order to solve problems and to model evolutionary systems [28]. The solution is obtained by moving from one population of chromosomes (feasible solutions) to a new population by using a kind of natural selection (random search) together with the genetics-inspired operators of crossover, mutation, inversion, etc. Each chromosome consists of a number of genes that are the possible values of the design variables. The selection operator chooses those chromosomes in the population that will be allowed to reproduce, and on average the fitter chromosomes produce more offspring than the less fit ones [28]. A flowchart for GA used in the present work [29] is given in Figure 1.7.
1.5.4 Optimization objectives.

An objective (fitness) function is simply the function that its value is to be optimized (maximized or minimized), e.g. [26,1]. The objective in most of the WFLO literature is to maximize energy production, minimize cost of energy, COE, maximize profit, or a combination of them [19].

1.6 Thesis Outline

An introduction to the topic of this thesis is given in this chapter. A literature review for the WFLO problem followed by the motivation and research objectives are provided in Chapter 2. The rest of the thesis is arranged as follows:
The selfish (individual) and the co-operative (collective) control alternatives for wind farms are the topic of Chapter 3. The arrangement of Turbines In Line (TIL) is considered, as it gives the maximum wake interference. The effect of wake recovery and topology are investigated.

The different efficiencies of commercial wind turbines relative to the ADT is introduced in Chapter 4. The effect of the aerodynamic efficiency on the maximum power production is investigated for both selfish and co-operative optimization strategies.

In Chapter 5, the power-COE trade-off is investigated. Selection among 61 commercial turbines and common range of hub height variation are considered. The optimization is carried out on two simple wind farm arrangements; 6 TIL and a 6-by-3 matrix of turbines.

Wind Farm Layout Upgrade Optimization (WFLUO) for existing farms is introduced in Chapter 6. The famous large offshore wind farm (Horns Rev 1) is taken as case study. The power-COE trade-off for both inside and outside upgrades are investigated. Commercial turbine selection and turbine-specific hub height variation are employed. The cost model is modified and the GA is improved by using Random Independent Multi-Population technique.

Finally, in Chapter 7, the chapters are concluded and the logical sequence of the different chapters as one unit is explained.
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Chapter 2 : Literature Review

2.1 Introduction

As mentioned in section 1.5; the WFLO is the problem of designing wind farms so that the power is maximized while the cost as well as the unwanted environmental impacts are minimized. The interest in WFLO increased over the time as the installation of new large wind farm faces technical, financial, and environmental challenges. WFLO is relatively new area of research; in 1994, Mosetti et al. [1] studied this problem for the first time. They considered 10x10 square cells of length 200 m, in which the 40 m rotor diameter turbines were possibly centered. Identical turbines with constant thrust coefficient, $C_T = 0.88$, as well as simple cubic power curve were considered. Three cases were studied:

(1) uniform wind direction with constant wind speed,

(2) multi-directional wind with constant mean wind speed, and

(3) multi-directional wind with variable speeds.

The analytical Jensen’s wake model [2,3] was used to evaluate the wake behind the turbines. A GA was implemented to maximize a combined objective function including the total power and the inverse of the COE, using arbitrary weighting factors.

For the following decade, no significant contribution was added to WFLO. New aspects were then added; either to the design variables, constraints, objective functions, and/or to the optimization methodology.

Many researchers have analyzed the problem proposed by [1] in order to obtain better layouts and/or reduce the computational time; either with some improvements to the GA, e.g. [4,5,6,7] or by implementing other optimization strategies, e.g. [8,9,10,11,12].
2.2 Early Studies

Ozturk et al. [13] introduced a heuristic methodology to find layouts that maximize profit, which is the product of the cost efficiency of the turbines and the total power output from the wind farm. To evaluate their solution methodology, they constructed six test problems with different siting area sizes.

Şişbot et al. [14] employed a multi-objective GA approach to optimize the layout for a particular wind farm in order to maximize the power production while constraining the cost of installed turbines.

Many other biologically-inspired algorithms have been also applied successfully for WFLO. As examples: Particle Swarm Optimization [15,16], Ant Colony Optimization [17], Coral Reef Optimization [18], and Viral Based Optimization [19].

Mixed Integer Programming (MIP) was proved to be a powerful tool in WFLO [20]. Many Linear and Nonlinear MIP models have been developed and improved to find optimum layouts as well as reducing the computational time, e.g. [21,22,23,20,24]. Monte Carlo Simulation [8,25] and Simulated Annealing [26,27] were also successfully implemented for WFLO.

Landowner decisions and participation rates have been modeled as design variables and their impact on WFLO has been investigated in series of publications by Chen and MacDonald [28,7,29].

Recently, noise propagation has been added to the problem. Fagerfjäll [30] and Zhang et al. [31] considered the noise level as a constraint in their optimization using Mixed Integer Programming. Kwong et al. [32] considered noise level minimization as a second objective function (beside the power production maximization) in their multi-objective optimization using the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) algorithm.
Very few studies have considered using different turbines and hub heights; these will be reviewed in more detail in the next subsection.

2.3 Recent Studies

Herbert-Acero et al. [26] maximized the power production by a line of turbines in the wind direction, using both Simulated Annealing and a Genetic Algorithm implemented in MATLAB. This arrangement maximizes the power loss by interference. They used the technical data for REpower, MD77 (rotor diameter, \( D = 77 \) m). Two values of hub height (\( H \)) were used, 50 m and 85 m, to reduce the effect of wake interference. The design parameters were the number of turbines, their location, and the individual \( H \) while fixing the line length at 1,550 m. The results showed that the placement of wind turbines with different heights could increase the power generation in a straight line layout for a single wind speed and two opposite wind directions along the line.

Chowdhury et al. [33,16] applied their Unrestricted Wind Farm Layout Optimization to optimize the farm layout, simultaneously with the appropriate selection of turbines in terms of \( D \) (while fixing \( H \)), in order to maximize the total power generation. Three different layout optimization cases were considered:

1. Wind farm with identical turbines,

2. Wind farm with differing \( D \), and

3. Wind farm with identical turbines that can adapt to wind conditions (variable \( a \) depending on the wind speed) as in the case of commercial turbines.

They found that an optimal combination of wind turbines with differing rotor diameters can appreciably increase the farm power generation. They mentioned that a more practical wind farm
optimization requires the treatment of rotor diameters as discrete design variables, as there is only a limited choice of commercial wind turbines.

Chowdhury et al. [34] significantly improved their method, enabling it to simultaneously optimize the placement and the selection of turbines for commercial-scale wind farms to minimize the COE. The number of turbines and the farm size were assumed to be fixed at the values for the particular wind farm that they studied. They used the GE 1.5 xle-82.5 as the reference turbine and normalized the manufacturer’s power curve with respect to the general specifications (rated power ($P_r$), cut-in and rated speeds, $U_{in}$ and $U_r$, respectively). This curve was assumed to hold for all commercial turbines and scaled back to represent the power curve for any turbine (in the rated power range from 0.6 to 3.6 MW) as long as the general specifications are defined, as shown in Figure 2.1.

The results showed significant increase in energy production by simultaneous optimization of the layout and the turbine selection compared with layout optimization alone. The optimum layout contained turbines with rated power from 1.8 to 3 MW, with rotor diameters from 90 to 110 m, and hub heights from 80 to 120 m.

Chen et al. [35] investigated the use of different $H$ in a small wind farm layout optimization using the GA function in MATLAB. They first conducted the layout optimization of a 500 m square wind farm. Enercon E40-600kW turbines were used in the analysis with two values of hub height, 50 and 78 m, and the minimum spacing was set as 100 m. Then a larger wind farm (2800 m x 1200 m) with larger wind turbine (GE 1.62-100) was analyzed to further examine the benefits of using different hub heights (80 and 100 m) in more realistic conditions. The minimum spacing was set as 400 m. Different cost models were used in the analysis, and results showed that different hub height wind turbines can increase the power production and/or reduce the COE.
Figure 2.1: Normalized power curve for GE-1.5 xle-82.5, as developed by Chowdhury et al. [34] and generalized for all turbines as long as the rated power, $P_r$, the rated speed, $U_r$, and the cut-in speed, $U_{in}$, are defined.

Tong et al. [36], based on their previous work [16,37,38,34], have proposed a bi-level multi-objective optimization framework considering the capacity factor and the land use as objective functions. The capacity factor (CF) of a wind farm can be defined as the ratio of the actual (or expected) output of the farm over a time period and the potential output if the farm was operating at full nameplate capacity throughout that time period, e.g. [34]. Identical turbines were assumed, and the design variables were the turbine locations, the land area, and the nameplate or rated capacity. The model aimed to investigate the trade-off between the CF and the land use and its effect on the optimum capacity.
2.4 Motivation and Research Objectives

By reviewing the WFLO literature, some deficiencies can be identified. The proposed work aims to fill these gaps by adding the following dimensions to WFLO, which are considered also the novelties of the presented work:

(1) The selection among a range of actual (commercial) turbines,

(2) The realistic evaluation of the turbine $C_T$, and hence the wake development, and

(3) Investigating the power-COE trade-off for WFLO, and

(4) Exploring the possibility and the feasibility for existing wind farms to be upgraded either by extra turbines within the original farm area or outside that area.
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Chapter 3: Explicit Solutions for Simple Models of Wind Turbine Interference

Abstract

Wind turbine interference - the reduction in output power of a turbine downwind of any others - is a major problem for wind farm optimization and control. With interference, it is well-known for specific cases that co-operative optimization of power output yields more power than does the selfish optimization of individual turbines. This paper develops explicit solutions for simple models of interference for the general case of any number of turbines in line with the wind. For the simplest case of no wake recovery, analytical solutions for co-operative and selfish optimization are derived. They show that co-operative optimization nearly always yields more power and never yields less. Adding a simple form of wake recovery for equally spaced turbines precludes analytical solutions, but numerical solutions are developed to find the power to any required level of accuracy. Again, co-operative optimization is superior in nearly all cases. These simple solutions should be useful for demonstrating the importance of interference and for testing methods for optimizing wind farm layout and operation. It is shown that the maximum benefit from co-operative operation occurs at turbine spacing comparable to that commonly used in wind farms. The analysis is then extended to include topographical effects modeled as changes in wind speed along the line. Explicit solutions are obtained for two turbines in line. Co-operative optimization remains the best strategy. In particular, when the wind speed increases, it quickly becomes optimal to shut down the first turbine.
3.1 Introduction

Wind energy is usually harvested by wind farms that consist of multiple wind turbines located in a particular layout over a substantial stretch of land (onshore) or water (offshore). It has been shown in the literature (see [1,2,3,4,5]) that the total power extracted by a wind farm is often significantly less than the simple product of the power extracted by a stand-alone turbine and the number of turbines in the farm. The loss in energy is due mainly to interference on any downwind turbines due to the wake of the upwind machines [6].

Given the primary effect of the wake in the reduction of the wind farm power, an analytical wake model is an important tool to study and particularly mitigate interference. The Park wake model, originally developed by Jensen [7] and later completed by Katic et al. [8], is one of the most popular analytical wake models used in wind farm modeling. The modified Park wake model and the Eddy Viscosity wake model are other standard wake models [6]. The Park model includes wake recovery, the entrainment of the external flow into the turbine wake to re-energize it. Recently, Hancock [9] analyzed turbines in a line by an extension of the one-dimensional analysis using conservation of mass, momentum, and energy, that leads to the Betz-Joukowsky limit for a single turbine \(^{(1)}\). Hancock extended his model to include a simple form of wake recovery that we will also use in this paper.

The loss of output power due to interference depends primarily on the geometric arrangement of multiple wind turbines in relation to the important wind directions. Hence, an optimal layout of turbines that ensures maximum output power is expected to improve the economics of a wind farm project (see [2,3,4]).

\(^{(1)}\) Okulov & van Kuik [10] recently argued that the commonly-termed Betz limit should be attributed to Joukowsky as well.
Another factor that plays an important role in increasing wind farm power in the presence of interference is the co-ordination of the control of power output among the turbines in the wind farm. There should be a close interaction between layout design and operational control which is not addressed in this paper. We assume that the wind farm layout is given and the goal of this paper is to provide a collective adjustment of the power output of multiple wind turbines in line to maximize the total output power. Following Hancock [9], we consider the extreme case of the interaction within a farm that occurs when turbines form a straight line in the wind direction, as this minimizes the energy available to the downwind turbines.

Studies of control methodologies by Herbert-Accro et al. [11], Madjidian & Rantzer [12], and Marden et al. [13] show that co-operative optimization produces more power than does selfish optimization of the individual turbines. This paper considers co-operative and selfish optimization for simple wake models. It starts with Hancock’s basic model to develop a closed form maximization of the power output from \( N \) identical turbines in line with no wake recovery. Hancock’s second model with wake recovery reduces to the first as a special case but cannot generally be solved in closed form. However, we describe an iterative solution which can be made arbitrarily accurate for any \( N \). Power optimization is done for two cases. In the first, the \( N \) turbines are individually maximized which is an \( N \)-dimensional problem. In the second case, a simpler one-dimensional optimization of the collective or co-operative power is considered. We demonstrate explicitly and numerically that the maximum co-operative power is never less than the sum of the maximum individual powers, and in many cases, it is considerably higher. For simplicity, we assume that the turbines are equi-spaced.

Finally, we consider some effects of topography, modeled as a change in wind speed along the line of turbines. Because this change is likely to be different for each turbine, we do not attempt
to solve the general problem. Analytic solutions are developed for selfish and co-operative optimization of two turbines in line with wind speed changes. Again, co-operative optimization is superior. In particular, we find a special case of co-operative optimization, “sacrificial” optimization in which power output is maximized if the first turbine is shut down when the wind speed increases from the first to second. Sacrificial optimization is valid even for small increases in the wind speed from the first to second turbine.

The main contributions of this paper are:

(1) A simple analysis which shows the advantage of co-operative turbine operation when there is no wake interference with and without topographical effects.

(2) A more sophisticated analysis that includes a form of wake recovery. The equations can be solved iteratively to arbitrary accuracy. Co-operative optimization is shown to be most beneficial at turbine spacing typical of modern wind farms.

(3) In all cases, the co-operative maximum power was shown to be greater than the sum of the maximum individual powers. This result is proved for the first simple model for an arbitrary number of turbines, and demonstrated numerically for the second model. The superiority of co-operative optimization is established analytically for wake recovery for two turbines in line, with wind speed changes between them.

This paper is organized as follows. In the next section, we derive the equation for the power output of $N$ turbines in line without wake recovery. This is largely a restatement of the analysis of Hancock [9]. In Section 3.1, we analyze the case where each turbine maximizes its power extraction. Then in Section 3.2, we will present the results for maximization of the overall output. A simplified form of the Park model which modifies the induction factor of the wake is presented.
in Section 3.4. Following this, numerical simulations are provided in Section 3.5. Topographical
effects are considered in Section 3.6. Concluding remarks are made in Section 3.7.

### 3.2 The Basic Model of Turbines In Line

Denote the induction factor in the wake of the \( n^{th} \) turbine as \( a_n \), the wind speed by \( U \) and turbine
area by \( A. \) \( a_n \) is defined relative to \( U \) and there is no compounding of \( a_n \) for the downwind turbines.
We assume that the \( N \) turbines in line are identical. From Hancock’s formulation of the momentum
equation, the thrust of the \( n^{th} \) turbine, \( T_n \), in the presence of the wake of the \((n - 1)^{th}\) turbine can
be written as

\[
T_n = \rho U (1 - a_{b,n}) A [U(1 - a_{n-1}) - U(1 - a_n)]
\]

or

\[
T_n = \rho U^2 A (1 - a_{b,n})(a_n - a_{n-1})
\]

where \( a_{b,n} \) is the induction factor at the blades of turbine \( n. \) The pressure difference across the
rotor can be found using Bernoulli’s equation for the upwind and downwind flow for each turbine:

\[
P_+ - P_- = \frac{1}{2} \rho U^2 (1 - a_{n-1})^2 - \frac{1}{2} \rho U^2 (1 - a_n)^2
\]

From Equation (3.3), the thrust of turbine \( n \) is

\[
T_n = (P_+ - P_-) A = \frac{1}{2} \rho U^2 A [(1 - a_{n-1})^2 - (1 - a_n)^2]
\]

\[
= \frac{1}{2} \rho U^2 A (a_n - a_{n-1})(2 - a_n - a_{n-1})
\]

Comparing Equation (3.2) with Equation (3.4), it follows that

\[
a_{b,n} = \frac{(a_n + a_{n-1})}{2}
\]

\[(3.5)\]
From the energy equation, the power output of turbine \( n \) is

\[
P = \frac{1}{2} \rho U^3 A (1 - a_{b,n})[(1 - a_{n-1})^2 - (1 - a_n)^2]
\]  

Defining \( C_{P,n} \) as the power coefficient of the \( n^{th} \) turbine in the normal manner allows Equation (3.6) to be combined with Equation (3.5) to give

\[
C_{P,n} = \frac{P}{\frac{1}{2} \rho U^3 A} = \frac{1}{2} (a_n - a_{n-1})(2 - a_n - a_{n-1})^2
\]  

Now consider two different cases: in the first case designated as “selfish” optimization, each individual \( C_{P,n} \) is maximized. The second case of “co-operative” optimization, maximizes \( \sum_{n=1}^{N} C_{P,n} \). As with the common derivation of the Betz–Joukowsky equation, optimization is based on selecting the value of \( a_n \) to maximize the power.

### 3.3 Optimization of the Power Output

#### 3.3.1 Selfish optimization.

To maximize the power for each individual turbine from Equation (3.7), we set

\[
\frac{\partial C_{P,n}}{\partial a_n} = \frac{1}{2} (3a_n - a_{n-1} - 2)(a_n + a_{n-1} - 2) = 0
\]

Since \( a_n, a_{n-1} < 1 \),

\[
3a_n = a_{n-1} + 2
\]

Given \( a_0 = 0 \), it follows that

\[
a_1 = \frac{2}{3}
\]

which is the Betz-Joukowsky value. By extension to the downwind turbines, we obtain
\[ a_2 = \frac{1}{3} \left( \frac{2}{3} + 2 \right) = \frac{2}{3^2} + \frac{2}{3} \quad \text{and} \quad a_3 = \frac{1}{3} \left[ \frac{1}{3} \left( \frac{2}{3} + 2 \right) \right] = \frac{2}{3^3} + \frac{2}{3^2} + \frac{2}{3} \] (3.11)

Generalizing Equation (3.11) gives \( a_n \) as

\[ a_n = 2 \sum_{i=1}^{n} \frac{1}{3^i} = 1 - 3^{-n} \] (3.12)

It is easy to interpret Equation (3.12) as showing that each turbine operates at the Betz–Joukowsky limit with the “wind” speed equal to the wake velocity of the immediately upwind turbine. For \( n \) sufficiently large, \( a_n \to 1 \). Using Equation (3.12), the sum of the power coefficients can be calculated as

\[
\sum_{n=1}^{N} C_{P,n} = \frac{1}{2} \sum_{n=1}^{N} (2 - a_n - a_{n-1})^2 (a_n - a_{n-1}) \\
= \frac{1}{2} \sum_{n=1}^{N} (3^{-n} + 3^{-n+1})^2 (3^{-n} + 3^{-n+1})
\] (3.13)

Summing Equation (3.13), we obtain

\[
\sum_{n=1}^{N} C_{P,n} = \frac{8}{13} \left( 1 - \frac{1}{3^N} \right) \to \frac{8}{13} \quad \text{as} \quad N \to \infty
\] (3.14)

Equation (3.14) gives the maximum power obtainable from \( N \) turbines in line if each maximizes its power. For \( N = 1 \), Equation (3.14) reduces to the Betz-Joukowsky limit which is only 3.8 % less than the maximum possible power coefficient, 8/13, for an infinite line of turbines.

\subsection*{3.3.2 Co-operative optimization.}

From Equation (3.7), the contribution to the sum of the power coefficients from terms involving \( a_n \) is
\[ \Delta_n = C_{p,n} + C_{p,n+1}, \text{for } 1 < n < N \]
\[ = \frac{1}{2} [(2 - a_n - a_{n-1})^2(a_n - a_{n-1}) + (2 - a_{n+1} - a_n)^2(a_{n+1} - a_n)] \]  

(3.15)

To find the \( a_n \) that maximizes the sum of the power from the turbines up to \( N - 1 \), we set
\[ \frac{\partial \Delta_n}{\partial a_n} = 0, \text{ or} \]
\[ \frac{1}{2} [(3a_n - a_{n-1} - 2)(a_n + a_{n-1} - 2) + (3a_{n+1} - a_n - 2)(a_{n+1} + a_n - 2)] = 0 \]  

(3.16)

It follows that
\[ a_n = \frac{(a_{n-1} + a_{n+1})}{2}, \text{ for } 1 < n < N \]  

(3.17)

Obviously, Equation (3.17) does not apply to the last turbine which must be considered separately.

Given that \( a_0 = 0 \), it follows that \( a_2 = 2a_1 \), and \( a_3 = 3a_1 \). It is easy to use induction to establish the general result that
\[ a_n = na_1, \text{ for } 1 < n < N \]  

(3.18)

The \( N^{th} \) turbine must operate according to Equation (3.9) with \( n = N \). Substituting Equation (3.18) into Equation (3.7) and evaluating the sum gives
\[ \sum_{n=1}^{N} C_{p,n} = \frac{a_1}{2} \sum_{n=1}^{N-1} (2 - 2na_1 + a_1)^2 + \frac{16}{27} [1 - (N - 1)a_1]^3 \]
\[ = \frac{N - 1}{6} [12a_1 - 12(N - 1)a_1^2 + 4a_1^3(N - 1)^2] + \frac{16}{27} [1 - (N - 1)a_1]^3 \]  

(3.19)

Equation (3.19) shows the power output of all \( N \) turbines now depends only on \( a_1 \). The maximum total power occurs when
\[ \frac{\partial \sum_{n=1}^{N} C_{p,n}}{\partial a_n} = \frac{N}{18} [4 - 8Na_1 - (4N^2 - 9)a_1^2] = 0 \]  

(3.20)
Solving Equation (3.20) yields

\[ a_1 = 1/\left( N + \frac{1}{2} \right) \]  

(3.21)

When \( N = 1 \), Equation (3.21) gives \( a_1 = 2/3 \) and when \( N \) tends to infinity, \( a_1 \to 1/N \). Using Equation (3.21), the maximum total power for \( N \) turbines is

\[
\sum_{n=1}^{N} C_{p,n} = \frac{2N(N+1)}{3\left(N + \frac{1}{2}\right)^2} \to \frac{2}{3} \text{ as } N \to \infty
\]

(3.22)

The asymptotic result is a small increment (12.5%) above the Betz-Joukowsky limit for a single turbine. Nevertheless, co-operative optimization always gives the same or more power than selfish optimization. Let \( \delta(N) \) denote the difference in the sum of power outputs between \( N \) co-operative turbines and \( N \) selfish turbines. Equations (3.14) and (3.22) give

\[
\delta(N) = \frac{8}{39} \left( 3^{1-N} + \frac{N^2 + N - 3}{(1-2N)^2} \right)
\]

(3.23)

\( \delta(1) = 0 \) obviously, but \( \delta(N) > 0 \) for any \( N > 1 \).

### 3.4 Optimization with Wake Recovery

We now use a simplified form of the Park model which modifies the induction factor of the wake of the \((n-1)^{th}\) turbine before that wake reaches the \(n^{th}\) turbine in an equi-spaced line. The upwind induction factor of the \(n^{th}\) turbine is \( a_{n-1}' = ba_{n-1} \), where, as before, \( a_{n-1} \) is the wake induction factor for the \((n-1)^{th}\) turbine, and \( b \leq 1 \). The factor \( b \) is identical to \( f \) used by Hancock [9]. It allows for some wake recovery by entrainment of external air at higher wind speed. Thus,

\[
C_{p,n} = \frac{1}{2} (2 - a_n - ba_{n-1})^2(a_n - ba_{n-1})
\]

(3.24)

We now extend the results in Sections 3.3.1 and 3.3.2 to include \( b \).
3.4.1 Selfish optimization with wake recovery.

Modifying Equation (3.8), using the wake recovery model in Equation (3.24), we have

\[
\frac{\partial C_{P,n}}{\partial a_n} = \frac{1}{2} (3a_n - ba_{n-1} - 2)^2 (a_n + ba_{n-1} - 2) = 0
\]

Since \( b \leq 1 \), the second term can never be zero and therefore

\[
a_n = \frac{(ba_{n-1} + 2)}{3}, \text{ for } 1 \leq n \leq N
\]  
(3.25)

Thus for \( b \leq 1 \),

\[
a_0 = 0, \quad a_1 = \frac{2}{3}, \quad a_2 = \frac{1}{3} \left[ \frac{2b}{3} + 2 \right] = \frac{2b}{3^2} + \frac{2}{3}
\]

and, in general,

\[
a_n = 2 \sum_{i=1}^{n} \frac{b^{i-1}}{3^i} = \frac{2 - 2 (\frac{b}{3})^n}{3 - b}
\]  
(3.26)

Substituting Equation (3.26) in Equation (3.24), we obtain

\[
\sum_{n=1}^{N} C_{P,n} = 2 \sum_{n=1}^{N} \left[ \frac{2 - 2b + 4 (\frac{b}{3})^n}{3 - b} \right]^3
\]  
(3.27)

When the turbines are far enough apart, \( b \rightarrow 0 \). In this case, Equation (3.27) implies that

\[
\sum_{n=1}^{N} C_{P,n} = \frac{16}{27} N
\]  
(3.28)

which shows that each turbine operates at the Betz-Joukowsky limit. When \( b = 1 \), we recover the simple model result, Equation (3.14). It should be noted that from Equation (3.27) does not have a compact summation as did Equation (3.14). It is probably better to evaluate the sum directly for each \( N \).
3.4.2 Co-operative optimization with wake recovery.

The contribution to the overall power coefficient from the \((n - 1)^{th}\) and \(n^{th}\) turbines denoted in Equation (3.15) becomes

\[
\Delta_n = (2 - a_n - ba_{n-1})^2(a_n - ba_{n-1}) + (2 - a_{n+1} - ba_n)^2(a_{n+1} - ba_n)
\]

As in Section 3.3.2, the maximum power occurs when

\[
\frac{\partial \Delta_n}{\partial a_n} = 4 + b(a_{n+1}^2 - ba_{n-1}^2 - 4) - 3(b^3 - 1)a_n^2 + 2a_n[b(a_{n-1} - ba_{n+1} + 4b) - 4] = 0
\]

(3.29)

Rewriting Equation (3.29) to make \(a_n\) the subject gives

\[
\bar{a}_n = \frac{4 + b(a_{n+1}^2 - ba_{n-1}^2 - 4) - 3(b^3 - 1)a_n^2}{2[4 - b(a_{n-1} - ba_{n+1} + 4b)]}
\]

(3.30)

where \(\bar{a}_n\) indicates that the equation can be used to iterate for \(a_n\) as solving the quadratic equations for every \(n\) would also have to be done iteratively. Again \(a_0 = 0\) independent of \(b\).

The form of Equation (3.30) suggests an analytic solution is possible only when \(b = 1\) or 0. When \(b = 0\), Equation (3.30) does not require iteration and \(a_n = 2/3\) from Equation (3.10). When \(b = 1\), Equation (3.30) reduces to Equation (3.17), again without iteration. For the \(N^{th}\) turbine, \(a_{N+1} = 0\) so \(a_N\) is given by Equation (3.25) and the power output of the last turbine is

\[
C_{P,N} = (2 - a_N - ba_{N-1})^2(a_n - ba_{n-1})
\]

(3.31)

3.5 Optimization Examples and Numerical Simulation

Figure 3.1 and Figure 3.2 compare the maximum co-operative power output to the individually optimized power. As \(b \to 0\), the turbines become far enough apart to operate independently and
the co-operative and individual optimizations yield the same total power. For all other $b$, co-operative optimization produces more power, with the biggest improvement around $b = 0.7$. In this version of the Park model we can approximate

$$b = (1 + 2kx)^{-2}$$

(3.32)

where the empirical factor $k$ has the value of 0.075 in the well-known software WAsP, and $x$ is the distance between the turbines of diameter $D$. Thus, $b = 0.4$ corresponds to turbines spaced four diameters apart, which is about the minimum distance used in practice.

![Figure 3.1](image_url)

Figure 3.1: Total power output from co-operative (symbols) and individual (solid lines) optimization as a function of $b$. The number of turbines in the line is indicated on the Figure.
Figure 3.2: Ratio of total power output from co-operative optimization to individual optimization. Lines for visual aid only. The number of turbines in the line is indicated on the Figure.

The assumption of constant $b$ is an approximation to the Park model because no account is taken of the interaction of successive wakes when $N > 2$.

Figure 3.3 shows the induction factors for selfish ($N = 12$) and co-operative optimization for $N = 3, 6, 9, \text{ and } 12$. The difference in operation between the two types of optimization is much more obvious in $a_n$ than in the power output. Figure 3.4 shows the variation in $a_n$ with $n$ for $N = 5$ and varying $b$ for co-operative optimization. For the extreme case of $b = 0$ ($a_n = 2/3$) all turbines operate at the Betz-Joukowsky limit. With no wake recovery, $b = 1$ and $a_n = \frac{n}{N+0.5}$ from Equation (3.18) and Equation (3.21)).
Figure 3.3: Wake induction factors for $b = 0.5$. Individual optimization for $N = 12$, shown by diamonds. Other results for co-operative optimization for $N$ indicated by last symbol.

Figure 3.4: Induction factors for co-operative optimization for $N = 5$ as a function of $b$. 

Both Figures show that the interior turbines \((1 < n < N)\) tend to operate at constant \(a_n\) for co-operative optimization.

The individual turbine power outputs for \(N = 6\) and \(0 \leq b \leq 1\) for both optimization schemes is shown in Figure 3.5. Note that the first turbine always performs at the Betz-Joukowsky limit for the selfish case. For small \(b\), there is little difference between the outputs from the two cases, but as \(b \to 1\) the middle turbines produce significantly more when co-operating. The trend of the first turbine producing significantly more than the rest for realistic values of \(b\) is typical of wind farm practice, e.g. Hancock [9] and Crasto & Castellani [14].

![Figure 3.5: Individual turbine power output for \(N = 6\) and \(b\) as indicated for co-operative (top Figure) and individual (bottom Figure) optimization. Value of \(b\) indicated in legend.](image)

The two optimization cases for \(N \leq 12\) were programmed in Matlab using routine \textit{gamultiobj} which implements a non-dominated sorting genetic algorithm, [15]. The \(N\)-dimensional problem
of Case 1 was always evaluated with larger error than Case 2. For the latter, `gamultiobj` with the
default parameters and a population size of 100 gave results so close to those from the present
theory, that there would be no point in displaying them. Since co-operative optimization is the
much more likely goal of wind farm layout design and subsequent operation, this is highly
desirable result.

### 3.6 Modeling Turbines In Line with Changing Wind Speed

We now extend the analysis to include topographical effects modelled as changes in the mean
wind speed along the line of turbines. Although the analysis is straightforward, it quickly becomes
complicated for more than two turbines. We therefore consider co-operative and selfish
optimization of only two turbines in line for either increasing wind speed (if, say, one turbine was
below a hill and the second on the crest) or decreasing wind speed (if, say, the first is at the crest
of a hill followed by a plateau). It is shown that co-operative optimization is superior and for
increasing wind speed it is beneficial to switch off the first turbine even when the increase is small.

It is simple to extend Equation (3.24) to the situation where the wind speed at the $n^{th}$ turbine
is a factor $k_n$ times the reference speed, say at the first turbine. With wake recovery, the power
coefficient based on the reference wind speed is

$$C_{p,n} = \frac{1}{2} [k_n (1 - b_n a_{n-1}) + (1 - a_n)]^2 [k_n (1 - b_n a_{n-1}) - (1 - a_n)]$$  \quad (3.33)

The topography of a wind farm sets the values of $k_n$. The wake model and turbine spacing
determine the values of $b_n$, so the optimization of power output then depends only on $a_n$ as for the
situations considered previously.
An example estimation of $k_n$ comes from Mohamed & Wood [16] who computed the wind profile above the crest of two-dimensional hills and compared the results with measurements in a wind tunnel. They developed an empirical expression for the modification of the logarithmic law with the principal aim of improving the vertical extrapolation of wind speeds. The expression was then extended to include a plateau starting at the crest by matching the wind tunnel results of Røkenes & Krogstad [17]. Equation (25) of Mohamed & Wood [16] gives the ratio of the wind speed at the crest ($x = 0$) or on the plateau ($x > 0$) to that before the hill as

$$k(x) = 1 + \frac{(H/h)^{0.12} - 0.505}{0.034(R + 98x)/H}$$  \hspace{1cm} (3.34)

where $H$ is the height of the crest with a radius of curvature $R$. $h$ is the turbine hub height and all lengths are in $m$. If there is one turbine before the hill and one on the crest, and we take typical values of $h = H$ and $R/H = 9$, then Equation (3.34) gives: $k_2 = 2.6$. Reducing $R$ obviously increases $k$ so large values of $k_2$ are possible. If the first turbine is on the crest, then $k_2 = k(x)/k (x = 0) < 1$.

Equation (3.33) gives the power output of the two turbines, $C_p$, as

$$\sum C_p = C_{p,1} + C_{p,2} =$$

$$= \frac{1}{2} a_1(2 - a_1)^2 + \frac{1}{2} [k(1 - b_2 a_1) + (1 - a_2)]^2[k(1 - b_2 a_1) - (1 - a_2)]$$ \hspace{1cm} (3.35)

where $k_2$ is written as $k$ and $k_1 = 1$. For co-operative optimization

$$\frac{\partial \sum C_p}{\partial a_1} = \frac{\partial \sum C_p}{\partial a_2} = 0$$ \hspace{1cm} (3.36)

From the first derivative in Equation (3.36):

$$4 - 8a_1 + 3a_1^2 + (a_2 - 1)^2bk - 2(a_2 - 1)(a_1 - 1)bk^2 - 3b(ba_1 - 1)^2k^3 = 0$$ \hspace{1cm} (3.37)
and from the second:

\[
[(a_1 - 1) + (b_a - 1)k]\left[3a_2 - 3 - \frac{ba_1 - 1}{k}\right] = 0
\]  

The first root in Equation (3.38) makes \(a_2 > 1\) in some cases and must be rejected. Therefore

\[
a_2 = 1 + \frac{(ba_1 - 1)k}{3}
\]  

which reduces to Equation (3.25) when \(k = 1\), and

\[
a_1 = \frac{16b^2k^3 - 18 + 3\sqrt{9 + (24 - 64b + 32b^2)b}k^3}{16b^3k^3 - 27/2}
\]  

(3.40)

In the spirit of the previous section note that if \(a_2\) is replaced by \(a_n\) and \(a_1\) by \(a_{n-1}\), Equation (3.39) remains valid. It is therefore possible to analyze \(N\) turbines in line in a straightforward manner but the variation in \(k_n\) would probably preclude simple analytical results of any use. It is unlikely that situations where \(k_n\) is constant for \(N > 2\) are ever likely to be important.

The argument of the square root in Equation (3.40) must be non-negative. For it to be zero:

\[
k = \frac{-9}{3\sqrt{(24 - 64b + 32b^2)b}}
\]  

(3.41)

Even with a real root, it is possible for \(a_1\) to be zero. This occurs when

\[
k = \frac{1}{2} \sqrt[3]{9/b}
\]  

(3.42)

for which the denominator of Equation (3.40) is always positive. The other value of \(k\) for which the numerator of Equation (3.40) is zero also makes the denominator zero and the factors cancel. \(k\) from Equation (3.42) is always less than, or equal to that from Equation (3.41) with the equality occurring only at \(b = 1\). Thus, Equation (3.42) gives the maximum possible value of \(k\) for each \(b\) for which \(a_1\) is non-negative. Larger values of \(k\) are only possible if \(a_1 = 0\). This constraint has no effect if \(k < 1\) but clearly limits the range of optimal operating conditions for \(k > 1\), especially
at large $b$ because Equation (3.42) gives $k = 1.04$ at $b = 1$. Before elaboration, the conditions for selfish optimization are established.

The first term on the right of Equation (3.35) is the output from the first turbine, which depends only on $a_1$. Thus, selfish optimization requires operation at the Betz-Joukowsky limit with $a_1 = 2/3$. Equation (3.39), which is valid for both types of optimization, then gives $a_2 = 1 - k/9$ and Equation (3.35) can be evaluated easily. Figure 3.6 shows Equation (3.35) as a function of $k$ for selected values of $b$ for co-operative and selfish optimization. The total power coefficient is divided by $2(1 + k_3)$ so the maximum normalized total power is $16/27$ if both turbines operate at the Betz-Joukowsky limit, which occurs for all $k$ when there is full wake recovery ($b = 0$) for both types of optimization. For other values of $b$, co-operative optimization, shown as dotted lines, always produces equal, or greater, power than selfish optimization shown as the solid lines. In particular, the curve $k_3/(1 + k_3)$ (heavy dashed lines) indicates that the second turbine is operating at the Betz-Joukowsky limit and the first is shut down. All the co-operative maxima follow this curve at sufficiently large $k$, showing that there is a large range of operating conditions where it is optimal to shut down the first turbine. This subset of co-operative optimization will be called “sacrificial” optimization. Not surprisingly, Figure 3.6 shows that sacrificing the first turbine is optimal only when $k > 1$. It is also not surprising that sacrificing the first turbine eventually becomes optimal as $k$ increase above unity, but what is surprising is that it becomes optimal at remarkably small values of $k$: for no wake recovery, sacrificial optimization should be used when $k \geq 1.04$ from Equation (3.42). Even when $b = 0.4$, sacrificial optimization is superior for $k \geq 1.41$. 
Numerical optimization using the Matlab routine `gamultiobj` gave results that were indistinguishable from the analytic solutions for a wide range of $b$ and $k$.

Figure 3.6: Maximum power output of two turbines for selfish (solid lines) and co-operative (dotted lines) optimization for a range of $k$. The value of $b$ is indicated on each curve. The heavy dashed line indicates the power output with the first turbine shut down.

3.7 Conclusions

We have solved three simple models for output power optimization when an arbitrary number of turbines are in a straight line aligned with the wind direction, so that the wake of upwind turbine(s) can significantly reduce the power output of all downwind ones. The first model, taken from Hancock [9], has no wake recovery. It was solved exactly for any number of turbines. The second
model, also from [9], includes a simple measure of wake recovery by entrainment of external air which causes partial re-energization. The extent of the recovery is set by the factor \( b \). The third model includes topographical effects by allowing the wind speed at the second and subsequent turbines to vary by a factor \( k \) from the reference value at the first turbine. Exact solutions were obtained for two turbines for both increasing and decreasing \( k \) and for any value of \( b \).

The second model cannot be solved exactly for an arbitrary number of turbines, but an iterative method was developed to solve it to any level of accuracy. When \( b = 1 \), the first model is recovered and when \( b = 0 \) the turbines act independently. If the turbine output is optimized individually or selfishly, the total power output never exceeds that for co-operative optimization of the entire line of turbines. The advantage of co-operative optimization is significant in the range of turbine spacings that is common in wind farm practice. For the third model, co-operative optimization continued to be superior, to the extent that the first turbine should be shut down for surprisingly small values of \( k \) greater than unity.

Co-operative optimization is the easiest to program because it is one-dimensional. Calculations using Matlab routine \textit{gamultiobj} for up to twelve turbines showed good agreement with the analytic solutions for all models.
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Chapter 4: Some Effects of Efficiency on Wind Turbine Interference and Maximum Power Production

Abstract

The effects of finite efficiency on wake interference and power output are studied for identical horizontal-axis wind turbines in line with the wind. Interference occurs whenever turbines reduce the power available to any turbines downwind of them. The analysis uses wake models that are commonly employed in wind farm layout design. The aerodynamic efficiency is varied from 75% to 100% for six identical hypothetical turbines in line parallel to the wind direction with spacing from four to six rotor diameters. Selfish optimization of the power output of individual turbines and co-operative optimization of the total power are considered. For selfish control, all turbines operate at the maximum possible local $C_P$, based on the aerodynamic efficiency. For co-operative optimization, each turbine operates at a $C_P$ value between zero and the selfish value, and the total power is optimized numerically. The results show that at low efficiency, there is little difference in total power output between the two strategies. As efficiency increases, co-operative optimization produces increasingly more power. As turbine spacing increases, the difference between the strategies decreases. There is, however, a realistic range of efficiencies and spacing over which more power is delivered by co-operative optimization. The simplest form of co-operative optimization requires reducing the power output of the most upwind turbine to allow increased performance from those downwind. This should be an easy strategy to implement in wind farm control.
Keywords: Layout optimization, Co-operative optimization, Selfish optimization, Turbines in-line, Wind farm control.

4.1 Introduction

One of the main challenges in designing a wind farm layout is the minimization of turbine wake interference. Any upwind turbine necessarily reduces the energy available to any turbine in its wake, and this interference is obviously maximized when turbines are in line in the direction of the wind. Hancock [1] formulated the problem of identical ideal turbines in line using two models, the first from actuator disk theory (ADT) which is the simplest possible, and the second was a modification that allowed wake recovery. Kiani et al. [2] derived explicit solutions for similar models and found, for example, that an infinite array of ideal wind turbines can produce only 12.5% more power than a single turbine operating at the Betz-Joukowsky limit. It was also found that co-operative optimization of all turbines always produced more power than selfish (or individual) optimization of each turbine. This is, potentially, a valuable result as the current paradigm in wind farm control is selfish optimization. To justify a move towards co-operative optimization, it must be demonstrated to be superior for more realistic wake models. Further, it is necessary to account for the effects of turbine efficiency on the energy remaining in the wind and, therefore, the performance of the downwind turbines. Efficiency in this context has two components, the first being the aerodynamic efficiency, $\eta_a$, which relates the extracted (aerodynamic) power coefficient, $C_{P,a}$, to that obtained from the ADT analysis at the same $C_T$. It is maximized at the Betz-Joukowsky limit and defined as
\[\eta_a = \frac{\text{aerodynamic power}}{\text{ADT power}} = \left(\frac{C_{P,a}}{C_{P,ADT}}\right)_{CT}\]  

(4.1)

Second, the available power curves of commercial turbines give the electrical output power whose ratio to the extracted power is the efficiency of power conversion. The conversion efficiency, \(\eta_c\), is defined as

\[\eta_c = \frac{\text{converted electrical power}}{\text{aerodynamic power}} = \left(\frac{C_{P,c}}{C_{P,a}}\right)_{CT}\]  

(4.2)

In this paper the two power coefficients, \(C_{P,a}\) and \(C_{P,c}\), and the corresponding thrust coefficient, \(C_T\), are based on the local wind speed of the turbine. The total power coefficient of the turbines in line based on the undisturbed wind speed, \(U_O\), is denoted \(C_{P,O}\).

Only horizontal-axis wind turbines (HAWTs) are considered in this paper. They have complex wakes whose interaction with downwind turbines is even more complex, e.g. [3]. Many studies of interfering wind turbines have used sophisticated methods to solve the wake flow, such as large eddy simulation, which is computationally expensive even on powerful computer clusters, e.g. [4,5,6,7]. Such models are obviously unsuitable for optimization with present computational resources. They represent the other extreme from the models used by [1,2]. A satisfactory compromise that is accurate and useful for control will lie somewhere between these extremes. This paper attempts to move towards that satisfactory model by using a wake model that is a common component of current wind farm layout software.

In the next section, the mathematical formulation of the chosen wake model is described. The determination of the major operational parameters (\(C_p\), \(C_T\), and \(a\)) is discussed briefly in section 4.3. Section 4.4 gives the remaining details of the simulations. The results are presented and discussed in section 4.5, and finally the major conclusions are collected in section 4.6.
4.2 Wake Model

Among many wake models that have been developed during the last four decades, Jensen’s is one of the oldest, simplest, and most accurate, e.g. [8,9]. According to Barthelmie et al. [10], who evaluated it along with other commonly used wake models: “Overall, it is not possible to establish any of the models as having individually superior performance with respect to the measurements.” Further the model “has proven to be reliable for long-term power predictions in small to medium size wind farms, but tends to underestimate wake losses for large wind farms” [11], especially in the first few rows, [12]. This model, originally proposed by Jensen [13], was developed further by Katic et al. [14] and Frandsen [15].

The wake diameter, $D_w$, and wind speed, $U_w$, can be estimated at any downstream location, $x$, as function of an expansion constant, $k$, and the blade local axial induction factor, $a$, as:

$$D_w = D_{exp} + 2kx \quad (4.3)$$

$$U_w = U \left( 1 - \frac{2a}{[1 + 2k.x/D_{exp}]]^2} \right) \quad (4.4)$$

$$D_{exp} = D \left[ \frac{1 - a}{1 - 2a} \right]^{1/2} \quad (4.5)$$

where $a = 1 - \frac{U_b}{U}$, $D$ is the rotor diameter, $D_{exp}$ is the downstream diameter immediately after the initial wake expansion [15], $U$ is the turbine’s upstream wind speed, and $U_b$ is the wind speed at the rotor plane. The value of $k$ is taken as 0.075 as recommended by WAsP [16] and WindPro [17] for onshore wind farms.

Each turbine (except the most upstream) is assumed to be affected by all the upwind ones. The total velocity deficit of the $i^{th}$ turbine is approximated as
\[ \delta U_i = \sqrt{\sum_{j=1}^{j=i-1} \delta U_{ij}^2} \tag{4.6} \]

where the contribution of the \( j^{th} \) turbine \( (j < i) \) is

\[ \delta U_{ij} = \frac{2a_j}{\left[ 1 + 2k\Delta x_{ij}/D_{exp,j} \right]^2} \tag{4.7} \]

and \( \Delta x_{ij} \) is the distance between the \( i^{th} \) and \( j^{th} \) turbines. Thus, the velocity immediately upwind of turbine \( i \) is

\[ U_i = U_0 (1 - \delta U_i) \tag{4.8} \]

where \( U_0 \) is the undisturbed wind speed well upwind of the turbine line.

### 4.3 Determining the Induction Factor

Wake models normally use the turbine thrust coefficient, \( C_T \), to establish the value of \( a \). Further, most optimization studies assumed a fixed value for \( C_T \), typically 0.88, e.g. [18,19,20,21,22], which is not generally accurate. On the other hand, Acero et al. [23] used the manufacturer’s data for \( C_T \) for the commercial turbine that they considered. Alternatively, Frandsen [24] proposed a generic formula for \( C_T \) as function of wind speed:

\[ C_T = \frac{3.5(2U - 3.5)}{U^2} \tag{4.9} \]

For an isolated turbine, Figure 4.1 demonstrates that neither \( C_T = 0.88 \) nor Equation (4.9) match the available manufacturers’ data for commercial turbines, as documented in the Appendix.

The thrust data from Figure 4.1 is re-plotted in Figure 4.2 as a function of \( C_P \) along with the relation inferred from the basic ADT equations, e.g. [25]:
Equation (4.10) was used by [1,2], to determine $a$. This over-estimates the power output for a turbine as well as the available power for the downwind ones. The thrust coefficient for three turbines (turbines 1-3) was given in terms of $C_{p,a}$ while for the other five (turbines 4-8) was based on $C_{p,c}$.

Figure 4.1: $C_T$ vs $U$ for the 8 wind turbines described in the Appendix compared with Equation (4.9) and $C_T = 0.88$. 
Figure 4.2: $C_T$ vs $C_P$ for the 8 wind turbines described in the Appendix compared to that from Equations (4.10) and (4.11).

4.4 Details of the Simulations

Figure 4.3 shows the two efficiencies for turbines 1-3. Since the wake development depends only on the aerodynamic efficiency, we decided to simplify the analysis by using only that efficiency. The wake development and interference were computed for a range of $\eta_a$ ($0.75 \leq \eta_a \leq 1.0$) that exceeds the range shown in Figure 4.3. In other words, $\alpha$ was determined from Equation (4.10) using $C_P = C_{P,a}/\eta_a$, and no use was made of the thrust data for the wake calculations.

It was decided to study six turbines in line as this is typical of wind farm arrangement and large enough to display the major effects of interference, e.g. [14,26,27]. Calculations were done for turbine spacings of 4, 5, and 6 rotor diameters on the grounds that interference is greater for smaller distances and 4 is approximately the minimum used for wind farms.
MATLAB scripts were used to obtain the optimum solution for co-operative operation using the genetic algorithm solver, *ga*. The decision variable was the local aerodynamic power coefficient and the objective function for co-operative optimization was the total power. The population size was 60, and the computations were allowed to evolve for a maximum of 300 generations. The termination criterion in *ga*, TolFun, defines the tolerance on the converged solution. It was set at $10^{-15}$, which is significantly smaller than the default value of $10^{-6}$, in an attempt to get accurate differences between selfish and co-operative power output when the difference was very small. Typically, 200 to 250 generations were required for termination. No optimization algorithm was needed for selfish cases as the local $C_{p,a}$ for all turbines were set to the maximum value of $16 \eta_a / 27$.

![Figure 4.3: Comparison of the two efficiencies for turbines 1-3. The left Figure shows $\eta_a$ and the right $\eta_c$.](image)
4.5 Results and Discussion

Figure 4.4 and Figure 4.5 present the optimal distribution of $C_{P,a}$ and $a$, respectively, for all cases. For the lowest efficiency, $\eta_a = 0.75$, there is very little difference between selfish and co-operative optimizations. The differences increase with increasing $\eta_a$ and are maximized for ideal turbines with $\eta_a = 1.0$, as studied by [2]. The main difference between the two optimizations occurs for the first turbine: if it operates co-operatively, then its power output is reduced to increase that of the downwind machines. As the efficiency increases, the power output of the first turbine rises, but very slightly. In all cases, the second turbine has the minimum power coefficient, and the last turbine has the same power coefficient independently of the optimization. As expected, there is an increase in power output as turbine spacing increases as this increases wake recovery.

![Figure 4.4: The local aerodynamic power coefficient for co-operative and selfish cases. From the top left Figure the values of $\eta_a$ are 0.75, 0.80, and 0.85. From the bottom left Figure the values of $\eta_a$ are 0.90, 0.95, and 1.0.](image)
Figure 4.6 shows the contribution of each turbine to the total power output as measured by $C_{p,o}$, and Figure 4.7 and Figure 4.8 show the sum of the power coefficients. The difference between the two optimizations is negligible at the lowest efficiency but becomes significant as efficiency increases. In all cases of co-operative optimization, the first turbine reduces its output so the subsequent turbines can produce more. There is almost constant power produced by the second to sixth turbines, which agree with many experimental and theoretical data, e.g. [26,27]. This leads, as seen in Figure 4.9, to co-operative optimization generally producing more power than selfish optimization.

![Diagram](image)

Figure 4.5: The local blade axial induction factor for co-operative and selfish cases. From the top left Figure the values of $\eta_a$ are 0.75, 0.80, and 0.85. From the bottom left Figure the values of $\eta_a$ are 0.90, 0.95, and 1.0.
Figure 4.6: The global aerodynamic power coefficient for co-operative and selfish cases. From the top left Figure the values of $\eta_a$ are 0.75, 0.80, and 0.85. From the bottom left Figure the values of $\eta_a$ are 0.90, 0.95, and 1.0.

Figure 4.7: The sum of the global power coefficients for the co-operative cases.
Figure 4.8: The sum of the global power coefficients for the selfish cases.

Figure 4.9: The ratio of selfish to co-operative total power.
4.6 Conclusions

This paper considers methods to optimize the power output from a straight line of HAWTs parallel to the wind direction by modelling the significant interference of downwind turbines by upwind ones. This problem was investigated by [1,2] who assumed ideal turbine behaviour and simple wake models. They found that co-operative optimization of the total power output always produced more power than selfish optimization of the individual turbines.

The main aim of this paper was to compare the optimization methods for the more realistic situation of non-ideal turbines using a wake model that is used in commercial wind farm layout software. A consideration of the available thrust data for commercial HAWTs showed that it was preferable to base the wake calculations on the aerodynamic parameters. The aerodynamic efficiency varied from 0.75 to 1.0, with the upper limit corresponding to an ideal turbine as defined by standard actuator disk theory.

All calculations were done for six turbines in line at spacing of 4, 5, and 6 rotor diameters on the grounds that these were representative values. Co-operative optimization can be done analytically only for simpler wake models than those used here, so we used MATLAB’s genetic algorithm solver, \textit{ga}, to perform such. On the other hand, selfish control was computed by adapting all the \textit{N} turbines to work at the maximum possible $C_{P,a}$. The main results were:

1. At low efficiency, there is little difference in total power output between the two strategies,
2. As efficiency increases, co-operative optimization produces increasingly more power,
3. As turbine spacing increases, the difference between the two strategies decreases, and
4. There is a realistic range of efficiencies and spacing over which more power is delivered by co-operative optimization.
5. Co-operative optimization requires reducing the power output of the most upwind turbine to allow increased performance from those downwind. This should be an easy strategy to implement.
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Appendix to Chapter 4: The technical specifications for the 8 commercial turbines.

<table>
<thead>
<tr>
<th>S/N</th>
<th>Manufacturer</th>
<th>Turbine designation</th>
<th>D (m)</th>
<th>Rated power (MW)</th>
<th>Rated speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sinovel</td>
<td>SL1500/89</td>
<td>89.42</td>
<td>1.5</td>
<td>11.5</td>
</tr>
<tr>
<td>2</td>
<td>Vestas</td>
<td>V90-1.8</td>
<td>90</td>
<td>1.8</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>Sinovel</td>
<td>SL3000/113-HH90</td>
<td>113.3</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>Vestas</td>
<td>V100-1.8</td>
<td>100</td>
<td>1.815</td>
<td>11.5</td>
</tr>
<tr>
<td>5</td>
<td>REpower</td>
<td>MM92</td>
<td>92.5</td>
<td>2.050</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>Vestas</td>
<td>V112-3.0</td>
<td>112</td>
<td>3.075</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>REpower</td>
<td>3.2M114</td>
<td>114</td>
<td>3.17</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>REpower</td>
<td>3.4M104</td>
<td>104</td>
<td>3.37</td>
<td>14</td>
</tr>
</tbody>
</table>
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   Systems AG.
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   11_V1014400702052013_4DOCS.pdf [accessed March 2015].
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   REpower Systems SE.
   2015].
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Chapter 5: Investigating the Power-COE Trade-Off for Wind Farm Layout Optimization Considering Commercial Turbine Selection and Hub Height Variation

Abstract

New aspects were added to the wind farm layout optimization problem by including commercial turbine selection and a realistic representation for the thrust coefficient. The available manufacturers’ data were used to develop generic representation for the thrust coefficient, on which the wake and power calculations mainly depend. A simple field-based cost model was implemented. The optimization was performed for onshore and offshore conditions using MATLAB genetic algorithm, ga, solver for two simple test cases. Three objective functions were considered, individually: (1) the output power, (2) the capacity factor, and (3) the cost per output power.

The results showed that the flexibility of using different turbines and hub heights can provide a useful trade-off between power and cost. The trade-off was found to be wider in offshore cases, which means that the optimization is more useful in such conditions. The optimization for maximum capacity factor acts as a mid-point between the two design extremes of maximizing power and minimizing the cost of energy. Almost all turbines were selected at least once in an optimum layout. However, the priority in selection was for the turbines that have bigger diameter and/or lower rated speed amongst the other turbines of the same rated power.

Keywords: Wind farm layout optimization, Genetic algorithm, Commercial turbine selection, Wind turbine thrust, Hub height variation.
5.1 Introduction

The expanding wind power market faces several technical and financial challenges related to output power maximization and cost of energy (COE) minimization. Moreover, many restrictions have been put on wind farm installations because of environmental impact in the form of noise, visual effects, and bird and bat interactions. All these factors increase the need for Wind Farm Layout Optimization (WFLO) which investigates the design of wind farms in order to optimize the value of one (or more) objective function(s) while satisfying one (or more) constraint(s). The classical WFLO literature deals mainly with placing identical turbines to maximize energy production, minimize COE, maximize profit, or a combination of them [1].

Mosetti et al. [2] introduced the WFLO problem. They considered 10×10 square cells of 200 m sides, in which identical 40 m diameter turbines were to be placed. A constant thrust coefficient, $C_T = 0.88$, as well as simple cubic power curve were assumed. Jensen’s analytical wake model [3,4] was used to assess turbine interference and a Genetic Algorithm (GA) was implemented to maximize a combined objective function including the total power and the inverse of the cost of energy, using arbitrary weighting factors.

For the following decade, no significant contribution was made to WFLO. New aspects were then implemented; either to the design variables, constraints, objective functions, and/or to the optimization methodology. Many researchers have analyzed the problem proposed by Mosetti et al. in order to obtain better layouts and/or reduce the computational time, either with some improvements to the GA, e.g. [5,6,7,8] or by implementing other optimization strategies, e.g. [9,10,11,12,13].

Very few studies have considered non-identical turbines and/or varying hub heights; these will be reviewed in more detail in the next section. The motivation and the aims of the proposed
research are stated at the end of section 5.2. The proposed methodology is explained in detail in section 5.3. Finally, the primary results for the test cases as well as the major conclusions are the topics of sections 5.4 and 5.5, respectively.

5.2 Literature Review

Herbert-Acero et al. [14] maximized the power production by a line of turbines in the wind direction using both Simulated Annealing and a GA implemented in MATLAB. They used the technical data for the REpower, MD77 turbine with rotor diameter, $D = 77$ m. Two values of hub height ($H$) were used, 50 m and 85 m, to reduce the effect of wake overlap. The design parameters were the number of turbines, locations, and the individual $H$, while fixing the line length at 1,550 m ($20.13D$). The optimum number of turbines was 6 or 7, which results in average spacing of $4D$ and $3.35D$, respectively. The results showed that the placement of wind turbines with different heights could increase the power generation in a straight line layout for a single wind speed and two opposite wind directions along the line.

Most actual wind farms employ identical turbines (one model and one $H$) even if the installation was done in several stages. It is worth noting, however, that a typical major wind farm owner owns up to several thousand turbines with a wide range of models and $H$ [15]. For example, the European fleet maintained directly by EDPR (one of the major owners in Europe) includes 32 turbine models with a wide range of $H$ [16]. In this context, a change from the current situation of companies owning a large number of farms with identical turbines to varying models and $H$ in each farm, does not seem like a big change.

Chowdhury et al. [17,18] applied their Unrestricted Wind Farm Layout Optimization (UWFLO) simultaneously with the appropriate selection of turbines in terms of $D$ (while fixing
\( H \), in order to maximize the total power generation. Three different cases were considered: (1) wind farm with identical turbines, (2) wind farm with differing \( D \), and (3) wind farm with identical turbines that can adapt to wind conditions (axial induction factor varying on the wind speed) which can be done for commercial turbines. They found that an optimal combination of wind turbines with differing rotor diameters can appreciably increase the farm power generation. They mentioned that a more practical wind farm optimization requires the treatment of rotor diameters as discrete design variables, as there is only a limited choice of commercial wind turbines.

Chowdhury et al. [19] significantly improved their UWFLO, enabling it to simultaneously optimize the placement and the selection of turbines for commercial-scale wind farms to minimize the COE. The number of turbines and the farm size were assumed to be fixed at the values for the particular wind farm that they studied. They considered the GE 1.5 xle-82.5 as the reference turbine and normalized the manufacturer’s power curve with respect to the general specifications (rated power, \( P_r \), cut-in and rated speeds, \( U_{in} \) and \( U_r \), respectively). This curve was assumed to be valid for all commercial turbines and scaled to represent the power curve for any turbine (in the range \( 0.6 < P_r < 3.6 \) MW) as long as the general specifications are defined. The results showed that simultaneous optimization of the layout and the turbine selection increased the capacity factor by 2% more than that accomplished by layout optimization alone. The optimum layout contained turbines with \( 1.8 < P_r < 3 \) MW, \( 90 < D < 110 \) m, and \( 80 < H < 120 \) m.

Chen et al. [20] investigated the use of different \( H \) in a small wind farm layout optimization using GA in MATLAB. They first conducted the layout optimization of a 500 m square wind farm. Enercon E40m-600kW turbines were used with two values of \( H \) (50 and 78 m) and the minimum turbine proximity of 100 m (2.5 \( D \)). Then a larger wind farm (2800 m x 1200 m) with larger wind turbine (GE 1.62-100) was analyzed to further examine the benefits of using different hub heights
(80 and 100 m) in more realistic conditions. The minimum turbine proximity was set as 400 m (4 \( D \)). Different cost models were used in the analysis, and results showed that different hub height wind turbines can increase the power production and/or reduce the COE.

By reviewing the WFLO literature, three deficiencies were identified and led to the research objectives of the present work:

(5) Selection among the available commercial turbines,

(6) Developing realistic evaluation for commercial turbines’ \( C_T \), and hence the wake development, and

(7) Investigating the trade-off range between total farm power and COE.

This was done for the basic layout of 6 Turbines In Line (TIL) with the wind as this maximizes turbine interference, and for a small wind farm (SWF) array consists of 18 turbines. Both typical onshore and offshore cases were simulated.

### 5.3 Methodology

In this section, the proposed methodology is presented in detail. In subsection 5.3.1, the wake model is described first and then the wake interference calculations are formulated. In subsection 5.3.2, the commercial turbines included in the proposed analysis are mentioned and the power calculations are presented, while subsection 5.3.3 presents the general \( C_T \) representation for commercial turbines. The investigated range of hub heights is given and justified in subsection 5.3.4, the cost analysis is discussed in subsection 5.3.5, the test cases are described in subsection 5.3.6, and the optimization methodology is illustrated in subsection 5.3.7.
5.3.1 Wake model and interference calculations.

Among many wake models that have been developed over the last four decades, Jensen’s analytical wake model is one of the oldest, simplest, and most accurate in estimating both velocity and power deficits within wind farms, e.g. [21,22,23,24]. It was also implemented in the majority of WFLO literature as well as the major WFLO software packages, such as WAsP [25] and WindPro [26]. This model, originally proposed by Jensen [3], was developed by Katic et al. [4] and further by Frandsen [27]. Referring to Figure 5.1, the wake calculations are as follows:

Figure 5.1: A front view (parallel to wind direction) illustrates the overlap of the upwind turbine wake (the dashed circle) with the downwind turbine rotor (the solid circle). The Y co-ordinate is into the page.
The wind blows in the positive $Y$ direction, and the turbines were sorted in ascending order according to their $Y$ coordinates. For example: the most upwind turbine, which has the least $Y$-coordinate, was designated 1, while the most downwind one was $N$ (the total number of turbines). Accordingly, except the most upstream turbine, each turbine $i$ in the farm, $2 < i < N$, is potentially affected by the wake of every upwind turbine $j$, $1 < j < i-1$.

In Figure 5.1, a schematic of the wake interference between upwind and downwind turbines is given. $H_i$ and $H_j$ are the hub heights for the downwind and upwind turbines, respectively, $R_i$ is the downwind turbine rotor radius, and $R_{w,ij}$ is the radius of the $j^{th}$ turbine wake when it reaches the $i^{th}$ turbine [27]

$$R_{w,ij} = R_{exp,j} + \alpha_j \Delta y_{ij} \quad (5.1)$$

where

$$R_{exp,j} = R_j \sqrt{(1 - a_j)/(1 - 2a_j)} \quad (5.2)$$

- $\alpha_j$ is the wake expansion coefficient for the $j^{th}$ turbine, which is given in terms of the hub height, $H_j$, and the site roughness length, $z_o$, as [27]

$$\alpha_j = 0.5/\ln \left( \frac{H_j}{z_o} \right) \quad (5.3)$$

- $\Delta y_{ij} = y_i - y_j$, is the $Y$-distance between the two turbines, not shown in Figure 5.1.

- The velocity deficit for the $i^{th}$ turbine that caused by the wake of the $j^{th}$ turbine, $\delta U_{ij}$, is approximated as

$$\delta U_{ij} = \frac{1 - \sqrt{1 - C_{\tau,i,j}}}{\left[ 1 + \alpha_j \Delta y_{ij}/R_{exp,j} \right]^2} \left( \frac{A_{ij}}{A_i} \right) \quad (5.4)$$

where $A_{ij}$ is the overlap of the $j^{th}$ turbine wake with the downwind turbine rotor, $A_i$. 
The cumulative velocity deficit ahead of the $i^{th}$ turbine caused by all upwind turbines is [4]

$$\delta U_i = \sqrt{\sum_{j=1}^{j=i-1} (\delta U_{ij})^2} \quad (5.5)$$

The effective wind speed immediately upwind of the $i^{th}$ turbine is given in terms of the cumulative velocity deficit and the undisturbed wind speed at $H_i$, $U_{o,i}$ as [3,4]

$$U_i = U_{o,i}(1 - \delta U_i) \quad (5.6)$$

The following assumptions were made:

1. The wind has constant speed, direction, and density, $\rho = 1.225 \text{ kg/m}^3$. Three values were used ($U_{ref} = 8, 10, \text{ and } 12 \text{ m/s at } H_{ref} = 60 \text{ m}$).

2. The roughness length, $z_o$, was taken as 0.3 m for onshore and 0.0002 m for offshore farms. These values are widely accepted in the WFLO literature.

3. The log law [28] was used to extrapolate wind speed from the reference height in order to estimate the undisturbed wind speed at any height, $H_{min} \leq H_i \leq H_{max}$

$$U_{o,i} = U_{ref} \left[ \frac{\ln(H_i/z_o)}{\ln(H_{ref}/z_o)} \right] \quad (5.7)$$

For each $U_{ref}$ the electrical power output of any turbine depends on its location relative to all its upwind turbines, the type, $H$, and $C_T$ for all upwind turbines, and its type (in terms of its power curve) and $H$.

The wake model was validated against the energy production data for Horns Rev 1 offshore wind farm (as one of the most famous large wind farms worldwide). The farm layout and turbines’ power curve are available in [29], wind resource assessment over three years for the farm site (before installation) is available in [30], while the details of farm energy production are found in
Figure 5.2 presents the estimated annual energy production using Jensen wake model, based on the available wind resource assessment and $z_o = 0.0002$ m, compared with the recoded farm production between 2005-2015. Three-year-average energy production is also provided for comparison.

Figure 5.2: Validation of Jensen wake model against data from Horns Rev 1 offshore wind farm.

5.3.2 Commercial Turbines and Power Calculations

Part of the novelty in the present work is the use of the manufacturers’ power curves for commercial turbines. The majority of manufacturers provide a graph of the output electrical power, $P_e$, as a function of $U$, rather than numerical values. A few manufacturers provide tabulated values at the standard air density, $\rho = 1.225 \, kg/m^3$, while only Vestas gives these data for different air densities. Among more than one thousand turbine models \[32\], about one hundred numerical power curves could be obtained. However, it was decided to focus on the commercial turbines that
fall in the most popular range of rated power \(1.5 < P_r < 3.0 \text{ MW}\). To this end, 61 commercial
turbines from 15 manufacturers in 8 countries were included in the analysis. The selected turbines
cover a wide range of rotor diameter \(66 \text{ m} \leq D \leq 115 \text{ m}\) and rated speed \(11 \text{ m/s} \leq U_r \leq
17 \text{ m/s}\). The 61 curves were fitted by a 5\textsuperscript{th} degree polynomial, and the coefficients were used to
estimate the power developed by each turbine at any wind speed between \(U_{in}\) and \(U_r\). For wind
speeds above rated speed, the power output was taken as the rated value. Note that no simulations
were done for wind speeds greater than the cut-out speed. Accordingly, the power developed by
the \(i^\text{th}\) turbine based on its type and the effective wind speed, \(U_i\) determined as per the previous
section, is estimated as

\[
P_i = c_{i0} + c_{i1}U_i + c_{i2}U_i^2 + c_{i3}U_i^3 + c_{i4}U_i^4 + c_{i5}U_i^5 = \sum_{k=0}^{k=5} c_{ik}U_i^k
\]

(5.8)

The total farm output power is simply the sum of the individual powers from the \(N\) turbines

\[
P = \sum_{i=1}^{N} P_i = \sum_{i=1}^{N} \sum_{k=0}^{k=5} c_{ik}U_i^k
\]

(5.9)

and the farm capacity factor \((CF)\) is defined as

\[
CF = \frac{\text{Output Power}}{\text{Rated Power}} = \frac{\sum_{i=1}^{N} \sum_{k=0}^{k=5} c_{ik}U_i^k}{\sum_{i=1}^{N} P_{r,i}}
\]

(5.10)

5.3.3 Commercial Turbine Coefficients

The major wind turbine operational parameters are the power and thrust coefficients. As shown by
Equation (5.4), \(C_T\) is required for wake analysis, however, thrust data is rarely available and one
of the greatest challenges in WFLO is the lack of accurate \(C_T\), e.g. [19]. For this reason, many
WFLO analyses assumed a fixed value for \(C_T\), usually 0.88, e.g. [2,5,9,7,20]. However, it is not
accurate in comparison with the available $C_T$ curves for commercial turbines, [33]. It was found by simple calculations that an underestimation of $C_T$ by 0.1 typically results in a significant underestimation in $\delta U_{ij}$ by about 2-3 %, which overestimates the power output of a downstream turbine by 6-10 %. In order to obtain a general and practical representation for the thrust coefficient, the available $C_T$ data for thirteen commercial turbines (eight from Vestas, three from REpower, and two from Sinovel) were used to develop two general representations for $C_T$ in terms of the aerodynamic and the electric power coefficients, $C_{P,a}$ and $C_{P,e}$, respectively. The electric power is simply the turbine output power given by the manufacturer as function of the approaching wind speed, while the aerodynamic power is defined as the turbine output power if the mechanical and conversion losses are neglected. These two generic curves are given in Figure 5.3 along with the results obtained by WT_Perf BEM theory code for NREL 5 MW reference turbine for different values of pitch angle, $\beta$ [34]. It is clear that the $C_T$-$C_{P,a}$ curve matches well with that for NREL turbine at different pitch angles, which give confidence to the proposed generalization. Finally, the $C_T$-$C_{P,e}$ (the dashed line in Figure 5.3) was fitted by a 5th degree polynomial and used to estimate the thrust coefficient for any turbine once the electric power coefficient is evaluated.
Figure 5.3: General representation for the thrust coefficient, $C_T$, vs the aerodynamic and the electric power coefficients, $C_{P,a}$ and $C_{P,e}$, respectively, compared with $C_T - C_{P,a}$ curves obtained for NREL 5 MW reference turbine at different values of pitch angle, $\beta$.

### 5.3.4 Hub Height Variation

It is essential to specify the minimum and maximum $H$ ($H_{\text{min}}$ and $H_{\text{max}}$) to be investigated. For $H_{\text{min}}$, the “minimum ground clearance” recommendations were taken into account, while $H_{\text{max}}$ should be set by the technology available to install and operate turbines on tall towers. The ground clearance of a commercial turbine is the height of the blade tip at its lowest position (when the blade is vertically down). The minimum practical value was taken as 75 ft. (22.86 m), e.g. [35]. Accordingly, $H_{\text{min}}$ for the largest rotor diameter included in the current study ($D_{\text{max}}$=115 m) is $H_{\text{min}} = (115/2) + 22.86 = 80.36$ m.
On the other hand, taller towers are usually employed to avoid the large wind shear and high turbulence level at relatively low heights caused partly by the topography, [36]. Engström et al. [36] described welded steel shell towers for large turbines and concluded that the available technology can provide towers up to 150 m for 3 MW turbines. Moreover, many operating turbines were installed with \( H > 140 \) m, e.g. [37]. To this end, the lower and upper limits for \( H \) in the analysis were taken as 80 m and 140 m, respectively.

### 5.3.5 Simple Cost Model

Since the pioneering work by Mosetti et al., many cost models have been developed in order to implement the COE as an objective function in WFLO [38,1]. The majority of these models were based on assumptions, local experience, and/or limited available data. The cost of wind farm installation as well as COE varies significantly over time and location, e.g. [39]. The number of turbines, the distance from the manufacturer, the cost of land and infrastructure, material and labor costs, etc. significantly affect the total farm cost as well as the COE. Accordingly, it was decided to simplify the cost analysis by parameterization in terms of the main design variables (\( P_r \) and \( H \)) as far as possible. The major wind power cost reports were reviewed and the following conclusions were drawn:

i. The Capital Cost (CC) is the major component of the Total Cost (TC) of a wind power project. Its fractional contribution ranges from 0.70 - 0.83 of the Levelized Cost of Electricity (LCOE) in the major European countries to 0.89 in USA [40].

ii. The operations and maintenance (O&M) costs of wind power can be represented in $/kW, $/kW-yr, $/MW-h, or as a percentage of the LCOE, e.g. [40,41,42].
iii. The average cost/kW for offshore wind farms is almost double that for onshore ones, also the O&M cost share ($C_{O&M}$) is larger in offshore projects, e.g. [40,41].

iv. The turbine capital cost represents about 0.68 of the CC for onshore and about 0.32 for offshore projects. The tower cost share ($C_{tower}$) represents approximately 0.12 and 0.0565 of the CC for onshore and offshore projects, respectively [43].

In order to develop a simple and general cost model, the following assumptions were made:

a. Turbine cost was assumed to be determined by the rated power and hub height only. Also the turbines were assumed equally available everywhere, accordingly the factor of proximity from the manufacturers was disregarded.

b. The CC was represented in terms of the turbines’ rated power and hub height, while the O&M costs were determined as a fraction of the TC over the entire lifespan, and independent of layout.

c. It was decided to set $C_{O&M}$ as 0.15 and 0.25 of the TC over the entire lifespan for onshore and offshore farms, respectively.

d. The minimum $H$ ($H_{min} = 80$ m) was assumed to be the reference tower height, which also matches with the common practice for multi-MW turbine towers.

e. The CC of 1.0 MW at $H_{min}$ was taken as the unit cost and was denoted by Capital Cost Index (CCI).

f. The increase in $H$ was assumed to be added linearly to the CCI, i.e. each increase of 1.0 m above $H_{min}$ adds 1/80 of the contribution of the tower cost to the CC.

Accordingly, the Total Cost Index ($TCI$) was calculated using the general formula
\[ TCI = \frac{CCI}{1 - C_{O&M}} = \left( \frac{1}{1 - C_{O&M}} \right) \sum_{i=1}^{N} P_{r,i} \left[ 1 + \frac{C_{\text{tower}}}{H_{\text{min}}} (H_i - H_{\text{min}}) \right] \]  

(5.11)

where \( P_{r,i} \) is the rated power of the \( i^{th} \) turbine (in MW).

It is worth noting here that “total” in \( TCI \) is strictly not correct, as the financial and balance of system costs are not included in Equation (5.11). However, the effect on the calculation is negligible because these costs depend mainly on the turbines citing which was assumed fixed in the SWF cases and slightly changes along a specified line length in the TIL ones.

Finally, the Total Cost Index per Output Power (TCIOP) as the \( TCI \) divided by the output power (similar to the COE) is the third objective function.

### 5.3.6 Test cases

Before applying the proposed optimization methodology to real wind farms, it was decided to consider simpler test cases in order to examine the effect of the investigated parameters on the different optimum designs. Two arrangements were analyzed (1) turbines in line with the wind direction, and (2) a small wind farm. For all cases, the wind direction was in the direction of the turbines in Figure 5.4a. This Figure shows the simplest wind farm layout, the turbine in line, and the extreme case of wake interference [44,33]. This simple arrangement is suitable for examining the effect of turbine selection and hub height variation on the different optimum layouts. \( N = 6 \) is typical of wind farm rows and large enough to display the major effects of interference, e.g. [4,45,46,44,1]. The total length of the line, \( L_y \), was specified based on \( N \), an arbitrary spacing multiplier, \( S \), and nominal diameter, \( D_{\text{nominal}} \). The nominal diameter was taken as the diameter of the largest rated power turbine in the dataset used in this work, which has a rated power of 3.075 MW and 112 m rotor diameter.
\[ L_Y = (N - 1) S D_{\text{nominal}} \] (5.12)

Three values of \( S \) were investigated (4, 5, and 6), giving three values for \( L_Y \): 2.24, 2.80, and 3.36 km, respectively. The reason for using fixed \( N \) and \( L_Y \) was to allow later comparison among the different optimum layouts and a reference (un-optimized) design. The reference design was simply \( N \) equally spaced turbines of largest rated power installed at maximum investigated height \((H = 140 \text{ m})\). It is important to emphasize here that \( S \) was used initially to specify the line length. Except of the reference design, the turbines can be located anywhere along the line during the optimization as long as the minimum turbine proximity constraint is satisfied.

The second test case was for small wind farm array of \( m \) columns parallel to the wind and \( n \) rows normal to the wind direction, where \( m = 3 \) and \( n = 6 \) (so \( N = 18 \)). The same values for \( S, L_Y, \) and \( U_{\text{ref}} \) (as given in TIL test case) were investigated. The spacing multiplier in the crosswind direction was 3, fixed in all optimizations, so the farm crosswind length was fixed \((L_X = 672 \text{ m})\). It was decided to fix the turbine locations during the optimizations in order to direct the optimization towards the turbine selection (which is the main aspect) as well as \( H \) variation. However, two common configurations were used (array and staggered) as shown in Figure 5.4b and Figure 5.4c, respectively. Again, the reference design for each configuration contains 18 largest turbines at \( H = 140 \text{ m} \).
5.3.7 Optimization

Any optimization problem, including the WFLO, consists of four fields: the design variable(s), the constraint(s), the optimization objective(s), and the optimization technique, e.g. [38,1]. In this subsection, the treatment of these four parts in the proposed methodology is explained.

5.3.7.1 Design Variables.

The design (or decision) variable is a parameter that needs to be determined (adjusted) in order to achieve the optimum solution. The design variables must have upper and lower limits within which the feasible solutions could be obtained. For the first test case, three variables are to be evaluated for each turbine: location $Y$, type, and $H$, while the turbine locations for the second test case are fixed. Accordingly, the number of design variables are 18 and 36 for TIL and SWF, respectively.
5.3.7.2 Constraints

Optimization problems are usually subjected to restrictions (constraints), and hence not all solutions are feasible. The upper and lower limits for the design variables are the simplest form of constraints, and the integer constraint is another example, in which one (or more) of the variables is (are) necessarily integer. The following constraints were involved in the proposed problem:

- The location of any turbine, \( i \), \((1 ≤ i ≤ N)\) in the TIL case was bounded by the line length (linear constraint)
  \[
  0 ≤ y_i ≤ L_Y
  \] (5.13)

- The hub height for any turbine was bounded by the minimum and maximum investigated value of \( H \) (linear integer constraint)
  \[
  H_{min} ≤ H_i ≤ H_{max}
  \] (5.14)

- The selection among the commercial turbines is a linear integer constraint. The 61 turbines were sorted based on the rated power in an ascending order. The turbines then coded and any turbine in the farm was allowed to take any integer value from 1 to 61.
  \[
  1 ≤ code_i ≤ 61
  \] (5.15)

- The minimum turbine proximity was used for TIL optimizations, in which the minimum distance between any two turbines was set as \( 3D_{nominal} \). Accordingly, the following condition was applied
  \[
  \Delta y_{ij} = y_i - y_j ≥ 3D_{nominal}
  \] (5.16)

  where, \( 1 ≤ i,j ≤ N \) and \( i ≠ j \); which results in \( \sum_{k=2}^{N} k = 20 \) linear constraint equations.
5.3.7.3 **Optimization objectives**

The objective (fitness) function is simply the variable to be optimized (maximized or minimized). As mentioned before, three objective functions were considered, individually, in this work: total power, Equation (5.9), farm capacity factor, Equation (5.10), and total cost index per output power, determined from Equation (5.11) divided by Equation (5.9).

5.3.7.4 **Optimization technique**

The best optimization technique depends mainly on the nature of the problem as well as the constraints. The present optimization problem is discrete, non-linear, non-convex (as it has many local minima), of very high dimension (each turbine has 61 probabilities in both turbine selection and \( H \)), and mixed integer. GAs have been proven a powerful tool for such complex problems, e.g. [47]. For this reason, a GA was implemented in the majority of the WFLO literature, although it is slow compared with the other optimization methods [38,1]. GAs are computer programs that mimic the processes of biological evolution in order to solve problems and to model evolutionary systems [48]. The solution is obtained by moving from one population of chromosomes (feasible solutions) to a new population by using a kind of natural selection (random search) together with the genetics-inspired operators of crossover, mutation, inversion, etc. Each chromosome consists of a number of genes that are the possible values of the design variables. The selection operator chooses those chromosomes in the population that will be allowed to reproduce, and on average the fitter chromosomes produce more offspring than the less fit ones [48].

The MATLAB ga solver was used to obtain the optimum layouts. The population size (number of feasible solutions) was set as large as possible to widen the random search in order to increase the probability of finding the global optimum solution instead of local optima. The chromosomes
were allowed to evolve up to 3,000 generations unless the algorithm stops because the average relative change in the best fitness function value is less than or equal to an arbitrary value called $TolFun$. This value was set as low as $10^{-15}$ compared with the default value, $10^{-6}$, in order to ensure that the solution is optimal. The stopping criterion was satisfied (and hence the algorithm was terminated and the optimum solution was obtained) after 1,500 to 2,500 generations in the majority of the test cases presented in this paper. A flowchart is given in Figure 5.5 for the GA procedure.

![Flowchart for Genetic Algorithm](image)

**Figure 5.5: Flowchart for Genetic Algorithm.**

### 5.4 Results, and Discussion

In this section the results are presented and analyzed and the major findings are discussed. The power output and the total cost index of the un-optimized design will be referred as “reference
power” and “reference cost”, respectively. The optimization for minimum TCIOP will be referred as “min TC” for brevity.

Figure 5.6a, b, and c present the results for the onshore TIL optimizations for $U_{ref} = 8$, 10, and 12 m/s, respectively, while Figure 5.7a, b, and c are for the offshore ones. The total power, $P$, and the total cost index, $TCI$, are normalized with respect to that for the corresponding reference layout in order to get clear comparisons. The main results are summarized as:

1. The reference cost was always the maximum cost, as it contains the largest turbines and max $H$.

However, the reference power was not the maximum, except for the onshore conditions at high wind speed at which $P$ from all optimizations, except min $TC$, collapse to the reference power.

2. As expected; the optimization for max $P$ and min $TC$ are two design extremes. The optimization of max $CF$ gives results between these extremes, except for high wind speed conditions when it tends to collapse to the max $P$ optimization.

3. Between the two design extremes there is a relatively wide band of both $P$ and $TCI$ which is, in all cases, shifted up for normalized $P$ compared with that for normalized $TCI$. These two observations are very important and beneficial. The existence of the two bands gives many feasible designs for the $P-TCI$ trade-off. Moreover, the upward shift of normalized $P$ implies that lower cost well-designed layouts can develop equal to (or even higher than) power that can be developed by higher cost improperly designed ones.

4. For the same $U_{ref}$, $N$, and farm area the onshore cases developed power up to double that of the offshore ones (especially at low $U_{ref}$), however, the latter gave higher normalized power as well as wider trade-off range. These two observations have the same origin which can be explained as follows: the onshore roughness length, $z_0$, is much larger, which cause more wind shear. As the reference wind speed was given at a particular height, the wind speed was higher
for the larger $z_0$ at higher $H$. Moreover, the larger the $z_0$ the higher the entrainment and the wake velocity through the wake, according to Equations (5.3) and (5.4), respectively. All these reasons make the onshore cases develop much more power and, in the same time, make the optimization more effective in the offshore cases (especially at lower $U_{\text{ref}}$ and/or $S$).

(5.6a) $U_{\text{ref}} = 8 \text{ m/s.}$

(5.6b) $U_{\text{ref}} = 10 \text{ m/s.}$
(5.6c) $U_{ref} = 12 \text{ m/s}$. 

Figure 5.6: Normalized $P$ and $TCI$ to the reference layout for onshore TIL as a function of $S$. 

(5.7a) $U_{ref} = 8 \text{ m/s}$. 
(5.7b) $U_{\text{ref.}} = 10 \text{ m/s}$. 

(5.7c) $U_{\text{ref.}} = 12 \text{ m/s}$. 

Figure 5.7: Normalized $P$ and $TCI$ to the reference layout for offshore TIL as a function of $S$.

Figure 5.8a, b, and c present the onshore SWF optimizations for $U_{\text{ref}} = 8$, 10, and 12 m/s, respectively, while Figure 5.9a, b, and c are for the offshore condition. As mentioned earlier, the
turbine locations were fixed as one of the two configurations in Figure 5.4 (b and c). Moreover, it was decided to exclude the max $CF$ optimization results in order to keep the Figures clear and understandable. Layouts with fixed turbine type with variable $H$ are also provided for both array and staggered configurations in order to present the effect of $H$ variation. Again, $P$ and $TCI$ for array and staggered configurations are normalized relative to that for the un-optimized array layout.

The general trends for SWF results are quite similar (qualitatively) to those for the TIL ones, the other findings are summarized below:

1. As expected, the staggered configuration was superior; it can develop power up to 1.15 and 1.4 times the array one for onshore and offshore conditions, respectively.

2. The staggered SWF has the widest $P$-$TCI$ trade-off band, especially for the offshore conditions, the TIL comes second, while the array SWF offers a relatively narrow band.

3. The hub height variation was very efficient in optimization, especially for staggered offshore conditions with low $U_{ref}$ and/or $S$, with the maximum normalized power of 1.82, at $S = 4$, with almost the same reference cost, as seen in Figure 5.9a.
(5.8a) $U_{\text{ref.}} = 8 \text{ m/s}$. 

(5.8b) $U_{\text{ref.}} = 10 \text{ m/s}$. 
(5.8c) \( U_{ref} = 12 \) m/s.

Figure 5.8: Normalized \( P \) and \( TCI \) to the reference layout for onshore SWF as a function of \( S \).

(5.9a) \( U_{ref} = 8 \) m/s.
(5.9b) $U_{ref} = 10$ m/s.

(5.9c) $U_{ref} = 12$ m/s.

Figure 5.9: Normalized $P$ and $TCI$ to the reference layout for offshore SWF as a function of $S$. 
For the sake of brevity and as the P-COE trade-off is the main aspect, it was decided not to present the resulted optimum layouts for the test cases in detail. However, the frequency of turbine and $H$ selection for TIL optimizations are given in Figure 5.10, the technical data for the six most selected turbines is provided in Table 5.1. Finally, general remarks about turbine selection for all cases are given below.

![Figure 5.10: Frequency of turbine and $H$ selection for TIL cases.](image)
Table 5.1: Technical data for the six most selected turbines in decreasing order.

<table>
<thead>
<tr>
<th>Turbine code</th>
<th>Rated power (MW)</th>
<th>Diameter (m)</th>
<th>Rated speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>3.075</td>
<td>112</td>
<td>13</td>
</tr>
<tr>
<td>56</td>
<td>3.0</td>
<td>112</td>
<td>12</td>
</tr>
<tr>
<td>19</td>
<td>1.8</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td>45</td>
<td>2.5</td>
<td>115</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>1.5</td>
<td>77</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>82</td>
<td>12</td>
</tr>
</tbody>
</table>

1. Almost all the investigated turbines were selected at least once in an optimum design (only two turbines were never selected). This confirms that any commercial turbine could be used somewhere in the farm at certain conditions to obtain an optimum farm design based on the desired objective(s).

2. The superior turbines (those selected most often) have lower $U_r$ and larger $D$ amongst the turbines of the same rated power. These turbines develop higher power at any wind speed so the selection for max $P$ optimizations was entirely among them. The second group of turbines selected in many layouts were those with large $D$ but higher $U_r$. The turbines that have lower $U_r$ and smaller $D$ came third, while those of higher $U_r$ combined with smaller $D$ were rarely selected.

3. At low wind speeds, the $CF$ optimizations tend to mix medium and large size turbines providing that the $CF$ is kept high but the total power falls between $P$ and $TC$ optimizations. As the wind
speed increases, the medium turbines are replaced by larger ones as they can operate at high $CF$, this results in increasing the power output to approach the max $P$ optimizations at higher wind speeds.

4. The max $P$ optimizations generate feasible layouts by using larger turbines as well as elevated heights in order to increase the power output. At some locations (especially at lower $U_{ref}$ and/or $S$) the higher heights cause accumulation of wake deficits so one turbine should have a lower $H$ in order to allow the wakes to recover for the rest of the downwind turbines.

5. The min $TC$ optimizations have the opposite trend, with smaller to medium size turbines with low $H$ being in the majority. At some locations some turbines should escape from the wake accumulation by having higher $H$ in order to increase the power to reduce the overall $TCI$. The chosen turbines, usually of low to medium size also reduce the tower cost, as it depends on the turbine size.

6. At higher wind speeds and/or $S$, larger turbines can be used in many places for max $CF$ and even for min $TC$ optimizations as long as $CF$ kept high and $TC$ kept low, respectively.

5.5 Conclusions

Based on the proposed approach for optimizing the layout of wind farms, and by analyzing the results for the test cases; we conclude:

1. The analysis provides strong reasons to suggest that wind farm design with identical turbines should be abandoned in favour of using a range of commercial turbines and hub heights.
2. The optimization for maximum power and minimum cost of energy are the extreme designs bounding a wide band of optimum designs. Maximizing the capacity factor is one example between the extremes.

3. Taller towers are needed, not only to reach higher wind speeds, but also to reduce wake effects, especially in compact wind farm layouts, by exploiting hub height variation.

4. The optimization is more effective in offshore wind farms because of the low entrainment which delays the wake recovery.

5. The diversity of the 61 commercial turbines used in his study is found to be beneficial in optimizing the wind farm design, as each turbine could be the optimum selection somewhere inside the farm at a particular hub height.

6. The priority in selection among commercial turbines having the same rated power (and the same cost as well) is the larger diameter combined with lower rated speed, followed in order by larger diameter with higher rated speed, the smaller diameter with lower rated speed, and finally the smaller diameter combined with higher rated speed.
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Chapter 6: Large Wind Farm Layout Upgrade Optimization

Abstract

The problem of increasing the size of existing wind farms has not been practically investigated in the literature. In this paper, a proposed wind farm layout upgrade optimization by adding non-identical (in type and/or hub height) commercial turbines to an existing farm is introduced. A number of proposed locations were selected to add more turbines, either inside or outside the existing farm area. The manufacturer’s power curve and a general representation for thrust coefficient are used in power and wake calculations, respectively. A simple field-based model was implemented and both offshore and onshore conditions were considered. A Random Independent Multi-Population Genetic Algorithm was used for optimization and three objective functions were considered, individually: (1) annual energy production, (2) cost of added energy, and (3) cost of total energy.

Two proposed upgraded (inside and outside) layouts were determined for the Horns Rev 1 wind farm. The results showed a wide range of suitable upgrade scenarios depending on the upgraded layout and the optimization objective. The farm energy production was increased by 190 - 336% with an increase in the total cost by 147 – 720 %. The Random Independent Multi-Population technique significantly increased the Genetic Algorithm optimization efficiency.

Keywords: Wind farm layout upgrade optimization, Multi-population genetic algorithm, Commercial turbine selection, Hub height variation.
6.1 Introduction

Wind energy has become one of the most competitive sources of electricity, not only among renewable energy sources but also compared with conventional fossil fuels [1]. The global cumulative installed wind capacity exceeded 432 GW by the end of 2015 [2], which represents about 6% of the global electricity capacity [3] and about 3.22% of the global electricity generation [4] of all energy sources.

The energy demand for human activities increases rapidly, which requires usage optimization for conventional and renewable energy sources. For wind power, the feasible sites for new projects that have promising wind resources are limited. Moreover, wind energy is facing many restrictions because of environmental impact in the form of noise, visual effects, and bird and bat interactions, e.g. [5]. As a result, Wind Farm Layout Optimization (WFLO) became an essential part of wind farm planning, in order to maximize the Annual Energy Production (AEP) and/or minimize the Cost Of Energy (COE) or any undesired environmental impact. The first WFLO study was published in 1994 by Mosetti et al. [6] for a very simple problem. The classical era of WFLO extended up to the end of the first decade in the 21st century. The vast majority of wind farms designed in this era could be characterized by:

- Identical turbines.
- Relatively low area utilization (large distance among turbines).
- Average tower height, \( H \), of about 80 m [7].
- Average rotor diameter, \( D \), of about 85 m [7].
- Average rated power, \( P_r \), of about 1.8 MW [7].
Figure 6.1: The percentage global cumulative installed wind capacity, relative to 2015, adapted from Ref. [2].

Taking into account that designing, ordering, installing, and testing turbines for a large wind farm takes more than two years, e.g. [8], this simply means that the majority of the wind farms that have been installed by the end of 2012 were not thoroughly optimized, based on the recent research findings for WFLO. Increasing wind energy production to meet the global demand requires new farms. This should be done side by side with increasing the performance of the existing ones in order to reduce the technical, financial, and environmental challenges facing the installation of new farms. One way to improve the power output and utilization of existing wind farms is by “upgrade”; that is, to add new turbines to an existing farm.

In order to understand the need for Wind Farm Layout Upgrade Optimization (WFLUO), the 2000-2015 global cumulative installed wind capacity [2] was normalized as a percentage of the 2015 value and presented in Figure 6.1, from which the following statistics could be drawn:
• 96% of current wind farms were installed during the last 15 years, 86.3% during the last decade.

• 65.4% of the wind farms have been installed by the end of 2012.

The majority of current wind farms may benefit from upgrading, without re-locating or replacement of the existing turbines as they are in the first half of their lifespan (which is commonly 20-30 years, e.g. [9]).

In this paper, the problem of WFLUO is introduced for the first time in the literature, an upgrade methodology is proposed and applied to Horns Rev 1 offshore wind farm as a case study. In section 6.2, the case study is highlighted and justified. The proposed upgrade methodology is given in section 6.3. The results and discussions are the topic of section 6.4, while the most useful conclusions are listed in section 6.5.

6.2 Horns Rev 1: Background and Reasons for Its Selection

Horns Rev 1 is one of the most famous wind farms worldwide. It has received great interest since commencing power production in 2002 because of many reasons, which can be summarized as:

1. The installed capacity is 160 MW, which made it the world's largest offshore wind farm when installed and for several years thereafter.

2. Throughout its 13 years of operation it has produced more than 8 TW-hr [10].

3. Three years of detailed wind resource assessment data taken prior to the installation are publically available [11].

4. Detailed operational measurements are also publically available, e.g. [12].

Accordingly, the farm performance and wake measurements were used in many wake model validations and wind farm layout optimization studies e.g. [12,13,14,15,16,17,18].
Many investigators have computationally improved the Horns Rev 1 performance by relocating the turbines within the farm area. Rivas, et al. [19] applied the Simulated Annealing Algorithm to solve the Turbine Positioning Problem in order to maximize the AEP. They concluded that the AEP could be increased up to 1%. Vezyris [20] applied deterministic, semi-stochastic, and stochastic approaches in order to minimize the Levelized Production Cost (cents/kWh). The results showed that a decrease in the Levelized Production Cost by ~1 % combined with an increase in the AEP with ~1 % could be achieved by re-optimizing the farm layout. Park and Law [21] derived a continuous and smooth wind speed profile that allowed the wind farm power function to be expressed as a smooth (differentiable) function of wind turbine location variables. The wind farm power function then optimized using a gradient-based optimization algorithm. The minimum turbine proximity was fixed at $5D$ and the results suggested an increase in the farm output power by 7.3 %, without providing with any cost calculations.

Horns Rev 1 wind farm is a matrix of 80 identical turbines (8 East to West rows by 10 North to South columns). The columns are aligned approximately 7.2° West of North, forming a parallelogram. The turbines are all Vestas V80-2.0 with $D = 80$ m and $P_r$ of 2 MW. The spacing between turbines in both the rows and columns is $7D$, as indicated in Figure 6.3. The tower height is 70 m and the power curve is specific for the turbines delivered to this wind farm and may not apply to other V80 turbines [12].

Apart from the availability of performance and other data that was noted above, Horns Rev 1 was chosen as a case study as an example of middle-aged non-optimized wind farm, based on the recent findings. It is slightly more than 13 years old, it contains identical turbines, the turbine $P_r$ and $H$ are below the recent average values for offshore farms [7], and finally the turbines spacing is $7D$ in both directions, which is significantly larger than in more recent farms.
The references quoted above optimized the farm performance by computationally re-locating the turbines, but this is clearly not feasible for most existing wind farms. The present work aims to give a practical solution for the WFLUO, for the first time in the literature, by not changing the existing farm layout. The proposed methodology is based on commercial turbine selection and hub height variation that introduced and tested in [22].

Understanding and analyzing the wind data is an essential task in any wind power project. As mentioned earlier, three years of wind measurements were made prior to Horns Rev 1 installation. The wind data at 62 m height from June, 1st, 1999 to May, 31st, 2002 was averaged and Weibull parameters - scale and shape factors - were evaluated for 12 directional sectors (30 degrees each) [11]. Moreover, these parameters were extrapolated to the hub height of 70 m [23]. Figure 6.2 shows the frequency of occurrence, \( f \), of each speed (at hub height) at different wind directions in contour format.

Figure 6.2: Frequency of occurrence, \( f \), of wind speed and direction at hub height for Horns Rev 1, adapted from Ref. [23].
6.3 Upgrade Methodology

The proposed upgrade methodology is given in detail in this section. In subsection 3-1, the proposed upgraded layouts are illustrated. The wake model and wake interference calculations are described briefly in subsection 3-2. Subsection 3-3 describes the pool commercial turbines from which were chosen the turbines for the upgraded farm as well as the AEP calculations. The strategy of hub height variation is discussed in subsection 3-4. Finally, the cost analysis and the optimization methodology are the topics of subsections 3-5 and 3-6, respectively.

6.3.1 Proposed upgraded layouts.

The development of methodologies for multiple-turbine wind farm layouts (variable turbine size and/or hub height), e.g. [24,25,26,27,22], allowed the turbine spacing to be reduced to 3.5\(D\). This recent finding provides compact farm designs with higher AEP, excellent area and height utilization, without severe wake loss, and hence lower COE. Accordingly, it was proposed to install new turbines either inside or outside the existing wind farm area, as illustrated in Figure 6.3a and b, respectively. For the inside upgrade, the farm area was kept unchanged and new turbines were installed in between the existing ones, in order to maximize the utilization of the farm space while reducing the added cost due to extra infrastructure. In the outside upgrade, the added turbines form four rows and four columns outside the existing area, in order to allow larger turbines to be installed with the least effect on the rest of the turbines. In all cases, Vestas turbines and the grid layout was considered as this manufacturer’s turbines were used in the original farm.

The number of turbines in the original farm denoted \(N (N = 80)\), while the number of the added turbines denoted \(M (M = 63\) and 68 for the inside and outside layouts, respectively). In all cases, the existing turbines were numbered from 1 to \(N\), while the added turbines were numbered from
\(N+1\) to \(N+M\). The vertical coordinate in Figure 6.3 indicates the North direction and the values in both vertical and horizontal directions are in terms of \(D\).

(a)

(b)

Figure 6.3: Proposed upgraded layouts for Horns Rev 1 wind farm. (a): inside. (b): outside. The existing turbines are numbered from 1 to 80 (in black), while the added turbines are numbered from 81 (in red).
As shown in Figure 6.3, the original farm is a parallelogram of base 63D and height 49D which is unchanged in the inside case. However, the total outside area is a parallelogram of base 91D and height 77D. Defining the Area Factor, $AF$, for the upgraded layout as the farm area divided by the original farm area, gives $AF$ for the inside and outside upgrades of 1.0 and 2.27, respectively.

### 6.3.2 Wake model and interference calculations

Wake modelling is one of the first and most important steps in WFLO. The availability of the field measurements for some wind farms, especially Horns Rev 1 and Nysted, gave a great opportunity to validate the existing wake models and even develop new models. Because of many reasons mentioned in [28,29,30,31], the Jensen wake model was implemented in the present wake calculation. Ref. [22] demonstrated that the model lead to accurate estimates of the energy production data for Horns Rev 1 between 2005 and 2015, [31]. Originally proposed by Jensen [332], the model was developed by Katic et al. [433] and Frandsen [2734]. Full details of its implementation were given in [22]. Referring to Figure 6.3 and Figure 6.4 [22], the wake calculations were done as follows:

For each of twelve angles from North, $\theta = 0^\circ, 30^\circ, 60^\circ, ..., 330^\circ$, the $Y$-axis used in the following description was rotated so that the wind was always in the positive $Y$-direction. The turbines then sorted in ascending order according to their $Y$ coordinates. For example: the most upwind turbine, which has the least $Y$-coordinate, was designated 1, while the most downwind one was $N+M$ (the total number of turbines). Accordingly, each turbine $i$ in the farm apart from the most upwind one, $2 < i < N$, is potentially affected by the wake of every turbine upwind of it: $j, I < j < i-1$. 
Figure 6.4: A front view (parallel to wind direction) illustrates the overlap of the upwind turbine wake (the dashed circle) with the downwind turbine rotor (the solid circle). The Y co-ordinate is into the page [22].

The roughness length, $z_0$, is an essential parameter in Jensen wake model, on which the vertical wind profile and the wake entrainment greatly depend. The ambient roughness length for offshore farms was taken as 0.0002 m in [22] as it widely accepted for open sea, e.g. [35]. However, the upwind turbines increase the turbulence level within the farm, which in turn increases the effective roughness. Following many investigators, e.g. [36,37], $z_0$ was taken as 0.05 m in order to match the field measurement for velocity/power deficits and turbulence level.

The wake analysis used in the present work was described in Ref. [22] and the reader is referred to that particular reference for full details.
6.3.3 Commercial turbines and AEP calculations

In order to obtain practical upgraded layouts, it was decided to restrict the selection to available models from the same manufacturer as the existing turbines. To this end, the selection in the current optimization was among 19 Vestas turbines, the turbines were sorted in an ascending order according to the rated power and then according to the diameter. The turbine code, rated power, rotor diameter, and rated speed, $U_r$, are given in Table 6.1.

The manufacturer’s power curves for the 19 turbines were fitted by a 5th degree polynomial and the coefficients were used to evaluate the power output from any turbine, $i$, as function of the effective hub height wind speed, $U_i$, [22] ahead of its rotor.

Accordingly, the power developed, $P_i$, by the $i^{th}$ turbine based on its type and the effective wind speed, $U_i$, was estimated as [22]

$$P_i = c_{i0} + c_{i1}U_i + c_{i2}U_i^2 + c_{i3}U_i^3 + c_{i4}U_i^4 + c_{i5}U_i^5 = \sum_{k=0}^{k=5} c_{ik}U_i^k$$

the total farm output power for each wind speed, $v$, at each wind direction, $\theta$, is simply the sum of the individual powers from all turbines

$$P(\theta,v) = \sum_{i=1}^{N+M} P_i = \sum_{i=1}^{N+M} \sum_{k=0}^{k=5} c_{ik}U_i^k$$

and the AEP was calculated as

$$AEP = 8,766 \sum_{\theta=0}^{360} \sum_{v=0}^{25} f(\theta,v) \cdot P(\theta,v)$$

where 8,766 is the number of hours per year.
<table>
<thead>
<tr>
<th>Turbine code</th>
<th>Rated power (kW)</th>
<th>Rotor diameter (m)</th>
<th>Rated speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,815</td>
<td>90</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>1,815</td>
<td>100</td>
<td>11.5</td>
</tr>
<tr>
<td>3</td>
<td>2,000</td>
<td>80</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>2,000</td>
<td>90</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>2,000</td>
<td>100</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>2,000</td>
<td>110</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>2,600</td>
<td>100</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>3,000</td>
<td>90</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>3,000</td>
<td>112</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>3,000</td>
<td>126</td>
<td>10.5</td>
</tr>
<tr>
<td>11</td>
<td>3,075</td>
<td>112</td>
<td>13</td>
</tr>
<tr>
<td>12</td>
<td>3,300</td>
<td>105</td>
<td>13.5</td>
</tr>
<tr>
<td>13</td>
<td>3,300</td>
<td>112</td>
<td>12.5</td>
</tr>
<tr>
<td>14</td>
<td>3,300</td>
<td>117</td>
<td>13</td>
</tr>
<tr>
<td>15</td>
<td>3,450</td>
<td>105</td>
<td>13.5</td>
</tr>
<tr>
<td>16</td>
<td>3,450</td>
<td>112</td>
<td>12.5</td>
</tr>
<tr>
<td>17</td>
<td>3,450</td>
<td>117</td>
<td>11.5</td>
</tr>
<tr>
<td>18</td>
<td>3,450</td>
<td>126</td>
<td>11.5</td>
</tr>
<tr>
<td>19</td>
<td>3,450</td>
<td>136</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 6.1: Code, rated power, rotor diameter, and rated speed for the turbines included in the selection.
6.3.4 Hub height variation

The hub height is one of the most important design parameters for a wind turbine, upon which power and cost greatly depend. The proper value of $H$ for a specific turbine should consider the turbine diameter, rated speed, installation cost, wind resources, site restrictions, etc. Moreover, many recent WFLO studies, e.g. [38,39,22,40], suggest the implementation of individual values of $H$ for the turbines within the farm, in order to minimize the wake interference, the installation cost, or a combination of them. In our previous work [22] it was decided to use common $H$ limits ($80 \, m \leq H \leq 140 \, m$) for all turbines. However, in the present work, the investigated range of $H$ was widened and made flexible (turbine-specific). The Maximum Tip Height (MTH) and the Minimum Ground Clearance (MGC) along with the turbine diameter were used to determine the individual $H$ range for each turbine. The MTH and MGC are the blade tip height at its highest and lowest positions, respectively. The MTH was set as 230 m for Horns Rev wind farms [41], which matches the world’s tallest installed wind turbine [42]. On the other hand, the recommended value for the MGC varied worldwide from 5 m to 23 m [35]. However, the rare combination of maximum wave height and tidal range at Horns Rev site is less than 7 m, the mean value is about 3 m [11]. To this end, the MTH and the MGC were taken as 200 m and 15 m, respectively. Accordingly, the individual turbine’s $H$ limits and Hub Height Range (HHR) for any turbine, $i$, based on its rotor diameter, $D_i$, as

$$H_{\text{max},i} = \text{MTH} - \left(\frac{D_i}{2}\right)$$

(6.4)

$$H_{\text{min},i} = \text{MGC} + \left(\frac{D_i}{2}\right)$$

(6.5)

$$HHR_i = H_{\text{max},i} - H_{\text{min},i}$$

(6.6)
Figure 6.5 shows $H_{max}$, $H_{min}$, and $HHR$ as function of $D$ in the investigated range ($80 \text{ m} \leq D \leq 136 \text{ m}$), as given in Table 6.1.

![Graph showing $H_{max}$, $H_{min}$, and $HHR$ as function of $D$ in the investigated range.]

**Figure 6.5: $H_{max}$, $H_{min}$, and $HHR$ as function of $D$ in the investigated range.**

### 6.3.5 Modified simple cost model

The cost model used in this study is a modified version of the simple model introduced in detail in [22]. Only the major assumptions for offshore conditions along with the modifications that made based on the most recent cost reports, e.g. [44] will be given in this subsection.

1. The Total Cost of a wind farm is a combination of the Capital Cost, $C_c$ and the Operation and Maintenance cost, $O&M$, $C_{O&M}$. It was assumed that $C_c = 0.75$, while $C_{O&M} = 0.25$.

2. The CC in turn is subdivided into the total turbine cost, $C_{turbine} = 0.329C_c$, and the remainder, $0.671C_c$, is the Financial & Balance of system costs, $C_{F&B}$.

3. The tower cost, $C_{tower}$, is about 0.1831 of the $C_{turbine}$, or 0.06 of the $C_c$. 
4. The $C_{F&B}$ depends only on the farm area. In other words, if the turbines were added within the original farm area, the added $C_C$ would comprise only $C_{turbine}$ while $C_{F&B}$ were considered unchanged.

5. The cost of 1.0 MW at the corresponding $H_{min}$ was taken as the unit cost and was denoted by Unit Cost Index, UCI. The corresponding capital and total costs were denoted Capital Cost Index, CCI, and Total Cost Index, TCI, respectively. Each 1 m increase of $H_i$ over $H_{min,i}$ was assumed to add $\frac{C_{tower}}{H_{min,i}}$ to the CCI.

Accordingly, the added TCI as a result of the upgrade can be expressed as

$$TCl_a = \frac{AF}{(1 - C_{O&M})(1 - C_{turbine})} \sum_{i=1}^{M} P_{r,i} \left[ 1 + \frac{C_{tower}}{H_{min,i}} (H_i - H_{min,i}) \right]$$

(6.7)

where $P_{r,i}$ and $H_i$ are the rated power (in MW) and the hub height (in m) of the $i^{th}$ turbine, respectively, while $AF$ is the Area Factor as introduced in subsection 3-1.

Based on the above analysis, the TCI for the original farm, $TCl_O$ is

$$TCl_O = \frac{1.0}{(1 - 0.25)(1 - 0.329)} \sum_{i=1}^{80} 2.0 \left[ 1 + \frac{0.06}{55} (70 - 55) \right] = 323 \text{ UCI}$$

(6.8)

Two useful quantities are defined; the Cost Of Added Energy Index (COAEI) and the Cost Of Total Energy Index (COTEI):

$$COAEI = \frac{TCl_a}{AEP - AEP_O}$$

(6.9)

$$COTEI = \frac{TCl_a}{AEP}$$

(6.10)

where $AEP_O = 715$ MW-hr is the estimated AEP for the original farm.

Finally, the three objective functions considered in the optimization are shown in Table 6.2.
### 6.3.6 Optimization

Layout optimization for large wind farms with commercial turbine selection is one of the most complex optimization problems because it is discrete, non-convex, non-linear, and of high dimension. Genetic Algorithms (GA) are one of the most successful optimization methods for such problems that their capability has been proven over years, especially with WFLO, e.g. [45]. On the other hand, GA is slow compared with other optimization methods [45,46] as it depends basically on successive random search. The solution evolves from one generation of a fixed population size (PS) to the next generation. In general, the larger the PS the wider the search and the greater the probability of finding the global optima. On the other hand, very large PS requires large execution time and may disperse the conversion to the global optima, e.g. [47,48]. In general, the CPU time is nonlinear in PS and the proper choice of PS is greatly problem dependent.

However, a simple test case from the current work showed that an increase in PS from 15 to 45 (300%) the execution time increased by about 390% (this relative increase would increase if PS were increased from 45 to 135 for example). Accordingly, it is very important to select the proper PS in order to increase the probability of finding the global optima while keeping the execution time reasonable, e.g. [49].

<table>
<thead>
<tr>
<th>ObjFun#</th>
<th>Optimizer</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ObjFun1</td>
<td>max AEP</td>
<td>(6.3)</td>
</tr>
<tr>
<td>ObjFun2</td>
<td>min COAEI</td>
<td>(6.9)</td>
</tr>
<tr>
<td>ObjFun3</td>
<td>min COTEI</td>
<td>(6.10)</td>
</tr>
</tbody>
</table>

Table 6.2: Illustration of the three objective functions.
For both inside and outside layouts, two cases were investigated. Single turbine with variable $H$ was the first with only $ObjFun1$. Multi-turbine with variable $H$ and the three objective functions were then considered in turn.

Two significant modifications were made compared to what described in Ref. [22]. First, the $H$ variation was treated for each turbine individually based on its $D$. Accordingly, the upper and lower bands for $H$ were not the same for all turbines and the individual height was not included explicitly in the optimization design variables. Instead, a fractional parameter denoted “coefficient of height” was an optimization design variable with the same upper and lower bands (1.0 and 0.0, respectively) for all turbines. Once the coefficient of height, $C_H$, is selected (during the optimization) for a particular turbine, $i$, the corresponding value of $H_i$ is calculated using Equation (6) as

$$H_i = H_{min,i} + C_H \cdot HHR_i \quad (6.11)$$

Second, as discussed earlier in this subsection, as the PS increases the execution time per generation increases significantly. A global optimization technique called “Random Independent Multi-Population Genetic Algorithm, RIM-GA” was applied to the GA used for the multi-turbine cases, as it has double the variables than the single turbine cases. The multi-population genetic algorithms (in general) have been proven as a powerful tool to enhance the GA optimization efficiency, e.g. [50]. An arbitrary number of independent populations, $n$, having relatively small population size, $ps$, were initiated and allowed to evolve over a small number of generations, $g_1$. The final population from each run was stored, sorted based on the $ObjFun$ value. The fittest $m$ individuals from each independent run were collected and assigned as the initial population for one last run for $g_2$ generations. Again, the effectiveness of this technique is problem dependent, however, RIM -GA was tested with some test cases and gave almost the same results but with 82
- 87% of the execution time. The comparison was made against single runs having population size

\[ PS = m. n. ps \] and number of generations, \( G = g_1 + g_2 \).

### 6.4 Results and Discussion

Two proposed upgraded layouts (inside and outside) were investigated. The existing 80 turbines were left unchanged, while suitable locations were specified for the new turbines. The selection was among 19 Vestas commercial turbines covering a rated power range of 1.8 – 3.45 MW and rotor diameter range from 80 – 136 m. MATLAB’s genetic algorithm solver, *ga*, was employed for the optimization and three objective functions in Table 6.2 were considered individually.

AEP and the TCI were normalized with respect to the corresponding values for the original farm (AEP\(_O\) and TCI\(_O\), respectively), the two normalized quantities were denoted NAEP and NTCI, respectively. Moreover, the NTCI were divided by the NAEP, the resulted quantity called Normalized Cost Of Energy Index, NCOEI.

Figure 6.6 shows the NAEP, NTCI, and NCOEI for the single turbine cases and *ObjFun1*. In these cases, the \( M \) added turbines were assumed identical in type, but different in height. The major remarks are summarized below:

1. There is a wide range of feasible optimum upgrades providing a useful trade-off between AEP and COE.
2. The single turbine inside layouts produce a range of NAEP from 1.90 to 2.60 with a NTCI from 1.47 to 2.87, based on the turbine model and optimization objective.
3. The single turbine outside layouts gave NAEP from 2.23 to 3.36 with a NTCI from 3.81 to 7.20, based on the turbine model and optimization objective.
4. The inside layout produces a cheap added AEP if small turbines are used. The added AEP increases as the turbine size increases, but at a higher rate in the added cost. The reason is the limited wind resources which causes the increase in AEP to reduce as the turbine size (and hence the cost) increases.

5. As expected, the outside layout adds more AEP than the inside one, however, this increase in AEP is accompanied with very high cost as a consequence of adding area to the farm.

6. Both inside and outside layouts have the same trends in AEP and TCI (qualitatively), however, the latter has magnified scales, especially for the cost.

7. Both layouts confirm the superiority of using turbines with relatively large $D$ and relatively low $U_r$ (turbines number 2, 1, 6, 5, 4, and 3) than the opposite (turbines number 15, 8, 17, 16, and 12). This finding matches with that obtained in the previous research [22] and with others in the literature, e.g. [51].

8. The NCOEI for the inside layouts are usually close to unity, which means that the increase in added AEP coincides with a comparable increase in the TCI.

As the turbine type was fixed in these cases, the hub height variation (not presented here for the sake of brevity) plays the main role in both AEP maximization and COE minimization. For the max AEP optimization, the majority of turbines should be installed as high as possible in order to meet the highest possible wind speed, while the minimum height was required for the rest of turbines, especially in the middle of the farm, in order to allow wake recovery ahead of the exterior turbines.

For the min COE optimizations, heights close to $H_{\text{min}}$ were dominant, and scattered values close to $H_{\text{max}}$ were selected in order to capture the most power at a few locations and to allow
wake recovery for the rest of the turbines at lower heights in order to reduce the COE. In general, a wide range of $H$ was used in order to compensate the absence of the turbine selection.

Figure 6.6: Normalized AEP, TCI, and COEI for single turbine layouts.
Figure 6.7 shows the NAEP, NTCl, and NCOEI for the multi-turbine layouts where the $M$ added turbines could be different in both type and height. The rated power distribution for the selected turbines and the corresponding coefficient of height distribution are given in Figure 6.8 and Figure 6.9, respectively. In Figures 8 to 11, symbols (I) and (O) represent the inside and the outside layouts, respectively, while the number indicates the $ObjFun#$ as given in Table 6.2. For example: I2 represents the Inside layout with $ObjFun2$.

Finally, the histogram of turbine and $C_H$ selection frequencies for all multi-turbines cases are given in Figure 6.10 and Figure 6.11, respectively. Again, the outside layout gives significant more AEP but with a huge cost (Figure 6.7) because of the added area (and hence $C_{F&B}$) compared to the inside layout. The optimization for max AEP ($ObjFun1$) gave results close to those for the single-turbine case of larger size for both inside and outside layouts. This can be explained by the turbine selection distribution (Figure 6.8) which shows for maximum AEP regardless the cost, larger turbines should be used as much as possible. The resulting layouts usually have high total cost and COE. Similarly, but at the other extreme, the optimization for min COTEI ($ObjFun3$) gave results close to those for the single-turbine case of smaller size in both inside and outside layouts. This can be also explained by the turbine selection distribution (Figure 6.8) which shows for maximum COE, the selection should be among small size turbines in general. The larger turbines should be selected carefully in some places where the increase in power output dominates the corresponding increase in cost. The medium size turbines were rarely used, which means that the proper turbine selection should be, in general, among a few large turbines and a few small ones. The optimization for max AEP requires significantly wider range in both turbine size and $H$. On the other hand, the optimization for min COE requires a much smaller range of both turbine size and $H$. 
Figure 6.7: Normalized AEP, TCI, and COEI for multi-turbine layouts.
Figure 6.8: Rated power distribution for the selected turbines for all multi-turbine cases.

Figure 6.9: Coefficient of height, $C_H$, distribution for all multi-turbine cases.
Figure 6.10: Frequency of turbine selection for multi-turbine cases.

Figure 6.11: Frequency of $C_H$ selection for multi-turbine cases, with bin width = 0.05.
6.5 Conclusions

In this paper, the large wind farm layout upgrade optimization problem was introduced. The proposed upgrade methodology was based on adding new non-identical turbines to the existing farm either within the farm area or as an extension. The famous Horns Rev 1 large offshore wind farm was taken as a case study. The existing 80 turbines were kept as they are while 63 and 88 turbines were added in the inside and outside upgraded layouts, respectively. 19 Vestas commercial turbines of rated power ranged from 1.8 to 3.45 MW were included in the selection. The following are the implications of the findings of this paper:

1. Existing wind farms can be effectively upgraded by increasing the energy production by adding new turbines, while keeping the existing turbines unchanged.
2. Wind farm layout upgrade optimization for offshore farms is recommended if it is done within the original farm area and infrastructure. In this case, a significant increase in the energy production can be achieved while keeping the cost of energy in reasonable range.
3. Wind farm layout upgrade optimization is an efficient method to increase the utilization of the existing area instead of installing new costly farm(s).
4. Having a range of commercial turbines for selection as well as allowing variation in height is a powerful tool in wind farm layout upgrade optimization.
5. The optimum layouts are greatly dependent on the proposed upgraded layout as well as the optimization objective.
6. The hub height variation is beneficial not only to reduce the wake interference and hence increase the energy production, but also to reduce the total cost as well as the cost of energy.
7. By including a wide range of commercial turbines in the selection, a wide band of feasible optimum layouts is obtained which provide a trade-off between energy production and cost.

8. Among commercial turbines having the same rated power, the priority in selection should be biased towards the turbines with larger diameter and lower rated speed.

9. The random independent multi-population technique reduces the execution time for the genetic algorithm without compromising the outcomes.
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Chapter 7: Conclusions and Suggestions for Further Investigations

7.1 Introduction
The thesis was organized in such a way to reflect both logical order and research time frame. In this chapter, the research sequence is illustrated, the chapters are connected, and the findings from the different papers are integrated. Finally, some further investigations are suggested.

7.2 Findings from “Explicit Solutions for Simple Models of Wind Turbine Interference”
In this paper, the selfish and co-operative optimization strategies were investigated analytically. The severe wake interference case of $N$ turbines in-line with the wind was considered. The turbines were assumed identical and the design variable was the axial induction factor, $a$. Three simple models for output power optimization were applied, individually. The first model was with no wake recovery, the second model was an extension of the first model with including a simple wake recovery factor, $b$ ($b = 1$ corresponds to no wake recovery, while $b = 0$ results in complete wake recovery). Topographical effects were included in the third model by allowing the wind speed at the second and subsequent turbines to vary by a factor $k$ from the reference value at the first turbine.

The major outcome from this paper is the superiority of the co-operative optimization over the selfish (individual) one in all cases considered. The formal proof of this result for simple wake models is the first in the open literature. In other words; the upstream turbine(s) should not capture the maximum possible energy from the wind. Instead, more energetic wind should be left for the downstream turbines to increase the total power output. It was also proven that the degree of
performance reduction for the upstream turbine(s) increases as the number of turbines in the line increases and/or the turbines’ proximity decreases.

The next step(s) were to examine these findings from analytic solutions of simple models on more realistic cases. i.e. real turbines, accurate wake model, and/or real wind farms.

7.3 Findings from “Some Effects of Efficiency on Wind Turbine Interference and Maximum Power Production”

The performance of the commercial turbines was compared with the actuator disk model (as a theoretical limit). Accordingly, new operational efficiencies (aerodynamic, conversion, and overall efficiencies) were defined. It was decided to investigate the effect of the turbine aerodynamic efficiency on the power production for both selfish and co-operative power maximization. All calculations were done for six turbines in line at spacing of 4, 5, and 6 rotor diameters on the grounds, as these were representative values. The classical Jensen’s wake model was implemented and the turbines’ performance was judged by the power coefficient and the blade axial induction factor. MATLAB’s genetic algorithm solver, \( ga \), was used to perform the optimization for the co-operative cases. On the other hand, selfish control was computed by adapting all the \( N \) turbines to work at the maximum possible individual power coefficient.

The results confirmed the superiority of the co-operative optimization over the selfish one. The difference between the two optimization strategies was found to increase as the turbines’ efficiencies increase and/or the turbine spacing decreases.

The outcome from the first two papers has led to the fact that the operation of each turbine within the farm should be adapted (based on its location) to increase the total power. Thus, the non-identical turbine selection for wind farms was found to be more suitable than the classical use
of identical turbines. For example: it is more economical to install small turbines somewhere in the farm instead of installing larger (and hence more expensive) turbine while operating at very low power coefficient as suggested by the co-operative optimization.

Accordingly, it was decided to proceed for the next step by including co-operative optimization for non-identical turbines (different models with variable hub height).

7.4 Findings from “Investigating the Power-COE Trade-Off for Wind Farm Layout Optimization Considering Commercial Turbine Selection and Hub Height Variation”

The commercial turbine selection was added to the wind farm layout optimization problem for the first time. Generic realistic representation for the thrust coefficient in terms of the power coefficient were developed from the available commercial turbines’ data. Hub height variation and three optimization objectives (implemented individually) were also considered. Field-based cost model was developed to estimate the cost of the different layouts for both onshore and offshore conditions. Simple wind conditions and simple test cases were considered in order to investigate the effect of the turbine selection, hub height variation, and optimization objective on the optimal layouts.

The results showed strong reasons to suggest that wind farm design with identical turbines should be abandoned in favour of using a range of commercial turbines and hub heights. The resulted optimum layouts showed a wide range of power-cost of energy trade-off. Almost all the 61 turbines were selected at least once in one optimum layout. However, the priority in selection was biased towards the larger diameter combined with lower rated speed, followed in order by larger diameter with higher rated speed, the smaller diameter with lower rated speed, and finally
the smaller diameter combined with higher rated speed. The optimization was found more effective in offshore wind farms because of the low entrainment which delays the wake recovery.

It was decided to apply the previous research findings to a real case study. Instead of re-optimizing an existing wind farm, it was decided to investigate the upgrade possibilities while keeping the existing turbines. Finally, the offshore farms were preferred as it was found that the optimization is more efficient at such conditions.

7.5 Findings from “Large Wind Farm Layout Upgrade Optimization”

In this paper, the large wind farm layout upgrade optimization problem was introduced. It has not been studied previously in the literature. The proposed upgrade methodology was based on adding new and different turbines to the existing farm either within the farm area or as an extension. The famous Horns Rev 1 large offshore wind farm was taken as a case study. The existing 80 turbines were kept as they are while 63 and 88 turbines were added inside and outside the original farm area, respectively. Nineteen Vestas commercial turbines of rated power raged from 1.8 to 3.45 MW were included in the selection. The following remarks summarize the output from this paper:

1. Existing wind farms can be effectively upgraded by increasing the energy production by adding new turbines, while keeping the existing turbines unchanged.

2. Wind farm layout upgrade optimization for offshore farms is recommended if it is done within the original farm area and infrastructure. In this case, a significant increase in the energy production can be added while keeping the cost of energy in reasonable range.

3. Wind farm layout upgrade optimization is an efficient solution to increase the utilization of the existing area instead of installing new costly farm(s).
4. Having a range of commercial turbines for selection as well as allowing variation in height is believed to be a powerful tool in wind farm layout upgrade optimization.

5. The resulted optimum layouts are greatly dependent on the proposed upgraded layout as well as the optimization objective.

6. The hub height variation is beneficial not only to reduce the wake interference and hence increase the energy production, but also to reduce the total cost as well as the cost of energy.

7. By including a wide range of commercial turbines in the selection, a wide band of feasible optimum layouts is obtained which provide a trade-off between energy production and cost.

8. Among commercial turbines having the same rated power, the priority in selection should be biased towards the turbines with larger diameter and lower rated speed.

9. The random independent multi-population technique reduces the execution time for the genetic algorithm without compromising the outcomes.

Subsequent to submitting Chapter 6 for publication, a formula was developed including the turbine technical data given in Table 6.1 to represent the resulted NCOEI (Figure 6.6b). The best fit, shown in Figure 7.1, was denoted Turbine COE Comparison Index (TCCI)

\[
TCCI = \frac{P_r^{0.783}}{D^{0.527}}
\]  

Equation (7.1) has a maximum local deviation of 5.5%. This formula should play an important role in comparing two or more turbines from the COE point of view. It is clear from Equation (7.1) that the turbine diameter has an important inverse effect while the rated power is dominant. The effect of the rated speed was found to be negligible, the reason is believed to be the relatively high wind speeds considered in the present work.
Moreover, Figure 7.1 shows the dependence of TCCI on $P_r$ and $D$ according to Equation (7.1), within the investigated ranges. Beside the opposite effects of $P_r$ and $D$ on TCCI, Figure 7.2 also predicts that the use of large diameter is crucial for turbines with high rated power.

Figure 7.1: TCCI vs NCOEI.

Figure 7.2: TCCI dependence on $P_r$ and $D$. 
7.6 Suggestions for Further Investigations

The present research used classical models of wind turbine wake, along with some simplified installations, i.e. offshore as they do not have complex topography, and some complex parameters were ignored. The following suggestions for further investigations address some of these issues:

1. The study of onshore sites with complex terrain, and hence more complex spatial variations in the wind speed.
2. Further improvement to the optimization performance for WFLO, either by GA or by considering new powerful optimization techniques.
3. Using different turbines and hub heights in the farm layout significantly increases the contribution of partial wake interference, which is believed to increase the dynamic loading on the rotor. The minimization of dynamic loading is suggested as a new aspect to WFLO.
4. For very large farms, the effect of wake meandering and yaw alignment delay on the energy production are suggested to be considered.
5. Continuous improvements on cost analysis is suggested in order to be more accurate while being simple and general. One area on which very little information was available was the dependence of tower cost on height. Improved estimates for this would be valuable given the demonstration of the importance of varying this height.
6. The collaboration between WFLO and Co-operative control is believed to be possible and beneficial. In other words, future WFLO should consider more than just turbine siting.