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0.1 - Abstract

*L*-plastin is an actin-bundling protein that promotes the motility of both hematopoietic and metastatic cancer cells. The high definition structure of the calcium-binding regulatory domain of human *L*-plastin was recently determined, allowing computational research on this portion of the protein. The Drude polarizable force field was used to provide accurate computational simulations of the calcium-binding domain in conjunction with experimental validation to shown that *L*-plastin can regulate calcium-binding, and thus actin-bundling, through internal electrostatic interactions. Through this work the Drude force field was also benchmarked, to show that it provides comparable results to classical force fields with the added ability to simulate polarizability. Overall, a novel mechanism which allows *L*-plastin to self-regulate its calcium-binding affinity was developed.
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Chapter 1 – Introduction

1.1 - Conformational Changes in Proteins

1.1.1 – Calcium-Signalling

The mechanisms associated with ion-protein binding that can stimulate major protein structural changes are central to the ability of cells to transmit signals leading to various cellular functions such as muscle contraction, volume regulation, and cell motility [2-6]. Calcium ions (Ca$^{2+}$) are well known to be one of the major ion regulators of cellular function. Physiologically, Ca$^{2+}$ plays a key role in maintaining heart rhythms, neurological functions, metabolism, transcription, cell movement, apoptosis, and controlling a large array of additional cellular tasks [5-17].

Physiologically, the cytosolic Ca$^{2+}$ concentration ([Ca$^{2+}$]) in human cells is maintained at a low concentration (~10$^{-7}$ M) [5, 6, 15, 18]. This low concentration is highly contrasted by the [Ca$^{2+}$] found in the lumen of the endoplasmic reticulum (ER) and the extracellular space which are both maintained ~10,000x higher than the cytosol (~10$^{-3}$ M) [5, 6, 18]. This large concentration gradient is maintained by the cells use of various voltage gated ion channels in the cell membrane; the ryanodine receptor (Ryr) in the ER/sarco(endoplasmic reticulum (SR); ATP driven Ca$^{2+}$ pumps, such as sarco/endoplasmic reticulum Ca$^{2+}$-ATPase (SERCA); the plasma membrane Ca$^{2+}$-ATPase (PMCA); and Na$^{+}$/Ca$^{2+}$ exchangers [5, 6, 18].

Normally this large Ca$^{2+}$ gradient is maintained as the Ca$^{2+}$ channels remain closed and the cell maintains what is known as a “resting state” ([Ca$^{2+}$] ≈ 10$^{-7}$M) [5, 15, 18]. When voltage gated extracellular channels are stimulated and opened a large influx of Ca$^{2+}$ enters the cytosol which further stimulates the release of Ca$^{2+}$ from the ER into the cytosol [5, 15, 18]. This rapid and
substantial change in the cells $[\text{Ca}^{2+}]$ leads to the cell entering an “Activated State” ($[\text{Ca}^{2+}] \approx 10^{-5}\text{M}$) [5, 15, 19].

Once the cell is activated there are a wide variety of $\text{Ca}^{2+}$-binding proteins capable of eliciting a response, including membrane bound and soluble proteins [5-15, 18]. There are various physiological roles for these $\text{Ca}^{2+}$-binding proteins, with many capable of stimulating a further response through highly dynamic structures capable of shifting between structurally distinct ion-free (apo) and ion-bound (holo) conformations [11, 20]. Such dynamic structure, capable of changing in response to altered ion concentrations, enables these proteins to trigger physiological responses [11]. The wide range of these proteins found within a cell allows for varying response to an influx of $\text{Ca}^{2+}$ [5, 15, 19, 21].

Among intracellular $\text{Ca}^{2+}$-binding proteins capable of conformational switching it is important to maintain an affinity that can be activated and deactivated within the physiological $\text{Ca}^{2+}$ concentrations (~0.1µM - 10µM) [5, 15, 18, 19]. Although the activation of many $\text{Ca}^{2+}$-binding proteins falls within this intracellular $[\text{Ca}^{2+}]$ there are examples outside of this. As the $\text{Ca}^{2+}$-concentration is 1000-1200x higher in the endoplasmic reticulum (ER) and extracellularly certain proteins exposed to these environments such as Stromal interaction molecule (STIM) proteins displays very high $\text{Ca}^{2+}$-binding affinities (with a $K_d$ in the mM range) to allow these proteins to function within this different $[\text{Ca}^{2+}]$ [5, 22, 23]. Alternatively, some intracellular proteins such as calbindin D$_{9K}$ and parvalbumin express nM $\text{Ca}^{2+}$ affinities, and therefore are almost always bound to $\text{Ca}^{2+}$ [23]. These high $\text{Ca}^{2+}$ affinity proteins are known to help buffer $\text{Ca}^{2+}$ levels within the cell rather then use $\text{Ca}^{2+}$ to regulate cellular function [23]. This diverse range of $\text{Ca}^{2+}$ affinities allows cells to recruit $\text{Ca}^{2+}$ as a diverse cellular messenger within cells [23]. This
varied regulation indicates that in many ways accurately understanding a protein's affinity for Ca\textsuperscript{2+} is as important as the protein's mechanism.

This influx of Ca\textsuperscript{2+} can be further complicated by spatial and temporal effects [15, 21]. These effects allow cells to open specific channels for set durations to induce local and variable changes in [Ca\textsuperscript{2+}] rather than causing a full Ca\textsuperscript{2+} response [6, 15, 21]. Various intensities and durations of Ca\textsuperscript{2+} signals are known as Ca\textsuperscript{2+} puffs, sparks, and waves and enable finer (and local) control over Ca\textsuperscript{2+} signalling [15, 21].

1.1.2 – Calcium-Binding Proteins and the EF-hand

Ca\textsuperscript{2+}-binding proteins can be classified into two groups: EF-hand proteins and non-EF-hand proteins [15]. Examples of non-EF-hand proteins include the protein families of annexins, cadherins, and the C2 domain family [15, 24-26]. These families all maintain different structures and functions [24-27]. Alternatively, EF-hand proteins comprise one superfamily [15, 28, 29]. Although the functions of each protein within this superfamily vary, EF-hand proteins are structurally similar, being identified by both a helix-loop-helix secondary structure and a well defined amino acid motif of the Ca\textsuperscript{2+}-binding loop [15, 29, 30].

The EF-hand helix-loop-helix secondary structure was first identified in parvalbumin describing its E and F helices (thus the name EF-hand), and the Ca\textsuperscript{2+}-binding loop [15, 29, 31]. The commonly observed helix-loop-helix secondary structure is often talked about in an “open” and “closed” state (figure 1.1 (a)/(b)) [28, 29]. In the closed state the two α-helices collapse side by side to form a hydrophobic core, burying many of the hydrophobic residues (figure 1.1 (b)) [28, 29, 32, 33]. Upon Ca\textsuperscript{2+}-binding to the Ca\textsuperscript{2+}-binding loop, the closed state is capable of transitioning into an open state (figure 1.1 (a)) [28, 29, 34, 35]. In the open state the two α-helices separate,
exposing the hydrophobic core, which further enables these proteins to bind a target (figure 1.1(a)) [28, 29]. Although the helix-loop-helix is the most common configuration of the EF-hand, variations of this structure are observed with only one of the two helices, or neither [36]. EF-hands are often found in pairs, joined by a small anti-parallel β-sheet between the Ca$^{2+}$-binding loop in each EF-hand [28, 29, 36].
Figure 1.1 EF-hand motif two taken from L-plastin in both its (a) “open” (holo) and (b) “closed” (apo) states. Black spheres represent Ca$^{2+}$. (c) Rat CaM (structure 3CLN from PDB). Blue structure represents the N-terminal domain, red structure represents the C-terminal domain, and cyan structure represents the linker. (d) An example of a CaM-protein complex (structure 2LL6 from PDB). CaM (coloured the same as in (b)) is bound to iNOS (purple).
The specific amino acid motif which makes up the Ca\(^{2+}\)-binding loop is the other defining feature of EF-hands. The canonical sequence is 12 residues long and is often defined by a few key residues [15, 29, 36]. Within the loop residues 1(±X), 3(±Y), 5(±Z), 7(−Y), 9(−X), and 12(−Z) are responsible for coordinating the Ca\(^{2+}\) (here “(±X/Y/Z)” denote axis of coordination) [15, 29, 36]. Because these residues are directly responsible for coordinating ‘hard’ metal Ca\(^{2+}\) ions these residues contain many oxygen ligands and several negatively charged amino acids [29]. Residue 8 is conserved within this sequence as a hydrophobic residue (Ile, Val, or Leu) [29]. This hydrophobic residue 8 allows pairs of EF-hands to generate an anti-parallel β-sheet between the two EF-hand Ca\(^{2+}\) loops [29]. Another conserved residue is a Gly at position 6 [29]. This Gly 6 allows for the loop to make a 90° turn as only this amino acid it can facilitate an unusual main-chain conformation (ϕ ~60° and ψ ~20°) [29]. This canonical EF-hand motif is observed ubiquitously across eukaryotes, bacteria, and archaea [36].

1.1.3 — Calmodulin: A Classic EF-hand Protein

One of the most extensively studied EF-hand Ca\(^{2+}\)-binding proteins is calmodulin (CaM). CaM is found ubiquitously throughout all cells in the body and plays a crucial role in a plethora of Ca\(^{2+}\) regulatory interactions [11-15, 37-40]. This protein maintains 100% amino acid sequence conservation across vertebrates and is strictly conserved across all eukaryotic species [8, 15, 29, 37]. Additionally, CaM-like proteins have been found in bacteria [37, 41]. Inherited mutations that disrupt the ion-dependent dynamics of CaM or impact its interactions with other proteins have been reported as a root-cause in cardiac arrhythmias, sudden cardiac death, and skeletal muscle disorders [38-40]. CaM’s ability to respond to fine changes in the [Ca\(^{2+}\)] has implicated this protein in a myriad of diseases including Parkinson’s, Alzheimer’s, and rheumatoid arthritis [11-13]. CaM has also been linked to memory consolidation [14]. Further, improper expression of wild-type
(WT) CaM has been shown to induce epilepsy, various neurological disorders, and diabetes leaving little doubt about its paramount role in proper physiological function [14, 39, 41, 42].

Structurally, CaM is highly α-helical in nature (figure 1.1 (c)) [29, 37]. CaMs four EF-hand domains are split into two, roughly symmetrical, lobes (75% sequence homology and 46% sequence identity), with each lobe containing two EF-hands (figure 1.1 (c)) [7, 11, 29, 30, 37, 43]. This bi-lobal structure enables CaM to freely rotate around a central α-helical linker when not bound to a complex (figure 1.1 (c)) [11, 28-30, 37, 43]. Although similar, each of the two lobes of CaM are shown to have different dynamics and Ca$^{2+}$ affinities [29, 43]. The C-terminal domain of CaM has a ~10-fold greater affinity (K$_d$ $0.1\mu$M - $6\mu$M) and shows slower dynamics than the N-terminal domain [11, 29, 43, 44]. By maintaining two Ca$^{2+}$-binding domains with different Ca$^{2+}$-affinities CaM can react selectively to a number of distinct [Ca$^{2+}$] [30].

The binding of Ca$^{2+}$ to CaM is instigated by submicromolar increases in the cellular [Ca$^{2+}$] [11]. Once Ca$^{2+}$ binds to one of CaM’s four EF-hands the protein undergoes a conformational change which exposes the CaM protein-binding domain [11]. The structural shift then allows CaM to bind to over 400 known target proteins, further triggering a chain of events leading to an array of various cellular and physiological responses [11, 15, 28]. CaM is known to bind Ca$^{2+}$ with a dissociation constant (K$_d$) ranging from $10^{-7}$ to $10^{-5}$M [11, 43]. This conformational mechanism is reversible, by subsequent removal of Ca$^{2+}$-from the cell, and enables the regulation of a wide range of cellular functions [11].

CaM contains a relatively high percentage of Met residues (with Met accounting for 5.3% in the N-terminus, and 6.8% in the C-terminus), compared to the average protein (~1.5%) [28, 43, 45, 46]. Although normally hydrophobic, of all the hydrophobic residues, Met displays the highest degree of flexibility, the least steric hinderance, and the lowest solvation energy [43, 45, 46]. The
polarizability of these highly-conserved Met residues is thought to contribute to the stabilization of the open conformation and stabilize CaM-protein binding, as they cover 46% of its hydrophobic binding pocket [7, 19, 28, 45, 46]. These residues are also thought to help promote the promiscuous binding observed by CaM through allowing flexibility of the binding pocket [7, 19, 28, 45, 46]. Moreover, a high percentage of Met residues have been found in other Ca\(^{2+}\)-binding proteins capable of conformational change, including troponin C and \(\alpha\)-spectrin, while Ca\(^{2+}\)-binding proteins such as calbindin\(_{9k}\), which express an absence of methionine residues, have shown an inability to undergo similar conformational switching [45, 46].

1.1.4 – Plastins: A Family of Actin Bundling EF-hand Proteins

The studies on CaM have contributed greatly to our understanding of the nature of EF-hand protein interactions, however CaM is a single protein in the much larger super family of EF-hand proteins [15, 28, 29]. Another group of EF-hand proteins, with a domain homologous to each lobe of CaM, is the family of plastins [47]. Plastins are a family of Ca\(^{2+}\)-binding proteins responsible for actin bundling [48, 49]. Plastins are one of a handful of proteins capable of bundling actin; and cells use this array of actin bundling proteins to maintain a dynamic actin cytoskeleton [5, 22, 50]. Proteins such as plastins, fascin, and villin bundle filamentous actin (F-actin) tightly, solidifying column like structures, while less globular actin bundling proteins, such as \(\alpha\)-actinin, bundle actin into networks of loosely packed actin often used to help stabilize cellular membranes [5, 22, 50].
Figure 1.2. (a) A schematic of L-plastin’s Structural domains. (b) A diagram of both G-actin (globular) and F-Actin (filamentous), and (c) a simple representation of how L-plastin’s 2 ABD’s bind F-actin filaments together.
In humans, there are three highly conserved isoforms of plastin: plastin-1, also known as I-plastin; plastin-2, also known as L-plastin; and plastin-3, also known as T-plastin [49]. Each human plastin homolog is localized to a specific cellular type [47, 49]. T-plastin is expressed in solid tissue cells, I-plastin is expressed in intestine and kidney cells, while L-plastin expression is normally only observed in hematopoietic cells [49, 51, 52]. These plastins are all structurally similar containing a Ca$^{2+}$-binding regulatory domain (comprised of two EF-hands) connected by a protein linker to two highly similar actin-binding domains (ABD’s) (figure 1.2 (a)).

The EF-hand domain found in plastins is homologous to one lobe of CaM (34.7% identity) [47, 49, 50]. This well-preserved domain, regulated by two Ca$^{2+}$-binding sites, acts as a switch for the proteins function [48-50, 52, 53]. Unlike many Ca$^{2+}$-binding proteins, this domain deactivates the actin bundling function of this protein when Ca$^{2+}$ binds [50, 53, 54]. Among plastin isoforms the affinity for Ca$^{2+}$ varies, allowing for the precise activation and deactivation of actin-bundling in the cells which express the various isoforms [47, 49].

Although structurally similar, the Ca$^{2+}$ affinity of plastins varies [48, 50, 53]. T-plastin maintains a Ca$^{2+}$ affinity of 0.37µM-10.6µM (Kd) [48]. L-plastin was thought to have a Ca$^{2+}$ affinity of 0.7µM (Kd) [50]. While I-plastin has a Ca$^{2+}$ affinity of ~9µM (Kd) [53]. These varied affinities allow proteins some control to react to Ca$^{2+}$ in a cell-specific manner, based on which plastin is expressed in the specific cell type [5].

The structure of the ABD’s is homologous among plastins. The two ABD subunits found in each plastin can be further broken down into two calponin-homology (CH) subunits; ABD1 is composed of CH1 and CH2 while ABD2 is composed of CH3 and CH4 (figure 1.2 (a)) [49]. These two ABD’s fold in a roughly hairpin anti-parallel manner where CH1 and CH4 make direct contact
Having two ABD’s side by side allows for this protein to bring F-actin together and bind them into higher order assemblies (figure 1.2 (c)) [5, 49].

Plastins specifically link F-actin into tightly packed parallel structures (filaments ~14nm apart) that rigidify the actin (figure 1.2 (c)) [5, 22]. This allows these structures to act as a supportive skeleton and are found in many structures that project from the cell [5]. Microvilli, stereocilia, and filopodia are all examples of such cellular projections [5].

Although both the EF-hand and the ABD domains are conserved in plastins, the protein sequence conservation of the ABD domains is higher than the EF-hand domain [47, 55]. The high-level of conservation within the ABD’s indicates the conservation needed to bind two F-actin’s simultaneously [47, 55]. Alternatively, the N-terminal “headpiece” region (or EF-hand domain) is much less conserved [55]. In many yeast and plants species the headpiece of fimbrin (another name for plastin) does not even bind Ca$^{2+}$ (Figure 1.3) [55]. As this region of the protein functions as a regulator of the actin-bundling mechanics of plastins, the ability to react to local changes in Ca$^{2+}$ (or not) is a highly important feature which clearly distinguishes the activation of many isoforms of plastins/fimbrins. Therefore, understanding how this regulation works, and varies among various species (and protein isoforms), is of significant interest.

Remarkably, within this “headpiece” region certain sections have been well conserved in the Ca$^{2+}$ binding plastin homologues and lost in non-Ca$^{2+}$ binding isoforms (Figure 1.3). Notably, in the Ca$^{2+}$-binding isoforms, the EF-hands are well preserved (Figure 1.3). Additionally, a highly charged region of protein which is found in the linker, connecting the “headpiece” to the ABDs, (later dubbed the H5-tail) appears to be consistently conserved in Ca$^{2+}$-binding homologues (Figure 1.3). The conservation of the EF-hands is understandable, as the EF-hand sequence
represents a well known Ca\textsuperscript{2+}-binding sites, however the role of the linker (H5-tail) plays in Ca\textsuperscript{2+}-binding isoforms of plastins remains a mystery.
**Figure 1.3** The sequence alignment of human L-plastin (LPL) with 7 other plastins and fimbrins: human I-plastin (IPL), human T-plastin (TPL), Dictyostelium fimbrin (FimA), Saccharomyces fimbrin (Sac6p), Schizosaccharomyces fimbrin (Fim1), Arabidopsis fimbrin (AtFim1), Arabidopsis fimbrin (AtFim5). Names highlighted in red indicate the protein does not bind Ca\(^{2+}\). The green highlighting depicts the alignment of the EF-hand regions. The yellow highlighting indicates the alignment of the H5-tail region.
Although plastins are ultimately larger than Ca\(^{2+}\)-binding proteins such as CaM, the single N-terminal Ca\(^{2+}\)-binding domain is homologous to one lobe of CaM [47]. Therefore, by using a plastin’s single Ca\(^{2+}\)-binding domain, the protein dynamics can be evaluated computationally with roughly half the number of protein atoms needed compared to a Ca\(^{2+}\)-binding protein such as CaM [11, 37, 47, 49]. Additionally, this small regulatory domain still represents a unique and physiologically relevant protein domain responsible for the activation and deactivation of actin-bundling, shaping the cytoskeleton of cells [47-54]. Thus, the relatively small single N-terminal domain of plastin makes it a good target for molecular dynamics simulations as it requires a reduced need for computational power resulting from the smaller model size, while still providing physiologically valid outcomes.

1.1.5 – L-Plastin: A Novel Model of Protein Regulation in an EF-hand

Importantly, Ishida and colleagues recently determined high resolution structures for the EF-hand domain of L-plastin in both the holo (Ca\(^{2+}\)-bound) and apo forms (figure 1.4) [50]. These structures show an interesting puzzle: the region of protein linking the EF-hand domain to the ABD’s was observed to be the binding target of the EF-hand domain in the holo conformation (figure 1.4) [50]. This linking region observed in these studies comprises 14 residues of the 21-residue linker that connects the Ca\(^{2+}\)-binding domain to the ABDs [50]. Although, this linking region was observed to bind into the EF-hand and possess an α-helical structure in the holo form (as seen in figure 1.4), it was observed to be unstructured in the apo state [50]. Due to the α-helical nature of this region in the holo state, it will be referred to as the “Helix-5-tail” (H5-tail) (as it represents the 5\(^{th}\) helix in the holo state) (figure 1.4). This H5-tail has also been called the “switch helix”, as it can turn the actin-bundling activity of L-plastin on-and-off [50]
The H5-tail is stabilized in an α-helical structure in the holo conformation by the hydrophobic core via several hydrophobic residues (notably Val86, Phe90, and Ile94) capable of coordinating this region [50]. Alternatively, the H5-tail appeared unstructured in the apo state [50]. In this work, although unstructured, the H5-tail was added onto the apo state in its helical structure to allow computational simulations to run in a reasonable timeframe (Figure 1.4).

Ion-binding induced stability is not unique to this protein and examples such as Calcium- and Integrin-Binding protein (CIB) have shown so be mostly unstructured in the absence of either Ca^{2+} or Mg^{2+}, and conform to a helical structure upon binding either of these divalent ions [7].
Figure 1.4 (a) The structure of L-plastins EF-hand domain in both holo (left) and apo (right) states. Purple and green structures represent both halves of the protein’s binding pocket. The Orange α-helical structure represents the self-binding tail (H5-tail) observed by the Vogel lab. The α-helical H5-tail was added to the apo structure. Ca$^{2+}$ are indicated by black spheres (only seen in the holo structure). (b) Apo L-plastin (grey) overlaid on holo L-plastin (blue). Orange again indicates the H5-tail.
Like in CaM, the EF-terminal domain of L-plastin undergoes a conformational shift after Ca\(^{2+}\)-binding to allow for the binding of target proteins [50]. Yet, L-plastin appears to show less binding promiscuity [50]. Similarly, to CaM, L-plastin contains a high number of methionine residues (~5% of the L-plastins EF-hand region) potentially stabilizing its conformational shift as discussed before [45, 50]. However, unlike CaM, the Met residues in L-plastin are located on the outside of the hydrophobic pocket [45, 50]. Therefore, where these residues are thought to enable promiscuous peptide and target protein binding in CaM, the L-plastin binding pocket appears to be designed to bind a single target (the H5-tail) [45, 50]. This is one example of how subtle differences in protein sequence and construction can lead to different mechanisms and cellular roles, and further stresses the importance of understanding the residue level mechanics of protein switches.

Interestingly both the EF-hand domain and the H5-tail of L-plastin were shown to have a strong effect on the proteins ability to bundle actin [50]. It was observed that when the H5-tail and the EF-hand domain were removed from WT L-plastin the two ABD’s alone show a highly reduced actin-bundling activity [50]. Much of this activity is recovered when the H5-tail is returned, and full activity is only observed for the whole protein containing both EF-hands and the H5-tail (at low [Ca\(^{2+}\)]) [50]. This suggests that this EF-hand domain is not solely a regulatory domain, but also important for actin-bundling [50]. This has lead to the idea that the H5-tail and the EF-hand are used to help recruit actin filaments in a Ca\(^{2+}\)-free environment [50]. The protein is then able to self-regulate this function when the EF-hand domain is activated, by causing the EF-hand domain to bind, and inhibit, the H5-tail [50].

This self-binding H5-tail reveals that the binding action of L-plastin is distinguishable from CaM [50]. L-plastin appears to be selectively binding a region of unstructured protein attached to
the EF-hands (the H5-tail), where CaM has been shown to have promiscuous binding to a range of target proteins [50].

1.1.6 – The Physiological Role of L-Plastin

L-plastin is normally localized to hematopoietic cells. Within these cells, L-plastin has been shown to play an important role in macrophage functions such as bacterial host defence [49]. In leukocytes, L-plastin allows the rapid rearrangement of the actin cytoskeleton in order to respond to extra cellular stimuli [49]. L-plastin has been observed to be critical in the formation of cellular projections known as filopodia, which are observed in blood cells [50]. This homolog is further correlated with the development and efficacy of T-cell and B-cell leukocytes [49, 51, 52]. Additionally, neutrophils without L-plastin display reduced mobility and an inability to kill bacterial pathogens [49].

Interestingly, although L-plastin is found only in hematopoietic cells under normal conditions, its expression is highly upregulated in various non-hematopoietic tumours, making it a highly valuable biomarker for many forms of cancer [49]. L-plastin is thought to be a key indicator of a cell's ability to move throughout the body and has been also linked to tumour metastasis [48, 49]. In contrast, when T-plastin, normally found in solid tissues, is highly expressed in hematopoietic cell lines, these cells lose the capacity to move throughout the body [49]. Compared to T-plastin, L-plastin shows more sensitivity to Ca$^{2+}$, indicating a propensity for finer control over Ca$^{2+}$-induced conformational changes [48]. This increased control is thought to lead to a more rapid response to changes in [Ca$^{2+}$] and ultimately allows for a more dynamic nature of the cells cytoskeleton, permitting cellular mobility [48].
Given that: (1) the EF-hand domain of L-plastin is ideally sized for computational study; (2) there are methods available to express, and isolate, this domain experimentally; (3) a novel self-binding tail mechanism was observed; and (4) L-plastins physiological relevance as a regulatory EF-hand, this domain was chosen for this research project.
1.2 — Significance of Thesis

1.2.1 — Goals of the Thesis

Although much is known about the initial and final states of Ca\textsuperscript{2+}-induced conformational shifts in EF-hand proteins, the exact dynamics of the process at a molecular level remain uncertain. It has been established that Ca\textsuperscript{2+} binding to the two negatively charged Ca\textsuperscript{2+}-binding sites within L-plastins N-terminal domain initiates the switching process [50]. Upon binding, the Ca\textsuperscript{2+} is too far away from most residues to have a significant electrostatic interaction, however the local electrostatic effects induced by Ca\textsuperscript{2+} on the binding site of the protein may propagate a global conformational change across the entire structure [56, 57]. Examples of global protein reorganization propelled by a local signal have previously been observed, and include the haemoglobin oxygen coupling, and various oligomeric enzymes, which can often reversibly associate and dissociate [56, 57]. The goal of this thesis is to determine the conformational mechanisms used by L-plastin’s regulatory domain upon Ca\textsuperscript{2+}-binding through a combination of computational and experimental methods (for methods see Chapter 2).

1.2.2 — Validation of the Drude Force Field (Chapter 3)

Currently Ca\textsuperscript{2+} remains a difficult ion to assess in computational simulations as it is highly charged, relatively large, divalent, and polarizable. As this research project is centralized around the dynamics of L-plastin after binding to Ca\textsuperscript{2+}, therefore accurately portraying this ion was highly important for this research project. Here the novel Drude polarizable (Drude) force field (FF) was chosen to address this problem.

The novelty of the Drude (FF) necessitated some validation of its performance prior to its application in molecular dynamics (MD) simulations of L-plastin. These tests benchmarked some
key properties of the Drude FF that were previously unaddressed. In Chapter 3, the strength of hydrogen bonds (H-bonds), and the solvation free-energy of the Drude FF vs classical FF’s are compared. The results indicated that the Drude FF provides a reasonable avenue to address polarizable systems as it represents the variation induced by polarizability better than classical FF. This validation justified using the Drude FF to simulate L-plastin’s Ca\textsuperscript{2+}-binding domain.

1.2.3 – L-plastin’s Calcium Binding Regulation (Chapter 4)

This part of the project attempted to identify the Ca\textsuperscript{2+} induced conformational switching pathway of L-plastin, in a multifaceted manner. Initially, MD simulations were used with the Drude FF. This led to the identification of a novel molecular mechanism where the H5-tail was observed to regulate Ca\textsuperscript{2+}-binding by occupying the empty Ca\textsuperscript{2+}-binding sites found in the EF-hand in its apo state. These simulations were followed by experimental validation of the computational observations using isothermal titration calorimetry (ITC) and nuclear magnetic resonance (NMR) spectroscopy. Additionally, mutants were made in the H5-tail of the protein to determine experimentally whether the hypothesised interaction could be altered. The ITC and NMR results confirmed that L-plastin is capable of self regulating its Ca\textsuperscript{2+}-binding using the attached H5-tail. These findings may have large ramifications for other ion-binding proteins.

1.2.4 – Future Directions and Conclusions (Chapter 5)

This research has provided new insights into protein dynamics and provided multiple avenues to continue with further investigation of the L-plastin headpiece. In adherence with the initial goal of fully elucidating the conformational dynamics of L-plastin, \(\mu s\) time scale simulations of L-plastin have been generated and will be analyzed to help identify a complete pathway of switching. Further the discovery of L-plastins novel ability to self-regulate its Ca\textsuperscript{2+}-binding
provides a unique opportunity to further understand this mechanism and look for other proteins capable of such dynamics. Finally, the ability to affect the activation of this protein potentially represents a valuable drug target, and therefore computational and experimental research will be undertaken into preliminary drug design.
Chapter 2 – Methods

2.1 - Computational Methods

2.1.1 - Molecular Dynamics Challenges: Simulating Calcium Binding to Polarizable Proteins

Molecular dynamics (MD) simulations require an accurate set of constraints to study any model system. Previous simulations involving Ca\textsuperscript{2+} have been problematic, since Ca\textsuperscript{2+} is highly charged, relatively large, divalent, and polarizable. Classical MD FFs (CHARMM, AMBER, GROMOS, etc.) represent each atom as a hard sphere with a fixed charge. This hard sphere representation is unable to account for the polarizable effects displayed by Ca\textsuperscript{2+} and, more importantly, protein atoms [20, 58, 59]. Although classical FFs can provide useful data in many systems, their inability to account for the polarizability of divalent ions leads to inaccurate results with errors in ion-protein interaction energies rising to 100-180 kcal/mol when compared to high-level ab-initio results [20, 58].

L-plastin represents a highly polarizable protein system which directly binds Ca\textsuperscript{2+}. Therefore, the accurate description of this binding process requires inclusion of electronic effects, such as induced dipole moments and the perturbation of macromolecular dipoles by cation binding/unbinding[20, 58]. This indicates that classical FFs may not be sufficient for assessment of Ca\textsuperscript{2+} binding in L-plastin.

2.1.2 – CHARMM Classical Force Field

Classical FFs represent each atom within a system as a hard sphere. These FF’s rely on the addition of individual interaction energy terms that contribute to the atomic motion [60]. These terms include both bonded interactions, which help constrain the shape of molecules, and non-
bonded interactions, which provide an estimation of atomic forces between all atoms individually. The potential energy function for the CHARMM36 (C36) FF is given by eq. 2.1 [60].

\[
U(\vec{R}) = \sum_{bonds} K_b (b - b_0)^2 + \sum_{UB} K_{UB} (S - S_0)^2 + \sum_{angle} K_\theta (\theta - \theta_0)^2 + \sum_{dihedrals} K_\chi (1 + \cos(n\chi - \delta)) + \sum_{impropers} K_{imp} (\phi - \phi_0)^2 + \sum_{nonbond} \epsilon \left[ \left( \frac{R_{min}}{r} \right)^{12} - \left( \frac{R_{min}}{r} \right)^6 \right] + \frac{q_i q_j}{\epsilon r_{ij}} \quad (eq. 2.1)
\]

Although this additive approach cannot account for the polarizability of atoms and bonds, it can approximate dipole-dipole interactions through its non-bonded component [60], which comprises of Van der Waals interactions \( (E_{\text{Van der Waals}}) \) (eq. 2.2) and electrostatic interactions \( (E_{\text{Coulomb}}) \) (eq. 2.3) [60].

The Van der Waal interactions are divided further in two terms (eq. 2.2). The positive term describes Pauli repulsion between the atoms, which is a short-range repulsion force due to overlapping electronic orbitals. The negative term describes long-range attraction, arising from instantaneous dipole forces [60]. Together this equation represents the Van der Waal’s interactions

\[
E_{\text{Van der Waals}} = \epsilon \left[ \left( \frac{R_{min}}{r} \right)^{12} - \left( \frac{R_{min}}{r} \right)^6 \right] \quad (eq. 2.2)
\]

The electrostatic interactions are described in the CHARMM FF by Coulomb’s law, where the atomic charges are fixed at predetermined values (eq. 2.3). Although the CHARMM FF uses fixed charges, the electron distribution around the atoms is well known to vary in response to the external electronic field (a phenomenon known as polarizability) [61]. To account for this lack of polarizability, the CHARMM FF “enhances” the charge of bonded atoms to account for each atom’s electronegativity [61]. This enhancement leads to unequal charge distribution in certain bonded interactions, to maintain the proper average charge observed [61]. This allows certain atoms to have a relatively low or high charge depending on their bonded interactions, and lets these bonded
interactions create “quasi-dipoles” between atoms [59, 60]. This ultimately creates molecular compounds with predefined permanent quasi-dipoles based on experimental data. Due to the relative charge difference created these predefined dipoles, in addition to charged atoms, can then be used to calculate electrostatic interactions using Coulombs law ($E_{\text{Coulomb}}$) (eq. 2.3) [60].

$$E_{\text{Coulomb}} = \frac{q_i q_j}{\epsilon_{\text{r}_{ij}}} \quad \text{(eq. 2.3)}$$

Although these approximations work well with some models, the use of permanent dipoles to represent electrostatic interactions is a major simplification, which is inadequate in some cases (such as when dealing with Ca$^{2+}$). Therefore, a FF capable of addressing polarizability is necessary to accurately study L-plastin and related Ca$^{2+}$-binding proteins.

2.1.3 – Drude Polarizable Force Field

A new polarizable FF known as the Drude FF, provides a convenient solution to the problem of inaccurate assessment of polarizable effects. Building off the additive approximations used by the CHARMM FF, the Drude FF attaches an auxiliary pseudo- “Drude” particle to every atom (except for hydrogen atoms) by a harmonic spring [20, 58, 60]. For every heavy atom in the Drude FF, part of the atoms charge is transferred to its corresponding Drude particle, $q_p$ [60]. Since part of the charge and mass for every heavy atom is transferred onto its corresponding Drude particle, a dipole (not a monopole) is created, while still maintaining the atoms original mass and charge [20, 58, 60].

This dipole allows each atom to respond to changes in the local electrical field (polarization). The harmonic spring used to attach each heavy atom to its representative Drude particle has a force constant, $k$, which enables variations in the polarizability for the heavy atoms within the system [60]. Once the system is placed in a uniform field, $E$, each Drude particle
oscillates around the surface of its corresponding heavy atom at a distance, d, calculated from eq. 2.4 [62]:

\[
d = \frac{q_{DE} E}{k} \quad \text{(eq. 2.4)}
\]

This displacement of the Drude particle from a central orbit allows for the calculation of the average induced dipole moment, \( \mu \), in response to the field strength according to eq. 2.5 [62]:

\[
\mu = d \times q_D = \frac{q_{DE}^2 E}{k} \quad \text{(eq. 2.5)}
\]

Further, the polarizability of the system, \( \alpha \), can be described by eq. 2.6 [62]:

\[
\alpha = \frac{\mu}{E} = \frac{q_{DE}^2}{k} \quad \text{(eq. 2.6)}
\]

In 2015, the Noskov (University of Calgary) and Roux (University of Chicago) labs published new parameters for metalloproteins in the Drude FF which describe the interactions controlling the protein structural change upon Ca\(^{2+}\) binding more accurately than classical FFs [20, 62]. These new parameters for divalent ions and the use of the Drude FF resolve some of the problems associated with simulations involving Ca\(^{2+}\) and permit the modeling of systems, such as L-plastin, while accounting for polarizable effects. In the present work, the Drude FF was used in several MD simulations of WT and mutated L-plastin with Ca\(^{2+}\) to identify the effects of induced polarization, the role of polarizable dipoles in the stabilization of bound Ca\(^{2+}\), and to provide additional testing of the Drude FF and parameters on a biologically relevant protein model.

While the Drude FF has performed well in numerous tests it has not undergone thorough comparison with classical FFs to describe secondary structure dynamics with water. Experimentally and theoretically, water dynamics within the first hydration shell have been shown to drive the folding and unfolding processes of proteins [20, 58]. To address this, an additional
ensemble of small ligand structures was generated to specifically test the free-energy of solvation and hydrogen bonding (H-bonding) dynamics with the Drude FF (Chapter 3). These structures were simulated with both the Drude FF and the C36 FF to (1) provide an in-depth and quantitative analysis of the H-bonding lifetimes observed between FF’s and (2) probe how the solvation free-energy is affected by both the permanent and induced dipole/charge interactions. These simulations clearly demonstrated the Drude FFs ability to represent polarizability leads to obvious differences in these terms compared to classical FFs, and provides a measurable benchmark for the Drude FF. This work validated the use of the Dude FF in further computational studies of L-plastin.

2.1.4 – Hydrogen Bonding Simulations and Analysis

The Drude FF needed to be directly compared with classical FFs and experimental results to calculate the relative strength of H-bonds. The formation of H-bonds is essential for solvation processes and biological functions such as enzymatic catalysis and the stabilization of protein and DNA structures [63-66]. The strength of H-bonds has been shown experimentally to vary greatly ranging from ~4.9 kcal/mol for peptides in the gas phase to 0.5-1.5 kcal/mol when proteins are solvated in water [63]. This relative change in H-bond strength stems from an increase in the entropy of solvated systems due to the formation of H-bonds between protein and water atoms in addition to H-bonds formed between protein residues [63-65]. The ability of water to form H-bonds with proteins facilitates the breaking and reformation of H-bonds between protein atom pairs and decreases the large enthalpy cost of H-bond breaking for proteins in a non-solvated environment [63-65]. Ease of formation/disruption of H-bonds in an aqueous environment is central to proteins ability to fold properly, and within biologically relevant timescales [63-65].
Given the importance of H-bonds, the development of FFs and water models which can properly represent H-bond strength is critical.

In the present work the strength of H-bonds were evaluated between protein-protein and protein-water interactions with the polarizable SWM4-NDP [67] and non-polarizable TIP3 [68] water models for the Drude FF and CHARMM36 (C36) FF respectively. These water models are commonly used in calculations with the Drude FF and C36 FF [67, 68].

For analysis of the H-bond data a strictly geometric criterion for the definition of H-bonds developed by Reddy et al was used [1]. The same definition of H-bonds was used both for protein-protein and protein-water H-bonds and allowed for a frame by frame analysis of computational simulations to determine the rate at which the individual H-bonds were breaking and forming. This criterion defines a theoretical cone extending from each hydrogen (H₁). If an atom capable of acting as a H-bond acceptor (Xₐ) is (1) within 3.7Å of the heavy atom attached to H₁, and (2) θ₁ is between 0° - 30° then H₁ can act as a H-bond donor (figure 2.1). Additionally, a similar cone is generated around each H-bond acceptor (O). For the H-bond donor (Xₜ) to can act as a donor, θ₂ must be between 80° - 140° (figure 2.1). Therefore, a H-bond is formed if both H₁ can act as a H-bond donor, and O can act as a H-bond acceptor. This criterion is represented in figure 2.1.
Figure 2.1 The geometric criteria used to define H-bonds. Figure is adapted from Reddy et al. [1]
Based on these criteria for formation and dissociation of H-bonds, the total probability of a H-bond being present at any time, t, was derived using two time correlation functions (TCFs) [64]: (1) the strict lifetime correlation function (S(t)) and (2) the continuous lifetime correlation function (C(t)), defined by eq. 2.7 and eq. 2.8, respectively:

\[ S(t) = \frac{\langle h(0)H(t) \rangle}{\langle h \rangle} \quad \text{(eq. 2.7)} \]

\[ C(t) = \frac{\langle h(0)h(t) \rangle}{\langle h \rangle} \quad \text{(eq. 2.8)} \]

The two TCFs depend on H-bond populations, h(t) and H(t). H(t) equals 1 if any pair of atoms that are originally bound at time 0, t_0, remains continuously bound until any future time, t. If a H-bond is broken at any time between t_0 and t, then H(t) equals 0. Alternatively, h(t) equals 1 if any pair of atoms that are originally h-bound at t_0 are also bound at t. If a H-bond is broken at any time after t_0 h(t) equals 0 at that time, however if this bond is re-formed at t then the value of h(t) returns to 1 at t.

Because many residues form multiple H-bonds these two TCF’s calculate the probability of H-bonds being present at (t). S(t) calculates the probability that a H-bond with any residue will remains continuously present, without allowing for H-bonds to dissociate and reform. This means that the S(t) function gives a strict definition of H-bonds. Alternatively, C(t) defines the probability of H-bonds being present at t, allowing for H-bonds to break and reform. This means that C(t) gives a continuous definition of H-bonds.

Because C(t) allows for the reformation of H-bonds, and is independent of bond breaking, when this evaluates the formation of H-bonds between protein and water it can also act as an indicator of water diffusing away from a specific peptide. If water is maintained close to the
protein, there is an increased likelihood of H-bonds reforming. Thus, when C(t) permanently reaches 0, this indicates that all the water initially surrounding a peptide has diffused away.

Using these TCFs as an indication of the probability of H-bonding, it is possible to fit this data to an exponential function (eq. 2.9) to obtain the average lifetime, $\tau$, of the H-bonds. Because both S(t) and C(t) are defined based on the H-bonds present at $t_0$, both TCFs give a diminishing probability of H-bonding, starting from 1 and eventually reaching 0. As the value of $t$ is known for each corresponding probability, $F(t)$ ($S(t)$ or $C(t)$), it is possible to identify the $\tau$ of each H-bond within the system. This is possible through fitting the data to an exponential decay function (eq. 2.9). When applied to S(t) this gives the average strict H-bond lifetime ($\tau_S$), while for the C(t) it gives the average continuous H-bond lifetime ($\tau_C$).

$$F(t) = e^{-\frac{t}{\tau}} \quad (eq. \ 2.9)$$

Many papers use a multiexponential function to fit the H-bond lifetime data claiming that such a function can yield individual TCF for various molecular motions (vibrational, rotational, etc.)[63-65]. However, in these papers, all calculated motions are averaged to give a single lifetime, indicating a single exponent is more accurate. Further this function saves computational time and leads to smaller errors in data fitting. Therefore, a single exponential function was used to estimate the life times of each residue. Additionally, because many of the data sets rapidly approached zero and stayed at zero indefinitely afterwards, data was used until $F(t) < 0.1$.

2.1.5 - Hydration Free-Energy of Side Chain Mimetics

Another essential component of any FF is the hydration free-energy of amino acids in water. This property has been extensively quantified for classical FFs, however this term in the Drude FF remains untested [69, 70]. The solvation free-energy essentially describes the tendency
of a system to associate and react with its surroundings [70]. In this way the free-energy of solvation is a good indication of how well a FF is capable of representing the interactions of amino acids with their surroundings [70]. Given the phenomenal impact that water has on biological and protein systems, with direct impacts on protein folding, enzyme activity, structural stability, etc., accurately portraying this property in a FF is of huge importance [5, 69, 70].

To identify the hydration free-energies of mimetics within the Drude FF a method defined by Peter Kollman and previously used by Deng and Roux to calculate the hydration free-energy for classical FFs was used [69, 70]. This well-defined method decouples the free-energy of each amino acid mimetic into separated interactions [69]. The interaction components include a short range, non-polar, contribution (ΔG_{np}) and an electrostatic contribution (ΔG_{Charge}) [69]. The non-polar contribution is further broken into repulsive (ΔG_{Rep}) and dispersive (ΔG_{Disp}) components, making the full equation represented by (eq. 2.10)[69].

\[ G_{tot} = G_{Charge} + G_{np} = G_{Charge} + G_{Rep} + G_{Disp} \quad (\text{eq. 2.10}) \]

These terms can be calculated directly using free-energy permutation (FEP) techniques [69]. This allows for both a full free-energy to be calculated, but importantly allows these separate interactions to be accounted for individually. This is especially important when considering the Drude FF due to its polarizable nature. Because of its polarizability the ΔG_{Charge} term may represent a much more variable interaction than seen by classical FFs.

A strength of using this method is the ability to directly compare the outcomes achieved using the Drude FF with both Classical FF and experimental values. This method has been previously used to identify the free-energy of Classical FF’s, but additionally it is possible to obtain free-energy values of the individual amino acid mimetic values experimentally. This means that it
is possible to clearly identify which FF is able to more accurately portrait the experimental value. One caveat to consider here, is although it is possible to identify the free-energy value experimentally it is not possible to decouple the experimental value as it is done computationally. Therefore, relating various contributions between classical and polarizable FF’s is possible, however it is hard to justify if the decoupled contributions are accurate.

2.1.6 - Mapping of Ion-Dependent Conformational Switching

L-plastin is an example of a protein that undergoes ion-dependent conformational switching between two well-defined and characterized states via an unknown pathway. Here, this pathway started to be probed using a powerful arsenal of computational and experimental tools, including the novel Drude FF.

Mapping the transition pathway which connects two states requires the non-trivial, and computationally challenging, generation of intermediate geometries [71-74]. These intermediate geometries are then used to reconstruct the energy landscape of the transition pathway [71-73]. In the present work annealing simulations were used to generate a promising array of intermediate conformations from both the holo and apo forms of L-plastin.

2.1.7 - Annealing Simulation

Annealing simulations are commonly used as a starting point to generate intermediate structures in studies similar to the present work [74]. The annealing method involves running multiple simulations of each of the original well-defined states at systematically increasing temperatures [74]. The high temperature simulations allow the protein to rapidly overcome energy barriers which would normally trap the structure for an extended period of time in lower energy states. Thus, running the simulation at multiple increasing temperatures achieves a better sampling
of a highly diverse array of structural conformations of the protein that may not be observed over the same timeframe at a single lower temperature.

Although this method improves sampling it often leads to biologically improbable, denatured, conformations due to the elevated temperatures. To convert these conformations into biologically relevant structures the denatured systems are subsequently exposed to a lower temperature with the hope that the protein reassembles. The pathway is further used for identification of recognizable states that may provide additional structural configurations as the protein converts into a more stable state.

This method was used to sample both the holo and apo structures and to generate a large array of conformations, with the purpose of determining some key overlapping structures, stemming from the initial states. The overlapping structures could represent transition states between the apo and holo states, and lead to the identification of a full transition pathway in L-plastin.

Annealing simulations also provided an estimation of the temperatures at which the L-plastin begins to denature. This temperature was then used to establish a proper simulation protocol in future simulations that allowed sampling of the necessary high-energy conformations of L-plastin without leading to structural collapse.

The data generated by the annealing procedure was to initially identify interesting protein conformations. Further, frames from this simulation were used to start replica exchange with solute tempering (REST) simulations, in order to generate a more comprehensive landscape of the possible conformational changes in L-plastin [73].
2.2 - Experimental Methods

2.2.1 – Need for Experimental Investigation

Theoretical findings were further subjected to experimental validation. This validation is crucial for the evaluation of results based on novel computational methods, and codes, such as the ones used in the theoretical portion of this work. In addition, experimentation was necessary to assess the quality of the generated L-plastin conformational switching models.

2.2.2 – Bacterial Mutagenesis and Protein Purification

Several interesting states, which are stabilized by a few key amino acids, were identified from the annealing simulations. Therefore, a wild-type (WT) protein construct (EF-WT) and several mutant protein constructs targeting these key amino acids within the EF-hand domain of L-plastin were generated, where the identified amino acids were mutated to alanine. These protein constructs were then subjected to isothermal titration calorimetry (ITC) and nuclear magnetic resonance spectroscopy (NMR) (see below) to assess how each mutation impacted the energy profile and structure of the protein constructs. This provided an avenue to directly test the mechanisms determined by computational methods.

2.2.3 – Isothermal Titration Calorimetry (ITC)

Isothermal titration calorimetry (ITC), is a highly sensitive method that can measure the heat released during protein conformational dynamics, and further yields an energy profile of the process. In this method two cells of identical volume are maintained at a constant temperature [75]. The first of these cells (the control cell) holds a buffer, while the second cell (the sample cell) contains a protein sample (in this case, EF-WT or a mutated L-plastin protein construct) solvated in an equal volume of the same buffer [75]. A syringe, containing the same buffer with an added,
and a known, concentration of a ligand (Ca\textsuperscript{2+} in this case) is then inserted into the sample cell. As the experiment progresses, small volumes of the ligand are injected from the syringe into the sample cell. When Ca\textsuperscript{2+} binds to L-plastin, the protein undergoes the conformational switching process and energy is released and recorded as minor temperature changes by the ITC instrument [75].

Through multiple small injections, an overall energy profile of the switching process can be obtained, this profile can then be fitted to obtain an array of thermodynamic parameters which regulate the process [75]. An overall energy profile for the process of protein switching can be recorded and used to estimate the association constant (K\textsubscript{a}) of the protein and ligand. The overall temperature change can additionally be used to calculate the enthalpy of binding (ΔH) [75].

Once the K\textsubscript{a} of the protein is known the Gibb's free-energy (ΔG) can be calculated from eq. 2.11 where R is the universal gas constant, and T (in °K) is the temperature the experiment was run at [76].

\[ ΔG = -RT\ln K_a \] (eq. 2.11)

Further, as ΔG can be calculated, and the enthalpy is known, the entropy (ΔS) can be directly obtained from eq. 2.12 [76, 77].

\[ ΔG = ΔH − TΔS \] (eq. 2.12)

Using this data, changes between the binding profiles of multiple proteins can be evaluated. Thus, ITC can be used to construct the thermodynamic energy profile of binding for each protein construct. Additionally, although ITC records the K\textsubscript{a} directly, the equilibrium dissociation constant, K\textsubscript{d}, can also be obtained as the inverse of K\textsubscript{a} (eq. 2.13).
\[ K_d = \frac{1}{K_a} \text{ (eq. 2.13)} \]

After purified protein constructs were obtained, ITC was used to generate an energy profile of the conformational switching process for each of these protein constructs upon Ca\(^{2+}\) binding. The energy profile of the EF-WT protein was used as a benchmark for comparison to the mutant constructs. To ensure accurate, and comparable, energy profiles were obtained for all protein constructs, the starting concentration of Ca\(^{2+}\) was kept the same for all trials. To that end, each sample was buffer exchanged with a Ca\(^{2+}\)-free buffer using an Amicon Ultra Centrifugal Filter to over a 1,000,000x dilution until a “Ca\(^{2+}\)-free” state was achieved. Once Ca\(^{2+}\) had been fully removed, the exact concentration of Ca\(^{2+}\) could be identified for every step of the energy profile as a solution of a buffer containing 1.2mM of Ca\(^{2+}\) was re-applied to the protein sample, in injections of 2µL.

Although this method can very accurately obtain the energy released during protein dynamics, not all the energy is directly associated with the protein conformational dynamics. The majority of energy is released through conformational dynamics, such as helix formation and the opening of the hydrophobic core, however a small percentage of the energy released is associated with processes such as diffusion [75, 76]. Energy is also released when the ligand binds the protein regardless of whether conformational changes takes place [75, 76].

ITC provides a viable avenue for exploration of the energy profile of L-plastin. However, it is limited in that the changes in energy output can be attributed to many factors and the altered energy in these experiments may not correlate well with the simulation results. Therefore, in addition to ITC nuclear magnetic resonance spectroscopy (NMR) was used to probe the structural changes of the L-plastin protein and its mutant constructs.
2.2.4 Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry (DSC) is a thermoanalytical technique method often used in biological systems to evaluate the stability of proteins. In a DSC instrument there are two identical cells: one cell (the reference cell) is filled with only a buffer, while the other cell (the sample cell) maintains an equal volume and is filled with the same buffer solvated with a known concentration of protein [78]. Once these cells are filled, they are heated at an equal rate, with the expectation that any differences in energy required to keep the two cells at a constant, and increasing, temperature are associated with the heat capacity ($C_p$) differences between the two cells, and therefore associated with the $C_p$ of the protein [78]. This $C_p$ is directly related to the heat flow into the cells and can be determined using the thermal equivalent of Ohm’s law (eq 2.14)

$$q = \Delta T / R \text{ (eq 2.14)}$$

Where $q$ is the sample’s heat flow, $\Delta T$ is the temperature difference between the sample and the reference, and $R$ is the resistance of the thermoelectric disk [78].

Although the $C_p$ of the protein may slightly alter the solution over all temperatures, a peak in $C_p$ is observed when the protein structure begins to melt. This is as during the melting process the protein is undergoing a phase transition process, and therefore an increased amount of energy is required to transition the protein from a structured to a denatured state. Therefore, to keep the two cells at a consistent temperature a relatively large influx of energy is required over this transition phase, which appears as a peak in the DSC experiment. The amount of energy required for this transition phase to take place can be used to directly calculate the enthalpy of this melting process ($\Delta H_{melt}$). Additionally, the melting temperature itself provides useful information about the stability of the protein structure. If the protein melts at a higher temperature, this represents
that the structure is more stable, while if the protein melts at a low temperature, this represents that
the protein is less stable. This method provided a means to directly evaluate the stability of the
protein constructs of L-plastin generated, specifically in their holo state.

2.2.5 – Nuclear Magnetic Resonance Spectroscopy (NMR)

NMR machines (and MRI machines, the physically larger, but magnetically weaker,
medical counterparts) can generate a uniform magnetic field within a cylinder (where the sample
is placed). This field is created by a coil of electromagnets which surround the cylinder. The
electromagnet coils are often made of a super-conducting metal cooled by liquid helium and can
maintain large electrical currents indefinitely (thus maintaining the magnetic field), assuming the
metal coil remains super-cooled [79].

NMR machines use this generated magnetic field to target atoms such as $^1$H, $^{13}$C, and $^{15}$N.
These atoms, and many more, all contain a nuclear spin (spin) and are important for NMR as the
spins of these atoms aligns with the uniform magnetic field generated by NMR machines. Any
atom with a spin can be used for NMR measurements, however the most commonly used atoms
have nuclear spin of $\frac{1}{2}$, as these are the “easier” atoms to run spectroscopy on [79].

To generate a signal, the NMR machine applies a radio frequency pulse to the sample,
which is initially aligned with the permanent magnetic field, this pulse rotates the alignment of
nuclear spin states [79]. Once the radio frequency pulse ends, the now unaligned spin states of
sensitive nuclei attempt to realign with the permanent magnetic field. During this realignment, a
current is created in a perpendicular coil of wire, which creates a measurable, but weakening,
sinusoidal wave of voltage known as a free induction decay (FID) [79]. This wave is subsequently
subjected to a Fourier transform (FT) to yield a frequency-dependant spectrum [79]. Because each
atom experiences the effects of the magnetic fields to a different extent, depending on the atoms local environment, the signal frequencies of atoms can be distinguished from one another [79]. The local environment of each atom can then be directly linked to molecular structure. Thus, it is possible to identify which atoms belong to specific residues, and which are there neighboring residues [79].

2.2.6 – *Heteronuclear Single Quantum Coherence (HSQC) Experiments*

There are many ways to use NMR data to obtain structural data, all with different applications and benefits, however, in this work only heteronuclear single quantum coherence (HSQC) spectrums were used to evaluate the structure of the generated L-plastin protein constructs.

HSQC experiments are a 2D NMR experiment where the $^1$H signal of a molecule is correlated with another heteronuclear atom, often $^{13}$C or $^{15}$N (in these experiments to $^{15}$N) [79, 80]. This method relies on J-coupling between $^1$H and $^{15}$N [79, 80]. J-coupling only occurs between atoms connected by chemical bonds (usually with a detection limit of 3 bonds, however up to 5 bonds is sometimes seen) [79, 81]. In HSQC spectra however the 1J coupling is often used, therefore only $^1$H directly attached to $^{15}$N atoms show up in this spectrum [79-81]. Using a $^1$H,$^{15}$N HSQC spectrum is especially common for analyzing proteins since all amino acids (except for proline) have a peptide amide bond that will appear on this spectrum, meaning each residue gets an individual and unique peak which can be identified [79]. Once these peaks have been assigned to unique residues in the protein this experiment is relatively quick to run and is easily interpretable [79].
This method is often used in combination with other methods to determine structure. Alone HSQC spectrums can give a reasonable indication of how similar two protein structures are, but it does not provide enough structural data to obtain a 3D model [79]. Therefore, other NMR methods, such as nuclear Overhauser effects (NOE’s), are used to obtain direct 3D structural data [79]. Methods such as NOE’s are capable of directly determining distances between residues and are therefore capable of directly determining a 3D structure if enough distances are identified [79].

One other set back to using an HSQC is that although the natural abundance of $^1$H is very high (>99%), the natural abundance of $^{15}$N is low (0.368%), as is the natural abundance of $^{13}$C (1.07%) [79, 81]. This low natural abundance creates problems identifying clear signals, as a low abundance creates a weak NMR signal, making peak identification difficult (or requiring significantly more time to clarify peaks). Because of this, the abundance of $^{15}$N (or $^{13}$C) needs to be increased by growing bacteria in isotopically enriched minimal media [79]. By using enriched media, the bacteria building the protein are guaranteed to use NMR sensitive atoms, which guarantees that all proteins maintain a high percentage of NMR sensitive atoms often leading to identifiable, and strong, signals [79]. $^{15}$NH$_4$Cl was used in bacterial media as the source of $^{15}$N. This source of $^{15}$N was chosen as ammonium is the preferred source of nitrogen for E. coli (the bacterial host) and is the only inorganic source of nitrogen which these bacteria can be grown with, additionally this source of $^{15}$N has already been shown to work when expressing the EF-WT protein construct [50, 82].

In this project the NMR structure of both apo and holo L-plastin were previously identified [50] and the 2-dimensional $^1$H,$^{15}$N-HSQC signal peak assignments for both the apo and holo states of the EF-WT L-plastin were already known [50]. Therefore, comparison of the HSQC peaks between the newly generated, and previously determined, EF-WT protein construct of L-plastin
could be used to ensure that the EF-WT protein structure generated was identical to the previously determined structure.

Given that the NMR peaks are only shifted due to changes in the local environment of the protein, it was possible to identify which areas of the protein were affected in mutation constructs by overlapping the EF-WT spectra with mutant protein HSQC spectra and observing which peaks had shifted.

As a change in the location of an NMR peak directly indicates a change in the local environment, changes in a peak location provides a reasonable identification of structural changes in proteins. This is not universally true, as it is possible for two structurally distinct states to provide a similar local environment for any given atom. With this said, if two structures differ minimally, the areas which show chemical peak shifts on the spectra likely represent the areas of structural change in the protein construct. In this way HSQC spectra can be used as an indication of the extent a protein structure is changing. A small number of shifted peaks usually indicates a localized environment change (pinpointing where the structure is changing), while generally a more major reorganization of all the peaks indicates a more compete structural overhaul. Similarly, larger shifts to individual peaks are often thought to indicate larger changes in the local environment of that residue, while smaller shifts imply that the local environment of that residue remained relatively unchanged. Peak shift size can thus be used as an indication of residues which have undergone the largest structural changes. All mutant protein constructs analyzed were shown to have a significant overlap with the EF-WT peak assignment and were considered structurally alike to the EF-WT construct, allowing an avenue to compare the EF-WT with all the mutated protein constructs.
Chapter 3 - Hydration Properties of Amino Acid Residues from Molecular Dynamic Simulations with Both Classical and Drude Polarizable Force Fields

3.1 Abstract

Recent development on a polarizable force field known as the “Drude” polarizable force field, based on the extension of an induced dipole model, has reached a milestone in the past few years by providing a complete set of parameters for protein simulations. The Drude polarizable force field enables stable simulations of protein with explicit (and fully polarizable) water, counterions, and some lipid types; and is further capable of reaching up to microsecond long simulations timescales. It is, however, not yet thoroughly compared with well-established classical force fields for modelling the secondary structures of small peptides in explicit solvent. The complex, and mutually-dependent, dynamics of inducible dipoles of hydrogen bond networks formed by water-water, protein-water, and protein-protein interactions is expected to have a major impact on the stability of protein structure. Here, a direct comparison between the current Drude polarizable force field, comparative classical force fields, and experimental values is provided for (1) the solvation free-energy of mimetics for all amino-acid side-chain equivalents, (2) the lifetime of hydrogen bonding in protein-water and protein-protein interactions, and (3) the comparative lifetime of the water on protein surfaces.
3.2 - Introduction

The development of better force fields (FFs) which more accurately represent biopolymer dynamics in the aqueous phase is an issue of paramount importance within computational structural biology. Classical FFs have provided significant insights onto the hydration of proteins and DNA, allowing short-(pico- to nano-second) and long-time scale (up to milliseconds) dynamics of biopolymer which rely on fixed-charge approximations to model induced polarization implicitly [59, 62]. The impressive performance achieved by classical FFs comes at the cost of an inability to induce polarizability relative to the environment, which impedes simulations in cases where charge transfer or induced polarization effects are of importance [59, 62]. With the current advancement of supercomputers, and effective algorithms, there is a significant demand on developing and applying accurate FFs that explicitly include electronic degrees of freedom [83-85]. While it can be challenging to study protein dynamics with quantum-mechanical (QM) calculations directly and still achieve microsecond time scales, there are multiple alternatives emerging as part of a concerted community effort to develop models which approximate polarization in the condensed phase (polarizable force-fields paradigm) [84, 86-89]. If a system undergoes a chemical reaction with significant charge transfer, bond-breaking, or bond-formation a QM approach is often unavoidable [90, 91], but using a QM approach comes at a significantly increased computational cost. However, there are many fundamental problems in biophysical chemistry where no new bonds are formed or broken, but local polarization effects are still essential for understanding the system’s chemistry. For example, induced polarization effects play a significant role in strong electrostatic, but still non-covalent, interactions such as ion binding and subsequent transport by membrane proteins [20, 92], the ion-dependent stabilization of DNA [93, 94], ion-modulated stability of enzymatic sites [95, 96], and complex electrostatic responses at biological interfaces [97]. These are just a few of many central biochemical problems where the
explicit treatment of many-body effects and local electrostatic responses to a variety of stimuli (binding of an ion, change in local hydration, etc.) are expected to improve the accuracy of molecular simulations. Another canonical problem where induced polarization effects are expected to play a significant role, is in the dynamics of complex hydrogen-bonding networks. Preliminary studies of hydrogen-bond dynamics in complex water-alcohol and water-amide mixtures indicate a critical role of explicit polarization treatment in modelling of anomalous concentration-dependent thermodynamic and transport properties [96, 98, 99].

At least three polarizable FF development projects have already reached the stage required for MD simulations of an entirely polarizable protein embedded into an aqueous environment. The apparent need to explicitly model induced polarization often requires conservation of the Self-Consistent Field (SFC) regime at every integration step, which is often expensive (used by AMOEBA, FlucQ etc.) [62, 89]. This iterative approach to maintain the SCF has gained some significant success in studying materials, polarizable systems, and so on, however this approach requires at least 16x more computational cost than non-polarizable FF’s [62]. This is due to each step of the simulation requiring roughly 16 evaluations of the atomic forces to converge on the desired criterion for the self-consistent field ($F_{rms} < 10^{-6}$ kcal/mol/Å) [62].

An alternative approach, which has gained significant momentum recently, is to introduce electron polarization via the addition of an auxiliary particle with a light mass which is coupled to a separate heat-bath (Drude particle). This model is known now as the “Drude Polarizable Force-Field” (Drude FF), and is referred sometimes as a Charge-On-a-Spring Model [100]. The physics of the model is based on Paul Drude’s treatment of electrons as light particles attached to massive nuclei via harmonic springs (1902) [101], with applications for modelling of the inter-molecular interactions in electron gas [102]. The wealth of QM data available for model compounds,
regarding electrostatic responses and interactions with various probes, enables the accurate fitting of charge separation between the main atom and the Drude particle, which is controlled by the polarizability parameter. As well this data provides the required benchmarks for fitting intra-molecular parameters [98]. This relatively simple approach allows the Drude FF to create induced dipoles, and therefore enables polarizable effects to be modeled in the condensed phase. The Drude FF has been tested in applications with membrane systems, water-alcohols, metallo-proteins, and nucleic acids [62, 67, 84, 93, 99, 103-106]. Although this model does have known limitations on its treatment of polarizabilities [107], this approach is more computationally favorable as it requires only a ~4x increase in computational cost to simulate polarizability. This increased cost stems from (1) simulating the additional Drude particles (~2x the particles), and (2) usually requiring a smaller timestep (~1/2 that of classical FFs) to allow for system stability. One advantage of the Drude polarizable FF is that this model can be relatively easy ported to most of the popular MD software packages as it can be used with a dual-thermostat Langevin integrator [108] or other developed integrators based on the extended-Lagrangian formalism [109].

With the Drude FF coming of age, it is worthwhile exploring the similarities and added value this FF provides in the description of one of the most basic and fundamental phenomena in protein chemistry: the hydration of individual amino acid residues and various secondary structure elements. There is little doubt that the conformational dynamics of protein are complicated and affected by water binding patterns on the proteins surface. For example, soluble proteins often have a hydrophobic core and a hydrophilic surface with properties that can fluctuate significantly; occasionally even trapping water molecules within loop conformations for a few nanoseconds [32, 33]. Further, IR spectroscopy has shown that water dynamics on a proteins surfaces are roughly eight times slower than observed in bulk water [64, 65]. This frequently observed evidence
suggests that FF’s must be able to accurately capture some crucial dynamics of water on protein surfaces. It is also evident that induced polarization is expected to play a role in the stabilization of water on protein surfaces, but it is unknown if this can be accurately captured with already existing additive FFs such as the CHARMM36 (C36) FF.

Here, a comprehensive analysis of small protein dynamics and thermodynamics in water is presented. First, solvation energies of individual amino acid mimetics were computed using the Drude FF and compared with both free-energy values previously obtained using classical FFs and experimental free-energy values. Secondly, four different globular proteins containing the most common secondary structure elements were used in MD simulations with the C36 and Drude FFs to generate a large set of hydrogen-bonding (H-bonding) pattern data used for analysis. This comprehensive data of the hydration free-energies for amino-acid residues, together with analysis of H-bonding data, allows for a detailed comparison between the approximations made to account for polarizable effects in the C36 and Drude FFs.
3.3 Methods

3.3.1 - Hydration Free-Energy of Side-Chain Mimetics

The values of the hydration free-energies for the molecular mimetics of the amino-acid residues calculated with the Drude polarizable FF are listed in Table 3.1. All of the values for hydration free-energies for the additive FF (C27-C36) are as reported by Deng and Roux[69]. For the sake of consistency with all other simulations reported here, the first stage of this study recomputed the free-energy of hydration for all 20 amino acid residue mimetics. Specifically, the free-energies of hydration were calculated via the Free-Energy Perturbation (FEP) method with the staged protocol of Deng and Roux[69]. The interaction free-energy component of the solvation free-energy \( \Delta G_{\text{solvent}} \) where \( a \) represents site or bulk) is comprised of three combined components: the electrostatic \( \Delta G_{\text{elec}} \), dispersive Lennard-Jones (LJ) \( \Delta G_{\text{disp}} \) and repulsive LJ \( \Delta G_{\text{rep}} \) potentials [69]. The non-electrostatic LJ potential was separated into purely repulsive and attractive parts using Weeks, Chandler, and Andersen’s (WCA) decomposition scheme[110, 111].

An in-depth discussion of the staged FEP simulations, and its applications to studies of hydration processes with polarizable FFs, can be found in Baker et al. [112]. Using the WCA representation combined with a traditional FEP approach, the repulsive and dispersive components of the solute-solvent interaction potential, \( U^{dL}(r) \), can be expressed as:

\[
U^{dL}(r) = \epsilon \left[ \left( \frac{R_m}{r} \right)^6 - 2 \left( \frac{R_m}{r} \right)^{12} \right] \quad \text{(eq 3.1)}
\]

Which can be further decomposed into:

\[
U^{r} \left( \begin{array}{c}
\text{when } r < R_m \\
\text{when } r \geq R_m \\
\end{array} \right) U^{d}(r) + \epsilon (r) \quad \text{(eq 3.2)}
\]
where $\varepsilon$ describes the dimension of energy, and $R_{\text{min}}$ the dimension of length. When the separation, $r$, of two atoms is at $R_{\text{min}}$, the LJ potential reaches its well depth, $-\varepsilon$.

The staging in FEP simulations, turning off and on the solute-water interactions, was achieved by using three coupling (or staging) parameters ($s$, $\xi$, and $\lambda$) implemented in the PERT module of the program CHARMM. The repulsive component of the hydration free-energy was obtained with the staging parameter $s$ set to 0.0, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. The dispersive attraction was obtained with the coupling parameter $\xi$, which was varied from 0 to 1 by increments of 0.1. The electrostatic free-energy contribution was obtained using the coupling parameter $\lambda$, which was varied from 0 to 1 by increments of 0.05. FEP simulations corresponding to every value of the staging parameters were performed independently using protocols described previously[112, 113]. The solute self-free-energies were calculated in vacuo and then subtracted from the value calculated in water to remove all internal energy contributions for each solute. The vacuum free-energies were calculated (without solvent molecules) using the same coupling parameter schemes as in simulations with solvent but with a dual Langevin-Thermostat protocol described previously. The Langevin damping coefficient was set to 25.0 ps$^{-1}$ using a dual-thermostat formulation.[106] All FEP runs were performed for both forward and backward perturbation. The periodic boundary condition(PBC)-correction due to surface potential of SWM4-NDP water [105] was set to -12.5 kcal/mol/e (for cations) in keeping with previously reported simulations by Lamoureux et al.[106, 114] The simulation time for each of the FEP windows was run for 500 ps of equilibration, followed by 2.5 ns of forward and backward simulation time for every amino acid mimetic, both in water and in vacuum.
Weighted Histogram Analysis Method (WHAM)[115, 116] was used to compute the components of the hydration free-energy shown in Table 3.1. The coordinates were saved for every 0.5 ps, while WHAM parameters were saved at every step of the production. A long-range correction (LRC) was added to account for errors introduced by the truncation of LJ interactions. To calculate this LRC, a single MD simulation was run for every calculated value of the hydration free-energy. This MD simulation composed of a single solute molecule in a box of 250 SWM4-NDP water molecules which was run for 5000 ps in the NVT ensemble. During this simulation coordinates were saved every 1 ps for analysis, as described by Baker et al.[112]
Table 3.1. Excess free-energy values of amino acid side chains (molecular mimetics) computed with the Drude FF using a staged FEP protocol.

<table>
<thead>
<tr>
<th>AA residue</th>
<th>Mimetic</th>
<th>( \Delta G_{\text{disp}} )</th>
<th>( \Delta G_{\text{rep}} )</th>
<th>( \Delta G_{\text{elec}} )</th>
<th>LRC</th>
<th>( \Delta G_{\text{total}} )</th>
<th>( \Delta G_{\text{exp}} )</th>
<th>( \Delta G_{\text{additive}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEU</td>
<td>iso-Butane</td>
<td>-11.3</td>
<td>13.6</td>
<td>0.4</td>
<td>-0.4</td>
<td>2.3</td>
<td>2.3</td>
<td>2.8</td>
</tr>
<tr>
<td>ILE</td>
<td>Butane</td>
<td>-11.7</td>
<td>14.5</td>
<td>-0.1</td>
<td>-0.4</td>
<td>2.3</td>
<td>2.1</td>
<td>2.7</td>
</tr>
<tr>
<td>VAL</td>
<td>Propane</td>
<td>-9.7</td>
<td>11.8</td>
<td>-0.4</td>
<td>-0.3</td>
<td>1.4</td>
<td>2</td>
<td>2.8</td>
</tr>
<tr>
<td>ALA</td>
<td>Ethane</td>
<td>-7.6</td>
<td>9.5</td>
<td>-0.2</td>
<td>-0.2</td>
<td>1.5</td>
<td>1.8</td>
<td>3.1</td>
</tr>
<tr>
<td>PHE</td>
<td>Toluene</td>
<td>-15.3</td>
<td>17.7</td>
<td>-2</td>
<td>-0.7</td>
<td>-0.3</td>
<td>-0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>CYS</td>
<td>Methanethiol</td>
<td>-8.8</td>
<td>10.1</td>
<td>-2.2</td>
<td>-0.3</td>
<td>-1.2</td>
<td>-1.24</td>
<td>-0.2</td>
</tr>
<tr>
<td>MET</td>
<td>Ethylmethylsulfide</td>
<td>-12.8</td>
<td>14.9</td>
<td>-3</td>
<td>-0.5</td>
<td>-1.4</td>
<td>-1.49</td>
<td>0.9</td>
</tr>
<tr>
<td>THR</td>
<td>Ethanol</td>
<td>-8.6</td>
<td>11.3</td>
<td>-7.2</td>
<td>-0.3</td>
<td>-4.8</td>
<td>-4.9</td>
<td>-4.1</td>
</tr>
<tr>
<td>SER</td>
<td>Methanol</td>
<td>-7.2</td>
<td>8.4</td>
<td>-6.2</td>
<td>-0.2</td>
<td>-5.2</td>
<td>-5.08</td>
<td>-4.9</td>
</tr>
<tr>
<td>TRP</td>
<td>Indole</td>
<td>-16.6</td>
<td>18.4</td>
<td>-8.1</td>
<td>-0.7</td>
<td>-7</td>
<td>-5.9</td>
<td>-2.7</td>
</tr>
<tr>
<td>TYR</td>
<td>p-Cresol</td>
<td>-16.7</td>
<td>18.2</td>
<td>-6</td>
<td>-0.7</td>
<td>-5.2</td>
<td>-6.1</td>
<td>-4.1</td>
</tr>
<tr>
<td>ASN</td>
<td>Acetamide</td>
<td>-9.7</td>
<td>11.8</td>
<td>-11.5</td>
<td>-0.3</td>
<td>-9.7</td>
<td>-9.7</td>
<td>-7.1</td>
</tr>
<tr>
<td>GLN</td>
<td>Acetamide</td>
<td>-9.67</td>
<td>11.8</td>
<td>-11.5</td>
<td>-0.3</td>
<td>-9.67</td>
<td>-9.7</td>
<td>-7.1</td>
</tr>
<tr>
<td>HID</td>
<td>4-methyl imidazole</td>
<td>-14.1</td>
<td>16</td>
<td>-12.1</td>
<td>-0.5</td>
<td>-10.7</td>
<td>-10.2</td>
<td>-9.5</td>
</tr>
<tr>
<td>HIE</td>
<td>Imidazole</td>
<td>-12.3</td>
<td>13.1</td>
<td>-11</td>
<td>-0.4</td>
<td>-10.6</td>
<td>-10.2</td>
<td>-10.3</td>
</tr>
<tr>
<td>ARG</td>
<td>Butyl-guanidinium</td>
<td>-17.2</td>
<td>19.9</td>
<td>-45.9</td>
<td>-0.6</td>
<td>-56.3</td>
<td>-</td>
<td>-59.5</td>
</tr>
<tr>
<td>LYS</td>
<td>Guanidinium</td>
<td>-9</td>
<td>10.4</td>
<td>-56.1</td>
<td>-0.2</td>
<td>-67.4</td>
<td>-69.2</td>
<td>-64.9</td>
</tr>
<tr>
<td>GLU</td>
<td>Acetate</td>
<td>-11.9</td>
<td>9.7</td>
<td>-97.1</td>
<td>-0.4</td>
<td>-87.2</td>
<td>-80.6</td>
<td>-80.5</td>
</tr>
<tr>
<td>ASP</td>
<td>Acetate</td>
<td>-11.9</td>
<td>9.7</td>
<td>-97.1</td>
<td>-0.4</td>
<td>-87.2</td>
<td>-80.6</td>
<td>-80.5</td>
</tr>
</tbody>
</table>

* The air-water interface potential correction was added to all charged molecules using previously reported data (-12.45 kcal/mol per unit of charge |e|)[106]. The total change in the free-energy of amino acid residue hydration (\( \Delta G_{\text{total}} \)) is the sum of the repulsive (\( \Delta G_{\text{rep}} \)), dispersive (\( \Delta G_{\text{disp}} \)), electrostatic (\( \Delta G_{\text{elec}} \)), and a long-range correction (LRC). These values were corrected by the air-water interfacial potential for SWM4-NDP if required. 250 SWM4-NDP water molecules were used as solvent. All the free-energy values are in kcal/mol. The values for the additive FF and experimental values are from references. [69, 117, 118]
All simulation systems used to calculate the hydration free-energy contained 250 SWM4-NDP water molecules and one solute at the center of the simulation box. Positional constraints were applied on the solute’s center of mass. The electrostatic interactions were calculated using Particle-Mesh Ewald (PME) summation, with a coupling parameter of 0.34, 6th order spline for mesh interpolation, and cubic periodic boundaries. Non-bonded pair lists were maintained with a cutoff of 16 Å, and a real space cutoff of 14 Å was used for LJ interactions, which were truncated via an atom-based energy switch algorithm from 10 to 12 Å with LRCs applied. All systems were simulated at 298.15°K in the NPT ensemble using a constant pressure of 1atm with a 1fs time integration time-step. The positions of Drude particles were propagated via an extended Lagrangian formalism through the assignment of a small mass (0.4amu), at a low temperature (0.1K), using a separate thermostat (VV2 scheme).

3.3.2 - Protein and Hydrogen-Bonding Simulations and Analysis

In the present work, the H-bonding patterns were evaluated between protein-protein and protein-water interactions with both the polarizable SWM4-NDP [67] and non-polarizable TIP3 [68] water models. To generate secondary-structure dependant data, four structures were simulated: 2 α-helical structures, and 2 β-hairpin structures. The α-helical structures were two 13mers with sequences (1) SDELAKLLRLHAG, and (2) SDEEMMELREAFA. The 2 β-hairpin structures used were two 12-mer structures with sequences (3) V5PGV5 and (4) PIISEGNRNRHR. The structures (1) and (3) have previously been used to calculate the H-bond strength with the CHARMM26 FF [63]. Structures (2) and (4) were taken from the L-plastin to include more diverse side chains including a combination of charged, polar, and non-polar residues of various sizes. Hence, these systems offer additional insight into the difference between polarizable and non-polarizable FFs.
All structures were first minimized using the C36 FF and NAMD 2.11 for 1ps then equilibrated for 5ps at 300K using NAMD 2.11. These structures were subsequently solvated in a water box with an edge distance of 7.5Å from each protein (water boxes ranged from 1200 - 1600 water atoms) using CHARMM-GUI [119, 120]. These models were used as the starting point for simulations run using the C36 FF. These structures were also converted into to a Drude model using Drude prepper (in CHARMM-GUI) and used directly as starting point for simulations run with the Drude FF [119, 120].

Once the initial assemblies had been constructed and equilibrated, all structures were subjected to MD simulations using either the Drude or C36 FF. These simulations were run at 300K using NAMD 2.11. The C36 FF simulations were performed with a time-step of 2.5fs, while the Drude FF simulations were run with a timestep of 1fs (for stability).

Each of the systems reached RMSD plateau in the 50ns of MD simulations. Then each system was subjected to two additional 1ns simulations run at two temperatures (300K and 350K). The 1ns simulations were performed with structures being saved to a DCD file saved every 50 fs. The short time frame between structures allowed for better mapping and was necessary given the short and bifurcating nature of H-bonds.
3.4 - Results

3.4.1 - Hydration Free-Energy Values in the Drude Force Field Compared with the CHARMM36 Force Field

The summary of hydration free energies (Table 3.1) shows that the Drude FF provides more accurate hydration free-energy values than the C27-C36 FF. To compare the overall values between the Drude FF, the C36 FF, and experimental values, all residues except Arg (which has no experimental mimetic to compare with the values obtained by the FFs) were averaged in each FF and compared to the average experimental value (Table 3.1). Here the C26-C36 FF was shown to over estimate experimental hydration free-energy interactions by ~8.53% (or by 1.36 kcal/mol/residue on average) while the Drude FF underestimated experimental hydration free-energy interactions by 4.4% (or by -0.7 kcal/mol/residue on average).

Comparing the individual hydration free-energy values of each residue mimetic again showed the Drude FF to more accurately compute the hydration free-energy than the C27-C36 FF (Table 3.1). Of the 18 residues that can be directly compared between the Drude and C27-C36 FF, 15 show more accurate hydration free-energy values in the Drude FF compared to the C27-C36 FF. Only Residues HIE, GLU, and ASP appear to provide more accurate values in the C27-C36 FF. Another interesting observation is that every single residue mimetic in the C27-C36 FF overestimated the experimental values, while the Drude FF appears to more accurately represent a mean value by both over and under representing the experimental hydration free-energy values of various mimetics.

Two residues that need to be addressed in the Drude FF are the negatively charged residues GLU and ASP. These residues show the largest divergence from the experimental hydration free-energy values [20]. In the Drude FF the hydration free-energy values of these residues are under
estimated by 8.1%, however, due to the relatively large negative hydration free-energy value experimentally observed for these residues (-80.6 kcal/mol) this correlates to a large difference of -6.6 kcal/mol/residue. The overall parameterization for carboxylate group appears to cause problems in other applications of the Drude polarizable force-field and recent efforts to re-parameterize it are to be tested [121]. These large values likely stem from the large $\Delta G_{\text{electric}}$ value associated with these residues. These large discrepancies indicate that further work should be done to improve the hydration free-energy of these residues in the Drude FF.

3.4.2 - The Stability of the Drude Force Field vs the CHARMM36 Force Field

To ensure that the systems used to analyze H-bonds retained stable secondary structures, the RMSDs of all heavy atoms were monitored for the initial 50ns of MD run for all structures using both the C36 FF and the Drude FF. The structures taken from the final frame of simulation after this equilibration simulation were used to identify stability of the secondary structure elements by aligning these structures with the original structure and then calculating the root mean square deviation (RMSD) (Figure 3.1). Of the four systems tested, three showed a higher stability (a lower RMSD value) in the Drude FF, where only $\alpha$-helical system 2 appeared to be more stable in the C36 FF. When all RMSD values were averaged the C36 FF showed only a 2.9% increase in overall RMSD. Visually, every structure except for $\alpha$-helical system 1 in the C36 FF appeared to maintain its secondary structure (Figure 3.1).
Figure 3.1. Representative structures of protein constructs from (a) α-helix system 1, (b) α-helix system 2, (c) β-sheet system 1, (d) and β-sheet system 2 run using the Drude FF; and (e) α-helix system 1, (f) α-helix system 2, (g) β-sheet system 1, (h) and β-sheet system 2 run using the C36 FF. These structures represent the 1ns of H-bond analysis taken after 50ns of equilibration. In each system a representative snapshot was taken every 0.1ns (2000 frames) and aligned. Red structures represent the beginning of the 1ns simulation, white structures represent the middle, and blue structures represent the end. The table of values represents the RMSD between the initial structure and the first structure after the 50ns equilibration.
3.4.3 – The Drude Force Field Shows Elongated Hydrogen Bond Lifetimes

The stability of secondary structures elements in small peptides depends on the intercalated hydrogen networks involving proteins-protein, protein-water, and water-water interactions [122, 123]. One of the most common metrics allowing direct comparison in model description of H-bonding patterns is hydrogen bond life-times. Accordingly, the lifetimes of all H-bonds involving, protein residues and water for the α-helical and β-sheet structures were analyzed. System 2 was used to analyze both the α-helical and β-sheet secondary structures, as system 2 maintained an increased diversity of residues compared to system 1. To accurately measure the protein-water H-bond lifetimes the two previously discussed TCFs, S_{PW}(t) and C_{PW}(t), were identified and used to calculate the lifetimes of each H-bond (refer to section 2.1.4 – Hydrogen Bonding Simulations and Analysis).

In these simulations the strict lifetime of protein-water H-bonds (τ_{SPW}) was shown to be shifted towards longer time-scales in the Drude FF than the C36 FF. To compare the τ_{SPW} between FF’s, the values of τ_{SPW} were averaged for all residues to obtain the average τ_{SPW} (<τ_{SPW}> ) (figure 3.2). This comparison showed the Drude FF exhibit longer <τ_{SPW}> values in every system, with an average increase of 49% (~0.05ps) compared with the C36 FF (figure 3.2).
Figure 3.2 The strict lifetime of protein-water H-bonds ($\tau_{5}^{PW}$) for all protein residues. Black data points represent $\beta$-Sheet secondary structure, red data points represent $\alpha$-helical secondary structures. The line represents the point where the $\tau_{5}^{PW}$ is the same in both the C36 and Drude FF.
The individual continuous lifetimes of protein-water H-bonds ($\tau_{c}^{PW}$) were also averaged ($<\tau_{c}^{PW}>$) to compare the occupancy of water in the shell around proteins (Figure 3.3). Again, this showed an increase in the $<\tau_{c}^{PW}>$ of every system with the Drude FF compared to the C36 FF. An overall 8.5-fold (29ps) increase in the $<\tau_{c}^{PW}>$ was observed when all residues where considered (figure 3.3). This substantial increase is mainly due to Arg 10 in the β-sheet protein (this will be discussed later). Without this residue included in the calculation of $<\tau_{c}^{PW}>$ the Drude FF showed a more moderate increase of roughly 34% (roughly 1ps) compared with the C36 FF (Figure 3.3).
Figure 3.3 The continuous lifetime of protein-water H-bonds ($\tau_{C}^{PW}$) for all protein residues. Black data points represent $\beta$-Sheet secondary structure, red data points represent $\alpha$-helical secondary structures. The line represents the point where the $\tau_{C}^{PW}$ is the same in both the C36 and Drude FF.
The strict lifetimes of protein-protein H-bonds ($\tau_{SP}^{PP}$) also indicate a longer lifetime in the Drude FF. Using all identified protein-protein H-bonds, the $\tau_{SP}^{PP}$ ($<\tau_{SP}^{PP}>$) showed an overall 17% (~0.07ps) increase in the Drude FF compared to the C36 FF (Figure 3.4). This general analysis of $<\tau_{SP}^{PP}>$ does not take into consideration the specific protein-protein H-bonds formed. As the stability of H-bonds, and therefore the $\tau_{SP}^{PP}$, is dependant on the specific residues involved, it is critical to compare similar H-bonds between the FFs. To do this, the $<\tau_{SP}^{PP}>$ was also obtained using only the H-bonds which maintained the same H-bond donor and acceptor in both the C36 and Drude FF. This analysis of $<\tau_{SP}^{PP}>$ using only equivalent H-bonds still showed a 12% (~0.05ps) increase using the Drude FF compared with the C36 FF.
**Figure 3.4** The strict lifetime of protein-protein H-bonds ($t_s^{PP}$) for all analyzed protein-protein hydrogen bonds. The black line represents the point where the H-bond lifetimes are the same in both the C36 and Drude FF. All systems include data from both the simulation run at 300K and run at 350K. Across all simulations longer Lifetimes of the same bond correspond with the 300K simulation. Labels represent the H-bond being formed: the first residue is the H-bond donor, and the second residue is the H-bond acceptor. The Inset depicts all lifetimes only observed within the Drude FF with a lifetime less than 0.5ps. in this inset all y-axis values are -0.1, however, their vertical position of each points was altered to allow visibility.

*Note: the same protein-protein H-bonds were not observed in all systems. To address this every H-bond which did not have an equivalent H-bond in the opposing FF had its lifetime arbitrarily set to -0.1 for the opposing FF. This describes all values with a lifetime less than 0.
3.4.4 - The Drude FF shows More Variation in the Lifetime of Hydrogen Bonds

In addition to longer lifetimes, the Drude FF also exhibits more variation in the length of H-bond lifetimes. By subtracting the shortest-lived H-bond from the longest-lived H-bond of each system a comparison of the range of $\tau_{\text{S}}^{\text{PW}}$ values between the Drude and C36 FFs could be obtained. The $\alpha$-helix systems show a 284% (~0.44ps) increase in the variation of the $\tau_{\text{S}}^{\text{PW}}$ in the Drude FF compared with the C36 FF. The $\beta$-sheet show a 177% (0.2ps) increase in the variation of the $\tau_{\text{S}}^{\text{PW}}$ in the Drude FF compared with the C36 FF (Figure 3.2).

The $\tau_{\text{C}}^{\text{PW}}$ also showed an increase in the variation of H-bonds. The $\alpha$-helix system showed a 11% increase in the $\tau_{\text{C}}^{\text{PW}}$ variation in the Drude FF compared with the C36 FF (figure 3.3). The $\beta$-sheet system showed a massive 2898% (532ps) increase in the variation of the $\tau_{\text{C}}^{\text{PW}}$ in the Drude FF compared with the C36 FF. Again, this is mostly due to Arg 10 (see below) causing a very large value. When Arg 10 is not considered, the variability of $\tau_{\text{C}}^{\text{PW}}$ of the $\beta$-sheet systems in the Drude FF still shows a 360% (~21ps) increase compared with the C36.

The variability in the $\tau_{\text{S}}^{\text{PP}}$ using the Drude FF again displayed higher variability than the C36 FF (figure 3.4). Comparing the $\tau_{\text{S}}^{\text{PP}}$ of only equivalent H-bond (as described above) the Drude FF showed 41% (~0.05ps) more variation than the C36 FF in $\alpha$-helical systems, and 102% (~0.61ps) increased variation in $\beta$-sheet systems. Comparing $\tau_{\text{S}}^{\text{PP}}$ of all protein-protein H-bonds in the $\beta$-sheet systems the Drude FF showed 145% (~1ps) more variation than the C36 FF. The only exception to the increase in variation observed with the Drude FF is when comparing the ranges of all $\tau_{\text{S}}^{\text{PP}}$ values in the $\alpha$-helix systems, where the C36 FF to show 101% (~0.43ps) more variation than the Drude FF.
3.5 – Discussion

3.5.1 - The Increase in Variation and Lifetime in the Drude Force Field May be Due to Polarizability

The increased variability observed in the lifetime of all analyzed H-bonds in the Drude FF may be directly linked to the FFs ability to represent polarizability. In the same way that polarizability can enhance H-bonds, polarizability also has the potential to decrease the strength of an interaction (or increase repulsive forces). The Drude FFs ability to model polarizable effects allows the relative strength of local electric fields to be evaluated by each particle. Because multiple residues are adjacent, the polarization of the Drude particles in one direction will enhance some interactions, while others are diminished. This could directly account for both increases and decreases in H-bond lifetimes and explain the increased variability in lifetime observed by H-bonds in the Drude FF.

To investigate this the induced dipole moment was calculated for the oxygen found on the backbone of every residue (H-bond acceptor). The most highly polarized residues in both systems correspond to the C-terminal residues. Interestingly, in the α-helical structures the C-terminal has to the largest $\tau_S^{PW}$ values, while C-terminal H-bonds are not observed in the β-sheet systems in the Drude FF. Although interesting, this analysis fails to consider both the direction of the generated dipoles, and the changing local electric fields observed by atoms. It is hard to quantify these values; however, it is important to note that the Drude FF is creating an environment with variable, local, polarizable effects.

The increased lifetime of H-bonds observed in the Drude FF could also be attributed to its polarizable nature. The hydration free-energy values in the C27-C36 FF were shown to be higher in the C27-C36 FF than the Drude FF, and yet the Drude FF still shows longer H-bond lifetimes.
The idea that polarizability strengthens interactions is not new; instantaneous polarization is well known to be responsible for VdW’s interactions which helps strengthen interactions. This indicates that polarization could be strengthening the observed interactions. [124]

**3.5.2 – Explicitly Accounting for Polarizability may Result in More Dynamic Structures**

Mackerell et al identified secondary structures in the Drude FF to be more dynamic, and capable of forming and denaturing faster than in classical FFs [125]. This may be directly related to this FF’s ability to vary H-bond strength. As observed here, the Drude FF shows the ability to express both longer lived and more variable H-bond lifetimes than H-bonds in the C36 FF. This means that when a residue polarizes favourably, it could enhance the attractive interaction between residues enough to allow for the formation of a H-bond, potentially helping lead to the more rapid formation of secondary structures. Additionally, this would allow for H-bonds to break in a quicker time frame. If the polarizability is shifted in a non-favourable manner, this could destabilize H-bonds and propagate a more rapid denaturation of secondary structure. Variability therefore has the potential to increase the speed of protein secondary structure formation and denaturation. Given that this increased rate of secondary structure dynamics does not come at the cost of stability (as demonstrated in Figure 3.1), This increased rate of protein secondary structure dynamics may help mitigate the ~4x cost associated with the Drude FF compared with classical FFs.

**3.5.3 - Polarizability Can Account for Arg 10, with Multiple Hydrogen Bonds**

In the β-sheet structures, Arg 10 showed a $\tau_c^{PW}$ in the Drude FF almost 2 magnitudes larger than any other residue (Figure 3.3). Interestingly, in the Drude FF the $\tau_S^{PW}$ is also increased for Arg 10 by up to 214% in the 350K simulation compared to the C36 FF. This observed increase of the $\tau_S^{PW}$ in simulations using the Drude FF may stem from the polarizable effects this FF presents;
and when compounded by the ability to Arg to form multiple H-bonds, this may lead to the highly increased $\tau_{c}^{PW}$ value observed in simulations with the Drude FF. In simulations with the Drude FF, Arg 10 is observed forming multiple protein-water H-bonds with the same water molecule. By forming more than one H-bond with a single water molecule synergy occurs. When one H-bonds breaks, rather than the water being able to diffuse away, the water molecule can be held in the area by the secondary H-bond. By keeping the water localized, the broken H-bond can reform. In this way, in order for the water to diffuse away from this residue it must break all H-bonds almost simultaneously. Examples of long-lasting $\tau_{c}^{PW}$ values have previously been observed by Bandyopadhyay using the CHARMM 22 all-atom FF, and was additionally associated with an Arg residue [64]. Using a classical FF, they observed the $\tau_{c}^{PW}$ of water surrounding Arg to last for 300ps or more. While still very large, this puts the $\tau_{c}^{PW}$ value of 551ps received with the Drude FF into perspective, as it shows an increase of 83% in the Drude FF. This is not surprising as it follows the reoccurring trend of longer lived lifetimes in the Drude FF.

Experimentally, water in the hydration shell of protein has been shown to have slow solvation dynamics that range from 100-1000ps compared to the bulk water. Battacharrya has shown the globular protein glutaminyl-tRNA synthetase to exhibit water dynamics as slow as 580ps, while still expressing a faster water dynamic component [65, 126]. This is another example showing that protein-water interactions can be maintained for extended periods in certain circumstances. This ultraslow component is thought to be directly related to a disruption of the H-bonding network, arising from water molecules ability to induce polarization in adjacent water molecules [126-128]. This ability of water to polarize can increase the dipole moment of water molecules from 1.85D to 2.6D in the solvation shell and lead to stronger H-bonding interactions [126-128]. This shows that the polarizability of both proteins and SWM4-NDP water molecules
within the Drude FF may be helping vary and extend the H-bond lifetimes observed in the Drude FF.
3.6 - Conclusions

Here the Drude FF to is shown to more accurately display the hydration free-energy than the C36 FF when compared with experimental values. In addition, the Drude FF was shown to maintain H-bond interactions longer, and displays more variability in H-bond lifetime, while still maintaining structural integrity of the secondary structure elements of protein. This may be directly responsible for more dynamic structures within the Drude FF and allow the Drude FF a more rapid ability to simulate structural formation and denaturation. Given these trends this FF may be able to converge towards biologically relevant structures marginally faster, which may help mitigate the ~4x computational costs associated with using this FF, while providing the polarizability required to address many systems.

Additionally, this FF displays the ability to replicate the previous observed phenomenon were water can be caught interacting within the solvation shell of a protein. These long lived water interactions are occasionally seen experimentally, and FFs should be able to characterize long-lived water-protein interaction. As with the other interaction in the Drude FF the lifetime of this interaction appears to also be extended compared with classical FFs. This suggests that the Drude FF is enhancing the polarizable qualities of both water and protein.
Chapter 4 - Atomic Level Characterization of Calcium-Induced Conformational Switching in Proteins

4.1 Abstract

Many Ca\(^{2+}\)-binding proteins are of vital importance in numerous biological functions. They can act as biological switches underlay by conformational changes upon Ca\(^{2+}\)-binding that can trigger a cascade of cellular responses. However, the mechanisms that control these conformational switches, in tandem with Ca\(^{2+}\)-binding processes, are not well understood. To gain insights into such mechanisms Molecular Dynamics (MD) simulations, Markov-State modelling, and experimental methods were combined to map the thermodynamics and kinetics of Ca\(^{2+}\) induced conformational switching in a prototype-protein of L-plastin’s regulatory EF-hand domain. In addition to being, arguably, the simplest Ca\(^{2+}\)-dependent switch the Ca\(^{2+}\) sensitivity of L-plastin’s EF-hand domain affects actin bundling in hematopoietic cells, and it has recently been shown to have a direct link to T-cell motility and cancer metastasis. While a holo (Ca\(^{2+}\)-bound) state of L-plastin’s EF-hand region has been completely solved, with a high-resolution NMR structure; the apo state displayed an unstructured protein tail which remains mechanically undetermined, in respects to its relative position and conformation in regard to the Ca\(^{2+}\)-binding EF-hand motifs. The so-called H5-tail was previously proposed to have some effects on the binding kinetics of Ca\(^{2+}\) and actin-bundling. In this report, the H5-tail is shown to intimately modulate the Ca\(^{2+}\)-binding by having direct, intermittent, contact with the EF-hand motifs. To unravel the conformational dynamics of L-plastin, both state-of-the-art MD simulations, with 120-\(\mu\)s of data, and biological studies using NMR and microcalorimetry were combined. Using these methods, it was possible to identify several distinguishable conformations of L-plastin revealing a complex transition pathway between the apo and holo states. As a proof-of-principles, MSM-driven structural insights were used to fine tune L-plastin Ca\(^{2+}\)-binding sensitivity via a few key positively
charged residues each resulting in a distinguishable ion-dependent switching mechanism. This paves the way to rational designs aiming at the altered motility and effectiveness of T-cell, and more generally Ca^{2+}-dependent switching.
4.2 - Introduction

The intimate coupling between protein conformational dynamics and selective solute/ion binding is a central piece of cellular machinery involved in electrical signaling, muscle contraction, volume regulation, and cell motility [2, 3, 129]. One of the most common examples of ion-control switching can be found in Ca\(^{2+}\)-binding proteins. Ca\(^{2+}\)-binding proteins are central to cellular function as these proteins are responsible for cascades of vital functions such as muscle contraction, replications, neuronal communications, and cell motility [2-4]. Among Ca\(^{2+}\)-binding proteins calmodulin (CaM) and L-plastin have highly dynamical structures capable of shifting between ion-bound (holo) and ion-free (apo) conformations due to submicromolar variations in the concentration of different cytosolic environments [8, 14, 130]. Their dynamical structures somehow enable precise control over interactions with other proteins, triggering various tasks [8, 14, 130] such as the mediations of gene transcription and DNA synthesis [130, 131], and are further linked with cardiac arrhythmias and neurological diseases [16, 17].

In humans, there are three highly conserved homologous isoforms of plastin (Table 4.1) specifically localized in various cellular types [47, 49]: I-plastin, L-plastin, and T-plastin. These plastins each contain two actin-binding domains (ABDs) attached to a single amino-terminal Ca\(^{2+}\)-binding domain, joined by a linker region. Each Ca\(^{2+}\)-binding domain expresses as a pair of EF-hand motifs, homologous to one lobe in CaM, displaying a high degree of \(\alpha\)-helical structure. This Ca\(^{2+}\)-binding domain of plastins acts as a deactivation switch with unique, and specific, affinities for Ca\(^{2+}\) among different isoforms enabling precisely regulated actin-bundling mechanics.

Noticeably, the expression of L-plastin normally only occurs in hematopoietic cells, making L-plastin partially responsible for actin-bundling in the innate immune system [48, 49]. L-plastin is also correlated with the development and efficacy of T-cell and B-cell leukocytes [49,
51, 52], and allows leukocytes to rapidly rearrange their actin cytoskeleton in response to extracellular stimuli. Specifically, neutrophils without the presence of L-plastin display reduced mobility and an inability to kill bacterial pathogens [48, 49]. Interestingly this protein has also been linked to the ability of many cancers to metastasize [48, 49].
Table 4.1. Sequences of both EF-hand motifs and the H5-tail in the three isoforms of human plastin with the net charge of each sequence (q). Note that in protein constructs the H5-tail was terminated by a C-terminus, while physiologically a conserved glutamic acid is found next in the sequence of all human plastins. Both terminal options maintain a charge of −|e|.

<table>
<thead>
<tr>
<th>Isoform</th>
<th>1st EF-hand Motif</th>
<th>2nd EF-hand Motif</th>
<th>H5-Tail</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-plastin</td>
<td>22-DTDGNGYISPNE-33</td>
<td>62-DLDQDGRISSFDE-73</td>
<td>85-DVAKTFRKAINKK-97</td>
</tr>
<tr>
<td>(q)</td>
<td>(−3</td>
<td>e</td>
<td>)</td>
</tr>
<tr>
<td>T-plastin</td>
<td>25-DLNSNGFICDYE-36</td>
<td>65-DRNKDGKISFDE-76</td>
<td>87-DIAKTFRKAINRK-99</td>
</tr>
<tr>
<td>(q)</td>
<td>(−3</td>
<td>e</td>
<td>)</td>
</tr>
<tr>
<td>I-plastin</td>
<td>24-DIDNSGYVSDYE-35</td>
<td>64-DSNKDGKISFEE-75</td>
<td>86-DISKTFRKINKR-98</td>
</tr>
<tr>
<td>(q)</td>
<td>(−4</td>
<td>e</td>
<td>)</td>
</tr>
</tbody>
</table>
Even though the Ca\textsuperscript{2+}-binding EF-hand motifs of L-plastin and CaM are homologous, their conformational dynamics and thermodynamics may be completely different. Their EF-hand motifs are indeed geometrically well-preserved, often described as a helix-loop-helix structure [130, 132]. Each pair of their EF-hand motifs helps stabilize the hydrophobic core of the incoming and outgoing \(\alpha\)-helices [132]. It has been hypothesised for CaM that once Ca\textsuperscript{2+} binds to the EF-hand motifs, CaM exposes its hydrophobic core to enlarge the interaction surface for binding with target proteins [130, 132]. However, it has been shown that in the holo state of L-plastin the hydrophobic core of L-plastin is closed by its tail helix (dubbed as the H5-tail) that appears to significantly limit the exposure of the hydrophobic core (Figure 4.1 (a)) [50]. When reducing Ca\textsuperscript{2+} concentrations, L-plastin reversibly returns to its apo state with the H5-tail leaving the hydrophobic core, which re-enables the actin-bundling function of L-plastin. As a result, the presence or absence of Ca\textsuperscript{2+} helps reduce or enhance the ability of L-plastin to bundle actin, respectively, in a sharp contrast to the many roles of CaM. Up till now, the entire reversible transition from the apo to holo states of L-plastin has remained unknown, even though the structures of the holo state was resolved and structure of the apo state of L-plastin was partially resolved. In the apo state the H5-tail could not be resolved as it was unstructured and delocalized with respect to the hydrophobic core.
Figure 4.1. NMR structures of L-plastins in (a) holo (Ca$^{2+}$-bound) and (b) apo states. The orange spheres are Ca$^{2+}$ ions bound in the holo structure. The NMR data showed the structure of the H5-tail to be unstructured, therefore this region is missing in (b), but was artificially added in an arbitrary location in MD simulations. (c) A snapshot from MD simulations starting from the apo state structure shows the direct contacts of K96 and R91 with the EF-hand motifs. The H5-tail is highlighted in red while the other end is highlighted in blue.
To solve for the transition pathway between the apo and holo states of L-plastin, extensive molecular dynamics (MD) simulations were performed together with experiments to probe structural changes via NMR data and measure binding affinities via isothermal titration calorimetry (ITC) due to mutations. The 120-µs MD simulations reveal that there are intermittently direct interactions between positively charged residues of the end tails, particularly H5-tail, and the negatively charged residues of the EF-hand motifs. The proposed mechanism of the apo-to-holo transition involves the self-regulation of two Ca\textsuperscript{2+}-binding events by means of a few positively charged residues of a proximal linker interacting with the EF-hand motifs. ITC data of mutations to the positively charged residues of the H5-tail show that there are two thermodynamically distinguishable binding events with a broad range of Ca\textsuperscript{2+} sensitivities in the various L-plastin constructs. So, it might be possible to fine tune the sensitivity of Ca\textsuperscript{2+}-binding in L-plastin as a way of controlling the motility and effectiveness of actin-bundling in T-cell.
4.3 - Methods

4.3.1 - Molecular Dynamics (MD) Simulations.

The NMR structures of apo and holo states were used [50] to build all-atom systems. Since the apo state does not have a reasonably high-resolution structure of its H5-tail, the a-helical H5-tail of the holo state structure was arbitrarily attached onto the apo state structure so that the tail oriented away from the rest of L-plastin. These atomic structures were first solvated with water, neutralized with CaCl$_2$ (2Ca$^{2+}$ and 1Cl$^{-}$), minimized, and then equilibrated using CHARMM-GUI [119] and a classical CHARMM36 (C36) force field (FF) [133, 134]. Note that both the apo and holo systems maintained the same number of atoms (34315) and the same dimensions (69$^3$ Å$^3$). These fully solvated systems were used for running alchemical free-energy simulations, replica exchange simulations, and briefly testing the classical FFs as well. Alchemical free-energy calculations were performed using NAMD [108] for F90A mutation to gain some insights into the roles of F90 for stabilizing the hydrophobic core of the L-Plastin. Essentially, a dual residue was constructed that has both side-chains of an original residue and mutated residue; then the interactions from this dual residue with the rest of the system were gradually changed to mimic an alchemical process. 18 intermediate states were used plus the two end-states, which were used for both backward and forward sampling. At each intermediate step 0.4ns was sampled with a time-step of 2fs. The total simulation times for the alchemical computation using 32 different dynamic holo structures was 0.512 μs.

To speed up sampling of some immediate states and potentially identify some probable transition pathways between the apo and holo states, tempering replica exchange MD (T-REMD) simulations were performed [135, 136]. The T-REMD simulations were started using the apo state structure with the added H5-tail. Since the relative position of the H5-tail was added manually, the
T-REMD simulations were run with 64 replicas for temperatures distributed between 275 to 400 K for 0.3 μs/replica (or a total of 19 μs) to thoroughly perturb the entire system. This perturbation helped to broadly generate a number of relevant conformations, which may not require Ca2+-binding but are sufficiently distant from the initial apo-like structure. The exchange rates among these replicas are between 19% and 31%, which were considered to be adequate for T-REMD sampling [135]. Since all the replicas seem to well diffuse in the temperature space, the final coordinates at the 0.3 μs were taken from the 10th to 50th replicas to run 41 simulations in parallel (T = 300 K and P = 1 atm) and collected roughly 120 μs of conformational data. One structure every 1 ns in these parallel simulations was saved for analysis.

To analyze this large number of conformations and find the most representative structures to describe a transition between the apo and holo state, a Markov State Model (MSM) was used [137-143] via PyEMMA package [144]. To do this, the distances between α-Carbon atoms of all residues in L-plastin except the four neighboring residues was chosen as a feature. Time independent correlation analysis (tICA) [141] was then used to rank the dynamics of L-plastin from the slowest to the fastest. The slowest motions were often considered as representative motions of the entire proteins. As a result, representative data could be extracted on the projected landscape of the first two slowest components in the tICA space via k-mean algorithm. 100 clusters were used to digitize this representative data, which was then used to construct a Markovian transition matrix (M) and build coarse-grain macrostates. This M matrix was also used to populate only 10,000 corresponding structures (instead of using 120 μs data) for computing other observables via VMD software [145]. Note that this simulation strategy yields an effective implied timescale of 5-20ms for the first two tICA components estimated by the MSM model. At this point, however, even 120 μs of conformational data appears to be incomplete in obtaining a convergent
set of coarse-grain macrostates (e.g., via Robust Perron Cluster Analysis (PCCA+) [146, 147]). One reason could be that too many distant apo state structures were sampled broadly, generated by T-REMD, having little connection with the apo-holo transition triggered by the binding of Ca$^{2+}$, which was not observed. To circumvent this, a hidden MSM was used [148] to group the 100 digitized clusters based on the $M$ matrix into just three coarse-grain macrostates, which are reproducible if using different amounts of the data. Using these three macrostates, it was possible to identify all visually distinguishable conformations, and propose a transition pathway between the apo and holo states. The transition times were estimated using transition path theory (TPT), [149] which solves for a stationary flux between any states from the $M$ matrix. The complete transition pathways (between any apo-like state and the holo state) will be reported separately with more thorough considerations of the FF and the polarizable and charge-transfer effects due to the binding of Ca$^{2+}$ in the EF-hand motifs.

Finally, since Ca$^{2+}$-protein interactions modeled by the C36 FF have been shown to be overestimated by 20% compared with quantum calculations, particularly for highly negative charged binding pockets [20, 58], the EF-hand of L-plastin was also run using the Drude polarizable (Drude) FF, which has been shown to be more accurate than the C36 FF. Essentially, the Drude FF adds an auxiliary superlight particles to every atom (except hydrogen) in the C36 FF to mimic polarizable effects [58, 62, 84, 108, 150, 151]. To implement the Drude model, the non-polarizable fully solvated systems were converted via Drude prepper on CHARMM-GUI [119] and then subjected to a second round of minimization and equilibration. Every system was run for approximately 25 ns, giving a total of approximately 150 ns for both the holo systems and the apo systems, resulting in 300 ns of total simulation. To perturb the systems, annealing simulations were performed at six different temperatures ranging from 300 K to 550 K for every 50 K using both
the holo and apo states for about 30 ns/temperature. Note that the simulations using the Drude FF are about four times slower than using the C36 FF, thus more expensive to potentially capture some transitions from the apo to holo states. Since the Drude FF remains in its infancy, and not as efficient as C36, after obtaining many initial similar conformations of the apo state within 300ns in both FFs, the majority of simulation efforts were spent using the C36 FF to generate 120 μs of diverse conformational changes of L-plastin in its apo state.

4.3.2 – Experiments

A bacterial vector was expressed with the first 97 residues of L-plastin, containing the N-terminal EF-hand domain and 12 residues of the linker region. This vector was used to directly produce the wild-type protein construct (EF-WT) (Figure 4.1(a)/(b)). This protein construct has an N-terminal His-tag and a TEV protease cleavage site. Using this EF-WT bacterial vector as a template, single alanine mutations were introduced at residues F90 and R91, generating the EF-F90A, and EF-R91A protein constructs respectively (Table 2). Additionally, a double alanine mutation was introduced at K96 and K97, generating the EF-K96A-K97A protein construct (Table 2). These mutations were introduced using Quick Change site-directed mutagenesis kits (Stratagene). The PCR products of these vectors were transformed into competent *E. coli* DH5α for plasmid expression. The resultant plasmids were sequenced to confirm the accuracy of the mutations. These isolated plasmids were subsequently transformed in competent *E. coli* BL-21 (DE3) cells for protein expression. *E. coli* cells were grown in Luria Bertani medium with 100 μg/ml of ampicillin at 37 °C. 15N-labelled proteins were prepared in M9 minimal medium supplemented with 0.5 g/L 15NH4Cl. At an optical density of 0.5–0.7 (600 nm), the cultures were induced with 0.5–1.0 mM IPTG. After 4 hours, the bacterial cells were harvested by centrifugation. The cell pellet was re-suspended in the IMAC binding buffer (20 mM Tris-Cl, 0.1M NaCl, and 50
mM imidazole, pH 8.0) and lysed via French Press. The supernatant was applied onto an IMAC column (GE Healthcare). The column was washed extensively with the IMAC binding buffer and the His-tagged proteins were eluted with the elution buffer (20mM Tris-Cl, 0.1M NaCl, and 300mM imidazole, pH 8.0). The His-tag was then cleaved with TEV protease in the digestion buffer (20mM Tris-Cl, 0.1M NaCl, 0.5mM EDTA, and 1mM dithiothreitol) at 34 °C. The mixture was then loaded onto the complete column (GE Healthcare) to remove the TEV protease and the His-tag from the protein. Protein purification was verified using SDS-PAGE and Coomassie brilliant blue staining.
Table 4.2. Ranked sensitivity of L-plastin protein constructs in terms of $K_d$ computed by models using two sets of independent binding sites (2SIBS) and one set of identical binding sites (1SIBS); $N$ is the stoichiometry of Ca$^{2+}$ in a L-plastin construct for each site. Change of enthalpy, $\Delta H$, is in kcal/mol; change of entropy, $\Delta S$, is in kcal/mol/deg. The relative sensitivity (RS) is computed by the ratio of the smallest $K_d$ of one set to the smallest $K_d$ of another set. Uncertainties of $\Delta H$, $\Delta S$, $N_1$, estimated from different sets of data, are about 0.1, 0.002, and 0.4, respectively.

<table>
<thead>
<tr>
<th>L-plastin Constructs</th>
<th>Fitting Model</th>
<th>$K_{d1}$ (µM)</th>
<th>$K_{d2}$ (µM)</th>
<th>$\Delta H_1/\Delta H_2$</th>
<th>$\Delta S_1/\Delta S_2$</th>
<th>$N_1/N_2$</th>
<th>RS</th>
<th>Mech.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EF-K96A-K97A</td>
<td>2SIBS</td>
<td>0.015±0.001</td>
<td>2.4±0.1</td>
<td>$-5.4/-1.9$</td>
<td>0.017/0.019</td>
<td>1.6/1.3</td>
<td>20</td>
<td>MC1</td>
</tr>
<tr>
<td>EF-WT</td>
<td>2SIBS</td>
<td>0.04±0.01</td>
<td>2.8±0.1</td>
<td>$-4.6/-1.7$</td>
<td>0.018/0.019</td>
<td>1.3/1.0</td>
<td>7.5</td>
<td>MC1</td>
</tr>
<tr>
<td>EF-H5-Removed</td>
<td>2SIBS</td>
<td>2.6±0.1</td>
<td>0.3±0.1</td>
<td>$-4.2/-1.3$</td>
<td>0.010/0.024</td>
<td>1.3/1.0</td>
<td>1</td>
<td>MC4</td>
</tr>
<tr>
<td>EF-R91A</td>
<td>1SIBS</td>
<td>0.7±0.1</td>
<td>N/A</td>
<td>$-4.5$</td>
<td>0.013</td>
<td>1.8</td>
<td>1/2</td>
<td>MC2</td>
</tr>
<tr>
<td>EF-F90A</td>
<td>2SIBS</td>
<td>5±0.1</td>
<td>5±0.1</td>
<td>$-271/280$</td>
<td>$-0.9/1.0$</td>
<td>1.1/1.0</td>
<td>1/17</td>
<td>MC3</td>
</tr>
</tbody>
</table>
To quantify the sensitivity of Ca\(^{2+}\)-binding in the L-plastin constructs (Table 4.2), isothermal titration calorimetry (ITC) experiments were performed using 40 µM of protein at 25°C with an initial injection of 2 µL of 1.2 mM CaCl\(_2\) followed by 57 injections of 5 µL of 1.2 mM CaCl\(_2\) for all tested proteins. Injections occurred over 10 seconds, and a 300-second time delay occurred between each injection to allow the system to equilibrate. All measurements were performed using a Microcal VP-ITC microcalorimeter (Figure 4.2). In all protein trials, Ca\(^{2+}\) was removed by adding 1 mM ethylenediaminetetraacetic acid (EDTA) to the protein sample and then using an Amicon 3-kD Ultra Centrifugal Filter to buffer exchange the protein to a minimum of a 1,000,000x dilution. The buffer used for this dilution contained 20 mM HEPES and 100 mM KCl (pH 7.2) and was subjected to Chelex\textsuperscript{®} for over 3 days to remove Ca\(^{2+}\). This buffer also acted as the solution in the buffer cell for all trials and was additionally used as the injectant after 1.2 mM of Ca\(^{2+}\) was re-applied. The apo state for both the EF-WT and mutants were confirmed to be Ca\(^{2+}\)-free using NMR (see below). From this Ca\(^{2+}\)-free state, all titration continued until all sites had been saturated with Ca\(^{2+}\). All data was fit using either a one or a two-site model of Ca\(^{2+}\)-binding with the MicroCal Original software to obtain the stoichiometry (N), affinity (K), free enthalpy (ΔH), and entropy (ΔS) values (Table 4.2).
Figure 4.2. Isothermal titration calorimetry data of the (a) EF-WT protein construct, (b) the EF-K96A protein construct, and (c) the EF-K96A-K97A protein construct with Ca$^{2+}$. The baseline corrected ITC titrations are shown in the top panel. Derived binding isotherms were fitted with a 2-site model to obtain thermodynamic parameters (bottom panel).
Table 4.3 Differential scanning calorimetry (DSC) values obtained for each of the protein constructs. Each value is the average of 3 separate runs. SD values are the ± standard deviation.

<table>
<thead>
<tr>
<th>Protein Construct</th>
<th>$T_m$ (°C) ± SD</th>
<th>$T_{onset}$ (°C) ± SD</th>
<th>Δ$H_{melt}$ ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>EF-WT</td>
<td>102.6 ± 0.30</td>
<td>83.1 ± 3.02</td>
<td>68.3 ± 1.59</td>
</tr>
<tr>
<td>EF-F90A</td>
<td>98.3 ± 0.35</td>
<td>75.7 ± 2.20</td>
<td>51.1 ± 1.10</td>
</tr>
<tr>
<td>EF-R91A</td>
<td>102.6 ± 0.30</td>
<td>83.7 ± 3.18</td>
<td>67.0 ± 2.16</td>
</tr>
<tr>
<td>EF-K96A-K97A</td>
<td>102.6 ± 0.26</td>
<td>85.2 ± 4.24</td>
<td>61.1 ± 4.29</td>
</tr>
</tbody>
</table>
To confirm the stability of the protein constructs, DSC was performed on all protein constructs in their holo states. DSC experiments were performed using 40µM samples of Ca$^{2+}$-free protein with 400µM of Ca$^{2+}$ re-applied to ensure each protein construct was in its holo form. Ca$^{2+}$-free protein samples were obtained the same way as in ITC (see above). The buffer used was the same as in ITC (see above). All DSC experiments were run using a MicroCal PEAQ-DSC instrument. Each sample was subjected to a temperatures range of 20 to 130°C with a temperature increase of 1°C/minute. In all protein trials, a buffer-buffer baseline was performed previous to each run to use as a baseline. All data was fit to a two-state model with MicroCal Original software to obtain the protein melting temperature ($T_m$), the temperature of onset of protein melting ($T_{onset}$), and the enthalpy of the melting process ($\Delta H_{melt}$) (Table 4.2).

To help confirm some states of the L-plastin constructs obtained from MD simulations, nuclear magnetic resonance (NMR) experiments were also performed under high (~500 µM) and low (40 µM) concentration conditions. These experiments were carried out at 25° degree Celsius on a Bruker Avance 700 MHz spectrometer. All experiments were performed in a solution of 10% D$_2$O/90% H$_2$O containing 90mM KCl, 18mM Hepes, 10µM DTT and 500µM DSS. 2-dimensional $^1$H$^{15}$N-HSQC experiments were performed for all $^{15}$N-Labeled protein.
4.4 - Results

4.4.1 - Structural States of L-plastin

While the entire holo state structure of L-plastin obtained from NMR can be ascertained from NMR data, there is an uncertainty about the positions and conformations of the H5-tail with respect to the hydrophobic core in the apo state structure (Figures 4.1(a-b)). If excluding the H5-tail, the root mean square deviation between the two NMR structures is only 5.5 Å, which is equivalent to the deviation of the dynamic structures simulated from the initial holo state (Figure 4.3). In the holo structure, Ishida et al observed that V86, F90, and I94 residues of this H5-tail act as anchors imbedding into the hydrophobic core. These residues apparently strengthen the hydrophobicity of the core in the holo structure with respect to the apo structure. To test a change of the hydrophobicity the free-energy change due to an alchemical transformation of F90A was estimated, $\Delta G = G_A - G_F$. The average free-energy change (see Methodology) using simulated holo structures in water medium is $\Delta G = -47 \pm 1$ kcal/mol, indicating a large hydrophobicity that F90 introduces to the core compared to its mutant.
Figure 4.3. The change in RMSD of L-plastins EF-hand domain including the H5-tail during annealing simulations at temperatures below 450K for both the holo simulations (in Red) and the apo-simulations (in Black).
To sample apo state structures, the unstructured H5-tail was added onto to the NMR apo state structure (as an α-helix) and used to run long MD simulations (see Methodology). Interestingly, in the simulations of the apo state structures, in both non-polarizable and polarizable FFs, the H5-tail was observed to directly interact with the EF-hand motifs via its positively charged residues R91, K92, K96 and K97 (Figure 4.1 (c)). To estimate the probabilities of those sidechains being localized in each of the EF-hand motifs, representative data from the MSM was extracted, applied to 120 μs of the conformational MD data, and then tracked the distances between the charged centers of those sidechains to the center-of-mass of each backbone EF-hand motif. (Figures 4.4 (a-b)) show that the positively charged sidechains frequently localize at least 12-25 Å away from the first EF-hand motif and 6.5-15 Å away from the second EF-hand motif in the apo state with the highest frequencies. Particularly, R91 and K96 can localize as close as at 6.5 and 3.5 Å to the center of the second EF-hand motif, respectively. Figure 4.4(c) shows that in the apo state the sidechain of R91 has a large probability of forming hydrogen bonds with the sidechains of E73 and D64 (20-25%), which constitute the binding site for Ca^{2+} in the holo state as seen in Figure 4.1(a).

By overlapping the HSQC NMR spectrums observed for both the EF-WT and EF-K96A-K97A protein constructs in there apo and holo conformations it is possible to observe differences in the structures between these two constructs. The overlap of the holo HSQC NMR data suggests the holo structures of the EF-WT and EF-K96A-K97A constructs be similar. This is supported by the fact that the HSQC NMR data of these two constructs shows all residues distal from the H5-tail mutations to overlap in the spectrum (Figure 4.5 (b)). Although many residues are shifted within this spectrum, this can be attributed to the mutation of the two charged residues (K96 and K97) localized to hydrophobic core. Structural similarity between these two constructs in the holo
state is further supported by the observation that the \( T_m \) obtained by DSC are the same in both the EF-WT and EF-K96A-K97A protein constructs (Table 4.3). This suggests that the stability of these two constructs in the holo state is essentially the same.

Overlapping the apo HSQC NMR data of the EF-WT and EF-K96A-K97A constructs shows significantly more overlap between the two apo structures than observed in the holo structures, indicating that these two protein constructs express very similar structures (Figure 4.5 (a)). Although very similar, a few of the hypothesised key residues express peak shifts, which directly indicates that regions of the proteins EF-hand motifs are affected by terminal mutations to the H5-tail. The largest shifts observed in the apo states were identified at the second EF-hand motif, specifically at residues D64 and S70 (Figure 4.5(a)). This clear experimental evidence supports the observation from MD simulations that the H5-tail directly interacts with the EF-hand motifs in the apo state. As a result, the H5-tail should be capable of interfering with the binding of \( \text{Ca}^{2+} \) (see below).

Overlapping the apo state HSQC NMR data of the EF-WT and the EF-R91A protein constructs showed comparable results to what was observed when overlapping the EF-WT and EF-K96A-K97A constructs. Again, there was shown to be a large degree of structural overlap indicating highly similar structures (Figure 4.5 (c)). Although these structures were very similar, a few key shifts were observed in the spectra, notably within the EF-hand motifs, which directly indicates the H5-tail (and specifically R91) to be able to interact with the EF-hand motifs.

DSC values of the EF-R91A in its holo state also showed this construct to have the same \( T_m \) as the EF-WT construct (Table 4.3). This again indicates that the EF-R91A protein construct posses the same stability as the EF-WT construct in its holo state, which points to a similar final structure in both constructs.
**Figure 4.4.** Probability of the positively charged sidechains being localized with respect to the EF-hand motifs. (a-b) The distance is computed for a charged center (namely, NZ for Lysine and CZ for Arginine) of a sidechain to the center-of-mass of a motif backbone. (c) Distance measured between the CD (or CG) atom of E73 (or D64) sidechain and the NZ atom of R91.
Figure 4.5. (a-b) An overlay of the EF-WT (in black) and EF-K96A-K97A mutant (in red) NMR data for the (a) apo and (b) holo structures. (c) An overlay of the EF-WT (in black) and EF-R90A mutant (in red) NMR data for the apo state. Numbers represent the residue number for overlapping (or similar) peak assignments. The inset in (b) magnifies the largest shifts in the apo structure.
A number of interesting intermediate structures of L-plastin were found in the 120-µs data. Using a hidden MSM on this data set (see Methodology), these structures could be grouped into three coarse-grain macrostates. The smallest transition timescale was 7-11 µs, while the largest was about 61 µs. There is, however, no experimental measurements to compare with the computed transition timescales. Each macrostate expressed several visually distinguishable conformations (Figure 4.6). This usually indicates that the sampling data is not yet complete for describing the entire conformational space, but fortunately this data appears to sample the apo-holo transition pathway quite well. Despite not having the complete conformation space, this simulation strategy seemed to generate diverse apo-like and holo-like structures, which were populated and propagated from the T-REMD simulations without needing to sample Ca²⁺-binding events. This set of the structures provided many insights into the conformational changes of L-plastin and Ca²⁺-binding switch mechanisms. Figure 4.6 (a) shows how the H5-tail can interact with the EF-motifs differently. For example, the H5-tail can deform greatly (‘overarching’) to reach the first EF-hand motif, fold to poke the EF-hand motifs from the below, cross the two EF-hand motifs, lean on the second EF-hand motif while opening the hydrophobic core, or simply has the tip floating in the bulk water. This flexibility of the H5-tail implies that it can direct interfere with the binding of Ca²⁺ to the EF-hand motifs. As well, the diverse apo-like structures of L-plastin appear to have different exposures of the hydrophobic core in tandem with the ‘opening’ of the EF-hand motifs. For instance, the structures with the ‘EF-hand beneath’ and ‘EF-hand leaning’ appear to have more hydrophobic exposure than other mutants. Such structures may help L-plastin to recruit actin in T-cells.
Figure 4.6. Snapshots of (a) sampled apo-like structures, (b) likely transition states, and (c) holo-like structures. The residues of the two end tails with direct interactions are G4S5 and I94N95.
Figure 4.6 (b) shows a likely transition state between the apo and holo state. In this transition state, the two end tails may interact directly with each other at residues G4S5 and I94N95, while the sidechains of R3 and K92 interact directly with the first and second EF-hand motifs, respectively. To transform from the apo state to the holo state, the H5-tail must swing up while the N-terminal tail has to move down toward the second EF-hand motif to shift the sidechains of R3 and K92 away from the Ca\textsuperscript{2+}-binding sites. Only in these relative swinging motions of the two tails, would the H5-tail move to a position to close the hydrophobic core. Note that in these simulations, even though the RMSDs computed for the holo-like structures (Figure 4.6 (c)) with respect to the holo structure determined by NMR are about 5Å apart, this is similar to the deviations observed by the simulated dynamics of the holo state (Figure 4.3). During these simulations the binding of Ca\textsuperscript{2+} to the EF-hand motifs was not observed, this may be the reason why the F90 residue did not imbed in the hydrophobic core. In the reverse transition from the holo to apo state, one may expect the same transition state, at which the interactions of R3 and K92 with the two EF-hand motifs would knock Ca\textsuperscript{2+} out of the binding sites when the Ca\textsuperscript{2+} concentration is lowered.

4.4.2 – Calcium-Binding Affinities and Mechanisms in WT and Mutant Forms of L-plastin

To provide experimental evidence showing how the critical, positively charged, residues interfere with Ca\textsuperscript{2+}-binding, the energy release during the Ca\textsuperscript{2+} titration was compared experimentally via ITC experiments of the EF-WT, EF-R91A, EF-F90A, EF-K96A-K97A, and the EF-WT construct with the deletion of the H5-tail (EF-H5-Removed) (Table 4.2 and Figure 4.7). A fitting model of two sets of independent binding sites (2SIBS) was used to determine equilibrium dissociation constants for the EF-WT, EF-K96A-K97A, EF-H5-Removed, and EF-F90A constructs as this model fit the data the best. Interestingly, the MD data provided deep insights into how Ca\textsuperscript{2+} and the L-plastin constructs undergo different interactions, even in the
same 2SIBS model. For the EF-R91A protein construct, a fitting model of a single set of identical binding sites (1SIBS) was used to obtain the best fit. Using these models and the MD data it was then possible to show different binding mechanisms among the protein constructs, which depend on how the H5-tail interacts with the EF-hand motifs.
Figure 4.7. Isothermal titration calorimetry of L-plastin constructs. Any two dashed lines with the same color indicate $N_1$ and $N_1 + N_2$, which are given in Table 4.1. Here WT represents the EF-WT construct, 2KA represents the EF-K96A-K97A construct, F90A represents the EF-F90A construct, R91A represents the EF-R91A construct, and $\Delta H_5$ represents the EF-H5-Removed protein construct.
The energy-release profiles of the EF-WT and EF-K96A-K97A constructs were observed to have kink patterns, suggesting two thermodynamically distinguishable binding events. The enhanced kink in the ITC profile of the EF-K96A-K97A mutant might suggest that the Ca\(^{2+}\)-binding triggers the conformations of both systems by a clearer two-step mechanism than in the EF-WT. This mechanism is regarded as MC1 for these constructs. Compared to the EF-WT, the EF-K96A-K97A mutant enhances the amount of energy released in the first binding event (\(\Delta H_1\)) by roughly -0.8 kcal/mol and enhances the amount of energy released in the second binding event (\(\Delta H_2\)) by roughly -0.2 kcal/mol. This indicates that there is less attraction between Ca\(^{2+}\) and the EF-WT than between Ca\(^{2+}\) and the EF-K96A-K97A protein construct. In other words, the EF-K96A-K97A mutant may reduce a barrier for facilitating Ca\(^{2+}\)-binding. Indeed, Table 4.2 shows that both \(K_{d1}\)(EF-K96A-K97A) and \(K_{d2}\)(EF-K96A-K97A) are smaller than \(K_{d1}\)(EF-WT) and \(K_{d2}\)(EF-WT), indicating the EF-K96A-K97A mutant is more sensitive to Ca\(^{2+}\) than the EF-WT. Particularly, \(K_{d1}\)(EF-K96A-K97A) is about 2.6 times smaller than \(K_{d1}\)(EF-WT). To explain this, MD data (Figure 4.3 (b)) shows that K96 and K97 of the EF-WT can locate within 5 Å close to the 2\(^{nd}\) EF-motif for about 8-10% of the simulation time. Moreover, this interaction is directly observed by HSQC NMR data (Figure 4.5(a)). This suggests that the mutations of K96 and K97 would likely reduce the ability (by 8-10%) of the H5-tail to interact with both EF-hand motifs. Since the positively charged K96 and K97 residues are absent in the EF-K96A-K97A mutant, Ca\(^{2+}\) would have more access to the motifs by perhaps 8-10%. As a result, the stoichiometric numbers of the two independent binding sites are increased by about 0.3 in the EF-K96A-K97A mutant. So, in mechanism MC1, there are two independent binding sites in the EF-WT, which can interact with the K96 and K97 to interfere with the Ca\(^{2+}\)-binding. Here \(K_{d1}, N_1\) and \(K_{d2}, N_2\) are argued to be assigned to the 1\(^{st}\) and 2\(^{nd}\) EF-hand motifs, respectively.
For the EF-R91A mutant, 1SIBS is sufficient to fit the data, which looks like many CaM systems [152, 153]. This model returns the same $K_d$(EF-R91A) = 0.7 µM for the two identical binding sites with a Ca$^{2+}$ occupancy of approximately 1.8 (or 0.9 per site). It is interesting to see that the EF-R91A mutation transforms the EF-WT with two independent binding sites into approximately one sets of two identical binding sites (1SIBS) which bind Ca$^{2+}$ simultaneously. To explain this transformation, Figure 4.4(c) shows that the R91 sidechain interacts the most with the 2nd EF-hand motif, particularly the negatively charged residues D64 and E73 for about 35-50% of time having distances ≤ 5.0 Å. Again, this interaction is directly observed by HSQC NMR data (Figure 4.5 (c)). This interaction would help to distinguish the different binding processes in the EF-WT: Ca$^{2+}$ must require some energy to knock the R91 sidechain out of the 2nd EF-hand motif, while having a direct access to the 1st EF-hand motif. As a result, Ca$^{2+}$ would have a higher affinity to binding in the 1st EF-hand motif than to the 2nd EF-hand motif in the EF-WT. Because of this, $K_{d1}$, $N_1$ and $K_{d2}$, $N_2$ must correspond to the 1st and 2nd EF-hand motifs, respectively. When removing the sidechain by the EF-R91A mutation, it is likely that the H5-tail would remain interacting with the 2nd EF-motif by K96 (Figure 4.4 (b)) for about 10% of time. This interaction in the EF-R91A mutant would not critically hinder the binding of Ca$^{2+}$ in the 2nd EF-hand motif, but effectively equate the net charges of the two motifs perceived by Ca$^{2+}$. As a result, the binding affinities of the EF-hand motifs in the R91A mutant may appear identical to Ca$^{2+}$, thus having the same $K_d$. This binding mechanism is clearly different from MC1, so it was named MC2.

Both MC1 and MC2 assume that the H5-tail of the EF-WT, EF-K96A-K97A and EF-R91A mutants fold to close the hydrophobic core flanked by the helices of the motifs, ending up in the same holo state. The combination of NMR and DSC data obtained here supports this
assumption (Table 4.2 and Table 4.3). As a result, the transition state for these constructs might look like the one shown in Figure 4.6 (b). To understand better how the binding of Ca$^{2+}$ would trigger such a folding, the EF-F90A construct offers some insights. To fit the ITC data for the EF-F90A mutant, a 2SIBS must be used, which returns two separate binding steps, but both with the same large $K_d = 5 \mu M$. The first binding step requires about 1 Ca$^{2+}$/protein to saturate, and slightly deepen, the energy release (Figure 4.7). The R91, K96, and K97 of the EF-F90A mutant should still strongly interact with the EF-hand motifs, but now the mutated H5-tail may never fold into the hydrophobic core, because the F90A mutation, as estimated by the alchemical free-energy calculation, would remove -47 kcal/mol from the interaction of F90 with the hydrophobic. This is supported by the positive enthalpy $\Delta H_2 = 280$ kcal/mol, which suggests the repulsive interaction upon adding more Ca$^{2+}$ into the system. The difficulty of folding might keep the mutated H5-tail interacting with the two motifs even if there is a lot of Ca$^{2+}$ near the end of the ITC curve ($N > 2.1$ Ca$^{2+}$/protein), thus reducing the binding affinities significantly as observed in the ITC experiments (Table 4.2). As a result, the holo state of the EF-F90A may be very different from the other L-plastin constructs. This is further supported by the fact that the DSC experiment of this protein construct showed a lower $T_m$ than all other protein constructs (Table 4.3), indicating that the holo state of this protein construct is less stable than the others, potentially due to the H5-tails inability to fold into, and stabilize, the hydrophobic pocket. This mechanism is classified as MC3.

If the above arguments hold, it should be possible to explain the ITC curve of the EF-H5-Removed construct. Here, Ca$^{2+}$ would feel the different net charges of the two EF-hand motifs. Consequently, the 2nd EF-hand motif would now have a stronger binding affinity than the first (as seen in Table 2). The addition of Ca$^{2+}$ into this system would appear to help stabilize the EF-hand
motifs and the hydrophobic core, so the energy release would deepen at $N = 1.5 \text{ Ca}^{2+}/\text{protein}$. This mechanism is regarded as MC4. This EF-H5-Removed construct was chosen as the baseline to rank the sensitivity of the L-plastin constructs and mutants in terms of their smallest $K_d$ (Table 4.2) because it has zero interaction between the H5-tail and the EF-hand motifs. By increasing or decreasing amount of the interactions, the binding mechanisms change, thus the Ca$^{2+}$ sensitivity changes.
4.5 Discussion and Conclusions

In the entire simulations starting from the NMR apo state structure, no substantial binding of Ca^{2+} into the binding EF-hand motifs was observed. The binding of Ca^{2+} modeled by non-polarizable FF is known to be less accurate than polarizable FFs [20, 58]. Using a non-polarizable FF, however, allowed simulations to reach 120 µs roughly four times faster than the Drude polarizable FF. Note that the apo-holo transition of L-plastin triggered by Ca^{2+}-binding is part of the complete conformational space, which can be generated by classical FF if any polarizable and charge-transfer effects are not yet concerned. In any event, it is necessary to sample a diverse set of conformations even with the non-polarizable classical FF for future development purposes, which aim to effectively sample the effects of Ca^{2+}-binding. To broadly generate such a conformational space, T-REMD simulations were used to perturb the initial apo state structure. This approach allows sampling the conformations of L-plastin without necessarily requiring that Ca^{2+} must be bound to enable certain conformation states. This is because large kinetic energies given by high temperatures in the simulation approach can push the system out of local potential-energy minima to many other distant local minima, some of which may be similar to those that are facilitated by Ca^{2+}-binding events. Thus, to some extent this simulation approach helps to bypass the limitations of the classical FFs to gain some useful insights into the conformational dynamics and kinetics of L-plastin.

This report proposes a self-regulatory Ca^{2+}-binding mechanism of L-plastin via its end tails, particularly the H5-tail, and makes use of some experimental data to justify the outcomes of such a mechanism. These results clearly suggest the H5-tail is interacting with the second EF-hand motif via key positively charged residues, particularly R91 and K96 in the apo state. Among these residues, R91 forms stable hydrogen bonds with E73 and D64 to stabilize the second EF-hand
motif. The simulations also suggest that at the transition state the R3 sidechain near the N-terminus and the K92 sidechain of the H5-tail form hydrogen bonds with the negatively charged sidechains of the first and second EF-hand motifs, respectively. To transform into the holo state, these hydrogen bonds must be broken, perhaps, by the binding of Ca$^{2+}$; so, the two end tails must pass by each other for the F90 residue of the H5-tail to properly insert into the hydrophobic core. Reversibly, when the concentrations of Ca$^{2+}$ are depleted, the EF-hand motifs become less stable, and can no longer stabilize the hydrophobic core. Consequently, the H5-tail can move to the transition state (Figure 4.6 (c)) and have either, or both, the sidechains of R3 and K92 help kick Ca$^{2+}$ out of the EF-hand motifs, thus returning the structure to its apo state. This proposed transition pathway of L-plastin is believed to be the first detailed molecular-based mechanism in the entire class of plastins and actin bundling proteins [154].

It is worth emphasizing that these MD simulations reveal S5 to be involved in the transition state of L-plastin, as there are interesting mutations, and chemical modifications, targeting S5. For instance, the S5A mutant becomes inactive, while the S5G mutant remains as active as the WT [155]. This can be explained by looking at the transition state of L-plastin, which has interactions between G4S5 and I94N95. Intuitively, the mutation S5A would likely change the interactions more than S5G because one Glycine residue is already part of the interactions. A critical chemical modification to S5 is phosphorylation, which is essential for the adhesion, migration, and remodeling of actin [156-159]. These simulations offer new valuable information of which residues S5 is interacting with, thus suggesting other residues (e.g., I94 and N95) that could be mutated to regulate the functions of phosphorylated L-plastin.

The ITC and MD results presented here show that the mutations to the H5-tail can create different Ca$^{2+}$-binding mechanisms. Based on how the H5-tail interacts with the EF-hand motifs,
it is possible to identify up to four Ca\textsuperscript{2+}-binding mechanisms (Table 4.2). In MC1, Ca\textsuperscript{2+} can easily bind to the 1\textsuperscript{st} EF-hand motif, which has the strongest binding affinity, but must compete with the R91 and/or K96-K97 sidechains for binding into the 2\textsuperscript{nd} EF-hand motif. In MC2, when the H5-tail does not have the R91 sidechain, the K96 sidechain may effectively equate the net charges of the two Ca\textsuperscript{2+}-binding motifs, allowing Ca\textsuperscript{2+} to bind the two EF-hand motifs equally. In MC3, when the H5-tail does not have the F90 sidechain, the H5-tail cannot fold properly in the hydrophobic core, the R91 and K96-K97 sidechains may keep interfering with the Ca\textsuperscript{2+}-binding, which appears to be un-able to trigger the transition into a holo state. In the last mechanism, MC4, when the H5-tail is deleted, Ca\textsuperscript{2+} may selectively bind to the EF-hand motifs with a larger net charge over the EF-hand motif with the smaller net charge and require a larger Ca\textsuperscript{2+} concentration to stabilize the holo state than observed in the EF-WT construct. In other words, the relative strengths of the binding affinities in the EF-H5-Removed construct are switched compared to the other L-plastin constructs.

These mechanisms help properly rank the Ca\textsuperscript{2+} sensitivities of L-plastin constructs. This ranking may imply the different effects of the mutations on the function of L-plastin in bundling actin. For example, at Ca\textsuperscript{2+} concentration of about 0.04 $\mu$M, WT L-plastin would likely transform into the holo state (inactive), thus significantly decreasing the ability of L-plastin to bundle actin. Alternatively, when an F90A mutation is inserted in the full L-plastin protein, MC3 would suggest that it cannot transform into a holo-like state capable of reducing actin bundling, and therefore this mutant would lose its ability to act as a Ca\textsuperscript{2+} switch. This further implies that it is possible to fine tune the Ca\textsuperscript{2+} sensitivity of L-plastin in a novel way. Table 4.2 shows an almost 400-fold change in the Ca\textsuperscript{2+} sensitivity among protein constructs. Since the Ca\textsuperscript{2+} sensitivity values directly regulate the level of actin-bundling in T-cell, further studies on the effects of the function and migration
speed of T-cells would be critically important to devise the best strategy to modify the effectiveness of T-cell.
Chapter 5 - Conclusions and Future Directions

5.1 – Conclusions

5.1.1 - Conclusions About the Drude Force Field

Initial simulations performed here using the Drude FF provided the necessary benchmarking for both the H-bonding and the solvation free-energy compared to classical additive FFs. This benchmarking was strongly needed to validate this FF and will help further the development of polarizable FFs in general. Once quantifiable benchmarks are in place this FF may receive more widespread use as its strengths and weaknesses are known.

Additionally, the use of this FF to simulate L-plastin represents one of the first cases of the Drude FF being used in a biologically relevant and revealing study. This again pointed towards the importance of polarizability in future biological models. The use of the Drude FF and its apparent success signifies that this FF, and the computational costs associated with modeling polarizability, are now feasible for protein systems (at least small protein system) and provides an avenue to address polarizability for additional studies.

5.1.2 - Conclusions About L-plastin

This research into L-plastin has directly lead to the discovery of a novel mechanism which allows L-plastin the capacity to self-regulate its Ca$^{2+}$-binding, using an unstructured region of protein. This understanding of how L-plastin undergoes conformational switching is a crucial step towards understanding the full conformational dynamics of L-plastin. Further, the understanding of this novel mechanism, where unstructured protein is capable of modulating Ca$^{2+}$-binding, provides a frame work for identifying the ability of other proteins to regulate ion-binding, and may help lead to similar regulatory mechanisms being observed in other ion-binding proteins.
Ca\textsuperscript{2+}-binding proteins represent a large family of proteins with many important biological applications. A further understanding of the novel mechanism regulating the Ca\textsuperscript{2+}-binding of L-plastin may have large implications within the whole family of proteins; especially, as it may indicate that previously unstudied regions of unstructured protein may have large implications on the function and regulation of proteins. In addition, this may represent large interest by the pharmaceutical industry due to L-plastin’s ability to regulate cell motility, and thus potentially target metastasis and auto immune disorders.
5.2 - Future Directions

5.2.1 – Docking Simulations

The anti-psychotic drug Trifluoperazine (TFP) has been identified which is capable of binding directly to the hydrophobic binding region of the EF-hand domain of L-plastin through a weak interaction [50]. This interaction was further characterized using an NMR \(^1\)H,\(^{15}\)N HSQC spectrum to identify the residues which interact between TFP and L-plastin. This drug interaction directly competes with the H5-tail for binding into the hydrophobic binding region of L-plastins EF-hand domain and may represent a way to disrupt the inactivation of this protein by preventing the H5-tail from binding. As L-plastins function is directly linked to its ability to act as a switch protein, by preventing the proteins inactivation it may be possible to regulate the proteins function. By preventing inactivation this would push L-plastin to act more like T-plastin and may inhibit the motility of cells expressing L-plastin. The interaction between TFP and the EF-hands hydrophobic core is slightly stronger than the interaction between the H5-tail and the hydrophobic core, although it is not strong enough to work on the micromolar level that is needed for a drug. Hence further development would be needed to develop a more potent drug. Additionally, the selectivity of this compound compared to all three homologous of plastin needs to be characterized.

Using TFP as a starting compound Autodock Vina was used to dock TFP to the EF-hand domain L-plastin in its Ca\(^{2+}\)- bound state [160]. As this compound is shown to interact with residues found in the hydrophobic core, the H5-tail was removed from the Ca\(^{2+}\) bound state of L-plastin, leaving the hydrophobic core open to create a surface for compounds to dock with. Running docking simulations using the whole EF-hand protein surface was possible in this case given the small size of this protein domain. This generated an array of docked conformations of TFP with the EF-hand domain of L-plastin which were used to validate the docking method, by
confirming that the most stably docked structures aligned with the NMR data generated by Ishida et al [50, 160].

As TFP has been shown to bind to the hydrophobic binding region of L-plastins EF-hand this docking provided a benchmark to compare small molecules to, with the idea that when a database of molecules is screened in silico in the future, only the molecules that bind stronger than TFP are considered for further testing. Additionally, this docking confirmed that the TFP binds to the hydrophobic binding region suggesting that the docking software was working correctly as it identified the correct configuration of TFP binding with L-plastin’s EF-hand domain (or at least one conformation that fit the NMR data). Now that a benchmark has been set for how strongly a compound needs to bind the hydrophobic binding region of L-plastin to disrupt binding of the H5-tail, a database of small compounds will be run through this same docking procedure. This will hopefully generate a small list of compounds from this database which can bind to this hydrophobic binding region more selectively and stronger then TFP. This refined list of compounds can then be experimentally tested to see if the computational docking was accurate. This is a first step in the process of designing a drug, potentially generating new drug leads for treating metastatic cancer, or auto-immune diseases, by regulating L-plastin’s actin-bundling activity, and potentially cell mobility. L-plastin’s role in cancer metastasis makes the ability to regulate this proteins activation a highly valuable drug target. This is especially important as >90% of human cancer deaths are due to metastasis [161, 162].

5.2.2 – Replica Exchange with Solute Tempering (REST) Simulations

Replica exchange with solute tempering (REST) is an algorithm developed by Lui and colleagues [73] which is a modification of classical replica exchange (REM) [163]. In REM, multiple simulations are run in parallel at different temperatures [163]. The algorithm allows
structural exchanges between each simulation (run at a different specific temperature) and its nearest neighbours as per the odd ↔ even rule, i.e., $1 \leftrightarrow 2, 3 \leftrightarrow 4, \ldots (N - 1) \leftrightarrow N$; with subsequent attempts for exchange as per the even ↔ odd rule, i.e., $2 \leftrightarrow 3, 4 \leftrightarrow 5, \ldots (N - 2) \leftrightarrow (N - 1)$, etc.

These exchanges occur based on a weighted probability function, which ensures that each system receives an appropriate amount of time in each temperature simulation.

The variability in temperature allows for an increased rate of conformational change to occur. The higher temperatures provide an opportunity for the protein to rapidly overcome large energy barriers. Alternatively, the lower temperature simulations allow unfavourable states, generated by the elevated temperature simulations, to recover to a more stable configuration. Thus, the low temperature simulations effectively sample energy wells separated by large barriers; while the high temperature simulations can effectively cross the high energy barriers separating wells. By shifting frames of simulations run in parallel between temperatures in this manner the entire system can maintain structural integrity, while still rapidly overcoming energy barriers, leading to accelerated conformational dynamics.

Although this method is effective, it is limited in that it can only be used on relatively small systems as the number of replicas needed to adequately sample a system is directly proportional to the system’s degrees of freedom. Given that increasing the systems size leads to an increased number of degrees of freedom, solvating even medium size proteins can require a massive number of replicas for adequate sampling with this method. To address this Lui and colleagues proposed a modified version of REM known as replica exchange with solute tempering (REST) [73, 164].

REST differs from classical REM in that the potential energy of the entire system is divided into three distinct terms: the internal energy of the protein ($E_P$), the interaction energy between the
protein and water (\(E_{PW}\)), and the interaction between water molecules (\(E_{WW}\)) (eq. 5.1). This potential energy function is used directly to define the lowest temperature replica, \(E_0\).

\[
E_0(X) = E_P(X) + E_{PW}(X) + E_{WW}(X) \quad \text{(eq. 5.1)}
\]

Although the energy of the lowest temperature system remains unchanged, REST makes use of the Boltzmann factor to rescale the energy potentials, \(E_m\), of all replicas above the initial temperature. The Boltzmann weighting factor can be defined in terms of temperature, \(T\) (eq. 5.2).

\[
\beta = \frac{1}{k_B T} \quad \text{(eq. 5.2)}
\]

The REST algorithm uses the Boltzmann factor directly to scale the \(E_m\) (eq. 5.3).

\[
E_m(X) = E_P(X) + \left[\frac{\beta_0 + \beta_m}{2\beta_m}\right]E_{PW}(X) + \left[\frac{\beta_0}{\beta_m}\right]E_{WW}(X) \quad \text{(eq. 5.3)}
\]

\(\beta_0\) is the Boltzmann factor calculated using the lowest simulated temperature, and \(\beta_m\) is calculated using the increasing temperature of each parallel system running, based on eq 5.2. Through this scaled interaction when the lowest temperature is calculated (\(\beta_0 = \beta_m\)) the systems original energy surface is recovered. Alternatively, when \(\beta_0 < \beta_m\) a flatter energy surface is obtained allowing the system to pass over energy barriers more rapidly. Essentially this uses a new type of thermosetting where the energy landscape is altered based on temperature, while the system is kept in an isothermal bath.

The advantage of using REST over classical REM is that the \(E_{WW}\) term is removed algebraically from the weighted probability function dictating the exchanges between replicas [73]. This term is normally responsible for the poor scaling observed by traditional REM due to the relatively large number of water molecules needed to solvate systems [73, 164]. Therefore,
REST still provides the same sampling as classical REM while requiring less replicas to achieve adequate sampling.

Any method used to generate a significant array of intermediate states is computationally expensive, but the use of REST provides some computational reduction compared to REM. The modified Hamiltonian used in REST reduces the computational costs associated with running replica exchange 3 to 10-fold, depending on the amount of water used to solvate the protein [73]. Additionally, the REST algorithm provides improved sampling of a system while still maintaining structural integrity of the protein. This method is expected to generate enough intermediate states to produce a robust model of the conformational switching of L-plastin if run extensively.

5.2.3 – Developing L-plastin Simulations into a Markov State Model (MSM)

Microsecond timescale simulations of EF-WT, EF-K96A-K97A, and R91A-K96A-K97A protein constructs have been generated using a modified version of replica exchange known as replica exchange with solute tempering (REST). Although these simulations currently remain unanalyzed significant structural changes are seen from the apo state. This structural change indicates that the conformational switching process, which activate L-plastin, may be occurring in these simulations. These simulations will be analyzed to generate a Markov state model (MSM) allowing the mechanisms associated with L-plastin switching to be further studied. These simulations have already been identified to contain several sets of unique structures, which appear to represent a structural transition. Such simulations will hopefully give more detailed insight into the activation process of L-plastin.

A MSM represents a stochastic model of the structural conformational process between the holo and apo states [165]. This MSM is created by first identifying similar structural conformations
within each pool of intermediate structures generated from the REST simulations. Defining unique states is a non-trivial problem, difficult mainly due to the number of degrees of freedom that are present in the switching process, and is often done using the proteins RMSD [165]. Once the pools of intermediate states have been defined into a finite number of unique states, it is possible to look for similar structures between the apo and holo systems [165]. Because the REST simulations generate an array of intermediate states which stem from both apo and holo L-plastin if there are similar structural conformations in both pools of structures it might be possible to connect the two states in a defined pathway [165]. The completed MSM will identify all similar structures between the apo and holo states generated from the REST simulations, and create a network of intermediate states connecting these two conformations [165].

From the generated MSM substantial amounts of useful data can be extracted including the rate of the structural deformations, changes in free-energy associated with various intermediate states, and the size of energy barriers that separate states within this dynamic process [165]. This information is obtainable as enough frames will hopefully be generated to identify a probability of switching between individual states along the pathway from the apo to the holo state [165].

5.2.4 – Full L-plastin Simulations

Although the simulations of the EF-hand motif of L-plastin have been revealing in identifying the mechanisms controlling Ca$^{2+}$-binding, to identify how these mechanisms activate actin bundling, simulations of the full protein may be necessary. The advantage of using the single N-terminal domain was its relatively small size, allowing fast and relatively inexpensive MD simulations to be performed. However, now that the mechanisms which regulate Ca$^{2+}$-binding are understood, larger simulations of the whole protein should be performed to identify how these mechanisms activate the rest of the protein. In addition to gaining additional insight into how this
protein activates, these simulations may reveal additional, and novel, targets to block the activation of L-plastin.

5.2.5 – Additional Mutants and Differential Scanning Calorimetry (DSC) Experiments

In addition to running computational simulations, there is still more experimental work that can be done. To further validate the model of switching generated for L-plastin’s EF-hand, differential scanning calorimetry (DSC) will be performed on the apo state of all protein mutants. This may should help identify that the starting state of each construct is equivalent, or if the H5-tail helps determine structural stability by altering DSC values, this data may help confirm the ranking of the stabilities of the protein constructs.

Although more experiments can be done on the mutants which have already been created, computational models have also identified residues in the N-terminal region of L-plastin’s EF-hand which may contribute to the switching process. Much like the H5-tail in its apo state, this region of the EF-hand remains unstructured. Therefore, to fully clarify the involvement of the N-terminal tail in the switching process, mutants should be generated in the N-terminus, and studied using the same methods applied to the H5-tail. In this way a direct comparison can be drawn between the effects of these mutants, mutants in the H5-tail, and the wild-type protein to fully understand the contribution of the N-terminal and C-terminal regions to the conformational dynamics of the EF-hand.
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