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Abstract

Distributed Software Systems (DSS) and their sub-category, Multi-Agent Systems (MAS), are composed of several collaborative components working towards a common goal. Requirement engineering involves the consideration of competing needs and concerns for the proper presentation of the specification of software systems. The analysis of the Scenario-Based Specifications (SBS) has many important advantages to minimize the generation of unexpected behaviours in DSS. These behaviours are known as Emergent Behaviours (EB), and can potentially lead to irreversible, costly damages. In this thesis, we focus on analyzing the software behaviours from the SBS to detect EBs. The verification of the software behaviours in the early stages of software development can detect and prevent unwanted behaviours.

In this thesis, different methodologies that aim to detect EBs are discussed. This thesis aims to provide a new automated, homogenous methodology to detect EBs based on their common cause of occurrence. Subsequently, different algorithms were proposed to detect the types of EBs, and examples were presented to explain the algorithms. With the adoption of data analysis techniques, we contribute to preventing these behaviours and ensuring system quality. To evaluate the proposed methodology based on the analysis of the SBS, we used two different approaches: (1) the conventional way by comparing the proposed methodology against related works’ methodologies, (2) the dynamic analysis of system traces, which requires the simulation of the SBS to aggregate the system behaviour in runtime. Results show a higher efficiency of the proposed methodology in detecting EBs compared to similar work, which was also proven by the statistical modelling of the case studies’ traces. Additionally, we verified the efficiency of the proposed methodology using sequential pattern mining techniques. This thesis contributes to the research of requirement engineering specifically and software engineering generally by providing an automated methodology to analyze the SBS as a black box. It assists the reusability of components and design sustainability. Moreover, the early identification of the cause of EBs empowers the designer and the software development team to handle these EBs and aids in decreasing the system cost.
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Chapter 1

Introduction

1.1 Background and Motivation

Due to the continued improvement in performance, resource sharing and availability, the demand for DSS is increasing in a wide variety of domains such as intelligent transportation, industrial automation, biomedical instrumentation, data resources integration and Internet of Things (IoT) [3] [4] [5] [6].

Scenario-based specifications are widely used to model the messages exchange between the different components of DSS. However, due to the lack of central control of DSS and the partial nature of scenario-based specification, DSS may exhibit new behaviours at runtime that are unspecified behaviours in the scenario-based specification. These behaviours are known as Emergent Behaviours (EB) or Implied Scenarios (IS) [7] [8]. These behaviours can potentially lead to unknown system states and costly damages [9].

The early detection and correction of faults may significantly affect the cost of large software products. An undetected fault in the requirements and design may spread through the software’s development phases. Therefore, identifying and improving any issue in the early design stage is more cost-effective than fixing it later and allows the prediction of later verification activities [10].
Consequently, several techniques focus on the analysis of software behaviour at various steps of software development. The three approaches to manage EBs, other than the conventional testing, are (a) the model-based analysis, which analyses the design documents [11] [12]; (b) the static analysis, which analyses the software code [13] [14]; and (c) runtime analysis, which analyzes execution traces of the system [15] [16].

There are several methods to relate requirements to system design, code and behaviour, such as Requirement Traceability Matrix (RTM) that relates requirement to the requirements artefacts and Unified Modeling Language (UML)’s class diagrams that relate them to concrete design [17] [18]. In this research, we consider the relation between the requirements and system behaviour. A practical approach to describe the complicated behaviour of DSS, given its requirements, is the use of SBS. Message Sequence Charts (MSCs) and UML’s interaction diagrams are generally used to specify scenarios of interactive systems [19].

Scenarios model the interaction between system components. The scenarios will be the source to verify the conformity of the system behaviours to the system requirements.

Consequently, this research will investigate EBs in DSS and MAS based on the analysis of the system model. Among the common problems in this area, we mention the following:

(P1) Each type of EB is detected using a different approach.
(P2) The process of detection of EBs is not fully automated.
(P3) Investigating efficiency of the model-based analysis at run time is generally omitted in previous research.

Taking into consideration these problems, we have implemented a new methodology for the detection of EBs. This methodology detects EBs by investigating the conditions that lead to each type of EB’s occurrence in the run time. The discovery of the cause of the EBs is more efficient than detecting EBs and then investigating their cause as the same weakness in the design may lead to several ISs. Moreover, we investigated the implemented methodology’s efficiency by analyzing a use case’s trace.

In this research, we aim to provide answers to the following questions:
(Q1) Are we able to propose a fully automated methodology that allows the detection of common EBs?

(Q2) How efficient is the proposed methodology?

The main phases of our research are:

- **Phase 1**: Identify the different types of EBs in DSS
- **Phase 2**: Propose a new methodology for detecting different types of EBs from scenario-based specification and proposing general solutions for each type of EB based on previous research.
- **Phase 3**: Automate the detection of EBs by implementing the proposed methodology.
- **Phase 4**: Investigating the efficiency of our methodology.

### 1.2 Problems and Challenges

The tendency to use DSSs in the computing industry leads to the study of its behaviours and related issues. The main reasons which make the design and implementation of DSSs an arduous task are their openness, the number of parallel processing, and unprofessional implementation [20].

In DSS, the system components are distributed across space, while they communicate via a communication network. The interaction between these components may result in undesirable EBs during the system execution, which in general, are implied by an undecidable action of the system components.

The DSS performance issues may be found during designing, testing and monitoring the software. This research focuses on detecting EBs in an early phase of the software development, which results in an improved quality and reduced cost. Additionally, discovering software failure at an early stage may prevent major system maintenance and avoid delaying progress of the final project.

Formal methods are verification techniques to discover EBs. These mathematical meth-
ods require knowledge and expertise to check the correctness of the system modelling with respect to the domain properties. Among problems encountered in detecting EBs during the design phase while using automaton theory for sophisticated design are that defining special algorithms or languages requires unique expertise and is time-consuming.

Model checking is used to ensure that the system behaviour fulfills its requirements. This methodology compares the model (e.g., state machines) and specification language, which show the system behaviour. The challenge in model checking is the state explosion problem [21], which is due to the exponential increase of the global states of the system as the number of the processes grows [22].

In order to avoid the problem stated in previous approaches, we have adopted a message content independent method. This method requires less effort to verify the modelling even when the system requirements change because it does not require the change of the formal specification. While, model checking requires specifying the formal method to formally verify the algorithm, we check the system behaviour by the analysis of the scenario-based specification. This method differentiates between send and receive messages while analyzing the system behaviours. Furthermore, this proposed methodology detects and eliminates the cause of the EBs, which consecutively, eliminates all its subsequent ISs.

1.3 Objectives

Considering the aforementioned problems, our research aims to detect potential EBs either for planned software or while implementing the next release of the software. We assume that the update of the system’s design may introduce new EBs. Our methodology tackles the lack of knowledge in the early design stage by considering the software components as black boxes. The early detection of EBs enable us to discover the weaknesses of the design and propose solutions. Additionally, a simulation is used to certify the components' behaviours and the whole system. Our objective is to analyze the scenario-based specification for detecting and...
depicting conditions that may cause EBs. Proposing an effective solution based on the cause of EBs may imply preventing the appearance of a group of ISs caused by a common source.

In this research, we will address the following research questions:

Q1: What are the shortcomings of previous methodologies?
Q2: How to define an efficient and fully automatic methodology to detect different types of EBs?
Q3: How to use the system tracing analysis of DSS and MAS to prove the existence of EBs?

Our primary research goals are:

Goal 1: Introduce a new homogeneous methodology for the detection of common types of EBs based on their cause of occurrence.

Goal 2: Implement the proposed methodology to automate the detection process and assist the designer and the developer in later phases of the software life cycle.

Goal 3: Certify the system behavior through its dynamic analysis.

1.4 Methodology

The early detection of potential EBs is required to support the development team to avoid software failure in a more effective and timely manner. Previous research studies have investigated the verification of the correctness of the behaviours of DSSs through identification and classification of EBs [23]. Classification of EBs, based on their cause of occurrence, results in preventing EBs to occur during the runtime. This reference classification catalogue helps to identify the cause of EBs and provides a general solution for each type.

Studying the conditions in SBS that cause EBs allows their direct detection from the scenarios without converting to intermediate models. Therefore, to identify EBs, we opted not to convert SBS into transition models (e.g. interaction graphs or state transitions). As this methodology does not require regeneration of graphs for the analysis, which may require
specific languages and domain expertise, it supports the multi release of the software, which is necessary to meet the increasing market requirements.

The proposed independent message methodology aims to detect specific patterns in the interaction diagrams that may exhibit unexpected behaviours during the run-time. Additionally, it aims to identify EBs defined in previous research, which are revisited in our research. The required information is extracted from the scenarios for both component and system-level analysis.

In enormous systems, traditional methodologies which use state transition may face shortage or computation problems while analyzing the system behaviours. Thus, we considered the analysis of SBS using pattern mining techniques. This technique allows for the detection of sequential patterns, even for extensive data. Consequently, the EB detection models are independent of the software specification size.

We are implementing our methodology into a fully automated tool to detect different types of EBs proposed in the catalogue of EBs. The methodology does not require expert intervention to identify the source of the EBs. Our goal is to support developers and testers to identify potential EBs and avoid possible failures as it is impossible to test all possibilities in sophisticated software. The methodology allows for the detection of potential EB, which can be positive or negative, according to the requirements specification documents. Both positive and negative EBs are unexpected, however, positive EBs do not contrast with the software requirements, whereas negative EBs can negatively impact the system’s service and lead to failure. This distinction requires expert domain knowledge. Thus, the classification of EBs as negative or positive is left to the stakeholder and the designer.

The spreading of the fault at execution time may depend on different phases that the system passes through before the testing. Thus, we opted for the simulation of the software systems to verify the proposed methodology’s accuracy.
1.5 Research Contributions

The main contributions in this thesis are:

1. A new methodology for the analysis of SBS.

2. The implementation of our methodology to automate the detection of different types of EBs.

3. The analysis of the simulated software’s traces to verify the correctness and efficiency of the proposed methodology.

1.6 Evaluation

The evaluation of the detection of EBs is performed by analyzing the results obtained by applying the proposed methodology on case studies extracted from related works which are considered as a reference in this field. Since there are no benchmarks or datasets to evaluate this methodology other than checking the proposed methodology against other works, we opted to adopt a dynamic analysis approach to verify the efficiency of the proposed methodology. The dynamic analysis approach is used to analyze the trace collected by the simulation of the SBS of the case studies. The result of these evaluations is presented in Chapter 4.

1.7 Thesis Structure

The rest of this thesis is organized as follows. Chapter 2 introduces different approaches for the detection of EBs and an overview of the related research studies. Chapter 3 introduces different types of EBs and presents a new methodology to detect them. Chapter 4 presents the application of the proposed methodology to various case studies. Finally, the last chapter
presents our conclusions, limitations we faced in this work and our recommendations for future studies.
Chapter 2

Literature Review

2.1 Introduction

EBs are unwanted behaviours that show during the system’s execution and do not conform to the system requirements. There have been different approaches for the verification and validation of software behaviours. In this chapter, we will review various approaches for the detection of EBs based on the SBS. Furthermore, we will present several research areas related to this work, such as sequential pattern mining, dynamic analysis and DSS frameworks.

2.2 Scenario-Based Specifications

Requirement engineering allows an accurate understanding of the system’s needs and stakeholder’s perspectives and develops them into detailed requirement [24]. In addition, the documentation of systems’ behaviours is essential in all companies for system improvement and maintenance [25]. Moreover, the modelling of the elicited requirements enables the verification and validation of the system. For instance, the availability of the models early in the requirement process allows model execution and code generation [26]. Thus, careful behavioural modelling is crucial for DSS.
Although using state machine models to describe the dynamic system behaviour presents several benefits, these models present a labour-intensive task [27]. An alternative technique to synthesis the system behaviours is the use the SBS. SBS such as Message Sequence Chart (MSC) and UML sequence diagrams are commonly used to represent the requirements specifications of systems [28]. An MSC is a graphical language standardized at the ITU [29]. The equivalent of MSCs in the UML are sequence diagrams [26]. Both behavioural models present the scenarios as a sequence of message interactions (i.e. events) among system components (i.e. agents, processes or actors). Concomitantly, the high-level message sequence chart (hMSC) shows the possible paths between the MSCs composing the system. It allows the ordering of the scenarios for proper system functionality. The equivalent of hMSC in the UML is the Interaction Overview Diagram.

An SBS models the ordered interactions between independents system components and the system’s reaction with external events [28]. It states the intended behaviours of the system to provide its functionalities. However, some behaviours of the system may not be visually seen in these diagrams. In DSS, SBS may present a partial description of the software behaviour due to its system’s components’ concurrent behaviours [8]. Thus, we aim to provide an approach to synthesis the analysis of the SBS and to support in the verification of software systems by the early detection of potential EBs.

2.3 Approaches for the Detection of Emergent Behaviour in DSS

An EB is an unexpected behaviour that shows in the runtime, whereas it does not conform to software requirement specifications [30] [31]. System verification and validation are processes used to ensure system quality. They are crucial to avoid failures that may result in costly and considerable damages while meeting system users’ needs. [32]. Verification is used to check if the system meets its specification. It is intended to verify if the system requirements
and specifications have been met. It is usually conducted using modelling, simulation and testing throughout the system’s lifecycle [33]. The validation is used to ensure that the system meets the stakeholders’ needs. It aims to affirm that algorithms are performing their intended functions effectively.

In this thesis our focus is on distributed system verification. The fundamental approaches to system verification are model-based analysis, static analysis and runtime analysis. Examples from each approach are presented in the following:

- Model-based analysis: This approach considers the analysis of model-based specifications. Besides presenting a convenient form of documentation, models facilitate the verification of the software systems at an early stage [34, 35, 36, 37].

- Static analysis: This approach analyses the code and does not require program execution. It explores all possible program behaviours and can find bugs that do not necessarily impact runtime behaviour. It is specific to the programming language used during the system implementation [38, 39, 40, 41].

- Runtime analysis: This approach checks behavioural constraints against system execution traces and logs. It is limited to the observed behaviour occurring during the runtime of the existing application [42, 43].

The three mentioned approaches are complimentary for the verification of the software. Besides the importance of runtime analysis and static analysis to avoid software failures after implementing the system, the early detection and removal of faults in the requirement and design phase may significantly reduce the project cost [44]. Our research is in the scope of the model-based analysis.

The model-based analysis allows to check if the critical system properties such as safety properties, time constraints, deadlock freedom, or the models’ proper implementation are satisfied. Common research on model-based analysis uses formal methods for system verification [9, 45, 46, 47]. Formal methods use mathematics and formal logic to prove the model’s
correctness with respect to a given specification that the system should satisfy [48].

Among the model-based verification algorithm relying on formal methods, we mention model-checking. Model-checking involves building a finite representative model of the system and verifying if the expected system behaviour satisfies the given specification [33]. Thus, model-checking comprises the model’s construction, defining the formal specification corresponding to the desired system behaviour and then the verification [49]. If the system does not meet the specification, a counterexample is generated. The study of the counterexample allows pinpointing the source of the error in the model. Among the research based on model checking, we cite [50, 51, 52]. Model-checking can be automated, but it may lead to a space explosion during the system behaviours’ analysis [22]. Besides, the verification procedure may take time while analyzing the models because of the large number of states. One of the main limitations to the adoption of model checking is that the modelling language is generally specific to the model-checking tool. Moreover, this method focuses on the detection rather than the analysis of the cause of failure, which requires further analysis to identify the cause of the problem [28].

The verification of software design to detect the faults that may lead to runtime EBs in DSS is required. In this research, we target assuring DSS’s quality by verifying the system’s behaviour anticipated from the models. Our analytical approach is not based on formal verification. Model-based verification is a verification technique that assures the proper implementation of the system. The verification of the system’s models allows detecting the weakness that may lead to runtime EBs in DSS to prevent their occurrence. However, manual verification of the system models and their review is not always possible, depending on the DSS’s complexity and scale. In DSS, the geographic distribution and the growth of the system in complexity may contribute to the occurrence of EBs during the system execution [53]. In the following, we present the approaches presented in related work to detect EBs.

Uchitel et al. [54] presented a technique to generate the architecture models using Labeled Transition Systems (LTSs). In addition, they proposed an algorithm to generate safety
properties. In order to detect ISs, the synthesized model is checked against the safety properties. In [2], Uchitel et al. proposed the definition of specification rules for verifying system behaviours. These rules are defined using Finite State Process (FSP) language, which is a formal language. The definition of these constraints requires domain expertise. This proposed approach provides a counterexample in case an issue is detected in the requirements specification. Among the limitations of this approach are the consideration of only synchronous communication between the system component and the state explosion problem.

In our previous study [55], we used the LTSA-MSC to model the software behaviours in the form of MSCs. This tool allows the transformation to Finite State Process. Finite State Process is a notation that generates a Labelled Transition System (LTS). This latter is a Finite State Machine (FSM) used to represent the exchanged messages for each component. It is a directed graph presenting the transition between the states for each component. The LTS of the system is obtained by the parallel composition of the system components. This parallel composition presents the trace of the system that we considered for the analysis of software behaviours. The work’s result was a hybrid system that allows the detection of component level implied scenarios based on traces obtained by the LTSA-MSC. The identification considers the catalogue of EBs provided by Fard [23]. However, we considered the change in the research path to avoid the state explosion problem encountered during the analysis and to consider asynchronous communication.

De Melo et al. [56] propose a methodology that consists of analyzing the implied scenario produced by the LTSA-MSC tool proposed by Uchitel. The methodology consists of collecting and grouping the implied scenarios into Common Behaviours (CBs) which is a group of ISs having similar messages. Then, the clustering of similar CBs into a family of common behaviours allows the classification of behaviours as negative or positive. However, it is important to mention that the definition of constraints in these processes are manual. These last steps of the methodology require domain knowledge. The definition of FSP constraints is the proposed solution to solve EBs. This methodology is limited to the analysis
of synchronous communication.

To specify the system’s behaviours, Alur et al. [57] methodology was based on MSCs and Message Sequence Graph (MSG). The model is linearized and checked against an automation showing the unwanted behaviour for each component to check the system’s behaviour. The authors investigated the realizability of the system and classified it as strong and weak. However, there are some issues related to this methodology. For example, this methodology cannot be implemented fully automatically as it requires expert knowledge to model the system.

Moshirpour’s research is based on semantic causality. The semantic casualty means that receiving an event should happen after the corresponding sending event and that for an event to happen, it requires the accomplishment of all casual procedures first [7]. This methodology was automated in a software tool. However, the use of FSM for behaviour modelling may lead to state space explosion during the system analysis.

Other research considered the verification of the system’s behavioural for the detection of EBs by investigating the cause and the condition in the modelling that may lead to the occurrence of EBs instead of the model checking techniques.

For example, Muccini’s approach aims to identify the ISs cause by the non-local choices [58]. The proposed algorithm allows identifying the process that generates an IS in the non-local choice node but it is not implemented into a tool. However, this approach assumes only the synchronous communication between the system components.

Song et al. [59] [60] converted the SBS into the specification and implementation graphs. The difference between the two graphs presents the unenforceable orders. They show that the existence of unenforceable orders may cause ISs. This approach is used to detect the cause of the ISs under the asynchronous and synchronous communication styles. The difference between the specification and the implementation graphs requires investigation in order to prevent ISs.

Fard [23] considered each scenario’s presentation in a separate graph to preserve the
interaction information for each component and between components. Each graph presents
the process interactions in the MSCs or sequence diagrams. The graph used to analyze
the system’s behavioural is created based on two concepts; the Core and the Node. The
Core contains information for the component level, whereas each Node contains the state of
the component and its interactions with other components. The proposed methodology is
message content-independent. The main contribution of Fard’s work was the modelling and
the classification of EBs. However, general algorithms were presented only for component-
level analysis.

To verify complex and concurrent interactions in DSS, we considered the analysis of the
components’ behaviours based on the cause and conditions that may lead to the occurrence
of EBs. In this work, we study the common types of EBs presented in previous research.
Therefore, we propose a new categorization of the EBs presented by Fard [23] for a better
analysis of the system behaviour. This catalogue is the result of the study from the literature
of common issues in DSS and MAS. It also provides solution repositories for the detected
problems.

2.4 Sequential Pattern Mining

Specification mining considers the use of a mining algorithm to detect frequent interaction
patterns from execution traces. It has been applied to solve problems in different domains
such as healthcare, text mining, web usage mining, etc. [61] [62] [63] [64].

Among the kinds of frequent patterns mining, we name sequential patterns mining. Se-
quential pattern mining is used to retrieve relevant patterns from sequential data while
considering the order of items [65].

Different sequential pattern mining algorithms were used to analyze sequential data such
as GSP [66], PrefixSpan [67], Spam [68], etc. GSP uses an Apriori-like approach to discover
sequential patterns. GSP applies a level-wise search to discover patterns. Among the limi-
tation of GSP is the repeated scan of the database to calculate a candidate’s support, the possibility of generation of non-existent pattern and the massive amount of memory used for the generation of patterns [69]. PrefixSpan is a pattern growth method focusing on searching the prefix sub-sequence and projects only their postfix sub-sequences on the database. However, the repeated scan of the database and the projection into a projection database can be costly in memory and runtime [70]. Spam is an Apriori-all type of algorithm. It uses pruning techniques to generate candidate sequences and improve the performance of the algorithm. It is more efficient than PrefixSpan in a larger dataset. CM-Spade [71], uses vertical representation to generate the patterns and calculate their support. It applies pruning techniques to overcome the performance bottleneck of vertical algorithms. To enhance the performance of CM-SPADE method, MCM-SPADE was introduced to be used on a multi-core processor system [72].

Each sequential pattern mining algorithm has characteristic features to generate candidate sequences. For example, all super-sequences of a closed pattern should have smaller support, whereas all the maximal pattern’s super-sequences should not be frequent. In this research, we aim to discover closed contiguous sequential patterns. The contiguous constraint applies strictly to maintaining the original adjacency of items. CCSpan [73] adopts a snippet-growth paradigm for the generation of candidates and three pruning techniques. This algorithm is efficient and scalable in terms of database size and support threshold. Besides considering the contiguous constraint, it precisely records the pattern’s occurrences in the database while avoiding the presentation of redundant patterns.

2.5 Dynamic Analysis and DSS

Undesirable behaviours are not explicitly presented in the specification of the system. However, it may occur in the implementation of this later. These EBs are generally the result of implementing the action from the local level of the component due to DSS’s characteri-
zation. The EBs can appear after several runs of the system. For this reason and to prove our approach’s correctness, we opted for the dynamic analysis of the traces.

Dynamic analysis is the process of testing software at runtime in a virtual or real environment. It allows the identification of issues that may arise in runtime. Among dynamic software analysis approaches, we name runtime verification. Runtime verification allows the checking of the correctness of the system behaviours at runtime. It considers the observation of the execution traces of the system and checks it against property specifications. This latter is extracted from the specifications in the form of formal language. The comparison of property specification against the execution traces ensures the system’s behaviours conform to its desirable behaviour [74]. In general, the verification of the execution sequences is processed by state machines [75].

To validate our methodology using the system’s dynamic analysis, we ensure the ISs detection according to our methodology occurs at the execution time. The generation of the traces of the DSS under analysis is a crucial phase. The accuracy of the monitoring affects the accuracy of the analysis.

DSS is composed of different components located in different physical locations and communicate through messages to achieve a common goal. The adoption of distributed systems architecture allows a higher availability, scalability and performance improvements of the software. However, to ensure the integration of the data and the system’s expected functionality, other management and conditions must be considered to ensure the systems’ proper functionality. Among the different types of distributed system architectures, we cite client-server, three-tier, n-tier and peer to peer. Different platforms have been proposed to facilitate the implementation of DSS. Among these platforms that allow easy implementation of distributed software systems, we name REST (REpresentational State Transfer).

REST is an architectural style. It allows an independent implementation of the server. The server and the client communicate through the use of resources instead of commands. However, REST communication is synchronous in nature.
Another modern platform has gained enormous tendency called gRPC (gRPC Remote Procedure Calls). It is a RPC framework that allows defining a transparent communication between the client and the server. Among the differences between gRPC and REST is the payload, which makes it faster than REST. Moreover, gRPC calls can be synchronous or asynchronous.

MAS are DSS composed of agents that cooperate to achieve a common goal [76]. JADE (Java Agent DEvelopment Framework) is an open-source framework fully implemented in Java that allows building MAS. It uses asynchronous message passing based on FIPA (Foundation for Intelligent Physical Agents) standards between agents.

In this thesis, we opted for JADE to simulate the execution of our system for several reasons. JADE facilitates the implementation of interacting entities to perform the functionalities of the system. Furthermore, entities can behave as servers by providing services to other entities or clients by invoking other entities’ services. Besides, the exchanged interactions between the system entities are conforming to the FIPA software standards specification.

To reason about the dynamic scenarios, Statistical Model Checking (SMC) proposes the analysis of the trace of a specific number of runs of a simulated system. It aims to prove the conformity of the system behaviour to the specification using a statistics technique [77].

Traces of the software system present massive data that require detailed analysis. Thus, the use of statistical models to extract analytical information.

Among the approach to statistical modelling, we name Bayesian Statistics [78]. It applies the Bayes theorem, which uses conditional and normal probabilities. In this thesis, we used HypTrails [79], a Bayesian approach used to compare hypotheses, to analyze the system traces.

Hyptrails is a general approach that uses the Markov Chain [80] to model human trials and Bayesian inference to compare a set of hypotheses, presenting the belief about the transition between the states, while considering empirical observations [79]. The evidence presented the probability of the data given a hypothesis.
2.6 Definitions

In this section, we present the definition of the keywords used in work:

**Definition 2.1. Message Sequence Chart (MSC):**

It describes the interaction among parallel components of a distributed system. It was introduced in International Telecommunications Union (ITU–T) Recommendation Z.120.

**Definition 2.2. High-level Message Sequence Charts (hMSC):**

It is a set of MSCs. It combines MSCs and represents their execution order. It allows getting the high-level structure of the process.

**Definition 2.3. Scenario:**

It is an interaction diagram. It could be sequence diagrams or MSCs.

**Definition 2.4. Visual Order:**

It is the local order of all processes and set of all edges.

**Definition 2.5. Process:**

It is active if the first action of the process is of type send in the local order of a scenario specification.

**Definition 2.6. Ready process:**

In a synchronous system, it is a process that has no interaction within the scenario. However, a ready process in an asynchronous system may only receive interactions.

**Definition 2.7. Shared states:**

They are similar states of a component in different scenarios.

**Definition 2.8. Vectors $\vartheta$:**

$\vartheta$ is a set of interactions. A vector $v$ is an interaction presented by the association of the Sender component UID, the interaction label and the Receiver component UID.
Definition 2.9. Receiver vector:

It is defined as the association of the interaction label and the Receiver component ID.

Definition 2.10. Feasible path:

It is a traceable path according to the system hMSC from a start scenario to an end scenario.

In this research, we may refer to the DSS component as a component, process or agent. Moreover, we refer to unexpected behaviours by Emergent Behaviours or Implied Scenarios.

2.7 Summary

The purpose of this chapter was to present the related literature. In the next chapter, we will introduce a new methodology for the detection of common EBs in SBS.
Chapter 3

Methodology

3.1 Introduction

In this chapter, we aim to highlight common issues in the distributed system design. A novel methodology to detect EBs is presented, which includes algorithms used to identify particular patterns in the SBS that may lead to potential EBs. These unforeseen issues have to be fixed by the designer or taken into consideration during the system’s implementation to prevent unintended behaviour at the execution time.

3.2 Rational and Problem Formulation

EBs can occur at the component level or system level. The component-level EB is generally the result of concurrent communication between system components and the loss of information about the interacting components. The system-level EB may be resulted from the combination of different components behaviours which may result in a new implied scenario.

The detection of EBs requires analyzing each component’s behaviour separately and also in interaction with other components. Thus, we considered the interaction diagram’s analysis using a novel methodology to detect different types of EBs. The detection methodology focuses on detecting EBs related to the ordering of events rather than the causal ordering
and is based on locating the causes that contribute to the generation of EBs during the runtime.

The main contribution of this work is to use the mining algorithm to detect patterns in the scenario specification. Contrary to the majority of traditional behavioural modelling, our methodology does not require transformation of SBS to another modelling form, such as the state model, to detect EBs. The proposed methodology considers the analysis of the information used to model the system behaviour for detecting different types of EBs. Accordingly, the proposed methodology can emphasize on EBs in the interaction graph provided by the designer.

In this work, we analyzed the interaction process based on the data extracted from the visual representation of the system interaction (i.e. MSCs or sequence diagrams). Thus, the same modelling is considered for component and system-level analysis.

The interaction diagrams are converted to events, which present the components’ interactions while preserving the local and global interactions order. Each event is a combination of the sender, the message label, and the receiver of the message. The events are then analyzed for a check of patterns and cases that may cause EBs.

The catalogue of EBs considered in this work defines the causes of EBs. Our goal is to discover the sets, from the provided SBS, that match the patterns which may lead to an unwanted system’s behaviour. The necessary information used for the analysis of the system behaviours is a triple \( t = (s, m, r) \) as a single word, where \( s \) denotes the unique identifier of the sender component, \( m \) denotes the message label or the method invoked for the communication between \( s \), and \( r \) denotes the unique identifier of the message type, order and scenario holder, as well as the receiver of the message. The information used for the detection of each type of EB may be different and extra information may be used for the detection of specific types.

This methodology was implemented into a homogeneous and fully automated tool to consistently identify the cause of EBs and annotate them in the scenarios.
The proposed methodology can be performed in two main phases, as shown in Figure 3.1:

- **Model-based Analysis:** This involves analyzing the system model-based specifications to detect unconformable behaviours to the system requirements. This main phase of this work consists of three tasks:
  
  - **Pre-processing Phase:** The data are derived from the design specifications and converted to a list of events to be used in the next phase.
  
  - **Analysis Phase:** In this phase, the data is analyzed to detect typical patterns used to identify EB’s different types.
  
  - **Reporting Phase:** The analysis results are exported to stakeholders in textual and visual format to support them in decision-making.

- **Dynamic Analysis:** This phase aims for verification of our proposed methodology during the runtime. In this phase, two techniques were adopted (i.e. dynamic analysis and statistical modelling). These techniques highlight the components’ interactions during the system execution and identify ISs.
3.3 Different types of EBs

Different types of EBs have been presented in previous studies [60][2][81]. The analysis of the system modelling for the detection of EBs was either at the component level or system level.

In this research, we opted for categorizing EBs based on the common cause of the EBs. This categorization defines more general subcategories that can make the resolution of the EBs easier for the designer. This classification of EBs may lead to a decrease in the algo-
rithm’s complexity during the detection of EBs and ease their prevention. The introduced
catalogue of EBs is presented in Table 3.1.

<table>
<thead>
<tr>
<th>Type of EBs</th>
<th>Component Level</th>
<th>System Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identical States</td>
<td>• Shared States</td>
<td>• Non-Local Branching Choices</td>
</tr>
<tr>
<td></td>
<td>• Respond to Different Components</td>
<td></td>
</tr>
<tr>
<td>Unenforceable orders</td>
<td>• Race Conditions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asynchronous Concatenation</td>
</tr>
</tbody>
</table>

Table 3.1: Types of EBs

The following presents a brief description of the EBs studied in this research. Details
about each type of EB will be given with greater focus in the next sections.

1. Identical States: This category of EB considers the analysis of unwanted behaviours
related to shared states. We refer to shared states as a sequence of identical states in
different system scenarios.

   (a) Share States (SS): This EB is resulted from the non-deterministic behaviour of
   the component after its identical states between different scenarios. The system
   may show an EB if the subsequent state after the identical state is sending a
   message, and there are no defined restrictions.

   (b) Respond to different components (RDC): This EB presents a particular case of
   shared states EB where the sender of the message is not considered during the
   scenario analysis for detecting shared states. The component may not have access
to message sender information for privacy reasons or in case of the loss of the data.

2. Unenforceable orders: This category of EBs is caused when the interactions between the
system components are uncertain and not having a restriction on the active processes
in different scenarios.

(a) Race conditions \( (RC) \): refers to a situation when a change of the order of received messages may alter the system’s behaviour. In other words, a permutation in the order of occurrence of the events may alter the expected program output.

(b) Non-Local Branching Choice \( (NLBC) \): Unexpected behaviour of the system may occur when the component can choose between different branches in the higher-level interaction diagram. A non-local branching choice is identified when the first events at the branching points are sent by different processes.

(c) Asynchronous Concatenation \( (AC) \): Based on the high-level Message Sequence Chart \( (hMSC) \), AC implies the assembly of the scenarios along a lifetime, which may disclose unexpected behaviours.

### 3.4 Model-based Analysis

#### 3.4.1 Pre-processing

To reduce the amount of processed information and to decrease the computational complexity of the methodology and its corresponding implementation, we opt to adopt two pre-processing phases, as described below.

**Pre-processing for the Detection of Neutral Components**

This phase helps to reduce the number of components to analyze and, consequently, reduces computational complexity. A neutral component is a component that does not contribute to the emergence of unwanted behaviours. These components are eliminated in this phase.

Based on the catalogue of EBs presented in Table 3.1, the properties that contribute to the emergence of unwanted behaviours are sent messages by the component under analysis for identical states EBs or active interactions for the unenforceable order EBs. Therefore,
we may consider those neutral components that do not contribute to the appearance of unexpected behaviours as passive components that only receive messages and not send any.

Algorithm 1 is used for the detection of neutral components. The definition of vectors \( \vartheta \) can be found in section 2.8. For the detection of neutral components, we extract vectors for each component of the system where this latter is sending messages to other components using the function \( \text{getSendingInteractions} (\text{interactionDiagrams}, C) \) (lines 1-2). If the extracted vector list is empty, then the component is appended to the list of neutral components \( N \) (line 4). The components identified as neutral are considered safe and are omitted from future analysis.

<table>
<thead>
<tr>
<th>Algorithm 1: Neutral components detection algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Interaction diagrams</td>
</tr>
<tr>
<td><strong>Output:</strong> Neutral components ( N )</td>
</tr>
<tr>
<td>for each component ( C )</td>
</tr>
<tr>
<td>( \vartheta_{c_s} \leftarrow \text{getSendingInteractions}(\text{interactionDiagrams}, C) )</td>
</tr>
<tr>
<td>if ( \vartheta_{c_s} = \emptyset )</td>
</tr>
<tr>
<td>append(( N, C ))</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>return ( (N) )</td>
</tr>
</tbody>
</table>

Pre-processing for Pattern Mining

In this pre-processing phase, we transformed the scenario-based specification raw data into an understandable format by the sequential patterns algorithms used in later phases to detect closed contiguous sequential patterns.

The first step was the extraction of relevant information to our analysis into a sequence database. Thus, we opted to discard some information for less expensive computation. Nevertheless, we considered the creation of new features for future use in pattern mining. For example, we created a new feature composed of the triplet \( \{ \text{Sender UID, Message label, Receiver UID} \} \). Sender UID and Receiver UID are unique identifiers, each of which refers to all components of the same type within the system.
The sequence database format is defined as each line is a sequence of items presenting
the interactions within a scenario, and each item is a word stating an interaction presented
by the combination \{Sender UID, Message label, Receiver UID\}.

In this work, we used pattern mining techniques, such as CCSpan \[73\], to identify interesting and useful patterns rather than a manual analysis of the data, which may be difficult and time-consuming. Consequently, we converted the textual data to numerical data according to the SPMF format, where each word is substituted with a unique ID. The file used as the input of a data mining algorithm is a list of sequences where -2 presents the end of the sequence. Each item is presented by a positive number and each sequence is a list of items separated by -1.

The pre-processing of our textual data allows for a faster and less expensive pattern recognition task. In this case, frequent patterns are interactions that co-occur in different scenarios. Although, further analysis using algorithms presented in the next section 3.4.2 should be applied to detected EBs.

### 3.4.2 Analysis Phase

This work analyzes the system’s interaction diagrams to detect common types of EBs in DSS and MAS. MAS is a sub-class of DSS. In this work, we detect components and system-level EBs. However, we classify the EBs according to their level and the leading cause of occurrence for two reasons. The first reason is that the same modelling can be used to detect EBs for both components or system levels. The second reason is that the analysis, according to the EB’s primary cause of the occurrence, makes the analysis less complicated. Previous research considered the study of interaction diagrams to detect EBs mainly according to their level of occurrence because each level requires different modelling for the detection of EBs.

The different types of EBs considered in this research are presented in section 3.3. Table 3.1 showed the identification of the different types of EBs according to their detection level
and their main cause of occurrence. There are component-level and system-level EBs. The component-level EB is implied by a single component’s behaviour, whereas the system-level EB is implied by the behaviour of the system’s different components. These types of EBs present common issues identified in the DSS by previous research. Each type of EB occurs by the combination of some reasons and conditions. More details about each type of EBs will be presented in the next sections.

For the detection of patterns that may cause unexpected behaviours, we consider using pattern mining techniques. The details of the pattern mining techniques and the algorithms used to classify the detected patterns are explained in more detail for each EB type. The input for the pattern recognition algorithm is a sequence of sentences. Each sentence represents an interaction diagram, and a sentence is a sequence of atomic blocks. As mentioned in the previous section, a pre-processing phase was required to convert the data to be fed to the data-mining library used in this research.

In this work, we considered the detection of EBs occurring at the component and system levels. We refer the type of EB to the kind of interaction or pattern on the modelling that may lead to unwanted behaviours. We considered two main branches for the detection of EBs: (1) check EBs that occur as a result of the interaction of different scenarios, (2) detect EBs that active components can cause. In the following sections, we will present the different algorithms used to detect each type of EB.

**Identical States**

The algorithm used to detect Identical States is defined in Algorithm 2. To detect Identical States, we first reduce the complexity of the algorithm’s calculation by detecting neutral components. The latter are excluded from the system’s components list to obtain the $NN$ list considered for detecting Identical States (line 1). For each non-neutral component, we extract its interaction vectors (line 3). If the interaction vectors are part of more than one scenario (line 4), the extracted list is further considered to detect shared interactions. In order
to check the patterns (line 6), we first pre-process the input (line 5). This pre-processing phase presented in the section 7 mainly converts the interaction vectors belonging to the same interaction diagram into a sequence of sentences. The detected patterns (line 7) are then checked to detect Identical States’ EBs.

Algorithm 2: Identical states detection algorithm

<table>
<thead>
<tr>
<th>Input: interactionDiagrams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Identical States</td>
</tr>
<tr>
<td>( NN \leftarrow ) getNonNeutralComponents(interactionDiagrams)</td>
</tr>
<tr>
<td>for each component ( C ) in ( NN ) do</td>
</tr>
<tr>
<td>( \vartheta_c \leftarrow ) getInteractions(interactionDiagrams, ( C ))</td>
</tr>
<tr>
<td>if length(getScenarios(( \vartheta_c ))) &gt; 1 then</td>
</tr>
<tr>
<td>sequences ( \leftarrow ) preprocessing(interactionDiagrams)</td>
</tr>
<tr>
<td>patterns ( \leftarrow ) checkPattern(sequences)</td>
</tr>
<tr>
<td>// Checking shared interactions EBs</td>
</tr>
<tr>
<td>potentialEBs ( \leftarrow ) checkEmergentBehaviours(( C ), ( \vartheta_c ), patterns)</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

Shared States (SS) This EB occurs when the agent presents identical states in behavioural modelling and gets confused about what action to take [34].

Identical States are the result of merging the behaviour of the component from different scenarios. However, the state after the shared states creates branches in the behavioural model of the sender component making its behaviour non-deterministic. The component sending the message after the shared state may force the message to other components since it has the freedom of sending the message. Consequently, the component may continue its behaviour after the shared states in another interaction diagram.

At this stage, the atomic block structure comprises the sender, the message label, and the receiver, while a UID identifies each component in the system. We refer to this atomic block structure by a vector. It is necessary for information processing, and it is used to extract concealed patterns. To detect Identical States, we consider synchronous communication between the system’s components. Thus, we considered the detection of closed contiguous
sequential patterns. The detection of Shared States was presented in [23] as a future trend.

To prevent this unwanted behaviour, a condition should be defined for sending the message. For instance, the component may send the message when it reaches the state to send it, whereas this state is reached by performing its tasks in another MSC.

The algorithm used to detect $SS$ considering synchronous communication is presented in Algorithm 3. The shared interactions for each component detected using pattern mining techniques are provided as an input for this algorithm. The provided shared states as input for the algorithm are the results of applying the pattern mining technique on sequential data considering the sender, the receiver, and the label of the message. The detected patterns with support greater than one ($\text{SUP}>1$) present the set of shared states of the component among the system’s various scenarios. In this work, SUP refers to the absolute support of a pattern in the sequential database. In other words, the support of a frequent sequence presents the number of sequences (i.e., scenario) enclosing the sequential pattern (i.e., identical states). To consider a sequence of interactions as a shared state between different scenarios, the sequence of interactions should appear in more than a scenario. Thus, the detection of identical states implies the selection of only the patterns that have support no less than one. The change in the order of the received messages is not considered during this analysis because we are considering only synchronous communication for the detection of $SS$. Consequently, we opted to apply a contiguous sequential pattern technique for the detection of shared states.

To detect $SS$, we first locate the detected patterns for each pattern in the interaction vectors of the component under analysis using the function $\text{locateIdenticalStates}(\text{patterns}, \vartheta_c)$ (lines 1-2). This function returns the start and end global order of each pattern in the scenario-based specification data. Furthermore, the support of the detected pattern presents the number of occurrences of the identical states in the different interaction diagrams. For each identical state, we verify if the sender of the next interaction after the identical state is the component under analysis (lines 3-6). The function $\text{getNextInteraction}(\text{identicalState})$ returns the next interaction of the identical states within the same scenario. If the sender of
the next interaction after the identical state is the component under analysis, the interaction is reported as an $SS$ as the component may not determine what action to take next.

**Algorithm 3: Shared states EBs detection algorithm**

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for each pattern in patterns</td>
</tr>
<tr>
<td>2</td>
<td>identicalStates $\leftarrow$ locateIdenticalStates (patterns, $\vartheta_c$)</td>
</tr>
<tr>
<td>3</td>
<td>for each identicalState in identicalStates</td>
</tr>
<tr>
<td>4</td>
<td>nextInteractions $\leftarrow$ getNextInteraction(identicalState)</td>
</tr>
<tr>
<td>5</td>
<td>if getSender(nextInteractions) = $C$</td>
</tr>
<tr>
<td>6</td>
<td>report($SS$)</td>
</tr>
<tr>
<td>7</td>
<td>end if</td>
</tr>
<tr>
<td>8</td>
<td>end for</td>
</tr>
<tr>
<td>9</td>
<td>end for</td>
</tr>
</tbody>
</table>

**Respond to Different Components ($RDC$)** From the local view of the component, some states are identical in more than one scenario. However, the sender of the same message could be different components. In some cases, like anonymity, the component may not consider the agent causing its state transition. In other cases, the component loses information about interacting components. Thus, the agent may be confused with which scenario to proceed correctly if the component has a sending message after the last state of the identical states [82]. Consequently, the component may oblige the sending of the message to another component.

This EB was introduced in [82]. The detection of the shared states causing the potential unwanted behaviour considers that the component under analysis loses the information about the sender and the receiver of the messages and brings it to the same state.

Considering that the component does not have a view of the interacting components, the observed patterns are based on the knowledge of the message label and its order for each component. For the detection of shared states at the component level, the sender was not considered a useful feature to be selected to detect patterns. The atomic block structure, in this case, is the message label and the receiver. To preserve the order of the interactions
between the components, we opted to use a contiguous sequential patterns technique. The retrieval of the patterns is based on the algorithm defined in [73]. In general, this algorithm allows the detection of closed contiguous sequential patterns.

Shared states present a particular response to a different component EB when the same shared interactions are also identical in terms of the sender between different scenarios. In other words, SS are included within the RDC when the message senders are the same. In this case, RDC presents a general situation of SS.

The agent’s insufficient information makes it more difficult for the component to make the right decision, especially when there are several possible actions. Consequently, adding a variable that shows the sender of the message is required. Defining a restriction on the sending messages based on the defined variable prevents the agent from making the incorrect decision and continuing its processing in another MSC when receiving the same message by a different component in different MSCs.

The algorithm used to detect RDC is presented in Algorithm 4. The shared interactions for each component present the input for this algorithm. These shared interactions result from applying the pattern mining technique on sequential data. The detection of RDC requires detecting patterns in sequential data where the atomic data is composed only of the component under analysis and the message label. Only shared states with support greater than one are considered for further analysis. The support reflects the number of occurrences of the shared states in the scenarios. To preserve the order of the received messages during this analysis, we opted to apply a contiguous sequential pattern technique to detect shared states.

To detect RDC, we start by analyzing the interaction diagram data to detect recurrent patterns while assuming the component loses the information about the sender of the receiving interactions. Thus, we first locate for each pattern the detected patterns in the interaction vectors of the component under analysis (ϑc) (lines 1-2). As RDC is a general case of SS, we avoid reporting RDC already reported as SS by verifying identical states using
the method \textit{isRDC()} (line 3). This method consists of checking whether the interactions of the identical states are identical in different scenarios. If all interactions are identical, the \textit{RDC} is a \textit{SS} and \textit{False} is returned. Else, an \textit{RDC} is reported (line 4). For each identical state, if the sender of the next interaction after the identical state is the component under analysis, then the next interaction is reported as an \textit{RDC} (lines 5-8).

**Algorithm 4: Respond to different components EBs detection algorithm**

\begin{verbatim}
Input: \( C, \vartheta_c, \) patterns
Output: \( RDC \)

1 for each pattern in patterns
2   identicalStates ← locateIdenticalStates(patterns, \( \vartheta_c \))
3   if identicalStates.isRDC() then
4       report(\( RDC \))
5       for each identicalState in identicalStates
6           nextInteractions ← getNextInteraction(identicalState)
7           if getSender(nextInteractions) == \( C \)
8               report(\( RDC, \) nextInteractions)
9           end if
10     end for
11   end if
12 end for
\end{verbatim}

**Unenforceable Order**

**Race Conditions (RC)** In our research, we refer to a race condition when the event’s occurrence in execution is different from the visual order of the events defined by the design [83]. The loss of ordering among the interactions gives rise to a difference between the system modelling and the system implementation [84]. Meanwhile, the changes in the order of the messages do not necessarily imply a race condition. The received messages’ order is important to the receiver when the changes in the received messages’ order alter the component’s functionalities.

This type of EB occurs in two cases:

1. When a component has interactions with other components, and no condition is defined to preserve the received messages’ order according to the system specification. A change
in the received events may lead to the generation of a new system’s behaviour. The unexpected behaviour resulting from non-preservation of events’ visual order is a race condition and has to be verified as wanted or unwanted behaviour. In this case, the analysis is restricted to finite communication behaviours, and then only active processes are considered in this analysis.

2. When a component receives the same messages (i.e., m1 and m2) in one of the interaction diagrams and receives the same messages in a different order (i.e., m2 and m1) in another interaction diagram. Even though the change in the order of the received messages respects the local order of the component in another MSC, the interacting components can differ. Consequently, a component may exhibit $RC$ when it receives the same messages in the expected order but from different components than defined in the SBS.

Considering the system behaviour analysis from the system design, other factors related to this EB as message loss and delays will not be considered in this analysis. For the detection of race condition EB, we check the situation where the change in the order of messages leads to implied scenarios.

A control on the order of the received event may prevent the occurrence of this type of EB. However, this may lead to deadlocks [85]. Moreover, the existence of the possible implied scenario in the specification may prevent the occurrence of the race condition EB.

The algorithm used to detect $RC$ is presented in Algorithm 5. For each scenario, we get the list of active process interactions (lines 1-3). As a concurrent communication to the same component in different scenarios may result in EB, we group the interactions by its receiver in each scenario (line 4). Then, we change the order of the received interactions for each block of interactions having the same receiver in a scenario (line 7). An $RC$ (case 1) is reported if the change in the order of the receiver vectors of the permutation is included in receiver vectors of active process interactions in other scenarios (lines 13-15). Otherwise, if
the permutation of the block of interaction with the same receiver is feasible in the interaction diagram, we report an $RC$ (case 2) (lines 9-13).

<table>
<thead>
<tr>
<th>Algorithm 5: $RC$ detection algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> interactionDiagrams</td>
</tr>
<tr>
<td><strong>Output:</strong> $RC$</td>
</tr>
<tr>
<td>1 for each scenario in scenarios(...)</td>
</tr>
<tr>
<td>2 blocks ← getActiveProcessesFirstInteractions(interactionDiagrams, scenario)</td>
</tr>
<tr>
<td>3 end for</td>
</tr>
<tr>
<td>4 candidateBlocks ← groupByScenarioReceiver(block)</td>
</tr>
<tr>
<td>5 for each candidate in candidateBlocks</td>
</tr>
<tr>
<td>6 permutations ← permutation(candidate)</td>
</tr>
<tr>
<td>7 for each potentialEB in permutations</td>
</tr>
<tr>
<td>8 case1 ← false</td>
</tr>
<tr>
<td>9 if (ReceiverVector(potentialEB) $\in$ ReceiverVector(candidateBlocks))</td>
</tr>
<tr>
<td>10 if (potentialEB $\notin$ candidateBlocks)</td>
</tr>
<tr>
<td>11 report($RC$- case 2)</td>
</tr>
<tr>
<td>12 end if</td>
</tr>
<tr>
<td>13 else</td>
</tr>
<tr>
<td>14 case1 ← True</td>
</tr>
<tr>
<td>15 end if</td>
</tr>
<tr>
<td>16 end for</td>
</tr>
<tr>
<td>17 end if</td>
</tr>
<tr>
<td>18 if case1</td>
</tr>
<tr>
<td>19 report($RC$- case 1)</td>
</tr>
<tr>
<td>20 end if</td>
</tr>
</tbody>
</table>

**Non-Local Branching Choice ($NLBC$)** This implied scenario occurs when the system’s high-level structure has at least two branches, and the active process in each branch is the instance of different components. This implied scenario may appear when a process follows one branch, whereas another process follows another branch. The resulting behaviour therefore does not conform to the system specifications.

When deciding which branch to follow depends on more than a process; it is referred to as non-local branching as it is not a local decision for one component [86].

In Algorithm 6, we consider the detection of the non-local branching choice $NLBC$. First, we extract the forks of the high-level structure (line 1). Then, for each fork of the
Algorithm 6: NLBC detection algorithm

Input: Interaction diagrams, hMSC
Output: NLBC

1. forks_h ← GetBranches(hMSC)
2. for each fork $F$ in forks_h
   3. MSCs_F ← getScenarios($F$)
   4. for each scenario MSC in MSCs_F
      5. activeProcesses ← GetActive(MSC)
      6. end for
   7. if the number of unique process $p_a$ in activeProcesses $> 1$
      8. report(NLBC)
      9. end if
   10. end for

This implied scenario may be prevented by defining a global condition in the branching for all active processes.

Asynchronous Concatenation (AC) The asynchronous concatenation of scenarios occurs when components do not wait for the end of execution of other components in the current scenario and proceed with its execution in the next scenario.

This EB can be caused by active processes where no condition is specified on when to start the next scenario, and its sub-graph of the active component shows different behaviour from the system level. When a process does not interact in all the scenarios, it may present a different behaviour than the behaviour presented in the hMSC. When the process is active, it may start its actions in the next scenario according to its local behaviour without waiting for other processes.

The hMSC models the transitions between i MSCs. A feasible path is traceable from an initial scenario $MSC_j$ to a final scenario $MSC_{j+1}$ according to the hMSC, such that $MSC_j$ precedes $MSC_{j+1}$. Each scenario of MSC presents the sequence of interaction $\{m_1, m_2, ..., m_k\}$
between agents \(\{a_1, a_2, \ldots, a_l\}\). If agent \(a_m\) has interactions in \(MSC_m\) and \(MSC_{m+n}\) \((n > 1)\) scenarios, respectively, and if it is an active agent in \(MSC_{i+n}\), a new path \(MSC_i \rightarrow MSC_{i+n}\), which is infeasible according the system \(hMSC\), is implied.

The Algorithm 7, which we previously published in [87], is used for the detection of \(AC\). In order to reduce the computational cost, we detect active processes in each scenario (line 1). For each active component, we detect ready scenarios (line 3). Then we detect the predecessor and the successors of the ready processes (lines 5-6). If the component is active in the successor processes and the path predecessor successor is an infeasible path, this latter path is reported as asynchronous concatenation EB (lines 7-15).

In [23], they considered the detection of this type of implied scenario by comparing the component’s high-level structure against the system’s high-level structure. Comparing the graph does not always lead to an implied scenario. For example, the branch for an active process, it is not active in all the scenarios forming the branch. It may show a different path, but it is for passive scenarios. Moreover, if it has a part in the last interaction in the
previous MSC, it could not cause an EB as it marks the end of the MSC.

Conditions must be defined to guarantee the perseverance of the message order. For example, blocking and waiting for functions must be defined to prevent the execution of other functionalities of the component in other scenarios before other components complete their functionalities according to the scenario specification.

3.4.3 Reporting Phase

This phase consists of reporting EBs detected during the analysis of the system modelling. To obtain consistent results, analyze different system’s modelling independently of their size, and ensure the system’s sustainability, we opted to implement our approach into an automated software system. During the reporting phase, the automated tool presents a detailed report in both textual and graphical formats. Any potential EBs will be addressed in the system modelling or considered in later software development phases. Moreover, the obtained results are used for the dynamic analysis phase to verify the system behaviour in runtime. The implemented tool will be presented in more detail in the next chapter.

3.5 Dynamic Analysis

To examine our methodology’s efficiency in detecting EB, we analyzed a case studies behaviours in runtime. The verification process was elaborated using two approaches. The first approach consisted of comparing the expected behaviours of the system according to the different hypotheses. However, the second approach considered the detection of interaction patterns between the system components.

To analyze the behaviours of a case study, we considered the system design simulation to understand its behaviour. Using this approach, we tried to answer the question of what EBs the system will show if it is implemented precisely as described in the scenario-based specification. In other words, we verified whether the behaviour described in the scenarios
is the same as the implemented DSS behaviour.

Since there are infinitely many runs of the system in general, we considered the trace of software for many runs. This step aims to prove the presence of errors indicated during the scenario-based specifications analysis. Each trace contains different information, such as the sender and the receiver of each interaction, its local order, and to which scenario it belongs.

In this task, we abstracted the essential features of the system. The event that changed the state of the system entities considering the message label. For the coding, we chose a general-purpose language (i.e., JAVA).

To verify the system behaviour in runtime, we opted to simulate one of the case studies using JADE as presented in Section 4.4. Among the reasons behind considering JADE in the simulation is the high-level of abstraction for easy implementation of MAS. For the simulation of SBS, we implemented the system’s components as agents (i.e. component) that interact through message exchange. Each component has control of its actions and can decide autonomously when to perform them. Furthermore, each agent can be a server and/or a client. The component of the system presents software entities that can be located on different platforms. As in this work, we focused on the program synthesis from SBS, and we worked on the implementation of the program based on the specification without studying other factors that may impact the system behaviours like time constraint and ontology consideration.

3.5.1 Statistical Modelling

Among the types of data analysis techniques, we consider statistical modelling to gain useful information about the system behaviour using the collected traces. In this section, we use statistical modelling to visualize the relationships between the collected data and the hypotheses in a mathematical way. To determine if our tool accurately detected EBs in the system modelling, we compared the potential EBs detected using our methodology and the expected behaviour of the case study to the monitored data.
In the following analysis, we analyze the traces using the Hyptrails [79], which displays the evidence of hypotheses compared to the monitored data. Each hypothesis represents the belief about the transition between components for the component-level analysis and between scenarios for the system-level analysis. The data corresponding to each hypothesis is generated through a random walk on the Markov Model corresponding to the hypothesis. The walker starts at the initial node, presenting the first interaction of the model, and then chooses the next node by randomly selecting one of the outgoing links (i.e., next interaction) of the current node. The generated data is then compared to the tracing data to retrieve the most plausible hypothesis. The probability distribution of state transition is obtained by observing the transition from the current state to the next state.

For component level EBs as shared states, responses to a different component, and race conditions, we aim to detect the change in the order of the interactions’ local order. However, for system-level EBs as asynchronous concatenations and non-local branching, we aim to detect the change in the order of the execution of the scenarios. Accordingly, we pre-processed the tracing data into a set of events to represent the transition between the scenarios.

At this level, we aim to verify the presence of EBs in the runtime.

### 3.5.2 Pattern Mining Analysis

As the analysis of the trace for detecting potential EBs is a data-intensive activity, we used a Closed Contiguous Sequential pattern CCSpan [73] for the elicitation of sequential patterns. In this analysis, we required a contiguous analysis of the patterns because it was important to track the order of the event’s execution. For example, the race condition results from the change in the order of the received messages to a component.

In this work, we opted for the use of closed sequential pattern mining to reduce the number of the collected patterns while achieving the same expressive power. For instance, a closed pattern is a pattern that is not included in a super pattern having the same support. It avoids the presentation of inefficient and redundant patterns.
The analysis of this data is different between component and system levels. For the component level, we focus on tracking the interactions between the component and the order of the interactions’ execution. For the system level, we focus on detecting the pattern of interaction between the system scenarios. Although the data structure is different in both levels, we always track the order of the execution from a Source to a Target. For this reason, we apply a sliding window of two.

3.6 Conclusion

By extracting the required information from the system modelling, we were able to detect components and system-level EBs. The adopted pre-processing phase allowed the reduction of the computation complexity. Different conditions have been considered for the detection of different types of implied scenarios. Each type of Ebs can have different conditions to be satisfied to be implied in the system or component level. A new methodology has been presented for the detection of the defined EBs.
Chapter 4

Case studies and Results

4.1 Introduction

In the previous chapters, we presented our methodology to detect common types of EBs. In this chapter, we apply our methodology to various case studies. To assess the potential of our methodology to detect EB in SBS, we used two approaches. The first traditional approach in this area is based on a comparative study. The second approach consists of the analysis of the traces resulted from the simulation of two case studies.

4.2 Tool Support

Our methodology benefits from being implemented into an automated tool, which provides faster results. The tool supports the applicability of our methodology on different case studies independent of their size.

This tool was implemented using Python, which is a powerful object-oriented tool. Furthermore, it is an open-source technology that offers access to extensive support libraries. Python showed productivity and speed besides a user-friendly structure. These criteria were essential in the implementation of our tool, which requires fast analysis of the data. For the graphical interface, we opted for PyQT, which offers a modern look and is suitable for
In this work, we considered the use of the Visual Paradigm modelling tool to convert the project modelling constructs into the CSV format. Other modelling tools, such as StarUML also offer this feature, however, one of the advantages of the Visual Paradigm is that it is compatible with other modelling tools and allows importing modellings from different file types.

To automate the pattern detection, Sequential Pattern Mining Framework (SPMF) [88] was used for pattern mining. SPMF is an open-source library, which provides implementation of many pattern mining techniques. In this work, we integrate this library in our tool to detect patterns that may cause the occurrence of EBs during the execution time.

The snapshot shown in Figure 4.1 shows the graphical user interface of the automated tool. After importing the system’s SBS, the user may choose which type of EB to consider during the analysis. By starting the system checking, a report outlining potential EBs is presented. The output of the analysis using our methodology is shown in the results section. The output is also displayed in the form of notes on the diagrams as displayed in Figure 4.1.

### 4.3 Case Study Analysis

In this section, the proposed methodology is applied to ten different case studies, formerly reported in the literature and of different complexities, to validate its efficiency in detecting EBs. Here, two case studies are presented in details:

#### 4.3.1 Case Study 1: Real-Time Fleet Management System

The real-time fleet management system, presented in [1], allows the scheduling based on the tracking of the fleet. This system sends text messages or emails to the transit users registered to receive notification for the bus arrival. The system collects the bus location data using GPS, weather condition and traffic condition to estimate the time required to reach each the
Figure 4.1: GUI of the automated tool

bus stop. The system has three scenarios: calculating bus arrival times and notifying users, recalculating bus arrival times according to traffic updates and also according to manually entered data. This has been shown in figures 4.3, 4.4 and 4.5, respectively.

The analysis of SBS of the real-time fleet management system depicts two types of EBs (i.e., SS and RC) as presented in Figure 4.6. The \textit{update} message that the process Server sends to the Web Interface may cause an SS as it is sending a message after the identical states are detected in MSC1 and MSC2. This interaction may cause an EB because the Server may send the \textit{update} message after the identical states, whereas the system was supposed to wait to receive \textit{send traffic update} and recalculate the arrival time. The system’s analysis reveals more than identical states; however, not all identical states can cause EBs. For example, the identical states composed of the interactions between \textit{estimate time}, \textit{update},
select users and send SMS presents the last interactions in the scenario MSC2 and MSC3, and there is no interaction after the identical states, which does not lead to an EB.

The EB detection analysis, reveals three RCs. The first RC was detected in the MSC1 and was caused by the concurrent interaction send location data, send traffic data and send weather data by the active processes GPS Data Rec., Traffic Data Rec. and Weather Data Rec., respectively. The same RC is also detected in the MSC1. Moreover, the change in the order of the sent interactions send data and enter data to the component server may cause an RC. This analysis reveals the possibility of the occurrence of RC, which is based on the domain knowledge and decision whether these interactions have to be received in the proper sequence for the system to behave as expected. In case the behaviour of the system does not depend on the specific timing of the reception of these messages, the results are
considered during the system implementation. For example, the next action of the system should not be uniquely dependent on the last received message based on the visual order of the interactions in the scenarios but the reception of all messages that may cause the $RC$.

Based on our analysis, the EBs are detected between the MSC1 and MSC2. The trace-based simulation is performed to analyze the trace of the execution of these two scenario specifications.

Figure 4.3: MSC1: Calculates bus arrival times and notify users as illustrated in [1, Fig. 2]

Figure 4.4: MSC2: Recalculate bus arrival times according to traffic updates as illustrated in [1, Fig. 3]
4.3.2 Case Study 2: Boiler Control System

The boiler control system was described in [89] [2]. This system controls the temperature and the pressure of the boiler. It is modelled by four scenarios showing the interaction between its components. The scenarios, as well as the high-level structure, are presented in Figure 4.7. Using our approach, we detect two types of EBs, which are NLBC and AC as presented in Figure 4.8. The hMSC of the system branches into three scenarios Analysis, Stop and Register. The active processes in these scenarios are Control, Control, and Sensor, respectively. This situation may lead to NLBC. After the execution of the MSC Register, the system can choose between processing to the scenario Register, Analysis or Stop. As the active processes in the branches forming the fork are different, Sensor may choose the Register MSC, whereas Control may choose the Analysis MSC without synchronizing their choices.

Four asynchronous concatenation EBs were detected when we assume a synchronous concatenation between the scenarios of this case study. These EBs imply seven ISs and present changes in the order of the execution of the MSCs, which does not conform to the system specification. The component Control has interaction in the scenario Initialise but is a ready process in the scenario Register. The fact that Control is an active process in the
successor scenarios Analysis to Register may results in two EBs (i.e., Initialise → Analysis and Initialise → Stop). Based on the system hMSC, we have the following feasible path: Analysis → Register → Analysis. However, another path, Analysis → Analysis may be implied because Control is an active process in Analysis whereas it is a ready process in Register. The EB Analysis → Stop is also caused by the component Control being in a ready state in Register and an active state in Stop. A consequence of the occurrence of the asynchronous concatenations is IS. For instance, the occurrence of the EB Analysis → Stop could result in the ISs Stop → Analysis and Analysis→ Stop → Register.

In the analysis of the system with the assumption of an asynchronous concatenation, another EBs was detected in addition to the EBs detected with the synchronous communication in the system (Figure 4.9). The component Sensor is an active component in Register which may lead to the system starting its execution by the Register. The IS resulting from this EB is Register → Initialise.

The last connection of the MSC register is identified as a non-local choice node (Stop-Register). In other words, it is a branching node through which directly related interactions
Figure 4.7: hMSC and MSCs presenting the boiler control system as illustrated in [2, Fig. 1]

Results

******* Identical States *********

******* Race Condition (RC) ***********

******* Non-Local Branching Choice (NLBC) *************

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>The scenarios forming the fork (Stop, Register) have more than an active process:</td>
<td></td>
</tr>
<tr>
<td>- Control</td>
<td></td>
</tr>
<tr>
<td>- Sensor</td>
<td></td>
</tr>
</tbody>
</table>

******* Asynchronous Concatenation (AC) ***********

<table>
<thead>
<tr>
<th>E.L. 4: Asynchronous Concatenation (AC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The agent: Control is a ready process in the scenario Register but is an active process in the successor scenario: Stop</td>
</tr>
<tr>
<td>The predecessor of Register: Analysis</td>
</tr>
<tr>
<td>-&gt; Implied Scenario: Analysis - Stop</td>
</tr>
<tr>
<td>-&gt; Subsequent Implied Scenario(s):</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E.L. 5: Asynchronous Concatenation (AC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The agent: Control is a ready process in the scenario Register but is an active process in the successor scenario: Analysis</td>
</tr>
<tr>
<td>The predecessor of Register: Analysis</td>
</tr>
<tr>
<td>-&gt; Implied Scenario: Analysis - Analysis</td>
</tr>
<tr>
<td>-&gt; Subsequent Implied Scenario(s):</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E.L. 6: Asynchronous Concatenation (AC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The agent: Control is a ready process in the scenario Register but is an active process in the successor scenario: Analysis</td>
</tr>
<tr>
<td>The predecessor of Register: Initialise</td>
</tr>
<tr>
<td>-&gt; Implied Scenario: Initialise - Analysis</td>
</tr>
<tr>
<td>-&gt; Subsequent Implied Scenario(s):</td>
</tr>
</tbody>
</table>

Figure 4.8: The result of the analysis of the boiler control system using our tool considering synchronous communication
Figure 4.9: The result of the analysis of the boiler control system using our tool considering asynchronous communication
Table 4.1: The number of scenarios and components in the different case studies

<table>
<thead>
<tr>
<th>Case Studies</th>
<th>Number of processes</th>
<th>Number of scenarios</th>
<th>Number of interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM [90]</td>
<td>3</td>
<td>12</td>
<td>33</td>
</tr>
<tr>
<td>Boiler Control System [89]</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Distributed Smart Camera System [56]</td>
<td>5</td>
<td>5</td>
<td>84</td>
</tr>
<tr>
<td>Fleet Management System [23]</td>
<td>8</td>
<td>4</td>
<td>68</td>
</tr>
<tr>
<td>Green House System 1 [82]</td>
<td>8</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>Green House System 2 [89]</td>
<td>3</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>GSM Mobility Management 1 [60]</td>
<td>4</td>
<td>14</td>
<td>64</td>
</tr>
<tr>
<td>GSM Mobility Management 2 [56]</td>
<td>4</td>
<td>24</td>
<td>94</td>
</tr>
<tr>
<td>MyPetStore [81]</td>
<td>5</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Order Delivery System [91]</td>
<td>5</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Real Time Fleet Management System [1]</td>
<td>8</td>
<td>3</td>
<td>60</td>
</tr>
</tbody>
</table>

are sent by different processes (Control-Sensor). At the fork level, the process control may start the execution of the scenario Stop, whereas the process Sensor starts the execution of the scenario Register.

4.3.3 Comparative Study

To provide different evaluation criteria of our methodology to the previous methodology, we selected the case studies to reflect different applications. Furthermore, the case studies, presented in Table 4.1, were selected from related research that adopted theoretical and practical work and is considered as the main works in the literature.

The results of the automatic program system analysis of the different use cases are reported in table 4.2. In the analysis and reporting of the number of EBs in the used cases, we assumed synchronous communication between the system’s components in this section.

Our methodology focuses on the detection of EBs. The number of EBs detected could be significantly different from the number of ISs. For a proper comparison of our methodology to other methodologies, we opted for the estimation of the number of IS that may result from the occurrence of an EB. The calculation of the number of ISs is specific to the type of EB. This number also affected by the number of interactions and the number of scenarios affected by the EB.

For SS, identical states causing an SS may cause different ISs that are dependent other
Table 4.2: The number of EBs/ISs detected in each case study

<table>
<thead>
<tr>
<th>Case Studies</th>
<th>SS</th>
<th>RDC</th>
<th>RC</th>
<th>NLBC</th>
<th>AC</th>
<th>Total EBs/ISs (our approach)</th>
<th>Total EBs/ISs (other approaches)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>1(2)</td>
<td>0</td>
<td>0</td>
<td>1(2)</td>
<td>0</td>
<td>2(2)</td>
<td>2 EBs [23], 2 ISs [91]</td>
</tr>
<tr>
<td>Boiler Control System</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1(2)</td>
<td>4(7)</td>
<td>5(9)</td>
<td>4 EBs [23], 7 ISs [60]</td>
</tr>
<tr>
<td>Distributed Smart Camera System</td>
<td>13</td>
<td>13</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>29</td>
<td>9 CBs [56]</td>
</tr>
<tr>
<td>Fleet Management System</td>
<td>7</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>19</td>
<td>1 EBs [23]</td>
</tr>
<tr>
<td>Green House System 1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>1 EB [82]</td>
</tr>
<tr>
<td>Green House System 2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1 EB [89]</td>
</tr>
<tr>
<td>GSM Mobility Management 1</td>
<td>1(1)</td>
<td>3</td>
<td>0</td>
<td>2(4)</td>
<td>2(4)</td>
<td>8(12)</td>
<td>32 ISs [60]</td>
</tr>
<tr>
<td>GSM Mobility Management 2</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>17</td>
<td>16 CBs [56]</td>
</tr>
<tr>
<td>MyPetStore</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1(2)</td>
<td>0</td>
<td>1(2)</td>
<td>1 EB [23], 3 ISs [81]</td>
</tr>
<tr>
<td>Order Delivery System</td>
<td>1(2)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2(4)</td>
<td>3(6)</td>
<td>1 EB [23], 4 ISs [60]</td>
</tr>
<tr>
<td>Real Time Fleet Management System</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2(4)</td>
<td>3(6)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

than to the number of occurrences of the identical states in different scenarios to the next interaction after the identical states. For RDC, the number of ISs is calculated based on the number of interactions in the identical states where either the sender or the receiver are not identical, and the number of scenarios in the identical states is detected. The race condition ISs are all the combinations that can occur on receiving the interactions that may cause the RC except the combinations defined in other scenarios.

For NLBC, the number of IS depends on the number of active processes in the fork causing the EB. However, the number of IS reported in AC refers to the infeasible path according to the hMSC of the system and not according to the MSC, like other types of EBs. However, if we consider the same calculation used for component level while calculation system level, the number of ISs increases. In this case, the number of IS also depends on the number of interactions in each scenario causing the EB.

The number of ISs resulting from EBs is presented between parentheses. Reporting the possible ISs is also needed to detect the occurrence of EBs in runtime. In runtime, the EBs may be detected in the form of IS.

The chart presented in Figure 4.10 gives information about the number of ISs, and the number of EBs detected in our work and in related work for each of the case studies presented in Table 4.2. It shows that our methodology detected more EBs and more ISs in the majority of case studies. In the case study GSM mobility management, the ISs detected by our work are lower than the number of ISs detected by related work. This may be explained by our different approach to calculate the number of ISs for the system level EBs.
Figure 4.10: Number of EBs/ISs detected in our work versus related work for different case studies

Figure 4.11 presents the correlation between the number of detected EBs and the SBS data. The stronger the correlation is between the variable, the bigger the circles is. The figure shows a positive correlation, displayed in red, between the number of EBs detected and the number of interactions within the SBS. However, a negative correlation, displayed in blue, is displayed between the number of processes and EBs detected.

4.4 Dynamic Verification

In this section, we analyze the dynamic behaviour of the case studies to check if the system behaviour matches the behaviour specified in SBS or shows unexpected behaviours as detected by our methodology. The software behaviour is verified by the simulation of the software execution based on SBS. The collected traces are analyzed using statistical modelling and data mining approaches.

To simulate the case studies presented in sections 4.3.1 and 4.3.2, we implemented SBS
Figure 4.11: Correlation between the number of EBs detected and the SBS
of the system using JADE, which presents an efficient environment for distributed agent systems.

The traces of execution of the system could be different in every runtime which lead as to the collection of system traces for several executions. In the following, we are detailing only two case studies.

4.4.1 Statistical Modelling

Statistical modelling is used to model the outcome of comparison of the hypotheses given empirical data. The empirical data is the traces collected by the simulation of SBS. Each hypothesis corresponds to Markov Chain Model presenting the interactions within the system. The synthetic dataset used to generate an order ranking of the hypotheses considering the system’s traces is generated through a random walk through the Markov Chain. The system’s simulation supposes that the system’s behaviour conforms to its specifications. However, according to our analysis, the system may show EBs under certain circumstances. Thus, we compare the results obtained by applying our methodology to those assuming that the transitions between the runtime scenarios are always compliant to its hMSC. Each hypothesis is illustrated in a distinct colour. The belief level in a given hypothesis corresponds to the hypothesis weighting factor $k$, which is reported in the x-axis. The evidence is presented in the y-axis. For the same values of $k$, stronger evidence means a higher plausibility.

Case Study 1: Real-Time Fleet Management System

In this section, we analyze the behaviour of the system by the analysis of the order of execution of the interactions within the scenarios. Thus, we considered the global order of the interaction as an atomic unit. In this section, we are studying the data collected by comparing it to the hypothesis. Each hypothesis expresses how the data could be produced. The first hypothesis (H1) assumes the transition between one interaction to the next according to scenario-based specification, the second hypothesis (H2) assumes that unexpected
behaviours are depicted by our analysis of the system in section 4.3.1 occurred during the system execution. The results of our analysis are presented in Figure 4.12. The results show that our hypothesis assuming the occurrence of EBs in runtime is more plausible than the hypothesis assuming the execution of the system according to SBS. For a more detailed analysis of the type of EBs that occurred, we opt to analyze the system trace using sequential pattern mining analysis.

Case Study 2: Boiler Control System

The set of hypotheses considered in this analysis are as follows: (H1) the system behaviour matches SBS, (H2) the system behaves according to the system specification while showing EBs at times, (H3) the system may re-execute the same scenario infinitely in the presence of a loop in the hMSC, (H4) the system keeps re-executing the same scenarios. We model each hypothesis in the form of a graph. The generated directed graphs representing the hypotheses are shown in Figure 4.13.

The graph 4.14, presents the results of the comparison of the four hypotheses. The EB
4.4.2 Sequential Pattern-Mining Analysis

Using sequential pattern mining analysis, we analyze the system traces which are delivered in a sequence to find relevant patterns. In this research, we are concerned about the relation between the system component to reveal component level EBs, and we are concerned about the relation between the scenarios to reveal system-level EBs.

We analyzed two case studies to study the behaviour of the system. The real-time fleet management system is used to study the behaviour of the system at a component level, whereas the boiler control system at a system level. This analysis allows us to confirm the validity of our approach and reveal the system’s behaviour at runtime.

Case Study 1: Real-Time Fleet Management System

In this analysis, we focused on detecting the system’s behaviour according to the local order of the interaction within the scenarios. According to our hypothesis, the system behaviour at runtime may differ from the system behaviour according to the scenario-based specification. To reveal the sequential pattern of the messages exchanged between the components, we
opted to compare the system’s traces at different runtime. Each trace is the recording of the message interaction within the system within a fixed lapse of time. According to our analysis in section 4.3.1, a $SS$ was detected. To catch this behaviour at runtime, the atomic unit considered in this analysis is the word composed of the message label, the local order and the scenario ID. The results of the contiguous pattern mining of the traces reveal twenty-nine frequent patterns with different support. The modelling of the patterns having the maximum support shows the unexpected behaviours. The IS shown in Figure 4.15, 4.16, 4.17 are presenting the ISs detected in the traces and caused by a race condition based on our analysis, whereas the ISs caused by shared states are shown in Figure 4.18.

**Case Study 2: Boiler Control System**

To show the frequency of transitions between the scenarios, we convert the patterns’ support, resulting in the analysis of the system’s tracing to a state transition probability matrix of a
Figure 4.15: RC ISs detected in real-time fleet management system

Figure 4.16: RC ISs detected in real-time fleet management system

Figure 4.17: The RC ISs detected in real-time fleet management system
Figure 4.18: SS ISs detected in real-time fleet management system

Markov chain. As shown in Figure 4.19, this matrix presents the probability of EBs is less than the probability of the system’s behaviours defined in the scenario-based specification. The number of the pattern corresponding to the EBs are less than the legal path. This supports the hypothesis that EBs may or may not occurs in runtime. The analysis of scenario specification in early phases allows the consideration of these special cases not only in the implementation of the system but also in the testing. This also allows the definition of special test cases for the detection of this rare failure.

Based on our analysis of Boiler Control System scenarios, Sensor may initiate the system execution as it is an active process in Register, whereas it is in a ready state at the scenario Initialise. The analysis of the collected traces of different runtimes shows that the Sensor initiates the system execution in Register at a rate of 50

4.5 Threats to Validity

This section will discuss the threats to the validity of our findings in the presented case studies. As external validity, we cite that there are no specific benchmarks for the evaluation of the detection of EBs. However, the evaluation is performed by the application of the proposed methodology on case studies selected from the main works of this field. The internal
validity is the simulation of the case studies by the author. The simulation of the system was required to collect the message exchange between the different components of the system. Furthermore, the complexity of the code may thread the collection of the data. Thus, it requires the expertise of the system developers. However, the simulation was faithful to the case studies scenario-specification modelling and avoided the impact of other decisions made in later phases of the software development, which can compromise the system’s behaviour. As this methodology is a non-message content methodology, monitoring a real-time system will not be a promising technique to evaluate this methodology.

4.6 Conclusion

This chapter describes the detection of different types of EBs on case studies based on system modelling. The automated tool assists in the verification processes to check for weaknesses in the models that may lead to unwanted behaviours. We also present a dynamic analysis
of the case studies to verify our methodology’s accuracy, which supports our work.
Chapter 5

Conclusion and Future Work

Given the enormous and distributed scale of software systems today, it is challenging to create complete and quality system specifications. However, a poor specification may lead to critical bugs. This research’s primary goal is to highlight the system modelling issues to prevent errors during the execution time. Thus we focused on detecting patterns in SBS that could be the cause of unwanted behaviours. In this research, we opted to analyze the SBS as the early detection of failures may significantly decrease the time and the cost of the software. The proposed methodology is supported by case studies and the analysis of the system’s simulation traces. This analysis is primarily used to prove the validity and the correctness of our analysis but can also be used to depict the behaviour of the system at runtime.

The contribution of this research is the direct detection of EBs from SBS using data-mining techniques. Furthermore, the automatic analysis of SBS offers a guide for developers to implement better-distributed software systems.

Therefore, this work addresses analyzing SBS for the detection of known EBs using a homogeneous and automated methodology. The main contributions of this research are as follow:

• Automatic and homogeneous methodology for the detection of different types of EBs
in DSS.

- Presentations of the results in a textual and graphical format to facilitate the detection of EBs.

- Experimental case studies to evaluate the performance of the algorithm.

- Analyses of runtime information of a system to verify its behavioural aspects.

The proposed methodology is not domain-specific and is only dependent on SBS. SBS, such as UML and MSC, are more mastered by engineers than the formal languages which are challenging and costly to adopt by untrained engineers. This methodology allows the automatic identification of patterns in SBS that may lead to EBs. This methodology is specific to DSS and MAS.

During the implementation of a complex system, the manual analysis gets too complicated for the designer to implement the right product. Our approach supports the developers in reducing probable failures before building the system and testing it. Besides increasing the level of automation, the implemented tool assures the early detection of errors which is cost-effective in software development.

The evaluation of practical works in previous related research is performed by comparing the case studies from the literature. In this work, besides adopting the same evaluation method, we simulated the case studies to prove the existence of the detected EBs using our methodology in runtime.

The limitation of this proposed methodology is being only suitable for systems lacking central control and composed of multiple components interacting with each other. Moreover, in this work, we applied our methodology in simulated systems instead of real systems. The simulation of the system ensures that the system is implemented according to the SBS, which is required to prove the correctness of the proposed methodology. Furthermore, reverse engineering the code of DSS is a complex process in the absence of real system specification. The analysis results of the simulation results gave confidence to the provided methodology.
Model and predict software failure behaviour based on the software system logs is one of the directions that can be followed to complete this research. Furthermore, the use of SBS for testing purposes would be efficient in preventing undesirable behaviours of the system during its execution. Thus, building a framework for testing DSS and MAS is one of the future works. This requires the investigation of the automated test case generation according to the type of EBs. This work can also be extended by building a tool to monitor the behaviour of a DSS in runtime using the results obtained by analyzing the modelling based on our methodology.

Another research area that can be completed in the future is the generation of model-based specifications from software requirements. Software requirements written in informal specification languages make the communication between the user and developer easy, which aids in understanding the problem and can be beneficial in the generation of software design. The generated requirements can then be mapped for the generation of scenario specification models. Thus, studying the conversion of requirements to models is needed. The generated model could be used in this work to detect EBs.
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