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Introduction

Since the beginning of 2020, while societies and economies around the world have struggled to cope with the realities of the COVID-19 pandemic, cyberspace has given governments, businesses, and general end-users the ability to work, play, and connect in new and innovative ways. With everything from workspaces and classrooms to family gatherings and exercise routines forced online, the Internet has enabled people across the globe to carry on and maintain a sense of normalcy during very abnormal times.

However, at the same time, while the world has been focused on the health, economic, political, and social ramifications of the pandemic, terrorist organizations, fringe groups, and extremist communities around the world have become emboldened, finding opportunity to exploit the situation, incite hate, (re)mobilize, and promote their ideologies online in novel ways. These groups—which we loosely classify as malicious non-state actors for the purposes of this chapter—have been primarily focused on exploiting and contributing to the diffusion of information during the pandemic for their own strategic gain. These actors are not primarily interested in for-profit criminal activities, but rather seek to weaponize the information environment toward other objectives. From synagogues and
Jewish organizations worldwide being “Zoom bombed” with antisemitic messages (Schiffer 2020), to the Islamic State and al-Qaeda suggesting online that martyrs are immune to the virus (Hunter 2020) or that the coronavirus is a divine punishment targeting non-believers (Hanna 2020), to white supremacist groups using platforms such as Telegram and Gab to spread propaganda (Perrigo 2020), COVID-19 has added a new dimension to malicious online activities. Indeed, the European Union’s counter-terrorism chief, the US Department of Homeland Security, the US National Counterterrorism Center, and the Federal Bureau of Investigation (FBI), among others, have all issued statements warning of the potential ways militant and extremist groups are leveraging the pandemic to their advantage (Baker 2020; Bertrand 2020; FBI 2020).

Surprisingly, aside from a handful of senior-level government speeches highlighting these trends, comparatively little has been said about these challenges in Canada, despite the government having become increasingly concerned with individuals and groups who espouse extremist views, spread propaganda, and promote violence online (CSIS 2019; Vigneault 2021; Public Safety Canada 2019). The current situation compels us to explore a central question: How are malicious non-state actors using cyberspace to exploit the pandemic for their own strategic gain, and what might these trends mean for Canada’s national security over the coming years? Informed primarily by international trends, the intent of this chapter is threefold. First, it will serve as a primer on how various types of dangerous non-state actors are manipulating the information environment and exploiting increased user connectivity for strategic gain. Specifically, we have homed in on three distinct yet overlapping online trends that have proven to be particularly detrimental to national security: delegitimation, recruitment, and incitement. Second, we provide a concise snapshot of what these trends may mean for Canada, and how some of these online activities have or could take shape domestically. Third, we hope our analysis will support the Government of Canada in the years to come as it assesses the national security implications and fallout from the pandemic and develops appropriate policy responses and mitigation strategies for addressing nefarious online activities.
Hostile Cyber Activities: Types and Trends

On 15 February 2020, Tedros Adhanom Ghebreyesus, Director General of the World Health Organization, noted that the world was not only fighting an epidemic—it was “fighting an infodemic” (Ghebreyesus 2020). Indeed, since the onset of COVID-19, the Internet and social media have facilitated the global circulation and proliferation of an unprecedented amount of problematic information. “Crisis informatics”—which is the interdisciplinary academic study of how people rely on technology to cope with and respond to uncertainties—suggests that to a degree, this is to be expected (Starbird 2020). When information is sparse or conflicting, it is natural that people will look to fill the information gap, ease their anxieties, get answers, and participate in a sort of “collective sensemaking” (Stephens et al. 2020). However, the extent to which we are witnessing disinformation, misinformation, and individuals intentionally capitalizing on the information void is unique, both in terms of volume and in the ways in which this online discourse has been injurious to national security. In part, this is a result of worldwide social distancing measures and a surge in user engagement with online technologies. This has led to a proliferation of online groups and communities dedicated to COVID-related conspiracy theories, anti-science discourse, and fighting government regulations during the pandemic. In some cases, the distinction between anti-lockdown measures and broader anti-government rhetoric has been blurred, with deadly consequences. The storming of the United States Capitol on 6 January 2021—seemingly instigated, abetted, and encouraged by former President Donald Trump—is a case in point: dis- and misinformation mixed with real and perceived individual and group grievances led to physical altercations, violence, and mayhem.¹

That said, for the purposes of this chapter, we have identified a number of distinct yet complementary and overlapping types of information circulating online during the pandemic, which academics, health-care professionals, and policy-makers should monitor and study further as the pandemic drags on and, perhaps more importantly, once it ends. Doing so may enable the government to better understand the long-term residual effects of these activities while also providing online users and consumers with greater knowledge with which to identify and combat inaccurate and
potentially dangerous information during future large-scale crises and disasters. In this context, what follows is a discussion of three different forms of pandemic-related (or pandemic-induced) extremist information and activity, categorized as delegitimation, recruitment, and incitement.

**Delegitimation**

Throughout the last year, governments and authorities around the world have faced extraordinary pressure. Not only have they had to deal with containing the virus, they have also had to defend their public health measures and the subsequent economic repercussions those measures may have created. In some instances, governments have failed to (expeditiously) recognize the seriousness of the virus, while others have struggled to cope with the fallout. Either way, authorities everywhere have faced unprecedented scrutiny. As a result, various types of malicious non-state actors have used social media and messaging apps to capitalize on the situation and further delegitimize governments. In some cases, they have provided goods and services where the state has failed, while in other instances they have provided support for people and communities affected by strict public health measures (Hegazi 2020; Heffes and Somer 2020). Strategically, this type of activity serves at least two primary purposes. First, it delegitimizes and undermines trust in governments and authorities in affected areas, sowing distrust, chaos, and division. Second, it legitimizes whichever group has stepped up to provide support while also reinforcing their extremist narratives and recruitment strategies (Binetti et al. 2020; Daymon 2020).

Illustrations of this kind of activity abound; consider these disparate examples. Al-Shabaab, al-Qaeda’s branch in Somalia, used various platforms to blame the African Union Mission in Somalia and the “international crusaders” for bringing the virus to Africa (Joscelyn 2020). Likewise, Nigeria’s Boko Haram has suggested through audio recordings disseminated online that “infidels” such as Muhammadu Buhari, the President of Nigeria, Idris Deby, the former President of Chad, and Muhammed Issoufu, the President of Niger, are responsible for the virus, which is God’s punishment against non-believers and secular Muslims (Campbell 2020). In Afghanistan, the Taliban have taken a different approach, launching a public-health-awareness campaign, publicly signalling via Twitter their willingness to co-operate with international health
organizations, and using other online platforms such as WhatsApp to share images of government health-care workers assisting patients (Kapur and Saxena 2020). The Islamic State of Iraq and Syria (ISIS or Daesh, in its Arabic acronym) has also tapped into social media and online publications to discredit governments, arguing that these governments have intentionally withheld information on the virus from citizens, while presenting themselves as a better alternative to imposed public health measures (Phelan et al. 2020). Similarly, in Mexico, international criminal groups and syndicates, such as the Gulf Cartel, have distributed aid boxes in territories they control or seek to control bearing labels with the names and logos of the different groups; these efforts are then promoted on social media (Binetti et al. 2020; Cordoba 2020). Similarly, videos showing Alejandrina Giselle Guzman Salazar, daughter of drug lord Joaquin “El Chapo” Guzman, providing aid packages to those in need were widely circulated on Facebook (Jorgic 2020).

Far-right groups in Italy, Germany, the Netherlands, Austria, Spain, Belgium, France, and elsewhere have undertaken similar strategies, using social media to publicize their alternative economic support efforts while espousing anti-government rhetoric, which in many cases is also being supported by far-right nationalist parties to which they have links (Youngs 2020). In the United States and Canada, far-right extremist groups like the Proud Boys, the Three Percenters, and the Oath Keepers, as well as other loosely organized or affiliated organizations, have used social media and other fringe platforms like Telegram and Gab to fuel a range of anti-government conspiracy theories. On the Telegram messenger app, experts have also identified “accelerationists”—those who seek to erode liberal democracy in order to develop white ethnostates—and “ecofascists”—who extol genocidal solutions to environmental problems. Both groups continually and openly discuss recruitment strategies, white supremacy, and anti-government ideologies (Wilson 2020). That said, conspiratorial messaging, hate speech, and extremist rhetoric is not exclusive to the far right. During the pandemic, far-left movements—who use the same social media, encrypted networks, and messaging apps to spread their messages—have also capitalized on increased Internet usage and pandemic-related hardships and anxieties to aggressively push populist, anti-government, and anti-elite narratives. Often, this messaging is
antisemitic, conspiratorial in nature, and rooted in pre-existing beliefs that predate the pandemic. These include suggestions that Jews are part of a white majority establishment set on exploiting people of colour, or that Jews (and Israel) were involved in creating or spreading the virus and profiting from the vaccines (Schwartz 2020; Rowe 2020).

While the majority of damaging and disruptive online discourse related to the pandemic is conspiratorial in nature, its underlying anti-government messaging not only suggests that government responses to the pandemic are malevolent, but also that these fringe groups know the “real truth” about the pandemic. As Neil MacFarquhar (2020) has written, the pandemic has become a “battle cry” for US extremists: “various violent incidents have been linked to white supremacist or anti-government perpetrators enraged over aspects of the pandemic,” including public health measures ranging from mask wearing and curfews to stay-at-home orders, state-wide lockdowns, and vaccine mandates and passports. Evidently, undermining trust and confidence in governments has been a key strategy of various groups who purport to be able to provide an alternative option.

**Recruitment**

Many of these same groups also use the pandemic as an opportunity to recruit new followers to their cause, movement, and organization, recruits who perceive these groups and their ideologies as “more capable or more honest than . . . governments” (Bloom 2020). Echoing this theme, the Soufan Center argued in April 2020 that “the fallout from the coronavirus pandemic is likely to provide a boost to extremists from across the ideological spectrum. COVID-19 is a rare event that offers a range of terrorist and extremist groups with an opening to bolster or promote their ideologies and narratives,” expanding their base as a result (Soufan Center 2020).

For instance, the ISIS-affiliated Al-Qitaal Media Center shared a message in its online magazine suggesting that the virus is a divine punishment and that only true believers are immune (Binetti 2020). Likewise, ISIS has implied online that the virus is God’s punishment for anyone who does not adhere to the group’s interpretation of Islam, suggesting that individuals who join ISIS will develop a form of immunity (Qandil 2020). In Indonesia, Malaysia, and the Philippines, reports suggest there has been an uptick in ISIS propaganda and online recruitment efforts during
the pandemic, with one expert explaining that “the group is actively recruiting and indoctrinating supporters through online platforms such as Facebook” (Lee et al. 2020). Al-Qaeda has also claimed the virus is an expression of God’s wrath, and a message to non-believers to turn (or return) to Islam (Qandil 2020).

Far-right extremists are likewise trying to capitalize on the pandemic for recruitment purposes. Groups including the Hundred-Handers and the Nordic Resistance Movement in Europe have been spreading conspiracy theories, hate speech, and xenophobic propaganda to attract new supporters (Dodd 2020). In fact, authorities in the United Kingdom have suggested that right-wing extremist groups, even more so than religiously inspired terrorist organizations, “have been much more pro-active during the lockdown to try and reach young people” (Smith 2020). In July 2020, the United Nations Security Council’s Counter-Terrorism Committee Executive Directorate, whose member states include the United States, the United Kingdom, Ireland, France, Norway, and Estonia, among others, wrote in a “Trends Alert” that “extreme right-wing terrorist groups and individuals have sought to co-opt the pandemic, using conspiracy theories to attempt to radicalize, recruit and inspire plots and attacks” (CTED 2020). In Canada, researchers have also noticed a significant spike in engagement with far-right extremist material online, with weekly searches for “violent, far-right keywords” increasing by nearly 20 per cent following lockdowns across a number of major Canadian cities (Britneff 2020). Researchers at the UK-based Institute for Strategic Dialogue concur, finding nearly seven thousand right-wing extremist channels, pages, and individual accounts linked to Canadians across seven social media platforms, designed to mobilize, recruit new members, broadcast disinformation, and harass opponents, among other activities. Cumulatively, this content reached over eleven million users worldwide (Davey, Hart, and Guerin 2020).

In sum, the pandemic’s toll since early 2020—reflected in such things as economic turmoil, job losses and unemployment, physical and social isolation, psychological, individual and communal hardship, political uncertainty and instability, and increased online activity and engagement—has created an ideal recruitment opportunity for many different types of malicious non-state actors. Taking advantage of our collective situation, various groups across the globe are broadcasting their message to an
expanding online community, hoping to identify and attract potential followers, broaden their appeal, and recruit new members along the way.

**Inciting Violence and Intimidation**

Finally, in addition to online efforts to delegitimize governments and recruit new members, many of these same groups have also used cyberspace during the pandemic to incite violence and intimidate opponents. For example, ISIS has publicly urged supporters to carry out attacks on “overburdened health care systems in various Western countries” (CEP 2020), while right-wing extremist groups in the United States and Europe have used social media to encourage biological attacks using the virus itself, with specific emphasis on the targeting of medical centres and minority communities (Avis 2020). Early reports also suggest that much of the violence that occurred during the January 2021 Capitol riots in Washington, DC, was openly and deliberately planned on far-right conspiratorial websites and forums such as Parler, Gab, TheDonald, and MeWe. Analysis conducted by Advanced Democracy found that over 80 per cent of the top posts on TheDonald the day of the riots featured calls for violence (Wamsley 2021). Likewise, the same researchers found that nearly fifteen hundred posts during the week leading up to the riots were from QAnon-related accounts. QAnon is a pre-pandemic, international, and largely far-right conspiracy theory that suggests that a cabal of Democratic-leaning, Satan-worshipping pedophiles are mobilized against President Trump (see Argentino and Amarasingam, this volume). Many of these posts had violent connotations and promoted acts of aggression. Similar videos shared via TikTok generated hundreds of thousands of views (Wamsley 2021). Anna Schecter has suggested that “right-wing extremists” were “using channels on the encrypted communication app Telegram to call for violence against government officials on January 20 [2021],” the day of President Biden’s inauguration, “with some extremists sharing knowledge of how to make, conceal and use homemade guns and bombs” (Schecter 2021).

Research and reports suggest similar online discourse is also espoused in Canada, with a number of cases illustrating the dangerous, sometimes deadly linkages between violent language online and physical harm and attacks offline. For example, in Toronto in March 2020, Derek
Soberal, a founder of the Occupy Canada activist group, filmed himself on Facebook speaking about his political views before stabbing himself multiple times and setting himself on fire near a gas station. Evidence suggests his self-immolation was the result of his becoming engrossed by COVID-19 conspiracy theories (Bell 2020). In another episode, in July 2020, Corey Hurren, a reservist in the Canadian Armed Forces, breached the grounds of Rideau Hall with a loaded firearm; his intention was to arrest and/or harm Prime Minister Justin Trudeau. Hurren had apparently become fixated with QAnon conspiracy theories circulating online and had expressed an inability to cope with the government’s lockdown measures (Brewster 2020; Tunney 2021). Hurren, who pled guilty to seven charges, was sentenced to six years in prison in March 2021 (Canadian Press 2021). In addition, in December 2020, a Toronto man who regularly posted antisemitic and racist conspiracy theories related to the pandemic was arrested in what the Toronto Police Service described as their “biggest single-day drug and firearm seizure” (Collen 2021). In his apartment, the suspect, Daniel Dubajic, had nearly fifteen thousand rounds of ammunition, sixty-five firearms, and millions of dollars’ worth of narcotics. Also, in January 2020, a Quebec man linked to social media accounts that referred to COVID-19 as a “scamdemic” urged Canadians to “start shooting the police,” and he spoke about storming Parliament to “clean up house.” He was arrested with eighteen firearms in his possession (Bell 2021). There have also been other incidents in Western Canada with an apparent nexus to online conspiratorial and fabricated information: a Calgary man used Facebook to threaten purposefully spreading the virus to Indigenous communities (Fletcher 2020), and a Vancouver man attacked a ninety-two-year-old Asian Canadian (suffering from dementia) while shouting anti-Asian slurs related to COVID-19 (Young 2020).

These and other incidents point to the potential for online hate speech and conspiracy theories to motivate extremists to conduct or participate in acts of violence, a trend that long predates the pandemic. The difference today, however, is the way the pandemic itself, along with societal responses to COVID-19, have seemingly amplified these concerns. Indeed, the sheer volume of extremist content available online and the number of platforms used to spread it grow daily.
Potential Impacts on Canada’s National Security

Over the last number of years, the Government of Canada has undertaken a range of efforts designed to address and curb dangerous online activities. These include supporting initiatives like Tech Against Terrorism—a consortium designed to create a digital repository to notify companies when new terrorist content is detected—as well as the Youth Summit on Countering Violent Extremism Online. More recently, and specifically in response to COVID-19, the federal government also allocated $3.5 million in funding to “amplify the current efforts of eight organizations supporting citizens to think critically about the health information they find online,” with an emphasis on identifying mis- and disinformation as well as racist and misleading information related to the pandemic (Canadian Heritage 2020). We also know that Canada’s security and intelligence community is aware of and continuously tracking these emerging and evolving threats and the risks they pose. An April 2020 briefing note, for instance, prepared by the Canadian Security Intelligence Service (CSIS) and obtained by Global News noted that “ideologically motivated violent extremists and others are using the COVID-19 pandemic as an opportunity to promote disinformation and alternative narratives regarding both the cause of the pandemic and potential societal outcomes” (Bell 2020). Furthermore, CSIS Director David Vigneault said in February 2021 that “COVID-19 has created a situation ripe for exploitation by threat actors seeking to cause harm or advance their own interests. With many Canadians working from home, threat actors are presented with even more opportunities to conduct malicious online activities” (Vigneault 2021). Likewise, the Canadian Centre for Cyber Security recently wrote that “cyber threat actors are taking advantage of people’s heightened levels of concern and legitimate fear around COVID-19, trying to spread misinformation and scam people out of their money or private data” (CCCS 2020).

And yet the actual national security implications of these online activities during the pandemic are still not well understood. This is no fault of Canada’s security and intelligence community; rather, it simply reflects the fact that the threat environment (including the pandemic itself) is evolving and unfolding in such a way that it risks outpacing the government’s ability to assess, act, and preempt emerging concerns. What
is more, COVID-related conspiracy theories and the online (and physical) activities that stem from them are far from having run their course. These and other as yet unforeseen security challenges will continue to emerge in the coming months and years. Also, while Canada’s security and intelligence community does have a vital role to play in investigating and supporting broader government and law enforcement efforts to counter security threats stemming from the various challenges explored in this chapter, these same agencies cannot (and should not) counter the expression of public or individual opinion, however disagreeable these opinions may be to the vast majority of Canadians. As other contributors to this volume have noted, Canada’s response to the social, political, and ideological challenges spurred by COVID-19 requires activities that go well beyond those reserved for the security and intelligence community, including providing counter-narratives, supporting marginalized communities, establishing deradicalization programs, and otherwise facilitating activities that address the underlining factors that contribute to individual discontent and the growth of extremist mindsets, including systemic racism, economic inequality, and polarizing electoral processes.

In terms of Canada’s national security—and in light of the government’s prioritization of curbing the spread of the disease and launching large-scale inoculation campaigns across the country—terrorist organizations, right- and left-wing extremist movements, and criminal syndicates will not only continue pursuing the online strategies identified in this chapter, but will also likely continue developing, improving, and adjusting their activities in order to capitalize on the post-COVID environment. In other words, as the pandemic evolves, so will the online narratives peddled by various threat actors. Regardless of the situation, malicious groups will find ways to pivot, adapt, and exploit people’s insecurities, the unknown, human suffering, and other epistemic, existential, and social factors that contribute to individuals’ susceptibility to destructive and inaccurate information. That said, Canada’s security and intelligence community should pay particular attention to online activities engineered to undermine the Government of Canada, to recruit new members to terrorist organizations and extremist groups, and to incite or motivate acts of violence. These online trends are proliferating worldwide, and Canada is no exception.
The Internet will remain a favoured domain for dangerous non-state actors and individuals to carry out their work and achieve their objectives. From our perspective, these are still early days in terms of dealing with the pandemic and addressing its collateral damage, including its effect on malicious online activity. There have already been numerous arrests across Canada of individuals who have made online threats against journalists, politicians, and public health officials (Montpetit 2020), and the environment remains ripe for increased extremist activity and real-world physical attacks. Furthermore, exogenous factors, including a fragile Canadian (and global) economy, continued lockdown measures across the country, a seemingly permanent shift to the amount of time we all spend online, and a new and untested US administration, point to a range of potential trigger points that could lead to heightened levels of malicious online activity. In our view, the key themes covered in this chapter—delegitimization, recruitment, and incitement—represent the three most common and deleterious trends related to extremist use of the Internet to have been exacerbated by the COVID-19 crisis. Ongoing and more comprehensive research and analysis will be required to fully understand and respond to the ways in which the Internet has been weaponized during the pandemic.
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NOTE

1 Generally speaking, the term “disinformation” is used to describe intentional—
often strategically designed—attempts to shape the information environment and
to mislead and confuse individuals. Similar to, but distinct from, disinformation
is “misinformation,” which tends to describe untrue or misleading information
disseminated without the intent to deliberately mislead people or maliciously shape the
information environment.
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