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Abstract 

 

One of the principal challenges with Smart Grids is the very slow rate of development originating 

from the lack of investments from the governments and major companies. As a solution, the 

concept of the Internet of Energy (IoE) is capable of differing the need for massive investments 

and changing the business model of energy sharing so that end-users participate in the development 

process. The IoE envisions the next generation of smart grids as a fully interconnected network, 

including advanced metering infrastructures, distributed energy resources, and bidirectional 

communication systems. 

The first key question is how to convince end-users to participate and invest in upgrading the 

current power system. The feasibility of any possible solution is linked with the profitability of the 

whole process by reducing the electricity cost and maximizing the profit of energy trading. 

Consequently, optimizing operational scheduling and electricity routing are two fundamental 

problems that need to be addressed. However, the accuracy and originality of data must be 

guaranteed prior to utilizing it in solving scheduling and routing problems. 

The open architecture of the IoE-based smart grid results in manifold security concerns, especially 

the risk of False Data Injection attacks. The attack may target the technical aspects of a system 

since fabricating the network's data misleads power scheduling and routing strategies and 

interrupts the healthy operation of the power system. Also, the high penetration of smart devices 

in IoE-enabled smart grids, besides decentralization originating from employing renewable 

resources, faces the power system with intricate optimization problems, including operational 

scheduling and electricity routing problems. Accordingly, this thesis is on the application of the 

Internet of Energy in smart grids using Deep Reinforcement Learning, aiming to reduce costs and 

losses for both generator and consuming sides, considering the correctness of data in the system. 
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The first objective of this research is to enhance the cyber defense of the Internet of Energy-enabled 

power systems against False Data Injection attacks. To this end, an intelligent intruder is first 

developed to generate innovative threats that the model has not previously seen. Moreover, well-

known attack strategies are modeled to create passive attacks simultaneously. Next, the quality of 

the developed attack is examined using the proposed defense algorithm in the literature to 

demonstrate the necessity of a more powerful attack detection mechanism. Then, a Multi-Layer 

cyber defense mechanism is developed to detect both passive and active threats. 

After guaranteeing the originality and correctness of data,  the second objective is optimizing the 

operational scheduling of all energy components in the system. Accordingly, a novel algorithm 

named Probabilistic Delayed Double Deep Q-Learning, which is a combination of the tuned 

version of Double Deep Q-Learning and Delayed Q-Learning has been proposed to optimize 

energy scheduling problems in IoE-based power systems. This algorithm makes a trade-off 

between overestimation and underestimation biases, guaranteeing sample complexity by applying 

a delay in updating the rule. 

Finally, to fulfill the last objective, which is optimizing electricity routing, a novel algorithm titled 

Approximate Reasoning Reward-based Adaptable Deep Double Q-Learning (A2R-ADDQL) is 

introduced specially to optimize electricity routing in residential units. As a result, both positive 

and negative biases are reduced compared to other deep Q-Learning-based algorithms. Moreover, 

the sample complexity of the model is decreased due to utilizing a fuzzy approximate reasoning 

reward function. 
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1- Chapter 1 

Introduction and Motivation 

1.1. Overview 
 

Electrical energy plays a significant role in economic development and human welfare worldwide 

[1]. During the past ten years, electricity demand has increased uninterruptedly by an average of 

3.1% annually, resulting in growing Greenhouse gases (GHG) emissions and increased need for 

new energy resources [2]. According to the Energy Information Administration (EIA), 62% of 

electricity production in the United States is supplied by fossil energies, and 20% of average global 

growth has happened by these resources [3]. Since fossil fuels are expensive and pollute, 

Renewable Energy Sources (RESs) are utilized dramatically. Furthermore, under the Paris 

agreement, many countries are committed to proposing an annual GHG emission reduction plan, 

which makes utilizing RESs and Electric Vehicles (EVs) indispensable. 

High penetration of RESs brings up new challenges due to supply fluctuation, uncertainties 

imposed by the nature of RESs, and decentralized topology that originates from the wide 

geographical distribution of energy resources [4]. Moreover, real-time monitoring of energy 

consumption, generation, and flow, besides dealing with big data generated in the different layers 

of infrastructures, is vital to enhancing power system performances, including security, reliability 

[5], and stability [6]. Consequently, conventional energy management systems and cyber defense 

frameworks are not practical due to transformation in the network's topology and load pattern 

caused by penetration of new resources, besides utilizing numerous sensors, wireless 

communication tools, smart appliances, and data acquisition units [7], [8]. 

As a solution, the Internet of Energy (IoE) can provide an intelligent and secure energy 
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management framework that facilitates the accommodation and coordination of RESs, providing 

real-time monitoring via embedded bidirectional communication systems. IoE is a cloud-based 

technology that incorporates all energy components with embedded Advanced Metering 

Infrastructures (AMI) and Information and Communication Technology (ICT), enabling 

bidirectional communications and flow of energy [9]. The decentralized structure of IoE-based 

power systems facilitates the accommodation and integration of RESs, which leads to increased 

demand-supply reliability. The IoE concept also presents a virtual configuration that allows 

consumers and customers to participate in the open market regardless of physical distance. Finally, 

intelligent controls implemented in IoE-based power networks improve energy efficiency, leading 

to profit maximization. It should be underlined safety regulations that Independent System 

Operator (ISO) establishes must be maintained during the procedures. 

Aside from the numerous advantages of employing IoE, this paradigm is highly vulnerable 

to malicious attacks due to the broad range of bidirectional interconnection among installed energy 

components and smart devices [10]. According to the Industrial Control Systems Cyber 

Emergency Response Team (ICS-CERT) report, roughly 60% of major attacks reported across all 

sectors have been conducted in the energy section [11]. The distributed pattern of IoE, which 

allows users to interact and exchange information and energy without central control, leads to 

various security and privacy challenges and makes IoE-based networks an attractive target for 

intruders. Security concerns are not limited to cyber layers since the system may be physically 

manipulated/damaged for electricity theft or sabotage. One of the most critical aspects of 

cybersecurity concerns in IoE-based networks is the False Data Injection (FDI) attacks, which 

affect data integrity, resulting in inaccurate forecast and operational scheduling strategies [12]. 

Likewise, most of the malicious physical activities in the power network aim at electricity theft in 
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order to economic misuse via device tampering or bypassing [13]. 

The next major challenge is optimizing the operational time of all energy components 

whereby the end-users can act as price takers (buying electricity from the utility) and price makers 

(trading electricity among end-users without interference from the utility) by participating in a 

competitive market and selling their electricity. Moreover, the scheduling framework requires not 

to be limited to smart homes, home area networks, or grid levels is one of the key challenges in 

modern power systems. By developing and maintaining a scheduling algorithm, on the one hand, 

all consumers make a profit. These earnings come from incentives and tariff adjusting (for shifting 

consumption to off-peak hours), besides selling the surplus energy to the market. On the other 

hand, utilities can reduce the operation, transmission, and maintenance costs, reducing the need 

for new investigations. It should be noted that IoE-based electricity network faces technical and 

economic constraints for optimal operation scheduling in both generator and consumer due to the 

uncertainties originated by the RESs and costumer welfare and preferences. Therefore, joint 

techno-economic parameters are required to be addressed at the same time due to the trade-off 

between technical and economic limitations. Also, coping with different uncertainties, including 

renewable sources, price, market circumstances, and power demand uncertainties is crucial since 

these factors can significantly affect forecasting and scheduling procedure. 

After guaranteeing data genuineness and optimum operation scheduling, the next challenge 

is optimizing electricity flows among a group of energy components. The Energy Router (ER) 

concept has been developed as a compact intelligent power electronic device to control electricity 

flows among a group of devices. ERs are hybrid AC/DC interfaces that optimize electricity routing 

strategy by enabling bidirectional power flow in different voltage levels. An electricity routing 

algorithm is needed to maximize energy efficiency and minimize power losses, enabling end-users 
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to participate in the electricity market and Peer-to-Peer trading. Moreover, the developed algorithm 

requires taking GHGs emissions amount and environmental concerns into account.  

1.2. Literature Review and Gap Identification 

Detailed citations and content analysis are presented in this section. Firstly, studies published in 

top-tier journals are extracted to be analyzed. Then, a comprehensive breakdown is conducted to 

find the significant research gaps in the literature. Web of Science has been chosen to extract the 

relevant document for paper mining due to this academic search engine's unique features and 

strength. The extraction process is not just limited to the main topic, IoE, and three other searches 

have been conducted considering the keywords related to the objectives and contributions. The 

query to extract the related papers to the IoE is “TI=("Internet of Energy")) OR TI=("IoE")) OR 

TI=("Energy Internet")”. 

As a result, 581 remained, which are highly cited papers in electrical and computer 

engineering over the last five years. A significant increase in the number of publications between 

2016 and 2022 shows the IoE has attracted much attention over the past few years. Furthermore, 

the citation number in 2022 is more than ten-fold of 2017. The entire content of the documents has 

been analyzed to discover the most frequent words and the linkage among them. 

Figure 1.1 shows that most keywords are related to energy management terms, 

optimization, and security. Analyzing the results proves that the IoE publications' trend 

experienced fast growth, which shows the topic has been investigated in recent releases. 
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Figure 1-1. The most frequent keywords in the content of publications 

1.2.1. Gap Identification-1 

FDI attacks are typically identified as falsifying State Estimation (SE) in power systems, and bad-

data detection methods are broadly used to detect them [14]. However, despite the fact that the 

vast majority of the FDIA detection techniques depend on network topology and parameters 

information, an intruder can still launch an FDI attack into the system without mentioned bits of 

knowledge [12]. Additionally, relying on power system states makes the detection process 

impractical in very large-scale networks. Consequently, the fragilities of conventional detection 

methods become gradually prominent by facing complicated attack strategies deriving from 

network advancement and utilizing the gigantic quantity of AMIs and communication tools, 

regardless of SE data. 

Developing a cyber defense framework requires a comprehensive insight into attack 

generation and detection simultaneously. Linear design approaches have been broadly employed 

in [15] and [16] to generate FDI attacks and target diverse topologies of power systems. The 
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electricity market is the main target of the attacker in [17] by developing a Monte Carlo FDI attack 

strategy, given that the intruder's knowledge about the topology of the system is insufficient. 

However, the proposed attack modeling approaches in [18] and [19] necessitate a thorough 

knowledge of network topology and states. The principal drawback of previously mentioned 

attack-generating techniques is that a well-developed intelligent detection algorithm can easily 

prognosticate the attack strategy. Furthermore, once the strategy is disclosed, the attack generation 

algorithm cannot modify itself to forge new unknown attacks unknown to the detection 

mechanism. Consequently, a Reinforcement Learning (RL) attack generation mechanism has been 

developed in [20]–[22], enabling online learning to design an optimal attack policy while 

dynamically interacting with the environment and continuously improving the strategy. 

Nonetheless, the main disadvantage of employing a conventional RL algorithm is the curse of 

dimensionality, which makes the procedure inefficacious, besides from the lack of scalability and 

generalization. 

FDI attack-related studies in the literature are not only concentrated on the attack 

generation side, and numerous works in the literature have investigated different approaches to 

detecting FDI attacks in smart grids. Proposed methods in [23]–[26] rely on the admittance 

perturbations strategy for detecting FDI attacks. Even though the utilized method can reveal 

stealthy attacks, dependency on network states is still a drawback since these parameters may not 

be estimated correctly considering meters placement and network topology. 

Lately, attack detection strategies employ the transmitted data over communication links 

among nodes and data centers. Analyzing the generated highly complex big data in the IoE-based 

grids requires novel and powerful data mining and pattern extraction methods. Consequently, 

various machine learning techniques have been considerably utilized to design detection 
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frameworks since traditional methods are not capable of feature engineering and finding complex 

patterns. Various Supervised and semi-supervised learning algorithms, including Support Vector 

Machine (SVM), Decision Tree (DT),  Deep Neural Network (DNN),  Convolutional Neural 

Network (CNN), and Long-Short-Term Memory (LSTM), have been utilized in [27]–[31] to 

develop a detection structure. These mechanisms were generally developed to detect passive 

attacks, while active threats are yet a significant concern, and a dynamic threat-hunting layer is 

needed. Unfortunately, neither the studies mentioned above nor other related works in the context 

of FDIA detection in IoE-based smart grids present a framework to defend the system from an 

intelligent intruder who designs attacks adapting to the dynamic environment of the smart grid. 

Moreover, a multilayer attack detection structure is required to simultaneously detect passive and 

active threats. 

1.2.2. Gap Identification-2 

Utilized operational scheduling optimization techniques in the literature are categorized into three 

classes, including mathematical, heuristic, and learning-based techniques. Conventional methods, 

including Linear programming (LP) [32]–[34], Mixed Integer Linear Programming (MILP) [35]–

[37], and Mixed-integer non-linear programming (MINLP) [38] have been utilized to develop a 

scheduling algorithm. In the mentioned studies, both consumers and prosumers play the same role 

in the market as price takers, resulting in a non-transparent market since a large share of the 

network belongs to household users. Furthermore, the proposed techniques are incapable of 

dealing with complex non-linear environments besides their incapability to handle big data 

generated in the IoE-based grids. 

Heuristic and mathematical algorithms have widely been employed to optimize operational 

scheduling. In [39] an operational scheduling algorithm has been developed considering electricity 
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cost and safety using a Genetic Algorithm (GA) based on users' at-home status and awake status. 

Authors in [40], proposed an Enhanced Leader Particle Swarm Optimization (ELPSO) to schedule 

home appliances aiming for peak shaving and maximizing monetary profit. At the same time, a 

Cooperative Particle Swarm Optimization (CPSO) has been developed in [41] to aggregate 

multiple smart homes as a virtual energy storage system via an optimal appliance scheduling 

algorithm. In [42], residential energy resources and appliances scheduling algorithm has been 

proposed for smart homes based on varying electricity tariffs that have been solved using a novel 

Natural Aggregation Algorithm (NAA)-based approach. Furthermore, a new home energy 

management system has been developed in [43] using NAA to minimize daily electricity costs, 

considering the monthly peak power consumption penalty. Heuristics and mathematical algorithms 

rely on explicit environment models and precise forecasts of various types of uncertainties, 

including technical, economic, customer preferences and lifestyle, and weather uncertainties, that 

cannot be fulfilled in real-world problems. 

Artificial intelligence and machine learning are promising methods interested in various 

science branches since, unlike traditional methods, significant expertise is not vital to use these 

approaches. Furthermore, due to the big data challenges in modern power systems, besides the 

complexity, velocity, and computational burden of conventional optimization methods, learning-

based optimization approaches have been utilized in [44]–[46] to optimize scheduling problems. 

Despite the fact that supervised learning methods are less subordinate to accurate forecasting data 

and model uncertainties, they still suffer from limited approximation capability and slow 

convergence in a large-scale dynamic and decentralized environment [47]. 

Since scheduling in the new generation of smart grids is a decision-making NP-hard 

problem, RL is a well-suited algorithm to solve them. The proposed techniques in [48]–[53] 
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utilized RL to develop an operational scheduling framework due to the capability of learning 

optimal behavior by making a trade-off between exploration and exploitation. Many challenges 

are associated with RL, including the curse of dimensionality, lack of scalability, poor 

generalization, and limited non-linear representation capability that disqualify this method from 

solving scheduling problems in a real-world smart grid environment [54]. On the other hand, Deep 

Reinforcement Learning (DRL) algorithms have recently accomplished extraordinary 

breakthroughs exploiting Deep Neural Network (DNN) strengths, involving the ability to handle 

unstructured data, no need for feature engineering, and non-linear representation capability, to 

name a few [55]. Consequently, taking advantage of deep learning strengths, Deep Q-Learning 

(DQL) swamps RL deficiencies. Different DRL techniques, including DQL, Deep Policy Gradient 

(DPG), Double DQL (DDQL), Centralized Deterministic DPG (C-DDPG), and Distributed 

Deterministic DPG (D-DDPG), have been utilized in [56]–[62] to solve the scheduling 

optimization problem in smart grids. As results show, sample efficiency and usability are still two 

key concerns in the proposed methods. Moreover, the difference in reward of four reported 

buildings reveals the model suffers from high variance. It is worth mentioning that policy gradient 

methods face the risk of trapping in a local optimal; also, a lot of training time is required to reach 

the global result [63]. 

Neither formerly mentioned studies nor other related studies in the literature attempted to 

reduce the positive bias of DQL (originated from using max
𝑎
𝑄(𝑠, 𝑎)) while improving the negative 

bias simultaneously. Moreover, the learning efficiency and space and sample complexity of the 

past works need to be enhanced. Therefore, this thesis aims to develop an algorithm that makes a 

trade-off between positive and negative bias by synchronously reducing overestimation and 

underestimation. Additionally, the designed algorithm must be capable of taking advantage of 
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positive and negative biases in case of the need for better exploration and exploitation, 

respectively. The ultimate objective is to improve learning efficiency while reducing space and 

sample complexity since these characteristics incredibly affect time-efficient and cost-effective 

solutions in discrete action spaces and problems with continuous and large action spaces. 

1.2.3. Gap Identification-3 

Numerous studies have investigated the concept of ER in the present and future generations of 

power systems. The majority of investigations, including the proposed methods in [64]–[70], tried 

to optimize the electricity routing problem at the high-level voltage. Utilizing ERs in the high-

voltage network is not feasible economically since fulfilling technical and safety requirements in 

the power transmission/distribution layers is exceedingly costly [71]. However, the high 

penetration of distributed energy resources in the low-voltage layer necessitates utilizing ERs to 

meet energy commitments and financial objectives. 

Although authors in [72]–[74] developed optimization methods for electricity routing in 

low and medium voltages local area networks, nevertheless smart home appliances and personal 

energy units such as exclusive rooftop Photovoltaic (PV) systems and battery storage units have 

not been considered in the designed algorithms. A few studies have investigated ER-based energy 

management at the low-voltage and residential levels. However, the utilized methods, including 

MILP in [75] and fuzzy logic-based hierarchical control strategy in [76], [77] are not able to handle 

the extremely uncertain environment of the IoE-based grids, which makes mathematical modeling 

impractical [47]. An additional source of uncertainty also originated from unpredictable customer 

preferences and conditions. Consequently, using historical data to forecast future electricity 

generation and demand is not straightforward and makes the predictions inaccurate. 

Deep Reinforcement Learning (DRL) has been widely utilized in energy systems thanks to 
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the capability of addressing control and optimization problems model-freely [22]. Moreover, DRL-

based methods take advantage of high flexibility and generalization due to not relying on prior 

knowledge about the system’s topology and information. In [78], a marketing auction mechanism 

has been developed utilizing DRL to minimize energy costs in microgrids. A Deep Q-Learning 

(DQL)-based optimal energy management mechanism for an office building has been developed 

in [79], controlling the energy flow of PV and battery storage. The concept of energy routing 

centers has been proposed in [80], coordinating multi-energy coupled energy framework. The 

developed model aims to enhance the conversion flexibility of energy components. 

Despite the fact that previously published works in the literature have provided seminal 

insight into utilizing ERs at the residential level, several significant problems have not been 

appropriately addressed. Firstly, none of the earlier studies simultaneously deemed all exclusive 

and shared energy components in Nano Area (NA) and Neighborhood (NH). Furthermore, the 

proposed routing structures have not supported P2P electricity trading and input power from NHs, 

which are incredibly imperative and effective in optimizing cost and loss. Ultimately, the hitherto 

developed routing procedures have not attempted to enhance the algorithm's efficiency while 

providing a feature to take advantage of positive and negative biases where applicable. 

This thesis aims to develop a routing algorithm that simultaneously considers all energy 

components in the NA and delivered power from NH. Moreover, the designed algorithm must 

enable and guarantee electricity trading between residential units and the neighborhood besides 

P2P contracts. Furthermore, the proposed algorithm to solve the optimization problem requires to 

be efficient and fast in convergence. Ultimately, since overestimation and underestimation, which 

respectively originate from more exploration and exploitation, are not always destructive, this 

research's principal objective is to outline boundaries for biases while enabling the capability of 



12  

adjusting exploration and exploitation. 

1.3. Thesis Objectives 

The fundamental goal of this research is to optimize the efficiency of IoE-based power networks 

while guaranteeing the system's cyber security. Consequently, three main objectives are defined 

below:  

• The first objective of this research is to develop a Multi-Layer cyber-defense mechanism 

to detect and hunt active and passive attacks that can be launched by an intelligent intruder 

who dynamically interacts with the environment and learns the network topology and 

parameters. The first objective is addressed in Chapter 2. 

• After ensuring data authenticity in the system, the second objective is to optimize the 

operational scheduling of all energy components in the system to enhance energy efficiency 

while reducing the cost and GHGs emissions and establishing a competitive market. This 

objective is addressed in Chapter 3. 

• The last objective of this thesis is to establish an electricity routing optimization algorithm 

to optimize the energy routers’ performance improving electricity routing in residential 

units aiming to reduce monthly average cost, power loss, and GHG emissions. The 

objective is addressed in Chapter 4. 

1.4. Thesis Contributions 

Three major contributions are defined in this research, followed by multiple minor contributions, 

as described below. 

• This research's first contribution is developing a Multi-Layer defense algorithm against 

deep reinforcement learning-based intruders in smart Grids. Consequently, an intelligent 

intruder as an active attack generator is developed, initialized by modeled passive attacks. 
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Subsequently, the attack generator algorithm simulates the network environment and 

creates active attacks. After creating a dynamic attacker, a multilayer defense framework 

is developed using Snapshot Ensemble Deep Neural Network and an adoptable Deep Auto 

Encoder network to detect known and unknown threats. The first layer of the detection 

mechanism is designed to detect passive attacks whose structures have been previously 

introduced to the system. Finally, the second layer is trained to hunt future unknown attacks 

based on the real-time information of the network.  

• The next contribution of this thesis is optimizing scheduling policy in smart grids using 

Probabilistic Delayed Double Deep Q-Learning (P3DQL). Consequently, a novel 

algorithm named Probabilistic Delayed Double Deep Q-Learning is introduced and 

developed for the first time, which is a combination of the tuned version of Double Deep 

Q-Learning and Delayed Q-Learning. In this method, the selection order of estimators in 

DDQL is converted in a probabilistic manner, eliminating the underestimation challenge 

and aiming to make a trade-off between positive and negative biases. Moreover, the 

proposed algorithm is modeled as Probably Approximately Correct in Markov Decision 

Processes (PAC-MDP), enhancing learning efficiency and reducing sample complexity 

making the algorithm capable of handling problems with a large action space, including 

scheduling problems in smart grids. Finally, a Multi-Layer scheduling mathematical model 

with low numerical error is proposed, which comprehensively covers from a single Nano 

Area (NA) to a Neighborhood (NH) and a Wide Area Network (WAN), including share 

storage units, PVs, and considering different tariff types and customer preferences. 

Subsequently, the problem is solved by the P3DQL algorithm. 

• The third contribution of this thesis is optimizing resource swap functionality in IoE-based 
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grids using Approximate Reasoning Reward-based Adjustable Deep Double Q-Learning 

(A2R-ADDQL) algorithm that is introduced specially to optimize electricity routing in 

residential units. The proposed algorithm improves efficiency due to the decline in the 

number of random actions. Furthermore, utilizing the proposed reward function in an RL-

based algorithm also leads to a higher convergence speed since the number of state-action 

pairs is reduced. Furthermore, this electricity routing optimization algorithm is capable of 

adjusting to the nature of the problem by taking advantage of exploration and exploitation 

where overestimation and underestimation are favorable, respectively. 

1.5. Thesis Structure 
 

This manuscript-based dissertation includes five chapters, and the main findings of this research 

study are presented in the following three chapters. 

Chapter 2 develops a deep Q-Learning-based false data injection attack generator using 

various possible attack scenarios. Moreover, a two-layer attack detection framework was 

developed using a snapshot ensemble deep neural network and deep autoencoder to detect passive 

and active threats, respectively. Additionally, the proposed attack modeling and detection 

framework are simulated using a combination of ns-3, FNCS, and GridLAB-D simulators. 

Ultimately, the same setup is modeled based on two different developed algorithms to make a 

comparison between the performances.  A version of this chapter was published in the International 

Journal of Electrical Power & Energy Systems journal. 

Chapter 3 develops and introduces a novel algorithm named Probabilistic Delayed Double 

Deep Q-Learning, which is a combination of the tuned version of Double Deep Q-Learning and 

Delayed Q-Learning. The proposed algorithm makes a trade-off between overestimation and 

underestimation biases, guaranteeing sample complexity by applying a delay in updating the rule. 
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Finally, the proposed algorithm is tested on three real-world datasets assessing its performance in 

various benchmarks. A version of this chapter was published in Sustainable Energy Technologies 

and Assessments journal [47]. 

Chapter 4 proposes a novel algorithm titled Approximate Reasoning Reward-based 

Adaptable Deep Double Q-Learning (A2R-ADDQL) that is introduced specially to optimize 

electricity routing in residential units. As a result, both overestimation and underestimation biases 

are reduced compared to other deep Q-Learning-based algorithms. Moreover, the sample 

complexity of the model is decreased due to utilizing a fuzzy approximate reasoning reward 

function. Ultimately, the proposed algorithm is assessed on a real-world dataset evaluating the 

findings in several benchmarks. A version of this chapter has been submitted to IEEE 

Transactions on Consumer Electronics journal. 

Finally, general conclusions and recommendations, and suggestions for future studies are 

presented in Chapter 5. 
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2- Chapter 2 

Multi-Layer Defense Algorithm Against Deep Reinforcement 

Learning-based Intruders in Smart Grids 

 

2.1. Introduction 
 

The Internet of Energy (IoE) links energy components, smart metering infrastructure, and 

Information and Communication Technology (ICT) to overcome emerging challenges using 

modern energy management techniques and tools [9]. On the one hand, electricity users demand 

to receive high-quality, reliable, and environment-friendly services with acceptable costs, 

guaranteeing their security and privacy. On the other hand, access to advanced real-time 

monitoring and controlling approaches to integrate renewable resources, maximize reliability, and 

minimize loss is crucial for utilities to provide reliable and secure services with premium quality 

[47]. 

Developing an IoE-based smart grid requires installing numerous sensors, wireless 

communication tools, smart appliances, and data acquisition units. While the open architecture of 

IoE-based networks, originating from two-way communication infrastructures and myriad 

internet-based entries, raises vulnerabilities against malicious activities. 

False Data Injection Attack (FDIA) is one of the major and most severe threats to the 

network that endangers data integrity by bypassing the conventional bad data detection 

mechanisms [12]. The most vulnerable sector against FDIAs is Advanced Metering Infrastructures 

(AMIs) due to their scale, diversity, and complexity, besides uninterrupted functionality over the 

communication network [81]. Three main categories of attack layouts have been introduced for 
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FDIAs, including expert attackers, non-expert attackers, and data-driven attack models. An expert 

attacker is a professional adversary with complete knowledge of the nature of the system and the 

network topology, capable of designing an extremely complicated attack. However, a non-expert 

intruder who has limited knowledge about the system can also create and launch a stealth attack 

[82]. Finally, data-driven attacks target the network by applying an independent component 

analysis to learn the system’s perception from the correlations of the measured data by AMIs 

deployed on the physical system [83]. 

FDIAs are commonly recognized as cyber-attacks on State Estimation (SE) in smart grids, 

and Bad Data Detection (BDD) methods are widely employed to detect them based on the L_2 

norm between the actual and the estimated measurements [84]. However, despite the fact that many 

of the FDIA detection techniques in the power systems focused on the SE in accordance with the 

line reactance data and cognizance of network topology, an attacker is still able to target the system 

by an FDIA in the absence of mentioned bits of knowledge [12]. Furthermore, the fragilities of 

classic FDIA detection techniques become gradually prominent by facing extremely complicated 

attacks originating from network advancement and utilizing the gigantic quantity of AMIs and 

communication tools, regardless of SE data. 

FDIAs have been enthusiastically investigated in terms of attack generation and detection 

at the same time. In this section, the attack simulation techniques are firstly studied, then the 

defense strategies are investigated. Linear FDIA modeling approaches have been widely utilized 

to generate and target different topologies of power systems. A linear attack generation technique 

with an arbitrary mean has been developed in [15] without requiring a zero-mean Gaussian 

distribution. The proposed attack generation framework leads to an optimal attack approach, 

addressing a constrained quadratic optimization problem by the Lagrange multiplier technique. 



18  

Linear regression with a time stamp has been employed in [16] by filling up the Nan-measurement 

values in real-time data. This technique focused on remaining stealthy during the attack procedure. 

A Monte Carlo FDIA strategy has been proposed in  [17], targeting the electricity market. 

The suggested method assumes that the attacker has an inadequate level of knowledge about the 

topology of the system while the main aim is monetary profits. Authors in [85] suggested an attack 

model aiming to launch an inexpensive technique since obtaining the system state is costly. The 

proposed procedure has been utilized to approximate the system states by employing a small 

number of power flow parameters or injection measurements. Furthermore, the intruders’ system 

knowledge to analyze and design optimal attack strategies is examined. Despite the designed FDIA 

model in [85], which assumes that the attacker has partial knowledge of some specific 

measurements of the power system, the developed FDIA generation in [18] and [19] requires a 

comprehensive understanding of different parameters. 

The main shortcoming of the techniques mentioned above is that a well-designed intelligent 

defense system can predict the attack strategy effortlessly. Besides, once the attack generation 

pattern is revealed,  the frameworks are not capable of adapting the recent condition to create new 

unknown attacks. The optimal attack sequences have been generated by the suggested method in 

[22] using a dynamic game between the attacker and the network based on Reinforcement Learning 

(RL). Although the proposed optimal attack strategy indicated a satisfactory performance on IEEE 

39-bus systems, the intruder can be tricked if the targeted environment is just a simulated substitute 

system created to engage and delay the attacker. Authors in [21] and [20] proposed RL-based 

algorithms enabling online learning to design an optimal attack policy. However, the utilized 

conventional Q-Learning algorithm suffers from the lack of scalability and generalization besides 

the curse of dimensionality, which makes the algorithm extremely inefficient. 
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FDIA-related investigations in the literature are not only focused on the attack generation 

side, and many studies have been conducted on attack detection methods. Using the ex-ante 

admittance perturbation strategy, a hidden moving target defense approach has been proposed in 

[23], which the attackers cannot detect. This strategy presumes that the transmission line 

admittance changes at every SE interval. A state summation strategy has been developed in [24], 

focusing on sparse attacks specially to protect meters. Then the effectiveness of the proposed 

method has been investigated regarding the system’s scale. Authors in [25] presented a subsequent 

admittance perturbation strategy based on the differences between the column space of the 

measurement and attack matrices. Finally, a joint admittance perturbation and meter protection 

method has been proposed in [26], aiming to increase the accuracy of estimated states under 

stealthy FDI attacks. 

Although the strategies mentioned earlier can precisely detect stealthy FDI attacks, they 

still rely on all network states that may not be estimated correctly due to meters placement and 

network topology. Even though physical protection of all utilized assets prevents access to crucial 

information about the network's topology, limited network information is always available and 

opens a gate for malicious activities [86]. Moreover, comprehensive physical protection is 

enormously expensive and impractical, especially in large-scale systems. Authors in [87] show 

that complete real-time knowledge is not approachable for an attacker in a real case due to 

inadequate access to most grid facilities. Consequently, most FDIAs occur while network topology 

and transmission-line admittance values are not utterly clear to the attacker. 

Recently, FDIA techniques exploit the transmitted data over communication links among 

nodes and data centers that lead to generating highly complex big data. Accordingly, machine 

learning techniques are extensively considered as an attack detection solution since conventional 
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methods are not capable of feature engineering and finding complex patterns [88]. 

Supervised and semi-supervised learning algorithms based on Support Vector Machine 

(SVM) have been employed in [27] to develop an attack detection procedure that has been 

examined on various IEEE test systems. The results show the superiority of the proposed methods 

over techniques that employ state vector estimation. An optimized extreme learning machine has 

been proposed in [28] for detecting unobservable FDIAs using a deep learning method-

Autoencoder. The proposed technique utilized a combination of differential evolution and an 

artificial bee colony algorithm to improve the detection performance. Authors in [29] proposed a 

cyber threat detection approach based on the difference between True Positive (TP) and False 

Positive (FP) rates. The outcome demonstrates that a combination of event profiling for data 

preprocessing and Deep Neural Network (DNN) algorithms, including Convolutional Neural 

Network (CNN) and Long-Short-Term Memory (LSTM), is capable of detecting FDIAs with 6% 

higher accuracy than conventional machine-learning methods. Moreover, attacks with monetary 

motivation, such as electricity theft, which is a primary concern for utilities, have been investigated 

using different machine learning techniques. Although the presented results in [30] demonstrate 

the superiority of Artificial Neural Network (ANN) over Decision Tree (DT) and Random Forest 

(RF) for detecting electricity theft as an FDIA, in [31] and [28], it has been shown that CNN-based 

methods performed a better attack detection rate by a considerable difference. 

The earlier techniques were typically designed to generate or detect passive attacks while 

lagging behind in hunting active threats. Consequently, a defense algorithm is required to detect 

and hunt threats that can be launched by an intelligent intruder who dynamically interacts with the 

environment to target the system with active attacks. Unfortunately, neither the studies mentioned 

above nor other related works in the context of FDIA detection in IoE-based smart grids present a 
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framework to defend the system from an intelligent intruder who designs attacks adapting to the 

dynamic environment of the smart grid. Moreover, a multilayer attack detection structure is 

required to simultaneously detect passive and active threats. 

Motivated to address the above-mentioned concerns, the main contributions of this chapter 

are summarized as follows. 

I. An intelligent intruder is trained using Deep Q-Learning (DQL) to target the network, 

taking advantage of online learning by simulating a dummy power system. Moreover,  

various possible FDIAs are mathematically modeled to initialize the attacker algorithm. 

II. As the first layer of the proposed framework, a Snapshot Ensemble Deep Neural Network 

(SEDNN) algorithm is developed employing the Cosine annealing technique by taking a 

snapshot once the model hits a local minimum before altering the learning rate. An 

ensemble of developed snapshots enhances the attack detection performance while 

reducing the risk of overfitting and computational cost. 

III. A Deep Autoencoder-based network with an adaptable reconstruction error threshold is 

introduced as the active cyber defense to detect future unknown attacks based on the real-

time information of the network. Although FDIAs are becoming more complex and 

intelligent, this active cyber defense makes the proposed framework more reliable in an 

unsupervised manner. 

The remainder of this chapter is organized as follows. Section 2.2 presents the system model. In 

Section 2.3, the DRL-based attack generation framework is introduced, initialized by the 

mathematical modeled possible attacks. Section 2.4 presents the structure and algorithms of the 

proposed attack detection framework. The proposed model and framework are simulated in section 

2.5. Finally, section 2.6 concludes this chapter. 
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2.2. System Model 
 

One of the principal characteristics of an IoE-based smart grid is to provide real-time control and 

monitoring of physical components anytime and anywhere [89]. As Figure 2.1 illustrates, the 

architecture of the network model consists of three main layers, including Micro Area (MA), 

Neighborhood Area (NA), and Wide Area (WA).  

 

Figure 2-1. The proposed framework of the IoE-based network 

Several smart meters, sensors, data concentrators, and AMI headends are placed into MAs 

over a local bidirectional wireless communication network. Then, an aggregator collects all energy 

entities' consumption data and sends the information to the attack detection unit. Ultimately, the 

control unit takes an appropriate action based on the status of the detection unit that shows whether 
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the system is under attack or not. 

A group of MAs forms a NA, exchanging electrical energy based on their contract. A 

neighborhood data aggregator collects the overall data of every participating MA. Next, the 

utilized attack detection module examines data correctness and declares the attack status to the 

next unit. The same process takes place at the WA level, considering collected information from 

two or many NAs. All the embedded sensors report a network parameter according to their 

assignments. This model takes consumed power as the reported measure with a specific sampling 

rate in a MA. 

The logic is extendable for other parameters and NA and WA in the same way. Equation 

(2.1) defines the matrix of actual power consumption  𝑃𝐴𝑐𝑡 ∈  |ℝ|𝑇×𝑚, where 𝑇 is the total 

numbers of time slots (e.g., if reading is reported every 15 minutes, then t=96) and 𝑚 stands for 

the number of energy components (all electrical appliances, including solar cells and electric 

vehicles). The vector 𝐶𝑗 = (𝑐1𝑗, 𝑐2𝑗, ⋯ , 𝑐𝑡𝑗)
𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑠𝑒 denotes reported daily consumption of 

appliance 𝑗 in different time slots, where 𝑐𝑡𝑗 indicates reported consumed power by sensor 𝑗 at the 

specific time slot 𝑡. 

𝑃𝐴𝑐𝑡(𝑐) = [

𝑐11 ⋯ 𝑐1𝑚
⋮ ⋱ ⋮
𝑐𝑡1 ⋯ 𝑐𝑡𝑚

]                                                                                                        (2.1) 

Generally, an intruder compromises the integrity of the information by injecting a fake data 

vector 𝛼 ∈ ℝ𝑛×𝑚. Mathematically, conventional FDIAs are formulated as in (2.2), where 𝑃𝐹𝑎𝑙𝑠𝑒 

is the falsified matrix [90]. 

𝑃𝐹𝑎𝑙𝑠𝑒(𝑐) = 𝑓(𝑃𝐴𝑐𝑡(𝑐)) = 𝑃𝐴𝑐𝑡(𝑐) + 𝛼                                                                                              (2.2) 

This research considers the capability of node selection in all different locations for the 
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attacker. Also, the intruder can schedule the attack in continuous or many discrete time slots. 

Accordingly, the formulation of FDIAs is modified in (2.3), where 𝑓(𝑐𝑖𝑗) = 𝜓1𝑐𝑖𝑗
𝛽
+ 𝜓2𝑐𝑖𝑗

𝛽−1
+

⋯+ 𝜓𝑖𝑗 denotes applying function by the attacker on the matrix of measurements, also 𝜓, and 𝛽 

are constants and 𝑘 ∈ ℝ.  

𝑃𝐹𝑎𝑙𝑠𝑒(𝑐) = [
𝑓11(𝑐11) ⋯ 𝑓1𝑚(𝑐1𝑚)

⋮ ⋱ ⋮
𝑓𝑡1(𝑐𝑡1) ⋯ 𝑓𝑡𝑚(𝑐𝑡𝑚)

]                                                                                             (2.3) 

2.3. The proposed DQL-based attack generation framework 

 
This section introduces different parts of the designed framework, including sample library (i.e., 

initial attacks and normal samples), adversarial attack generator, simulated environment, and 

actual environment, as indicated in Figure 2-2.  

 
Figure 2-2. The framework of the proposed attack generation method 

Primarily, five possible common attacks are mathematically modeled. Then, the DQL-

based attack simulator is initialized by the developed attacks and starts training to improve the 

attack strategy and construct innovative attacks using the simulated environment. The attack 
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library is updated just after discovering a new type of attack that has not been detected before. The 

entire process of training the attack generator algorithm is as follows. 

2.3.1. Step 1: Mathematical modeling of possible FDIA scenarios to train the 

attack simulator 
 

Five statistically different FDIA scenarios are mathematically modeled to store in the library as 

classified attacks. These attack scenarios are employed to initialize the DQL algorithm's training 

process. The attack scenarios are as follows: 

i. Node-based attack scenario: 

In this scenario, the attacker chooses one or multiple components and targets them 

regardless of time. Subsequently, corresponding columns of under-attack nodes in 𝑃𝐴𝑐𝑡(𝑐) are 

changed. For instance, if the first node is selected by the intruder, then the first column of 𝑃𝐴𝑐𝑡(𝑐)  

is changed from (𝑐11, … , 𝑐𝑡1)
𝑇 to (𝑓(𝑐11),… , 𝑓(𝑐𝑡1))

𝑇. Equation (2.4) demonstrates alterations of 

the 𝑗𝑡ℎ array in the first column of 𝑃𝐴𝑐𝑡(𝑐) after an attack. 

𝑃𝐹𝑎𝑙𝑠𝑒(𝐶𝑗1) = 𝜓𝑗1𝐶𝑗1
𝛽
+ 𝜓𝑗2𝐶𝑗1

𝛽−1
+⋯+ 𝜓𝑗𝑘                                                                                      (2.4) 

The varying coefficients are defined based on the Joint Probability Distribution Function 

(JPDF) for each node, considering time. Consumption and time, which are denoted by 𝐶 and 𝑇, 

are the variables and 𝑓𝐶𝑇: ℝ
2 → ℝ is a nonnegative function so that the JPDF is defined for any set 

of ℚ ∈ ℝ2 as in (2.5), where {𝑎, 𝑏} ∈ ℚ. 

𝑃{𝑎 < 𝐶< 𝑎+𝑑𝑎,𝑏 < 𝑇 < 𝑏+𝑑𝑏}= ∫ ∫ 𝑓𝐶𝑇

𝑎+𝑑𝑎

𝑎

 𝑑𝑎.𝑑𝑏 ≈ 𝑓(𝑎,𝑏)𝑑𝑎 𝑑𝑏                                  (2.5)
𝑏+𝑑𝑏

𝑏

 

Then, the maximum and minimum JPDF for every possible pair of C and T are calculated. 

Finally, varying coefficients, including 𝜓, and 𝛽 are determined, satisfying the inequality  in (2.6). 

Moreover, the deviation degree between actual and injected data distributions is examined using 
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the Chi-square test. Equation (2.7) demonstrates the formula for calculating a Chi-square value 𝜒2, 

where observations are classified into 𝑘 exclusive classes, and 𝑂𝑖 and 𝐸𝑖 are observed and expected 

frequencies, respectively. If 𝜒2 > 0.05, then the test is failed. 

𝑀𝑖𝑛 𝑃 ≤ 𝜓𝑖1𝐶𝑖1
𝛽
+ 𝜓𝑖2𝐶𝑖1

𝛽−1
+⋯+ 𝜓𝑖𝑘 ≤ 𝑀𝑎𝑥 𝑃                                                                            (2.6) 

𝜒2 =∑
(𝑂𝑖 − 𝐸𝑖)

2

𝐸𝑖

𝑘

𝑖=1

                                                                                                                                   (2.7) 

ii. Time-based attack scenario 

The second scenario occurs once all nodes are targeted at continuous or multiple discrete 

time slots. Consequently, the first array of the 𝑗𝑡ℎ time slot changes as indicated in (2.8). The 

coefficients are calculated the same as in the previous attack scenario. 

𝑃𝐹𝑎𝑙𝑠𝑒(𝐶1𝑗) = 𝜓1𝑗𝐶1𝑗
𝛽
+ 𝜓2𝑗𝐶2𝑗

𝛽−1
+⋯+ 𝜓𝑘𝑗                                                                                    (2.8) 

iii. Joint node-time-based attack scenario 

This scenario combines node-time-based scenarios, and the attacker considers both 

objectives simultaneously. In addition, the coefficients are set to avoid normality test failure. 

iv. Shifting attack scenario 

In this setup, the attacker only shifts the time of the reported consumption in one or multiple 

time slots. Typically, the main aim of this type of attack is to bypass high-priced tariffs during 

peak hours. No dummy vector is injected into the consumption matrix and just 𝑃𝐹𝑎𝑙𝑠𝑒(𝐶𝑖(𝑗+Δ)) =

𝑃𝐴𝑐𝑡(𝐶𝑖𝑗), where Δ stands for the number of shifts in the time slot number. 

v. Blind attack scenario 

Blind attacks usually arise by amateur attackers intending electricity theft. The attacker has 
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no expertise and randomly injects fake vectors. Predominantly, most injected values are zero to 

minimize the electricity bill amount. 

2.3.2. Step 2: Training the environment simulator 
 

It is challenging to design an optimal attack strategy in the absence of preceding knowledge. The 

solution is assessing the environment by trial and error, while it is crucial to attack and learn 

stealthily. Consequently, a dummy environment is needed to avoid revealing the attack strategy 

during finding the optimal attack strategy.  

RL-based algorithms can simulate a system by characterizing agents and states interacting 

with the environment to learn based on rewards and penalties received through experiences. Q-

Learning is one of the most prevalent RL algorithms aiming to maximize the cumulative reward 

during the learning stage based on all states to find the optimal policy. 

The update rule of conventional Q-Learning is indicated in (2.9), where 𝑄(𝑠, 𝑎) represents 

the value of action 𝑎𝑡 in state 𝑠𝑡, 𝑠
′ is the next state by the probability of transferring from state 𝑠 

with action 𝑎, the learning rate and discount factor are indicated by 𝛼 and 𝛾, respectively, and 𝑟 

denotes the reward. 

𝑄𝑡+1(𝑠, 𝑎) ⃪𝑄𝑡(𝑠, 𝑎) + 𝛼. (𝑟 + 𝛾max
𝑎′

𝑄(𝑠′, 𝑎′) − 𝑄𝑡(𝑠, 𝑎))                                                         (2.9) 

The major drawback of Q-Learning is the dependency on a look-up table to take the 

superior action at each state while storing the values of the state-value Q-function. Subsequently, 

the size of memory required by Q-Learning in medium and large-scale problems is enormous. 

Since the process is extraordinarily slow and costly due to the required memory and time, DNN 

plays a crucial role as a function approximator in DQL, where the inputs are the states. The Q-

values are calculated as the outputs, focusing on minimizing the loss function as in (2.10), where 
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𝜇 is the experience buffer containing, and 휃 represents the parameters of the policy. 

𝐿(휃𝑡) = Ε𝜇 [(𝑄(𝑠, 𝑎; 휃𝑡) − 𝑟𝑡+1 − 𝛾max
𝑎
𝑄(𝑠′, 𝑎; 휃𝑡))

2]                                                              (2.10) 

The process starts with defining the environment of the problem, including a set of energy 

components that consume or generate electricity, where the amount of net power is sampled every 

15 minutes for each device. Then, samples are randomly selected from the highly imbalanced 

library with only 8% of attack examples.  

States in DQL specify the condition and status of the environment that agents need to 

observe by interacting with the environment and taking optimal action. The state space is defined 

as in (2.11), where 𝑙𝑡
𝑎𝑝𝑝𝑗

 indicates the status of 𝑗𝑡ℎ appliance at time slot 𝑡 that can be electricity 

load. If 𝑙𝑡
𝑎𝑝𝑝𝑗

= 0, the device status is OFF. 

𝑆𝑡
𝑎𝑝𝑝 = {𝑙𝑡

𝑎𝑝𝑝1 , 𝑙𝑡
𝑎𝑝𝑝2 , … , 𝑙𝑡

𝑎𝑝𝑝𝑚 }                                                                                               (2.11) 

The optimal action is a choice that requires to be made by the agent after observing the 

states to maximize the reward. Equation (2.12) describes the action space of appliances in this 

environment, where 𝐼 and 𝐷 actions stand for the increase and decrease of the consumption load, 

respectively, 𝐶 is an action to shut down the device, 𝐻 denotes hold (no action is needed), and 𝑀 

indicates the number of appliances. 

𝐴𝑎𝑝𝑝 = {𝐼, 𝐷, 𝐶, 𝐻}, ∀𝑎𝑝𝑝 ∈ [1,𝑀]                                                                                         (2.12) 

The selected samples are input into the dummy environment as the agent, while the 

max
𝑎′

𝑄(𝑠′, 𝑎′) is predicted as the output. Then, the DRL environment (i.e., the actual environment 

in this stage) receives the current state and the corresponding action to generate the reward. This 

process continues to minimize the loss function while predicting the parameters, constraints, and 
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network topology of the simulated environment. 

2.3.3. Step 3: Generating innovative FDIAs  
 

After eliminating the risk of revealing, the second DQL algorithm acts as an attack generator. 

Accordingly, the reward function is modified in this stage to distinguish the newly created attack 

from the previously modeled ones. Furthermore, since the attack generation section freely targets 

different sections of the dummy environment on various time slots, the attacker's information is 

not limited to local information or specific time slots. Also, there is no restriction on cooperation 

and communication with the dummy environment, and providing feedback allows the attacker to 

define the optimal policy and improve it constantly. The training process starts by initializing the 

algorithm parameters, as in Table 2-1. 

Table 2-1. DQL Agent and the Neural Network Parameters 

Description Value 

Number of iterations 1000 

Gamma 0.95 

Epsilon 0.90 

Batch size 500 

Decay rate 0.98 

Number of hidden layers 4 

Number of hidden units per layer 120 

Activation function ReLu 

The process is briefed in Algorithm 2.1, where 𝑃𝑟𝑚𝑖𝑠 denotes the probability of mis-scored, 

𝐷 is the replay buffer, and 𝛼𝑙𝑟 indicates the learning rate. 

Algorithm 2.1: Attack generation algorithm process 

Initialize the parameter of the dummy environment  

Initialize parameters as in Table 1 

Input 𝐷 to capacity 𝐶𝑟𝑒𝑝, minibatch 𝑘𝑟𝑒𝑝, 𝛼𝑙𝑟 

Inputs 𝑆, 𝐴, 𝛾, 𝑛, 𝜖 
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for episode = 1, M do 

      randomly generate a sample of sates 

      initialize sequences 𝑆1
𝑖 

      store transition in 𝐷 at each episode 

      create (q_value_list = [Batch size, Action size]) 

      compute loss as in equation (2.9) 

      get the similarity results from the dummy environment 

      compare the classification labels 𝑙 

      if  𝑙: 𝑇𝑟𝑢𝑒: #it is similar to attack examples 

          set 𝑟𝑒𝑤𝑎𝑟𝑑 = 2 

                Compare 𝑃𝑟𝑚𝑖𝑠 

                 if  𝑃𝑟𝑚𝑖𝑠𝑡+1 > 1.1 (𝑃𝑟𝑚𝑖𝑠𝑡): #the created attack is not innovative 

                      set 𝑛𝑒𝑤 − 𝑟𝑒𝑤𝑎𝑟𝑑 = 𝑟𝑒𝑤𝑎𝑟𝑑 − 1 

                if  𝑃𝑟𝑚𝑖𝑠𝑡+1 < 0.9( 𝑃𝑟𝑚𝑖𝑠𝑡): #the created attack is innovative 

                      set 𝑛𝑒𝑤 − 𝑟𝑒𝑤𝑎𝑟𝑑 = 𝑟𝑒𝑤𝑎𝑟𝑑 + 3 

          return reward 

      if  𝑙: 𝐹𝑎𝑙𝑠𝑒: 

          set 𝑟𝑒𝑤𝑎𝑟𝑑 = 0 #it is like normal examples 

          return reward 

      set 𝑦𝑗, then calculate the error 

      perform gradient descent  

end 

 

2.4. The Proposed Multilayer Attack Detection Framework 

 
Mathematical modeling of different attack scenarios illustrated that a professional intruder could 

design a series of attacks that can pass conventional FDIA detection frameworks. Moreover, a 

broad attack detection strategy is required to detect overlooked threats since the network 

environment is exceptionally dynamic, and adversaries are capable of planning progressively 

complex and intelligent attacks. 

This chapter proposes a multilayer attack detection framework that combines supervised 

and unsupervised learning algorithms. Figure 2.3 shows that a SEDNN attack detection algorithm 

analyzes real-time reported information to find any malicious activities using the predefined and 
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classified attack models in a library. Then, normal data is inserted into a Deep Auto Encoder (DAE) 

based unsupervised classifier to discover any possible abnormality. The developed DAE network 

takes advantage of an adaptable reconstruction error threshold. After detecting an attack, the 

library is updated to reduce detection time and cost in the future. 

 

Figure 2-3. A schematic of the proposed attack detection algorithm 

2.4.1. The proposed Snapshot Ensemble Deep Neural Network (SEDNN) 

algorithm to detect passive attacks 
 

Ensemble learning expresses the method of training and combining multiple machine learning 

algorithms aiming to enhance predictive performance [91]. The ensemble architecture of neural 

networks is more precise and robust than a single model due to the abilities stemming from this 

method, including overfitting avoidance, concept drifting, and dimensionality reduction.  

The main disadvantage of the ensemble method is that training multiple DNN models is a 

costly process due to the extensive computational burden. Also, the best model among all trained 

models usually beats the ensemble method. Consequently, a snapshot ensemble that develops 

multiple models from a single training process is introduced as the solution. This technique 
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combines different models' predictions while saving models during the training phase and 

employing them to create an ensemble setup [92]. Furthermore, the learning rate used during the 

training stage is aggressively altered using the Cosine annealing technique defining the initial 

learning rate and the number of training epochs to avoid similarity among models. In DNNs’ 

training process, the learning rate generally decreases after several epochs, resulting in a reduction 

of validation loss. Hence, the risk of overfitting is remarkably increased, which needs to be 

addressed. 

The Cosine annealing method fluctuates the learning rate from a maximum to 

approximately zero, letting the algorithm converge to a different solution. Equation (2.13) 

formulates the learning rate 𝛼 in the Cosine annealing procedure, where 𝛼0 denotes the initial 

learning rate; 𝑡 is the iteration number, 𝑇 stands for the total iteration number, and  𝑀 denotes the 

number of cycles [93]. 

𝛼(𝑛) =
𝛼0
2
(cos (𝜋 × [

𝑇

𝑀
]
−1

×𝑚𝑜𝑑 (𝑡, [
𝑇

𝑀
]) + 1)                                                                      (2.13) 

Once the model hits a local minimum considering the validation loss, a snapshot of the 

model is taken, and the parameters are saved. Then, the learning rate is increased, as mentioned 

above, to start the training cycle of the second snapshot. An ensemble model can be developed 

after training 𝑁 models, while the number of snapshots is defined based on the total training time 

of all models. Equation (2.14) defines the process of selecting 𝑁 (i.e., the number of snapshots), 

where 𝑇𝑖
𝑆𝑛𝑎𝑝𝑠ℎ𝑜𝑡

, and 𝑇𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
𝐷𝑁𝑁  define the training time of snapshot number 𝑖 and the training time 

of a standard DNN, respectively. 

𝑇𝑁
𝑆𝑛𝑎𝑝𝑠ℎ𝑜𝑡

= 𝑇𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
𝐷𝑁𝑁 −∑ 𝑇𝑖

𝑆𝑛𝑎𝑝𝑠ℎ𝑜𝑡𝑁−1
𝑖=0                                                                                (2.14) 
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2.4.2. Developing a Deep Auto Encoder (DAE) network to detect active attacks 
 

Even though the previous layer is trained with numerous attack samples created by the DQL-based 

attack generator, there might still be unknown attacks that are capable of passing the passive attack 

detection layer. Accordingly, a threat-hunting layer is required to exnhance the detection rate [94]. 

Furthermore, since the algorithm needs to detect unknown attacks, the model must be developed 

by unsupervised techniques. 

Deep autoencoders are feed-forward multilayer neural networks consisting of an input 

layer, one or multiple hidden layers, and an output layer, aiming to learn data reconstructions. As 

a data-compression model, DAE maps the original data into a reduced-dimension representation 

and rebuilds the data from compressed information via a pair of encoders and decoders. In addition, 

the ability to discover correlations among data features makes DAEs capable of detecting FDIAs 

in an unsupervised manner. 

Equation (2.15) shows how the encoder maps the original 𝑑 dimensional vector 

(𝑥1, 𝑥2, … , 𝑥𝑛)
𝑇 to 𝜆 number of neurons in the hidden layer ℎ, reducing the dimension (𝜆 < 𝑛), 

where ℎ𝑖 is the activation of the 𝑖𝑡ℎ neuron; 𝑊 denotes the encoder weight matrix, 𝑏 and 𝜎 stand 

for input bias vector and nonlinear transformation function, respectively [95]. The decoder in 

(2.16) reconstructs back the hidden layer to the original space. The critical point in this model is 

minimizing reconstruction error, which is given in (2.17). 

ℎ𝑖 = 𝜎 (∑(𝑊𝑖𝑘 × 𝑥𝑘)

𝑛

𝑘=1

+ 𝑏𝑖)                                                                                                             (2.15) 

𝑦𝑖 = 𝜎(∑(𝑊𝑖𝑘 × ℎ𝑘)

𝜆

𝑘=1

+ 𝑏𝑖)                                                                                                            (2.16) 

                  𝑒𝑟𝑟𝑜𝑟 =
1

𝑛
∑ (𝑥𝑖 − 𝑦𝑖)

2𝑛
𝑖=1                                                                                                                     (2.17)   
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A flat reconstruction error threshold may result in a vulnerable detection structure or even 

false alarms due to the dynamic nature of the attacks created by the DQL-based attack generator. 

The procedure for developing the adaptable DAE layer is demonstrated in Figure 2.4. 

 

                  Figure 2-4. Schematic of DAE network 

After training each training stage, the residuals 𝑟𝑘 = |𝑥𝑘 − 𝑦𝑘| are calculated to estimate 

the probability distribution of the outputs and the residuals using the Radial Basis Function (RBF) 

kernel. Then, the marginal distribution 𝑀(𝑟, 𝑦𝑖) is determined as shown in (2.18), where 𝑃(𝑦, 𝑟) 

denotes the joint probability distribution. 

𝑃(𝑦𝑖, 𝑟) = 𝑀(𝑟, 𝑦 = 𝑦𝑖) × ∫ 𝑃(𝑦𝑖, 𝑟) 𝑑𝑟
+∞

−∞
                                                                                                     (2.18) 

Next, a critical point is estimated for each 𝑦𝑖 considering the upper and lower levels of 𝑦, 

where 𝑦𝑢𝑝𝑒𝑟 = 1.15 × 𝑦 and 𝑦𝑙𝑜𝑤𝑒𝑟 = 0.85 × 𝑦. After defining a critical function and making it 

constant between the defined upper and lower levels, the process is done. The proposed multilayer 

FDIA detection framework is summarized in Figure 2.5. 
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               Figure 2-5. The procedure of the proposed attack detection layer 

 

2.5. Results And Evaluations 

 
This section first investigates the quality of the generated attacks by the DQL-based attack 

simulator after initializing the mathematically modeled attack scenarios demonstrating that the 

created attacks are able to pass the presented defense algorithms in the literature. Then, the 

performance of both the active and passive layers is evaluated. All experiments are performed on 

a subset of the Pecan Street dataset, which is available in the Non-Intrusive Load Monitoring 

Toolkit (NILMTK) format [89]. Finally, a simulation examination demonstrates the feasibility, 
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necessity, and practical outcome of the proposed FDIA detection algorithms. 

2.5.1. Qualification of the developed attack generator 
 

After initializing the DQL-based attack simulator with the five sample scenarios, the training 

process continued for 1000 iterations. Figure 2.6 indicates the percentage of different attack 

scenarios during the training process. It should be noted that the allotment of all attack scenarios, 

including the generated attack by the intruder simulator, is just under 8%, and 92% of samples are 

normal. 

 

       Figure 2-6. The percentage of different attack scenarios during the training stage 

Three proposed FDIA detection frameworks published in top-tier journals during the last 

three years are selected to show their performances against the proposed attack generator 

framework. Artificial Neural Network (ANN), Decision Tree (DT), and Random Forest (RF) have 

been employed in [30] to determine attacks and anomalies in IoT sensors. Additionally, two 

different CNN-based mechanisms have been developed in [96] and [97], focusing on FDIAs. After 

some minor justifications to make the codes compatible with the dataset based on the proposed 
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attack scenarios, the simulations show that the generated attacks can pass the detection systems. 

Table 2-2 demonstrates that the preceding defense frameworks cannot detect the proposed attack 

models with a reasonable performance. Since the dataset is highly imbalanced, the accuracy does 

not reflect the performance of the algorithm. Accordingly, three important metrics (i.e., Recall, 

Precision, and F-1 score), which are not affected by the asymmetry of the dataset, are reported to 

illustrate the preciseness of the model. The recall is the number of correctly positive detected 

attacks (TP) divided by the sum of TP and the number of samples that are falsely labeled as normal 

(FN). Finally, as shown in (2.19) to (2.21),different metrics including Precision, Recall and the f-

1 score are formulated [98], [99]. Consequently, a new attack detection is required to detect all 

possible attack scenarios besides hunting unknown threats. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                                                                                             (2.19) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                                                                                                  (2.20) 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                                                           (2.21) 

Table 2-2. Performance of the recently developed FDIA detection frameworks against the 

proposed attack scenarios 

Model f1-score Precision  Recall 

Combined CNN [95] 0.4942 0.4548 0.5412 

CNN-LSTM [26] 0.5186 0.5119 0.5255 

WDCNN [97] 0.3004 0.2945 0.3066 

EDNN [30] 0.4627 0.4704 0.4554 

RF [30] 0.2924 0.2852 0.2998 

2.5.2. Performance of the first layer: SEDNN 
 

An ensemble of ten single models is developed using the Cosine annealing technique. The 

proposed SEDNN is developed using 60%, 15%, and 25% of data for training, validation, and 
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testing, respectively. Three hidden layers are defined for each model where the number of epochs 

is 120, and the Cosine annealing learning rate cycling is 5. The batch size and learning rate are set 

at 256 and 0.01, respectively. This model uses the ReLU activation function while the drop-out 

rate is 0.3. Also, an SGD optimizer with a momentum of 0.90 is used in the model. Although the 

final attack detection accuracy of the first layer of the proposed framework is 96.9%, since the 

dataset is highly imbalanced with just 9% attack samples, f1-score, Precision, and Recall are 

reported to clarify the algorithm's performance. 

Table 2.3 summarizes the results and compares the performance of the developed SEDNN 

and other techniques, including CNN_LSTM, random bagging Ensemble of DNN (EDNN), Wide 

Deep CNN (WDCNN), and RF. Additionally, the superiority proposed algorithm in terms of f1-

score, Precision, and Recall is investigated, making a comparison with works in [31] and [97]. 

       Table 2-3. Performance Comparison of different methods 

Model f1-score Precision  Recall 

The proposed SEDNN 0.9566 0.9631 0.9502 

CNN-LSTM [31] 0.8967 0.9044 0.8892 

WDCNN [97] 0.8953 0.9001 0.8906 

EDNN [31] 0.91879 0.9372 0.9011 

RF [31] 0.7339 0.7424 0.7256 

Moreover, Table 2.4 demonstrates the performance of all algorithms mentioned above in 

detecting each attack scenario. As illustrated, although the developed SEDNN algorithm performs 

better in detecting attacks than other investigated methods, the novel attacks generated by the 

DQL-based intruder simulator (DQL-attacks) still escape the first defense layer. Accordingly, the 

second layer is vital to identify the attacks that the algorithm has not detected before. 
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      Table 2-4. The detection rate of different techniques based on the attack type 

 The detection rate of each attack scenario by: 

Attack type SEDNN CNN-LSTM WDCNN EDNN 

Node-based  97 % 83 % 85 % 90 % 

Time-based  97 % 85 % 84 % 89 % 

Joint node-time-based  96 % 92 % 91 % 88 % 

Shifting  93 % 89 % 86 % 88 % 

Blind  99 % 98 % 97 % 98 % 

DQL-attacks 71 % 63 % 64 % 68 % 

2.5.3. Performance of the second layer: DAE 
 

The normal data that passes through the first layer is then injected into the second layer, aiming to 

detect any unknown threat. In this stage, the data splitting procedure assigns 65% and 15% of the 

entire dataset to the training and validation stages, while 20% of the data is remained to test the 

developed model. Four hidden layers are embedded, while the number of neurons is reduced layer 

by layer based on the comparison factor. Drop-out is also utilized at the rate of 0.15, mitigating 

the risk of overfitting and improving generalization error. An Adam optimizer is utilized to 

compile the DAE, and the learning rate and batch size are set at 0.001 and 512, respectively. 

Finally, the algorithm calculates validation errors for the first training round to define a threshold. 

The fixed threshold is set as shown in (2.22), where Interquartile Range (IQR) stands for 

the interquartile range. Once the test error exceeds the reconstruction error threshold, the model 

sends an attack signal. Then, the threshold is adjusted, as mentioned in the previous section. 

𝜏 = 𝑀𝑒𝑑𝑖𝑎𝑛 +
3 × 𝐼𝑄𝑅

2
                                                                                                                       (2.22) 
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                        Figure 2-7. Reconstruction error distribution 

The threat-hunting layer is trained 500 epochs while the validation test is monitored to 

avoid overfitting. Figure 2.7 shows the reconstruction error of 475,450 observations. The least FP 

rate obtains when 𝜏 is 0.815 × 10−3. The same setup is then trained to utilize the adoptable 

reconstruction error.  

Later, the model is tested by launching the total number of 43,480 FDIAs at diverse time 

slots during midnight, morning off-peak hours, midday and afternoon peak hours, and mid-load 

hours, with various false data injection magnitudes. The FP rate is a critical metric of attack 

detection in smart grids due to the severe economic and forensic consequences of a mistaken alarm. 

The FP rate of the proposed threat hunting layer is 0.097, along with the model accuracy of 98.82%, 

indicating outstanding performance. 

Finally, Table 2.5 makes a performance comparison among the second layer of the 

proposed method, with a flexible Bayes Classifier [100], and two well-known anomaly detection 

algorithms, including One-Class Support Vector Machine (OCSVM) and Isolation Forest (IF). 
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Table 2-5. Performance comparison among the above-mentioned methods in general and 

against DQL-based attacks 

Model Accuracy FP (%) Detecting DQL-attacks(%) 

The proposed Adoptable-DAE 0.9882 0.97 96.245 

The proposed Fixed -DAE 0.9433 1.45 89.761 

Flexible Bayes classifier Not reported 1.92 64.245 

OCSVM 0.8249 9.21 43.861 

IF 0.7516 13.41 39.458 

2.5.4. Smart Grid Performance Under Attack 
 

Various system parameters are investigated in normal and under-attack situations illuminating the 

effect of employing the proposed defense mechanism from the technical and economic points of 

view. Ten units are randomly selected to investigate four different scenarios over 24 hours. Both 

defense layers are deactivated in the first scenario to perceive FDIAs’ potency. In the second and 

third scenarios, just the SEDNN and the DAE attack detection algorithms are active, respectively. 

Finally, full protection employing both developed algorithms is provided to the system in the 

fourth scenario. Table 2.6 summarizes the results indicating the peak load (kW), Peak to Average 

Ratio (PAR), and profit reduction of the utilities. The absence of attack detection mechanisms 

results in an average reducing the electricity bill for the attacker to 43%, which is not noticeable 

in conventional inspections. Consequently, the net profit of the power supplier dropped 76%. The 

absence of the proposed framework results in chaos in power scheduling and routing, especially 

in the neighborhood area, affecting peer-to-peer electricity trading among the end-users. 

Table 2-6. Effect of employing the developed defense mechanisms 

Scenario Peak (kW) PAR reduction Profit reduction 

Normal operation 6.024 - - 

Scenario 1 2.419 93% 76% 

Scenario 2 3.957 58% 41% 

Scenario 3 5.193 37% 26% 

Scenario 3 5.933 0 1.1 % 
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2.5.5. Network Parameters 
 

This section investigates a real-world network simulation to indicate the network's performance 

that operates with the developed frameworks. The communication network and smart grid 

structure are modeled using ns-3 and GridLAB-D, respectively, while the Framework for Network 

Co-Simulation (FNCS) operates as an integrator between both simulators. Furthermore, various 

necessary communication and grid configurations are outlined and appended into a preprocessing 

module. 

All created attack scenarios are scheduled and stored in a library specifying their target. As 

the heart of the simulator, a model engine manages and executes all the processes. Moreover, after 

developing the simulator, the proposed attack detection framework is embedded into the model 

engine to discover its performance in a real-world environment. Figure 2.8 shows the architecture 

of the simulator and simulation parameters. Furthermore, two neighborhoods are created as a NA, 

ensuring the system's scalability. The first neighborhood contains fourteen MA, and the rest eleven 

belong to the second one. 

Two identical network topologies are also created using the developed algorithms in [31] 

and [97] as the pair model to compare network performances, including throughput and delay. 

Network throughput is a metric that indicates the amount of successfully transmitted data between 

transceivers in a timespan. Additionally, the average time of receiving the entire information at the 

end node is network delay. 
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                 Figure 2-8. The structure of the GridAttackSim simulator 

As Table 2.7 demonstrates, since the proposed method employs a DQL-based attack 

generation engine, most of the possible FDIAs have been classified as the detection framework at 

the training stage, resulting in better network performance.  

       Table 2-7. Network parameters improvement with different algorithms 

Method 
Data rate 

(pkts/sec) 

Throughput 

(kbps) 

Delay 

(ms) 

The proposed Model (SEDNN + 

DAE) 

2 252 126 

6 271 164 

9 364 197 

CNN-LSTM [101] 

2 185 258 

6 231 308 

9 262 361 

WDCNN [102] 

2 192 212 

6 219 278 

9 269 349 
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2.6. Conclusion 
 

This chapter has developed a deep Q-Learning-based false data injection attack generator using 

various possible attack scenarios. Moreover, a two-layer attack detection framework was 

developed using a snapshot ensemble deep neural network and deep autoencoder to detect passive 

and active threats, respectively. The first layer indicated an outstanding performance with an 

accuracy are 98.02%. The second layer that was responsible for threat hunting could detect 

unknown attacks where the FP rate was remarkably low at 2.9%. Ultimately, the proposed attack 

modeling and detection framework were simulated using a combination of ns-3, FNCS, and 

GridLAB-D simulators. Additionally, the same setup was modeled based on two different 

developed algorithms to make a comparison between the performances. The result showed the 

proposed framework's superiority in network throughput and end-to-end delay.  
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3- Chapter 3 

Optimizing Scheduling Policy in Smart Grids Using 

Probabilistic Delayed Double Deep Q-Learning (P3DQL) 

Algorithm 

 

 

3.1. Introduction 

 
Demand for electrical energy is increasing dramatically worldwide [103]. Since the consumption 

of fossil fuels is increasing at 1.16% per year [104], replacing conventional power plants with 

renewable energy resources is inevitable, which requires novel approaches. One of the key 

challenges in power systems is efficiently harmonizing demand and generation. Although 

economic dispatch and unit commitment are two well-investigated problems aiming to deal with 

the concern mentioned above, high penetration of distributed resources, Electric Vehicles (EVs), 

advanced metering infrastructures, and telecommunication networks open new challenges and 

perspectives in addressing scheduling problems [105], [106]. Furthermore, playing an active role 

by consumers in Demand Response (DR) programs makes utilities capable of orchestrating the 

balance between demand and supply sides, especially during peak hours, to prevent running 

expensive power plants [107]. 

Conventional methods fail to solve new scheduling problems in smart grids due to complex 

non-linear environments, in addition to their incapability of processing big data generated by 

different components of the smart grids [108]. Likewise, heuristics and mathematical algorithms 
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rely on explicit environment models and precise forecasts of various types of uncertainties, 

including technical, economic, and weather uncertainties, that cannot be fulfilled in real-world 

problems. 

Despite the fact that supervised learning methods are less subordinate to accurate 

forecasting data and model uncertainties, they still suffer from limited approximation capability 

and slow convergence in a large-scale dynamic and decentralized environment [47]. However, 

since scheduling in the new generation of smart grids is a decision-making NP-hard problem, 

Reinforcement Learning (RL) is a well-suited algorithm to solve them due to the capability of 

learning optimal behavior by making a trade-off between exploration and exploitation [109]. 

Artificial intelligence 2 (AI 2.0) and the Internet of Energy (IoE) are advanced concepts 

that play crucial roles in the ease of solving scheduling problems in fully interconnected large-

scale networks with dynamic and uncertain environment models. While an IoE framework collects 

data from all energy kits providing intelligent real-time monitoring and dynamic control, AI 2.0 

combines data-driven and experience-based engines by integrating natural and artificial 

intelligence to make the optimal decision [110]. RL and Deep Reinforcement Learning (DRL), 

which are two well-known subcategories of AI 2.0, demonstrate outstanding performance that 

exceeds human intelligence. For example, in March 2016, the world Go champion was defeated 

by the AlphaGo algorithm, which had been developed by Google DeepMind based on DRL [111]. 

Subsequently, a large volume of research has been conducted to solve scheduling 

optimization problems in the new generation of smart grids, where all energy components are fully 

interconnected, collecting and sharing big data over an IoE framework to be analyzed by AI 2.0 

family algorithms. A model-free RL algorithm has been proposed in [49], guarantying data 

confidentiality and consumers’ privacy. In [48], a multi-agent optimizing scheme has been 



47  

developed based on RL for solving routing and scheduling problems. The authors in [53] suggested 

a data-driven DRL-based scheduling algorithm for microgrid energy optimization. Remani et al. 

[52] presented an RL-based solution to minimize electricity costs for the end-users considering 

Photovoltaic (PV) generation uncertainty. In [51], a model-free Q-Learning framework has been 

developed to schedule the operational time of home appliances considering a rooftop PV system 

and an energy storage unit. The authors in [50] developed a Q-Learning algorithm to schedule 

multiple appliances in a smart home, preserving customer welfare and preferences. 

Many challenges are associated with RL, including the curse of dimensionality, lack of 

scalability, poor generalization, and limited non-linear representation capability that make this 

method disqualified from solving scheduling problems in a real-world smart grid environment 

[54]. On the other hand, DRL algorithms have recently accomplished extraordinary breakthroughs 

exploiting Deep Neural Network (DNN) strengths, involving the ability to handle unstructured 

data, no need for feature engineering, and non-linear representation capability, to name a few [55]. 

Consequently, taking advantage of deep learning strengths, Deep Q-Learning (DQL) swamps RL 

deficiencies. 

DQL has been utilized in [62] and [61], specifying the optimal scheduling policy to 

schedule heterogeneous virtual machines' workflow. David et al. [60] proposed a DQL-based 

solution learning optimal policy for the operation of energy entities in a microgrid to minimize 

cost. In [59], a scheduling problem aiming to address the supply-demand mismatch in microgrid 

energy trading has been solved using DRL. A model-free DQL approach has been introduced in 

[58] to determine an optimal strategy for real-time scheduling of EV charging. The authors in [48] 

compared DQL and Deep Policy Gradient (DPG) methods, where DPG demonstrated better 

performance. The superiority of DPG over DQL in this optimization problem originated from 
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overestimation bias in Q-Learning. As a solution, Double DQL (DDQL) reduces the positive bias 

of Q-Learning, which has not been investigated in [57]. Chung et al. [56] proposed a DPG 

algorithm for scheduling the operation of home appliances while preserving their privacy. Two 

versions of DPG, including Centralized Deterministic DPG (C-DDPG) and Distributed 

Deterministic DPG (D-DDPG), have been developed while comparing results with a stochastic 

weight averaging algorithm. As results show, sample efficiency and usability are still two key 

concerns in the proposed methods. Moreover, the difference in reward of four reported buildings 

reveals the model suffers from high variance. It is worth mentioning that policy gradient methods 

face the risk of trapping in a local optimal; also, a lot of training time is required to reach the global 

result [63]. 

Neither formerly mentioned papers nor other related studies in the literature attempted to 

reduce the positive bias of DDQL while improving the negative bias simultaneously. Moreover, 

the learning efficiency and space and sample complexity of the past works need to be enhanced. 

Therefore, this chapter aims to develop an algorithm that makes a trade-off between positive and 

negative bias by synchronously reducing overestimation and underestimation. Additionally, the 

designed algorithm must be capable of taking advantage of positive and negative biases in case of 

the need for better exploration and exploitation, respectively. The ultimate objective is to improve 

learning efficiency while reducing space and sample complexity since these characteristics 

incredibly affect time-efficient and cost-effective solutions in discrete action spaces and problems 

with continuous and large action spaces. Consequently, the main contributions of this chapter are 

summarized as follows. 

I. For the first time, a novel DRL-based algorithm named Probabilistic Delayed Double Deep 

Q-Learning (P3DQL) is specially developed for the scheduling problem, adapting to smart 
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grids' environment. The proposed algorithm addresses efficiency and bias challenges 

simultaneously. 

II. The selection order of estimators in DDQL is converted in a probabilistic manner, 

eliminating the underestimation challenge. Accordingly, a trade-off between positive and 

negative biases is made. 

III. The developed algorithm is modeled as a Probably Approximately Correct in Markov 

Decision Processes (PAC-MDP), enhancing learning efficiency and reducing sample 

complexity making the algorithm capable of handling problems with a large action space, 

including scheduling problems in smart grids. 

IV. A multi-layer scheduling mathematical model with low numerical error is proposed, which 

comprehensively covers from a single Nano Area (NA) to a Neighborhood (NH) and a 

Wide Area Network (WAN), including share storage units, PVs, and considering different 

tariff types and customer preferences. Subsequently, the problem is formulated as a 

Markov decision process (MDP) and solved by the P3DQL algorithm. 

The remaining of this chapter is structured as follows. Sections 3.2 and 3.3 present the 

system mathematical and MDP model of the problem. The proposed P3DQL algorithm is 

introduced in section 3.4. Results are provided in section 3.5. Finally, a brief conclusion is 

presented in section 3.6. 

3.2. Mathematical Formulation of the Proposed Multi-Layer Model 

 
The proposed model is an autonomous and dynamic framework enabling optimal scheduling at 

different levels, including NAs, NHs, and WANs. Before diving into formulating the optimization 

problem, the methodology process is briefed in Figure 3.1. All components are interconnected in 

three different layers taking advantage of a bi-directional communication enabled by the IoE. A 
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micro area is a smart home that consists of various appliances as well as a Private PV (PPV) cell 

and/or EV(s). Consequently, two or more units can form a neighborhood that includes an 

Electricity Storage System (ESS), Shared PV (SPV) modules, and an Electric Vehicle Charging-

station (EVC). Finally, a wide network area can be composed of several neighborhoods. 

 

                      Figure 3-1. Optimal scheduling process 

The proposed model has a highly dynamic environment in terms of forming layers. Each 

NA can participate in one or multiple NHs simultaneously, while the configuration may change in 

different time slots based on their contracts for electricity trading. Likewise, each ESS, SPV, and 

EVC can be exploited by one or more NHs. Moreover, each WAN is formed by two or more NHs. 

Equations (3.1) and (3.2) define the matrix of WAN contracts 𝑊𝑀×1 in a specific time slot, where 

𝐻 ∈ ℕ𝑁×1 denotes a set of 𝑁 participated smart homes, 𝑅 ∈ ℕ3×1 stands for the matrix of shared 

unit vectors demonstrating the type and capacity of the modules, also Δ ∈ ℕ𝑀×𝑁 and 𝛿 ∈ ℕ𝑀×3 

are activation matrixes for micro areas and shared units, respectively. 
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[𝑊]𝑀×1 = ([Δ]𝑀×𝑁 × [𝐻]𝑁×1) + ([𝛿]𝑀×3 × [𝑅]3×1)                                                                     (3.1) 

[

𝑤1
⋮
𝑤𝑀

] = [
Δ11 ⋯ Δ1𝑚
⋮ ⋱ ⋮

Δ𝑚1 ⋯ Δ𝑚𝑛

] × [
ℎ1
⋮
ℎ𝑛

] + [
𝛿11 𝛿12 𝛿13
⋮ ⋮ ⋮
𝛿𝑚1 𝛿𝑚2 𝛿𝑚3

] × [
𝐸𝑆𝑆
𝑆𝑃𝑉
𝐸𝑉𝐶

]                                            (3.2)  

 The objective is to reduce consumption during peak hours, reducing peak-to-average 

ratio and load variance while minimizing costs at all levels. Let 𝑅𝑃𝑡 = Ω𝑡Φ𝑡Π𝑡𝜆𝑡 represents the 

retail price in time slot 𝑡 under the given incentive/penalty factor Ω, tiered pricing factor Φ, and 

regular price of electricity 𝜆. Additionally, the contract coefficient Π is defined based on the terms 

and conditions of energy trading between units during a specific period of time (Π = 1 means there 

is no contract). Equations (3.3) and (3.4) describe the incentive and penalty factors, where 𝑃𝑡
𝑐𝑢𝑚 

is the cumulative consumption up to time frame 𝑡, also lower and higher pricing threshold of net 

load are defined by 휃1
𝑡  and 휃2

𝑡 , respectively. It should be noted that incentive and penalty factors 

and both thresholds are estimated to calculate the real-time price considering the contract 

coefficient.  

                Ω𝑡 =

{
 
 

 
 Ω              Ω > 1 

𝑖𝑓
⇒  𝑡 ∈ 𝑝𝑒𝑎𝑘 ℎ𝑜𝑢𝑟𝑠                                

Ω              0 <  Ω < 1
𝑖𝑓
⇒  𝑡 ∈ 𝑜𝑓𝑓 − 𝑝𝑒𝑎𝑘                        

1               Ω = 1   
𝑖𝑓
⇒  𝑡 ∈ 𝑚𝑖𝑑 − 𝑙𝑜𝑎𝑑 ℎ𝑜𝑢𝑟𝑠                

                                                        (3.3)                    

Φ𝑡 =

{
 
 

 
 Φ                 0 < Φ < 1 

𝑖𝑓
⇒𝑃𝑡

𝑐𝑢𝑚  < 휃1
𝑡           

1                  Φ = 1 
𝑖𝑓
⇒ 휃1

𝑡  ≤  𝑃𝑡
𝑐𝑢𝑚   ≤ 휃2

𝑡       

Φ                 Φ > 1     
𝑖𝑓
⇒𝑃𝑡

𝑐𝑢𝑚  > 휃2
𝑡               

                                                                      (3.4) 

3.2.1. Scheduling problem formulation in NA 
 

There are three types of costs in each NA that need to be considered and formulated, including 

monetary cost 𝑓11, instruments degradation cost 𝑓12, and the consumer discomfort cost 𝑓13. 

Consequently, the formulation of the primary objective functions of the NA level is as follows. 
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𝑚𝑖𝑛(𝐹1)                                                                                                                                                                               (3.5) 

𝐹1 = (𝑓11, 𝑓12, 𝑓13)                                                                                                                                     (3.6) 

𝑓11 =∑(∑(𝑅𝑃𝑡)P𝑗𝑡

𝑚

𝑗=0

+ 𝜉𝑡 𝑙𝑡(𝑦
𝑁𝐴

𝑦
𝑁𝐴 Γ𝑡

𝑖 − Γ𝑡
𝑒))

𝑇

𝑡=1

                                                                                   (3.7) 

𝑓12 =∑𝐷𝑗(�̌�; 𝜗, 𝑘) =∑
𝜅𝑗

𝜗𝑗
(
�̌�𝑗

𝜗𝑗
)𝜅𝑗−1. 𝑒

−(
�̌�𝑗
𝜗𝑗
)𝑘

𝑚

𝑗=0

𝑚

𝑗=0

                                                                                (3.8) 

𝑓13 =∑휂𝑗
(∑ |𝜁𝑡

𝑑−𝜁𝑡
𝑎|)𝑇

𝑡=1

𝑚

𝑗=0

+∑| 𝑐𝑎
𝑜
𝑡 − 𝑐𝑑

𝑜
𝑡|

𝑇

𝑡=1

                                                                                          (3.9) 

The cost minimization problem at the NA level must also fulfill the following constraints: 

∑ ∑ 𝑃𝑗𝑡
𝑚
𝑗=1

𝑇
𝑡=1 = 𝐿𝑡𝑜𝑡𝑎𝑙 , ∀𝑡 ∈ ℕ, ∀𝑗 ∈ ℕ                                                                                            (3.10)  

0 ≤ |Γ𝑡
𝑖 − Γ𝑡

𝑒| ≤ 𝐿𝑡𝑜𝑡𝑎𝑙 , ∀𝑡 ∈ ℕ, Γ𝑡 ∈ ℝ                                                                                            (3.11)                                      

𝐷𝑗(�̌�; 𝜗, 𝑘) > 0, ∀�̌� ∈ ℕ, ∀𝜗 ∈ ℝ+, ∀𝜅 ∈ ℝ+                                                                                   (3.12) 

𝜉𝑡 > 1, 휂𝑗 > 1, ∀𝑡 = [1: 𝑇] ∈ ℕ, ∀𝑗 = [1:𝑚] ∈ ℕ                                                                        (3.13)                                   

휁𝑡
𝑑 ∈ {0,1}, 휁𝑡

𝑎 ∈ {0,1}, 휁𝑡
𝑑 ≠ 휁𝑡

𝑎 , ∀𝑡 = [1: 𝑇] ∈ ℕ                                                                          (3.14)  

The first objective 𝑓11 aims to minimize the bill considering; the imported power Γ𝑡
𝑖, the 

exported power Γ𝑡
𝑒, and the transmission fee coefficient 𝜉𝑡𝑦

𝑁𝐴  and loss coefficient 𝑙𝑡𝑦
𝑁𝐴  at each time 

frame 𝑡 in 𝑦𝑡ℎ NA, where 𝑇 and 𝑚 are the total number of time slots and appliances, respectively. 

Besides, 𝐿𝑡𝑜𝑡𝑎𝑙  𝑦
𝑁𝐴 is the total power consumption of NA number 𝑦, and P𝑗𝑡 indicates the power 

consumption of 𝑗𝑡ℎ device during each time slot. The second objective focuses on the degradation 

cost of electrical devices based on the Weibull distribution function [112]. Accordingly,  �̌�𝑗 defines 

the cumulative time of operating 𝑗𝑡ℎ appliance, 𝜗 is the Weibull scale parameter, and 𝜅 stands for 

the Weibull shape parameter. The third objective is interested in discomfort minimization, taking 
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operational delay and desired indoor temperature into account at the same time. Also, 휂 indicates 

the importance of on-time operation for each appliance, considering the difference between the 

desired operational status 휁𝑡
𝑑 and actual status 휁𝑡

𝑎. 

3.2.2. Scheduling problem formulation in NH 
 

The mathematical scheduling model of an NH is presented, comprising multiple NAs ℎ𝑖 and shared 

units 𝑅𝑗 ∈ ℕ3×1, where 𝑖 and 𝑗 are the IDs of participated NAs and set of RES in the given NH. 

Since all NAs are considered as optimized energy components in the prior level, they are inspected 

as black boxes with hidden internal mechanisms that just swap electricity with the NH. The first 

objective 𝑓21 intends to minimize transaction costs among all participated units, also other NHs 

and WANs. Minimizing ESS loss 𝑃𝐸𝑆𝑆
𝑙𝑜𝑠𝑠, and PV loss 𝑃𝑃𝑉

𝑙𝑜𝑠𝑠 [113] are the key goals of the second 

objective, 𝑓22. It should be pointed out that ESSs involve both fixed and mobile electricity storage 

(EV). The third objective 𝑓23 minimizes EVC cost considering various potential generation sources 

using a non-linear cost function based on the output power of the unit (𝑃𝐸𝑉𝐶𝑡), while the fourth 

objective investigates the maintenance and degradation costs 𝑓24. Ultimately, the scheduling 

problem at the NH level is formulated as follows. 

𝑚𝑖𝑛(𝐹2)                                                                                                                                                                         (3.15) 

𝐹2 = (𝑓21, 𝑓22, 𝑓23, 𝑓24)                                                                                                                           (3.16) 

𝑓21 =∑(∑ ∑ 𝑙𝑡
𝑤𝑘. 𝑃𝑡

𝑤𝑘
𝑧

𝑁𝐻 ) + 𝜉𝑡 𝑙𝑡𝛤𝑡
∗

𝑦
𝑁𝐻

𝑦
𝑁𝐻

𝑘∈𝛷𝑤∈𝛷

𝑇

𝑡=1

                                                                               (3.17) 

𝑓22 = ∑ (−𝛼(𝜆𝐸𝑆𝑆𝑡
𝛼 − 1))𝑃𝑏𝑎𝑡𝑡 + (1 − 𝜆𝑃𝑉𝑡)�̂�𝑝𝑣

𝑇
𝑡=1 𝐼𝑡𝜏𝑡                                                            (3.18)  

𝑓23 = ∑ 𝛽1𝑃𝐸𝑉𝐶𝑡
2 + 𝛽2𝑃𝐸𝑉𝐶𝑡 + 𝛽3

𝑇
𝑡=1                                                                                               (3.19)   
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𝑓24 =∑𝐷𝑟(�̌�; 𝜗, 𝑘) =

𝑟∈𝑅

∑
𝜅𝑟
𝜗𝑟
(
�̌�𝑟
𝜗𝑟
)𝜅𝑟−1. 𝑒

−(
�̌�𝑟
𝜗𝑟
)𝑘

𝑟∈𝑅

                                                                            (3.20) 

Equations (3.21) to (3.28) illustrate the constraints that must be satisfied in the scheduling problem. 

𝛷 ∈ {ℎ1, ⋯ , ℎ𝑛} ∪ {𝑅𝐸𝑆𝑖, 𝑃𝑉𝑖, 𝐸𝑉𝐶𝑖}, ∀𝑛 ∈ ℕ, , ∀𝑗 ∈ ℕ                                                                 (3.21) 

0 ≤ 𝑙𝑡
𝑤𝑘 < 1𝑧

𝑁𝐻 , { 𝜉𝑡𝑦
𝑁𝐻 , 𝑙𝑡}𝑦

𝑁𝐻 ≥ 1, 𝛤𝑡
∗ ≥ 0, , ∀𝑡 = [1: 𝑇]                                                        (3.22) 

𝜆𝐸𝑆𝑆𝑡 < 1, 𝜆𝑃𝑉𝑡 < 1, ∀𝑡 = [1: 𝑇] ∈ ℕ                                                                                                (3.23) 

𝑆𝑂𝐶𝐸𝑆𝑆𝑡+1 ≤ 𝑆𝑂𝐶𝐸𝑆𝑆𝑡 + (−𝛼(𝜆𝐸𝑆𝑆𝑡
𝛼 − 1))𝑃𝑏𝑎𝑡𝑡, ∀𝑡 = [1: 𝑇] ∈ ℕ                                            (3.24) 

𝑆𝑂𝐶𝐸𝑆𝑆𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶𝐸𝑆𝑆𝑡 ≤ 𝑆𝑂𝐶𝐸𝑆𝑆𝑚𝑎𝑥                                                                                                (3.25)  

𝜏𝑡 = 1 − 0.005( 𝑐𝑜𝑢𝑡𝑠𝑖𝑑𝑒
𝑜
𝑡 − 25), 𝑡 = [1: 𝑇] ∈ ℕ                                                                             (3.26) 

𝛽𝑗 > 0, 𝑃𝐸𝑉𝐶𝑡 ≥ 0, 𝑗 ∈ {1, 2, 3}, , 𝑡 = [1: 𝑇] ∈ ℕ                                                                              (3.27) 

𝐷𝑟(�̌�; 𝜗, 𝑘) > 0, ∀�̌� ∈ ℕ, ∀𝜗 ∈ ℝ
+, ∀𝜅 ∈ ℝ+, 𝑟 ∈ 𝑅                                                                      (3.28) 

Where Φ is a set of NAs joined in the NH, lt
wk

z
NH  stands for the power loss of swapping 

electricity from w to k in 𝑧𝑡ℎ NA, Pt
wk demonstrates the quantity of transferred power between 

entities during time slot t. Moreover, ξty
NH , lty

NH , and Γt
∗ are transmission fee coefficient, loss 

coefficient, and exchanged power from/to the NH, respectively. Furthermore,  λESSt denotes the 

overall efficiency coefficient of the ESS, λPVt represents the overall efficiency of the PV, α 

symbolizes the charging (α = 1) and discharging (α = −1) status, SOCESSt defines the state of 

charge of the storage at time slot t. Finally, coutside
o  indicates the outside temperature in Celsius, 

PEVCt stands for the total power of the charging station at time slot t, and Dr denotes the degradation 

of each r ∈ {RES, PV, EVC}. 

3.2.3. Scheduling problem formulation in WAN 
 

From the perspective of the WAN level, all different types of costs and losses are previously 
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optimized considering layers’ requirements and their subdivision entities. Consequently, 

scheduling problems in WAN layers focused on minimizing electricity trading costs, as given in 

Equation (3.29), where Υ is the set of contributed WANs in the scheduling optimization plan. 

𝑚𝑖𝑛∑(∑∑ 𝜉𝑡𝑠
𝑊𝐴𝑁 . 𝑙𝑡

𝑤𝑘. 𝑃𝑡
𝑤𝑘

𝑠
𝑊𝐴𝑁 )

𝑘∈Υ𝑤∈Υ

𝑇

𝑡=0

                                                                                             (3.29) 

  

3.3. MDP Formulation of the Proposed Multi-Layer Model 

 
The MDP formulation of the multi-layer power system model is presented in this section. The 

proposed formulation is configured in three different stages whereby each level is considered as a 

single energy entity in the next level. Initially, five major controllable appliances, including Air 

Conditioner (AC), Washing Machine (WM), Dryer (DY), Dishwasher (DW), and EV, are deemed 

in a smart house as a NA. Equation (3.30) illustrates the state space of a NA. 

𝑠𝑁𝐴𝑡 = {𝑙
𝐴𝐶
𝑡, 𝑙

𝑊𝑀
𝑡, 𝑙

𝐷𝑌
𝑡, 𝑙

𝐷𝑊
𝑡, 𝑙

𝐸𝑉
𝑡, 𝐸

𝑃𝑉
𝑡, 𝑅𝑃𝑡}                                                                             (3.30)      

 Where 𝑙𝑗𝑡 denotes the power consumption of the appliance 𝑗 during time slot 𝑡, 𝐸𝑃𝑉𝑡 

represents the state of the PV, including internal dispensing or exporting to the upper level, and 

𝑅𝑃𝑡 indicates the retail price at 𝑡. From an NH point of view , 𝐸𝑖
𝑁𝐴

𝑡 is the state of 𝑖𝑡ℎ NA defines 

whether the NA exports or imports electricity during 𝑡. Likewise, states of ESS, SPV, and EVC 

are defined as 𝐸𝑖
𝐸𝑆𝑆

𝑡, 𝐸𝑖
𝑆𝑃𝑉

𝑡, and 𝐸𝑖
𝐸𝑉𝐶

𝑡, respectively. Finally, from the WAN standpoint, the state 

space contains the energy status of each NH 𝐸𝑖
𝑁𝐻

𝑡, besides the swapping price between 𝑖𝑡ℎ and  𝑗𝑡ℎ 

NH 𝑅𝑃𝑡𝑖𝑗
𝑊 . Equations (3.31) and (3.32) illustrate the state space of NHs and WANs, respectively. 

𝑠𝑁𝐻𝑡 = { 𝐸1
𝑁𝐴

𝑡, … , 𝐸𝑖
𝑁𝐴

𝑡,   𝐸𝑖
𝐸𝑆𝑆

𝑡, 𝐸𝑖
𝑆𝑃𝑉

𝑡, 𝐸𝑖
𝐸𝑉𝐶

𝑡, 𝑅𝑃𝑡𝑖𝑗
𝑁 }                                                                     (3.31)        

𝑠𝑊𝐴𝑁𝑡 = { 𝐸1
𝑁𝐻

𝑡, … , 𝐸𝑖
𝑁𝐻

𝑡, 𝑅𝑃𝑡𝑖𝑗
𝑊 }                                                                                                        (3.32)   

The optimal action of each entity depends on the dedicated agent to maximize its reward. 
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Equation (33.3) defines the action space of non-adjustable appliances, including WM, DY, and 

DW. 

𝐴𝑎𝑝𝑝 = {𝑂𝑛, 𝑂𝑓𝑓,𝐻𝑜𝑙𝑑}, ∀𝑎𝑝𝑝 ∈ {𝑊𝑀,𝐷𝑌, 𝐷𝑊}                                                                       (3.33)        

 EVs are equipped with Grid-to-Vehicle (G2V) and Vehicle-to-Grid (V2G) 

technologies. Correspondingly, the action space of EVs is as follows. 

𝐴𝐸𝑉 = {𝐺2𝑉, 𝑉2𝐺, 𝐷𝑖𝑠𝑐𝑜𝑛𝑒𝑐𝑡}                                                                                                            (3.34) 

 The action space of AC is discretized into 2𝑛 + 1 levels where 𝑛 is the temperature 

degrees of freedom given by the user. The agent is authorized to decrease or increase the 

temperature by 𝑛 degrees, one degree at a time, as Equation (3.35) shows. 𝑇𝑁𝐴 denotes the current 

temperature, and 𝑥−
+ 𝑇𝑁𝐴 indicate 𝑥 degree of temperature change. The same logic applies to the 

ESS and EVC as indicated in Equations (3.36) and (3.37) where 𝐸𝐸𝑆𝑆 is the energy level of the 

shared unit, and 𝑞 defines the number of permitted changes in the SOC once at a time, Γ𝐸𝑉𝐶denotes 

the price of supplied electricity by EVC, and +𝑟Γ𝐸𝑉𝐶  stands for increasing price by 𝑟 unit of 

currency. 

𝐴𝐴𝐶 = {−𝑛𝑇𝑁𝐴, … , −1𝑇𝑁𝐴, 𝑇𝑁𝐴, +1𝑇𝑁𝐴, … , +𝑛𝑇𝑁𝐴 }                                                                  (3.35) 

𝐴𝐸𝑆𝑆 = {−𝑞𝐸𝐸𝑆𝑆, … , −1𝐸𝐸𝑆𝑆, 𝐸𝐸𝑆𝑆 , +1𝐸𝐸𝑆𝑆 , … , +𝑞𝐸𝐸𝑆𝑆  }                                                           (3.36) 

𝐴𝐸𝑉𝐶 = {𝛤𝐸𝑉𝐶 , +1𝛤𝐸𝑉𝐶 , … , +𝑟𝛤𝐸𝑉𝐶 , 𝑂𝑓𝑓 }                                                                                     (3.37)    

Both private and shared PV agents follow the same action space, Equation (3.35) explains, 

where the system is capable of switching the terminus consumption from internal to external (IE) 

or from external to internal (EI) units. Furthermore, the PV will be detached once output power 

drops under the economic power threshold. The action space of the rest of the entities, including 

the entire NA, NH, and WAN, also follow the same method. 

𝐴𝑍 = {𝐼𝐸, 𝐸𝐼, 𝑂𝑓𝑓}, ∀𝑍 ∈ {𝑃𝑉, 𝑆𝑃𝑉,𝑁𝐴,𝑁𝐻,𝑊𝐴𝑁}                                                                   (3.38)            



57  

The key objective of the problem is to find the optimal policy 𝜋(𝑎𝑡|𝑠𝑡), maximizing the 

total expected reward as follows. 

max
𝜋
𝐽(𝜋) = Ε𝜏~𝜋 [∑𝑅𝑡𝑜𝑡𝑎𝑙𝑡 . 𝛾

𝑡

𝑇−1

𝑡=𝑜

]                                                                                                     (3.39) 

Where 𝜏 = {𝑠0, 𝑎0, 𝑠1, … , 𝑎𝑇−1, 𝑠𝑇} denotes the agent’s trajectory, Ε𝜏~𝜋[. ] represents the 

expected value over 𝜏, the probability of transition from 𝑠𝑡+1 to 𝑠𝑡 by action 𝑎𝑡 defines by  the 

probability transition function 𝑃(𝑠𝑡+1|𝑠𝑡, 𝑎𝑡), 𝛾 ∈ (0,1] is the discount factor indicating the 

importance of future rewards. Moreover, 𝑅𝑡𝑜𝑡𝑎𝑙𝑡 indicates the overall reward, defined 

independently for each level, as shown in Equations (3.40) to (3.42). 

𝑅𝑁𝐴
𝑡𝑜𝑡𝑎𝑙=∑ ∑ 𝑟𝑖𝑡𝑖∈𝐷 , 𝐷 ∈ {𝑎𝑝𝑝, 𝐸𝑉, 𝐴𝐶, 𝑃𝑉}𝑇

𝑡=0                                                                                (3.40) 

𝑅𝑁𝐻
𝑡𝑜𝑡𝑎𝑙=∑ (∑ 𝑟𝑖𝑡𝑖∈𝑁𝐴 + ∑ 𝑟𝑗𝑡𝑗∈𝐺 ) , 𝐺 ∈ {𝐸𝑆𝑆, 𝑆𝑃𝑉, 𝐸𝑉𝐶}                                                        (3.41)𝑇

𝑡=0   

𝑅𝑁𝐻
𝑡𝑜𝑡𝑎𝑙=∑ ∑ 𝑟𝑖𝑡𝑖∈𝑁𝐻

𝑇
𝑡=0                                                                                                                           (3.42) 

Ultimately, this chapter presents a comprehensive reward function that applies to all 

entities based on the feasible conditions indicated in Equation (40). 

𝑟𝑡 = {
−(𝑅𝑃𝑡Ψ𝑡 +∑𝜑𝑖|𝜛𝑖

𝑎 −𝜛𝑖
𝑑|)         𝜛𝑖

𝑎 ≠ 𝜛𝑖
𝑑   

𝑖∈℧

−𝑅𝑃𝑡Ψ𝑡                                                     𝜛𝑖
𝑎 = 𝜛𝑖

𝑑

                                                                  (3.43) 

Where ℧ is a set of criteria including cost, delay, loss, degradation, temperature, and 

monetary profit, 𝜛𝑖
𝑎 and 𝜛𝑖

𝑑 denote the actual and preferred quantity of criteria 𝑖, respectively, 𝜑𝑖 

represent the penalty factor of violating 𝑖𝑡ℎ criteria. 

3.4. The Proposed Probabilistic Delayed Double Deep Q-Learning 

(P3DQL) Algorithm 

 
Different stages of the P3DQL algorithm development are defined in this section. The first step is 
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tuning the early version of DDQL, making a trade-off between overestimation and underestimation 

biases. The second stage aims to enhance sample complexity and learning proficiency by applying 

a delay in updating rules considering the nature of the problem guaranteeing efficiency. Finally, 

combining applied methods in the previous stages forms a Probably Approximately Correct (PAC) 

algorithm with an adjustable trade-off between positive and negative biases. 

Primarily the transition from Q-Learning to the early version of DDQL is investigated to 

illustrate the significant concerns that require to be addressed by P3DQL. The classic Q-Learning 

relies on a look-up table taking the superior action at each state while storing the values of the 

state-value Q-function. Unfortunately, besides the sluggish process, the quantity of required 

memory has made the Q-Learning algorithms worthless for real-world problems. DNN plays a 

role as a function approximator in DQL, where the inputs are the states, and the Q-values are 

calculated as the outputs, focusing on minimizing the loss function, as shown in Equation (3.44). 

𝐿(휃𝑡) = (𝑄(𝑠, 𝑎; 휃𝑡
𝑝𝑟𝑒𝑑) − 𝑟𝑡+1 − 𝛾max

𝑎
𝑄(𝑠′, 𝑎; 휃𝑡

𝑡𝑎𝑟𝑔𝑒𝑡))2                                                     (3.44) 

Where 𝑄(𝑠, 𝑎) represents the value of action 𝑎𝑡 in state 𝑠𝑡, 𝜇 is the experience buffer 

containing, 𝑟 denotes the reward, 휃𝑡
𝑝𝑟

 and 휃𝑡
𝑡𝑎𝑟

 are . Also, the update of Q-Learning is as follows. 

𝑄𝑡+1(𝑠, 𝑎) ⃪𝑄𝑡(𝑠, 𝑎) + 𝛼𝑡(𝑠, 𝑎). 𝑇�̂�𝑡+1(𝑠, 𝑎)                                                                                  (3.45) 

𝑇�̂�𝑡+1(𝑠, 𝑎) = 𝑟(𝑠, 𝑎) + 𝛾𝑚𝑎𝑥
𝑎′

𝑄(𝑠′, 𝑎′) − 𝑄𝑡(𝑠, 𝑎)                                                                     (3.46) 

Where 𝑠′ is the next state by the probability of transferring from state 𝑠 with action 𝑎, 

𝑃(𝑠, 𝑎, 𝑠′)→[0,1], 𝛼𝑡 denotes the learning rate that controls the velocity of adaptivity to 

randomness in the rewards and transitions. 

Q-Learning is stricken with a significant positive bias originating from applying the max 

operator max
𝑎
𝑄(𝑠′, 𝑎; 휃𝑡) in the update rule. Correspondingly, DDQL was introduced by Van-
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Hasselt [114], approximating the Q-values using two independent estimators to update 𝑄𝐴 and 𝑄𝐵 

follows. 

{
𝑄𝐴 (𝑠, 𝑎) ⃪𝑄𝐴 (𝑠, 𝑎) + 𝛼(𝑟 + 𝛾𝑄𝐵 (𝑠′,  𝑎∗) − 𝑄𝐴 (𝑠, 𝑎))

𝑄𝐵 (𝑠, 𝑎) ⃪𝑄𝐵 (𝑠, 𝑎) + 𝛼(𝑟 + 𝛾𝑄𝐴 (𝑠′,  𝑏∗) − 𝑄𝐵 (𝑠, 𝑎))
                                                       (3.47) 

Where  𝑎∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄
𝐴 (𝑠′, 𝑎) to update the first Q-function 𝑄𝐴,  𝑏∗ =

𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄
𝐵 (𝑠′, 𝑎) updating 𝑄𝐵. It should be noted that each update takes place using the value 

of the mutual Q-function for the next state 𝑠′, eliminating overestimation bias. 

Nonetheless, the original and different variants of the DQL algorithm, including Clipped-

DQL [115] and Weighted-DQL [116] are still associated with high underestimation bias which is 

not desirable in many problems and may lead to unsatisfactory performance. A developed 

algorithm to deal with scheduling problems in an IoE-based smart grid is needed to address two 

critical concerns as follows.  

3.4.1. Step 1: Making a trade-off between underestimation and overestimation 

biases 
 

Inductive bias in a learning algorithm is a prior probability that shows the preference of an 

event before running the test. Fitting inductive bias with the nature of the problem is a crucial issue 

in accomplishing a proper generalization performance. In simple words, overestimation and 

underestimation are not necessarily unfavorable in essence, and making a trade-off between these 

biases enhances the program's functioning. Overestimation bias leads to more exploration, while 

underestimation bias results in higher exploitation. 

To address the above-mentioned concern selecting the estimators in a probabilistic manner 

for updating the value function is proposed. The algorithm takes advantage of two separated 

unbiased estimators 𝑄𝐴 and 𝑄𝐵 that can be selected for the updating rule by the probability of δ 
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and 1-δ, respectively. As a hyperparameter, δ adjusts the positive and negative biases based on the 

problem environment. 

 

               Figure 3-2. An example of episodic MDP with three non-terminal states 

As Figure 3.2 illustrates, a plain MDP model has three states (i.e., A, B, and C) inspired by 

the user’s consumption statuses, including normal, above normal, and less than normal. Each state 

has ω+1 actions so that one action transitions to the next state with a deterministic reward r=0, and 

ω actions transition to the terminate state with a stochastic reward from states A, B, and C, which 

are clarified by Equations (3.48) to (3.50), respectively. Where μ denotes the average reward, and 

U(-x,+x) is a uniform distribution used to determine ζ. 

𝑟 = 𝜇 + 𝑈(−𝑥,+𝑥) = 𝜇 + 휁                                                                                                               (3.48) 

𝑟 = −𝜇 + 𝑈(−𝑥,+𝑥) = −𝜇 + 휁                                                                                                         (3.49) 

𝑟 =
𝜇

2
+ 𝑈(−𝑥,+𝑥) = 0.5𝜇 + 휁                                                                                                         (3.50) 

Suppose 𝜇 > 0, the stochastic regions from state A to termination and from state B to 

termination become high value and low value, respectively. In this condition, overestimation bias 
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improves exploration in state A resulting in a better performance. Also, states C takes advantage 

of overestimation with a less slope. On the other hand, when 𝜇 < 0, underestimation bias helps 

regarding taking action after state B and hurts others. This arrangement shows that eliminating 

overestimation and underestimation in many circumstances is not the case by itself, and making a 

trade-off based on the problem and environment is required. 

3.4.2. Step 2: Turning the tuned version into a Probably Approximately Correct 

(PAC) algorithm 
 

Simultaneous improvement in exploration and exploitation abilities leads to the high complexity 

of the model, especially sample complexity, which identifies the quantity of time and experience 

that the model requires to perform near optimal. Additionally, model-free algorithms (e.g., DDQL) 

lean on observed reward regardless of state transmissions resulting in higher sample complexity. 

As a comprehensive RL-based solution, the proposed model needs to be developed as a 

PAC algorithm by applying a delay in the update rule achieving near-optimal performance while 

bounding the sample complexity. The designed algorithm restricts the sample complexity to be 

𝑂(𝑆2𝐴) with 𝑃[𝑒𝑟𝑟𝑜𝑟 ≤ 𝜖] ≥ 1 − 𝛿. Where 𝑆 is state space, 𝐴 represents action space, 𝛿 denotes 

the confidence parameter, and 휀 is the error parameter. The key point is that the estimator Q-value 

updates after 𝑛 attempts when Equation (3.51) is fulfilled [117]. 

𝑄𝑡(𝑠, 𝑎) − (
1

𝑛
∑𝑟𝑤𝑖 + 𝛾max𝑎

𝑄𝑤𝑖(𝑠𝑤𝑖 , 𝑎)

𝑛

𝑖=1

) ≥ 2𝜖                                                                          (3.51) 

After the 𝑛𝑡ℎ attempt the update takes place as shown in Equation (3.52) where 𝑛 denotes 

the number of attempts, 𝑠𝑤𝑖 and 𝑟𝑤𝑖 are 𝑖𝑡ℎ recent next states and reward, respectively. 

𝑄𝑡+1(𝑠, 𝑎) =
1

𝑛
∑ 𝑟𝑤𝑖 + 𝛾max𝑎

𝑄𝑤𝑖(𝑠𝑤𝑖 , 𝑎)
𝑛
𝑖=1 + 𝜖                                                                           (3.52)                 



62  

3.4.3. Step 3: Forming the P3DQL algorithm 
 

This chapter proposes the P3DQL algorithm, which is a combination of a new variant of DDQL 

and Delayed Q-Learning. First, the original version of DDQN is well-tuned, making a logical 

trade-off between positive and negative biases. Next, the algorithm developed into a PAC 

algorithm by applying a delay in the update rule that bounds sample complexity. Although 

choosing the estimator for the updating rule in a probabilistic manner may cause higher problem 

complexity, developing the set of rules as a PAC algorithm guarantees superior learning efficiency. 

As Algorithm 3.1 shows, the probabilistic DDQL takes advantage of two separated 

unbiased estimators. The update rules for both Q-functions (i.e., 𝑄𝐴 and 𝑄𝐵) adhere to update 

parameter 𝛽, where the probability of 𝛽 = 1 is 𝛿, likewise 𝑃𝑟(𝛽 = 0) = 1 − 𝛿. Then, the selection 

parameter 𝜓 defines whether 𝑄𝐴 or 𝑄𝐵 be updated. Hyperparameter 𝛿 adjusts positive and negative 

biases considering the problem environment so that the bigger 𝛿 results in higher underestimation. 

Contrariwise, lower 𝛿 is utilized when more exploration leads to better performance. 

After initializing 𝑄𝐴 and 𝑄𝐵, two temporal buffer functions 𝑈𝐴 (𝑠, 𝑎) and 𝑈𝐵 (𝑠, 𝑎) store 

𝑛 recent updates while the counter 𝑙(𝑠, 𝑎) defines the number of occurred updates. Each Q-function 

update is allowed only once Learning Flag 𝐿𝐹(𝑠, 𝑎) is true. On the condition that no update takes 

place after a specific length of time, 𝐿𝐹(𝑠, 𝑎) turns into false. 

Algorithm 3.1: P3DQL algorithm 

Input reply buffer 𝐷 to capacity 𝐶𝑟𝑒𝑝, 𝜏 << 1, minibatch 𝑘𝑟𝑒𝑝, learning rate 𝛼𝑙𝑟, discount 

factor 휂, period Δ𝑟𝑒𝑝, reward decay 휀 

Initialize 𝑄𝐴 and 𝑄𝐵 

Inputs 𝑆, 𝐴, 𝛾, 𝑛, 𝜖 

for episode = 1, M do 

      initialize sequences 𝑆1
𝑖 

      store transition in 𝐷 at each episode 

      set 𝑦𝑗, then calculate the error 

      perform gradient descent  

for all (𝑠, 𝑎) 
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𝑄𝐴 (𝑠, 𝑎) ⃪(1 − 𝛾)−1      //Q-value estimated by A 

𝑄𝐵 (𝑠, 𝑎) ⃪(1 − 𝛾)−1      //Q-value estimated by B 

𝑈𝐴 (𝑠, 𝑎) ⃪0                    //attempted updates by A 

𝑈𝐵 (𝑠, 𝑎) ⃪0                    //attempted updates by A 

𝑡(𝑠, 𝑎) ⃪0                       //time of the last update 

𝑙(𝑠, 𝑎) ⃪0                       //update counter 

𝐿𝐹(𝑠, 𝑎) ⃪𝑡𝑟𝑢𝑒              //learning flag 

end 

choose 𝛽𝑗 = {0,1}                //j is iteration number 

𝑃𝑟(𝛽𝑗 = 1) = 𝛿 and 𝑃𝑟(𝛽𝑗 = 0) = 1 − 𝛿 

if   𝛽𝑗 = 1  

𝛽𝑗+1 = 0  

else 

Pr(𝛽𝑗+1 = 1) = 𝛿  

𝑡∗(𝑠, 𝑎) ⃪0                        //time of the most recent Q change 

for 𝑡 = 𝑖                             //𝑖 ∈ ℕ 

choose 𝑎, based on 𝑄𝐴 (𝑠, . ) And 𝑄𝐵 (𝑠, . ), observe 𝑟, 𝑠′ 
randomly choose 𝜓 = {1,2} 

if 𝜓 =1 

update A 

else 

update B 

if 𝜓 =1 and 𝐿𝐹(𝑠, 𝑎) = 𝑡𝑟𝑢𝑒 

    𝒂∗ = 𝑚𝑎𝑥
𝑎′

𝑄𝐴(𝑠, 𝑎′)  

 𝑈𝐴 (𝑠, 𝑎) ⃪𝑈𝐴 (𝑠, 𝑎) + 𝛾(𝛽𝑄𝐵 (𝑠′,  𝑎∗) + (1 − 𝛽)𝑄𝐴 (𝑠′,  𝑎∗)) 

 𝑙(𝑠, 𝑎) ⃪𝑙(𝑠, 𝑎) + 1 

 if  𝑙(𝑠, 𝑎) = 𝑛 

      if 𝑄𝐴 (𝑠, 𝑎) −
1

𝑛
𝑈𝐴 (𝑠, 𝑎) ≥ 2𝜖  

         𝑄𝐴 (𝑠, 𝑎) ⃪
1

𝑛
𝑈𝐴 (𝑠, 𝑎) + 𝜖  

      else if 𝑡(𝑠, 𝑎) ≥ 𝑡∗  
                 𝐿𝐹(𝑠, 𝑎) ⃪𝑓𝑎𝑙𝑠𝑒  

       end 

      𝑡(𝑠, 𝑎) ⃪𝑡, 𝑈𝐴 (𝑠, 𝑎) ⃪0, 𝑙(𝑠, 𝑎) ⃪0 

 end 

if 𝜓 = 0 and 𝐿𝐹(𝑠, 𝑎) = 𝑡𝑟𝑢𝑒 

    𝒃∗ = 𝑚𝑎𝑥
𝑎′

𝑄𝐵(𝑠, 𝑎′)  

 𝑈𝐵 (𝑠, 𝑎) ⃪𝑈𝐵 (𝑠, 𝑎) + 𝛾(𝛽𝑄𝐴 (𝑠′,  𝑎∗) + (1 − 𝛽)𝑄𝐵 (𝑠′,  𝑎∗)) 

 𝑙(𝑠, 𝑎) ⃪𝑙(𝑠, 𝑎) + 1 

 if  𝑙(𝑠, 𝑎) = 𝑛 

      if 𝑄𝐵 (𝑠, 𝑎) −
1

𝑛
𝑈𝐵 (𝑠, 𝑎) ≥ 2𝜖  

          𝑄𝐵 (𝑠, 𝑎) ⃪
1

𝑛
𝑈𝐵 (𝑠, 𝑎) + 𝜖  

      else if 𝑡(𝑠, 𝑎) ≥ 𝑡∗  
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                 𝐿𝐹(𝑠, 𝑎) ⃪𝑓𝑎𝑙𝑠𝑒  

       end 

      𝑡(𝑠, 𝑎) ⃪𝑡, 𝑈𝐵 (𝑠, 𝑎) ⃪0, 𝑙(𝑠, 𝑎) ⃪0 

  end 

else if 

          𝑡(𝑠, 𝑎) ≤ 𝑡∗ 
            𝐿𝐹(𝑠, 𝑎) ⃪𝑇𝑟𝑢𝑒  

end if 

end for 

The proposed method establishes a bias margin between underestimation and 

overestimation bounds. Both positive and negative biases are shrunk at the same time considering 

the following statements. 

Lemma 3.1. Let 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} be a set of values and let 𝛼 = 𝑚𝑖𝑛{𝑣1, 𝑣2, … , 𝑣𝑛}, 𝛽 =

𝑚𝑎𝑥{𝑣1, 𝑣2, … , 𝑣𝑛}, and 𝑣𝑗 > 𝑣𝑗+1. Then, 𝛼 ≤
1

𝑛
∑ 𝑣𝑖 ≤ 𝛽
𝑛
𝑖=1  and 𝛼 ≤ E{𝑉𝑖} ≤ 𝛽. 

Lemma 3.2. Let 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} be a set of values and let 𝛼 = 𝑚𝑖𝑛{𝑣1, 𝑣2, … , 𝑣𝑛}, 𝛽 =

𝑚𝑎𝑥{𝑣1, 𝑣2, … , 𝑣𝑛}, 𝑌 = {𝑉} − 𝛼, 𝑊 = {𝑉} − 𝛽. Also, 𝑃𝑟 (𝑥𝑖
Ω) is the probability of 𝑥 ∈

{Ω|Ω = {𝑉, 𝑌,𝑊}}. Then, 𝑃𝑟 (𝑥𝑖
Y)max

𝑖
{𝑌𝑖} + 𝑃𝑟 (𝑥𝑖

W)max
𝑖
{𝑊𝑖} < 𝛽, and 𝛼 <

𝑃𝑟 (𝑥𝑖
Y)min

𝑖
{𝑌𝑖} +𝑃𝑟 (𝑥𝑖

W)min
𝑖
{𝑊𝑖}. 

These two lemmas are used to prove Theorem 3.1, which indicates the tuned version 

improves both negative and positive biases simultaneously. The theorem is as follows: 

Theorem 3.1. Let 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} be a set of values, the expected value is maximized by 𝑁, and 

minimized by 𝑀, which are two subsets of 𝑉 (𝑖. 𝑒. , 𝑁 ⊆ 𝑉, 𝑎𝑛𝑑 𝑀 ⊆ 𝑉 ), and 𝑁 = {𝑖|𝐸{𝑉𝑖} =

𝑚𝑎𝑥𝑗𝑉𝑗}, also 𝑀 = {𝑘|𝐸{𝑉𝑘} = 𝑚𝑖𝑛𝑗𝑉𝑗}. Let 𝛵𝐴 = {𝜏1
𝐴, 𝜏2

𝐴, … , 𝜏𝑛
𝐴} and 𝛵𝐵 = {𝜏1

𝐵, 𝜏2
𝐵 , … , 𝜏𝑛

𝐵} be 

two unbiased estimators so that 𝐸{𝑉𝑖} = 𝐸{𝛵
𝐴
𝑖} = 𝐸{𝛵

𝐵
𝑖}, also let 𝑎 and 𝑎 be two elements that 

maximize and minimize 𝛵𝐴. If 휃𝑢 and 휃𝑜 are lower and upper bound of bias in original DQN, then 
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min
𝑖
𝐸{𝑉𝑖} = 휃𝑢 <  𝐸{𝛵

𝐵
 𝑎} < 𝐸{𝛵

𝐵
 𝑎 } < 휃𝑜 = max

𝑖
𝐸{𝑉𝑖} 

Proof. If 𝑎 ∈ 𝑀, and 𝛽 = 1, subsequently 𝐸{𝛵𝐵 𝑎} =
1

𝑛
∑ 𝜗𝑖
𝑛
𝑖=1 , where 휃𝑢 = 𝜗1 = min

𝑖
𝐸{𝑉𝑖}, and 

𝜗𝑗+1 ≥ 𝜗𝑗 . Then, min
𝑖
𝐸{𝑉𝑖} = 휃𝑢 <  𝐸{𝛵

𝐵
 𝑎}. If 𝑎 ∈ 𝑁, and 𝛽 = 0, then 휃𝑢 < 𝜗1, and 

consequently min
𝑖
𝐸{𝑉𝑖} = 휃𝑢 ≪  𝐸{𝛵𝐵 𝑎}. In the same way, if 𝑎 ∈ 𝑁, and 𝛽 = 1, accordingly 

{𝛵𝐵 𝑎} =
1

𝑛
∑ 𝜗𝑖
𝑛
𝑖=1 , where 휃𝑜 = 𝜗𝑛 = max

𝑖
𝐸{𝑉𝑖}, and 𝜗𝑗 ≥ 𝜗𝑗−1. Afterward 𝐸{𝛵𝐵 𝑎} <

max
𝑖
𝐸{𝑉𝑖} = 휃𝑜. If 𝑎 ∈ 𝑁, and 𝛽 = 0, then {𝛵𝐵 𝑎} =

1

𝑛
∑ 𝜗𝑖
𝑛
𝑖=1 , where  𝐸{𝛵𝐵 𝑎} ≪ 휃𝑜 =

max
𝑖
𝐸{𝑉𝑖}. 

3.5. Simulation Results 

 
The proposed P3DQL algorithm is evaluated using three large real-world datasets. The data used 

in the first two case studies have been collected by Pecan Street [118] in Austin and New York, 

and the latter case study investigates the electricity demand of multiple smart houses in Germany, 

provided in the DEDDIAG dataset [119]. All datasets contain PV generation and electricity 

consumption by every single device in different smart homes recorded for over three years every 

15 minutes. Additionally, weather information and electricity retail prices are collected from the 

national weather service and energy companies in both countries, respectively. The simulation is 

tested using Python 3.9.7 on a standard system with an Intel Core i7-97580H CPU with 16.0 GB 

of RAM. 

3.5.1. Multi-Layer Grid Setup: Case studies 1 and 2 
 

Both the first (Austin) and the second (New York) case studies consist of 75 smart homes as NAs, 

where each NA includes major appliances, as mentioned in section 3, along with a 1 kW PV system 

and an EV. A group of NAs forms an NH besides a set of ESS, SPV, and EVC. Consequently, five 
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NHs are modeled where several NAs participate in multiple NHs. Similarly,  two WANs are 

formed by multiple NHs. Table 3.1 clarifies the structure and components of different layers, 

where 𝑖 ∈ {1 → 75} and 𝑗 ∈ {𝐴
𝑡𝑜
→ 𝐸} indicates the ID of participated NAs, and NHs, respectively 

Table 3-1. The structure and components in case studies 1 and 2 

Layer Components 
ESS 

(kWh) 

SPV 

(kW) 

EVC 

(kW) 

All NAs All major devices - - - 

NH-1 𝑖 ∈ {1 → 15} 8.2 10.4 15.8 

NH-2 𝑖 ∈ {14 → 27} 10.7 13.4 17.5 

NH-3 𝑖 ∈ {28 → 42} ∪ {2} 9.9 12.0 11.4 

NH-4 𝑖 ∈ {43 → 60} 9.9 6.2 12.5 

NH-5 𝑖 ∈ {61 → 75} ∪ {29} 10.1 6.2 11.4 

WAN-1 𝑗 ∈ {𝐴, 𝐵, 𝐶} 34.7 38.9 46.4 

WAN-2 𝑗 ∈ {𝐵, 𝐷, 𝐸} 35.5 40.1 52.6 

All ESSs are Zinc bromide flow batteries with titanium electrodes, where 𝑆𝑂𝐶𝐸𝑆𝑆𝑚𝑖𝑛 =

1 − 2 𝑘𝑊ℎ, and 𝑆𝑂𝐶𝐸𝑆𝑆𝑚𝑎𝑥 = 12 − 20 𝑘𝑊ℎ, and 𝜆𝑏𝑎𝑡𝑡 = 0.75. All ESSs are 5.2kW solar kit 

Canadian 400 black with Enphase micro-inverter or 6.2kW solar kit Q-Cells with Generac hybrid 

inverter. Finally, diesel generators supply EVCs, where quadratic coefficients of the generation 

cost function 𝛽1 = 0.001$/(𝑘𝑊)2, 𝛽2 = 0.042 $/𝑘𝑊 , and 𝛽3 = 0.4 $/ℎ. It should be noted that 

incentive factor Ω and penalty factor Φ are defined based on the historical consumption of each 

user. Also, all units' loss and transmission fee coefficients are set based on standard values in the 

real-world power system and electricity market. 

3.5.2. Multi-Layer Grid Setup: Case study 3 
 

The third case study contains recordings of 15 smart homes over three years in Germany. Three 

NHs and two WANs have been formed, as indicated in Table 3.2. 
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Table 3-2. The structure and components of the third case study 

Layer Components 
ESS 

(kWh) 

SPV 

(kW) 

EVC 

(kW) 

All NAs All major devices - - - 

NH-1  𝑖 ∈ {1 → 6} 3.3 4.2 6.5 

NH-2  𝑖 ∈ {4 → 7} ∪ {1} 3.8 4.8 4.8 

NH-3  𝑖 ∈ {5 → 10} ∪ {2} 4.7 5.2 5.6 

NH-4  𝑖 ∈ {11 → 15} 3.2 3.9 5.4 

WAN-1 𝑁𝐻 − 1 𝑎𝑛𝑑 𝑁𝐻 − 2 13.8 15.6 18.5 

WAN-2  𝑁𝐻 − 3 𝑎𝑛𝑑 𝑁𝐻 − 4 14.2 16.2 19.9 

3.5.3. Verification of Optimization Algorithm 
 

Before training the algorithm, the optimization method requires to be validated in terms of 

numerical error. It is worth mentioning that numerical errors may originate from rounding errors 

due to machine representation format, tolerance errors, and truncation errors in integrations and 

approximations, just to name a few. The Rosenbrock function is utilized as a performance test 

problem in this study, as defined in (3.53). 

𝑓(𝑥𝑛) = ∑(100(𝑥𝑖
2 − 𝑥𝑖+1) + (1 − 𝑥𝑖)

2) 

𝑛−1

1

                                                                                  (3.53) 

Where 𝑥 = (𝑥1, … , 𝑥𝑁) ∈ ℝ
𝑁, and it has only one optimal solution 𝑓 = 0 at (1,1), once 

𝑁 = 2. It should be noted that the function is scaled as required, restraining the global optimum 

in the scope of inputs.  

The optimization method and objective function formulations are tested over 15 runs, 

estimating the possibility of converging the actual minimum to within 𝑓 < 0.01. The same test is 

also applied to two other methods from literature. The results indicated 𝑃(𝑓 < 0.01) = 0.9896 in 

the proposed P3DQL algorithm, which is 11% and 9% better than methods in [52] and [51], 

respectively. 
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3.5.4. P3DQN Setup 
 

The prioritized experience replay technique is utilized to eliminate instability caused by the 

significant correlation between actions and states. The size of the replay buffer is 106, while the 

number of training sets processed during each stochastic gradient descent update is 𝑘𝑟𝑒𝑝 = 64, 

which is the minibatch size. Also, 휀-greedy increment ε = 0.995, decay step is 50, the learning 

rate is αlr = 0.015, and discount factor 휂 = 0.9.  

It should be noted that a four-layer deep neural network is designed to simulate the model 

under given system parameters, historical consumption, retail price, weather data, and solar PV 

generation. The number of inputs and outputs are defined based on the total number of time slots 

during a day which is 96, while the number of neurons is taken by trial and error to select the best 

fit number. An Adam optimizer is utilized with the defined learning rate αlr. The number of 

neurons in each layer is 1500, and the activation function is ReLU. Ultimately, running the 

algorithm using different 𝛿 indicates that 𝑃𝑟(𝛽 = 1) = 0.65 performs better than other 

combinations to solve this specific scheduling problem. 

3.5.5. Training Process; Biasness, Error, and Speed of convergence 
 

Before investigating the effect of the algorithm on the load curve and cost in each grid layer, the 

training results are provided. Adapting the agents to the environment is a progressive procedure 

that is more fluctuating at the beginning steps due to many random choices obtaining a better 

exploration. Figure 3.3 shows the reward trend during the training stage for the first case study, 

where after 300 episodes, the agent learns to behave near the optimal policy. The reward for a NA 

is demonstrated to simplify the explanation since other layers also follow the same trends. 

Although oscillation in the P3DQN is higher than other tested algorithms initially, it achieves a 

higher reward and demonstrates more stability in terms of learning and reward. 
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          Figure 3-3. The rewards of three algorithms during training 

Table 3.3 indicates that while DDQL and DDQ-ESS [120] have reduced the overestimation 

of DQL [57], underestimation was still a concern. Consequently, the proposed P3DQL algorithm 

decreased the underestimation bias while addressing positive bias. All four algorithms were trained 

in different layers under exact conditions comparing average expected and actual returns after ten 

random seeds. 

Table 3-3. Result comparison among different methods 

Method Case Study Expected return Actual return Error % 

P3DQL 

#1 178.7124 182.3781 -0.0205 

#2 177.0648 178.0226 -0.0054 

#3 162.3189 161.9403 +0.0021 

DDQL 

#1 111.3924 113.0334 -1.4732 

#2 120.1414 121.5809 -1.1982 

#3 94.0915 95.3455 -1.3328 

DDQ-ESS [120] 

#1 109.5485 111.1128 -1.4280 

#2 107.8547 109.3729 -1.4074 

#3 101.3214 102.5266 -1.1895 

DQL [57] 

#1 110.7838 110.375 +0.3704 

#2 106.2429 105.847 +0.3741 

#3 99.2980 98.9922 +0.3090 
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Additionally, after 412 episodes (on average for the three case studies), the training stage 

is completed, and there will be no more updates by the estimators. The results show that the sample 

efficiency of the P3DQL has been enhanced by 41%, 33%, and 34%, comparing DQL, DDQL, 

and DDQ-ESS, respectively. 

Table 4 compares the iterative performance of different models (average of three case 

studies) over twenty runs with three different pairs of discount factors and learning rates.  

Table 3-4. Comparison of execution time and Variance reduction rate on target values 

Method #Epoch Average Reward, 
+
−
 𝝈 Running Time 

P3DQL 

40 0.8458, 0.0291 0.9823 

160 0.7124, 0.0113 0.9683 

290 0.9011, .0060 0.9217 

420 1.0000 , 0.0055 0.9012 

DDQL 

40 0.7624, 0.0212 0.9831 

160 0.8121, 0.01423 0.9712 

290 0.8005, 0.0102 0.9619 

420 0.8131, 0.0098 0.9408 

DQL [57] 

40 0.7941, 0.03412 1 

160 0.8275, 0.0294 0.9732 

290 0.8281, 0.0288 0.9924 

420 0.8451, 0.0292 0.9820 

The discount factor has also been increased continuously, guaranteeing reaching the 

optimal policy. Even though less discount factor leads to faster convergence, achieving optimal 

policy is the priority. As the results demonstrate, the average reward in the developed P3DQL is 

higher than other techniques, reducing the standard deviation (σ). Additionally, the proposed 

algorithm is faster than other investigated methods since the execution time of the P3DQL is less 

than other approaches and reaching the optimal policy is attainable by at least 19% fewer epochs. 

Finally, it should be noted that the reported numbers are normalized by the measured scale of 

corresponding runs. 
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3.5.6. Stability and sensitivity of P3DQL 
 

This section first evaluates the stability of the proposed P3DQL algorithm, and then a sensitivity 

test is conducted to identify the most sensitive features and parameters. Dynamic systems analysis 

defines a stable method as one in which the outcome slightly changes under perturbations or 

remains unaltered [121]. Accordingly, the stability of the developed model is examined based on 

the distribution and characteristic analysis using Population Stability Index (PSI) and 

Characteristic Stability Index (CSI) metrics, respectively. 

The effect of data distribution drift is investigated using PSI, whereby two different 

samples of a population are bucketed to compare changes in the predicted variable. Initially, a 

reference population is selected, and the scoring variables are sorted in descending order. Then, 

ten bins of data are created by cutting the scale of the variable into units of the same size after 

ranking the order of the preference scores. Subsequently, the cutoff points used to create the bins 

for In-sample are applied to the new distribution. Lastly, the distribution shifting of variables 

between two samples is calculated as in (3.54): 

𝑃𝑆𝐼 = ((%𝑎𝑐𝑡𝑢𝑎𝑙 − %𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑) ∗ ln
%𝑎𝑐𝑡𝑢𝑎𝑙

%𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
)                                                                  (3.54) 

𝑃𝑆𝐼 < 0.1 indicates minor population bias and excellent stability of the model, while 0.1 <

𝑃𝑆𝐼 < 0.2 shows that the population has slightly changed, but still no immediate action is required. 

Ultimately, if PSI is larger than 0.2, the model should be retrained or redesigned. The results 

demonstrate that in all three case studies, the PSI is less than 0.1, where 𝑃𝑆𝐼𝑐𝑎𝑠𝑒 𝑠𝑡𝑢𝑑𝑦 1 = 0.0688, 

𝑃𝑆𝐼𝑐𝑎𝑠𝑒 𝑠𝑡𝑢𝑑𝑦 2 = 0.0451, and 𝑃𝑆𝐼𝑐𝑎𝑠𝑒 𝑠𝑡𝑢𝑑𝑦 3 = 0.07315. Accordingly, the existing model is 

utterly stable and requires no action. 

The impact of feature distribution is investigated through CSI by the same procedure as 
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PSI. The only difference is related to the bucketing process, where each feature is employed to 

generate the bins instead of slicing the data using the predicted variable. The results show the 

highest calculated PCI for all features in all three case studies is 0.0891, which still falls under the 

stability threshold.  

Sensitivity analysis is also conducted to investigate the significance and impact of each 

input variable on the system’s output using the Pearson correlation coefficient and Sobol’s 

variance-based sensitivity index. Moreover, a ranking of their influence is presented by 

systematically altering the model’s hyperparameters. 

Table 3.5 indicates the ranking of input variables based on two sensitivity analysis 

methods. The Pearson coefficient indicates the normalized correlation between the selected feature 

and the output varying from -1 to +1, denoting total negative and positive linear correlations, 

respectively. Similarly, Sobol’s sensitivity index determines the contribution of each input 

parameter based on the decomposition of the model output variance that can be attributed to inputs 

or sets of inputs. The results show that PV, RP, and AC are the most critical features. However, 

the correlations in both tests are considerably low. Global insight into hyper-parameter influence 

is investigated using Sobol's indices. The results demonstrate that the discount factor and error 

parameter (threshold of updating rule) are the most sensitive parameters. Increasing the discount 

factor results in more accuracy in obtaining the optimal policy (more exploration) while reducing 

the convergence speed. Conversely, discount factor diminution leads to better exploitation and a 

speedy process. The proposed model can adjust the discount factor amount where overestimation 

or underestimation is advantageous. Moreover, the error parameter plays a key role in sample 

efficiency, where a rise improves the efficiency endangering the accuracy. 
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           Table 3-5. The structure and components of the third case study 

Variable 
Index Ranking Overall 

Ranking 
Pearson Sobol’ Pearson Sobol’ 

PV -0.211 0.0245 1 2 1 

RP -0.195 0.0301 3 1 2 

AC 0.197 0.0122 2 4 3 

WM 0.092 0.0083 5 5 5 

EV 0.143 0.0195 4 3 4 

DW 0.084 0.0012 6 6 6 

DY 0.023 0.0009 7 7 7 

3.5.7. Numerical Results: Load Profile 
 

The P3DQN algorithm is tested to discover the outcomes for different grid layers in terms of peak 

reduction and flatting the load curve. The trained algorithm is utilized to schedule the energy 

entities over four separate weeks in different seasons, taking weather and irradiance differences 

during a year into account, considering holidays and weekend effects besides the effect of seasonal 

appliances. 

 

                        Figure 3-4. Load curve of different components in an NA 
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Figure 3.4 shows the average load curve of major shiftable appliances, fixed loads, and 

power generated by the solar system in NA number 14 of the first case study before applying the 

proposed scheduling algorithm. Table 3.6 summarizes the average results of three case studies, 

where %PAPR represents the percentage of reduction in Peak to Average Power Ratio (PAPR). 

Utilizing P3DQN reduces peak load by 27.9% in July, 8.7% in October, 11.8% in February, and 

14.1% in April. Then, the algorithm applies to the NH-4 of the first case study, examining the 

effect of shared battery storage, shared  PV, and EV charging station in two different scenarios. 

        Table 3-6. Load profile improvement with different algorithms 

Layer Metric Initial P3DQL DDQL DQL 

NA 

Peak (kW) 8.043 5.8137 6.670 7.237 

Variance 0.784 0.687 0.771 0.801 

% PAPR - 12.2 % 11.5 % 8.3% 

NH 

Peak (kW) 32.858 23.557 26.979 30.125 

Variance 2.756 2.447 2.592 2.699 

% PAPR - 10.8% 10.1 % 7.6% 

WAN 

Peak (kW) 31.750 22.532 27.953 31.081 

Variance 15.586 13.277 14.119 14.473 

% PAPR - 10.3 % 8.9 % 6.9% 

In the first scenario with 6 NAs, the peak load decreases by 25.1%, 7.9%, 11.4%, and  13% 

in July, October, February, and April, respectively. The second scenario, including 6 NAs, a 6 kW 

ESS, a 6.2 kW SPV, and a 10 kW EVC shows outstanding performance in terms of peak reduction 

in July by 28.2% reduction. In the same way, the algorithm is tested on WAN-2, which is a 

combination of NH-2, NH-4, and NH-5. 

3.5.8. Numerical Results: Cost 
 

This section analyzes the performance of the P3DQL in terms of cost reduction, taking into account 

three different tariff types: flat tariff, Time of Use (ToU), and Real-Time Pricing (RTP). Since the 
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flat tariff scenario assumes that the electricity price does not change during the day, the only 

electricity scheduling feature is managing the generated power by the solar system, and the effect 

of utilizing any algorithm is slight. 

The average cost deduction after applying the developed algorithm to all three case studies 

is indicated in Figure 3.5, where both ToU and RTP tariff types demonstrate outstanding outcomes. 

To conclude, the cost is deducted by almost 29% in different layers. 

 
Figure 3-5. Different scenarios of cost reduction 

3.5.9.  Results Comparison 
 

This section compares various methods, including DQL-based, DPG-based algorithms, and LSTM 

as modern methods, and one of the most used traditional methods for solving scheduling problems, 
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which is Mixed Integer Linear Programming (MILP). Since the state-action space of the proposed 

method is discrete, the biases and convergence speed results are compared with models of the same 

nature. As indicated in Table 3.4, the proposed P3DQL algorithm simultaneously improved 

overestimation in DQL [57] and underestimation in DDQL and DDQ-ESS [120]. Moreover, Table 

3.4 demonstrated that the standard deviation of the average reward of the P3DQL algorithm is less 

than other techniques, while the running time is lower. 

Furthermore, the proposed P3DQL is compared with other algorithms, whether the state-

action space is discrete or continuous. As Figure 3.6 shows, the proposed algorithm reduces the 

peak by 29.4%, which is almost 16% higher than MILP [122], and LSTM [123] and approximately 

14% better than DQL [57], and DDPG [56]. It should be noted that the performance of the proposed 

method is also better than the suggested algorithm in DPG [57]. However, the deep policy gradient 

is less capable regarding sample efficiency and running time. Finally, the P3DQL reduced the cost 

by 30.1% which is 4.7%, 10%, and 17.8% higher than DPG [57], DQL [57], and DDPG [56], 

respectively. 

 

        Figure 3-6. Result comparison among different methods 
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3.6. Conclusion 

 
This chapter proposed a novel model-free Q-Learning-based algorithm for scheduling various 

energy components in a Multi-Layer IoE-enabled smart grid. The proposed algorithm can address 

the problem in each layer independently or by considering three layers as a whole, where the level 

of participation is predefined based on users’ preferences. Also, the privacy of users is preserved 

by the utility, who as the principal owner of the network provides subscription-based services to 

the customers in a decentralized manner. 

Traditional scheduling methods cannot address this problem since comprehensive 

modeling of the environment is practically impossible due to various types of uncertainties in price, 

weather conditions, solar irradiation, and customers’ behavior and preferences. Moreover, the 

number of state-action pairs is extremely large and tabular methods are inefficient in terms of time 

and sample complexity. Likewise, DDQN and DPG-based algorithms suffer from underestimation 

bias and discretization issues, respectively. Furthermore, stability and learning efficiency are two 

crucial metrics that need to be considered. Accordingly, the P3DQL algorithm has been proposed 

making an adjustable trade-off between positive and negative biases ensuring high efficiency 

besides lower complexity of the algorithm. 

The proposed model has been tested on a large real-world dataset validating the algorithm's 

effectiveness regarding peak clipping, reducing PAPR, and cost reduction in different grid layers. 

Comparing the results with other applied methods on the same dataset in the literature indicated 

the superiority of the P3DQL by 28.2% peak clipping, 12.9% PAPR reduction, and 29.4% cost 

saving. 

In future work, we plan to develop an electricity routing mechanism in IoE-based networks 

containing multiple AC and DC energy components beside different rectifiers and inverters. A key 
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challenge will be the algorithm's execution time, which is crucial in reaching the best performance. 

Last but not least, defining the optimum reward function will be challenging, considering the 

limited action space that needs to be addressed with an innovative solution. 
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4- Chapter 4 

Optimizing Resource Swap Functionality in IoE-based Grids 

Using Approximate Reasoning Reward-based Adjustable 

Deep Double Q Learning 

 

4.1. Introduction 

 
The Internet of Energy (IoE) concept emerged to monitor, control, and respond to the ever-growing 

electricity demand in the present and expected future power systems, integrating grid components 

with the internet [124]. This modern energy paradigm requires an innovative control strategy 

addressing the impacts of renewable energy resources, which are naturally uncertain while 

enhancing the routing mechanism to reduce loss and increase the system's efficiency. Moreover, 

IoE aims to facilitate Peer-to-Peer (P2P) energy trading, especially at the residential level, 

increasing the monetary benefits of demand-side management programs [107]. 

Energy Router (ER) is a compact intelligent power electronic device that is known as the 

core of the IoE. Optimizing energy management strategy by enabling bidirectional power flow 

among several devices is the leading capability of ERs. In other words, ERs are hybrid AC/DC 

interfaces that integrate energy components to harmonize demand and supply while maximizing 

efficiency from technical and economic points of view. By expediting and easing the integration 

of various resources and devices, besides providing flexible and cost-effective power flow 

management, ERs indicate tremendous capability in future power systems. 
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ERs are categorized into three different types, including grid level, microgrid level, and 

user level, based on location-dependent tasks [125]. In a hierarchical control mechanism, the 

primary control stage is positioned at the user level to optimize electricity flow among energy 

components based on the Real-Time Price (RTP), resource availability, customer preferences, 

technical limitations, and trade contracts with other parties. The secondary control layer aims to 

decrease the voltage and frequency deviation at the microgrid level while considering electricity 

swapping commitments and stability requirements. Finally, the tertiary control layer employs the 

optimal scheduling algorithm accomplishing the final stage of loss minimization and efficiency 

maximization by dispatching power flow at the distribution network level. Due to the crucial role 

of Solid-State Transformers (SST) at the grid level, utilized routers in the distribution system are 

mostly known as SST-ER. 

Numerous studies have been carried out investigating the concept of ER in the present and 

future generations of power systems. The optimal placement of energy storage units at the 

microgrid level has been investigated in [70], aiming to improve the system's stability. The 

proposed method relies on the structure preserving energy function in medium and high voltage 

networks, focusing on three-phase inverters. The optimum location selection of charging stations 

has been researched in [69], comparing greedy heuristic and diffusion-based solutions. The 

outcomes indicated that the greedy heuristic method requires fewer charging stations, while the 

diffusion-based design resulted in less transmission loss. In [68], a modeling method has been 

presented to assess the stability of converter-dominated islanded AC microgrids based on droop 

controllers with a phase-locked loop. Two energy routing control strategies have been designed in 

[67] for multi-energy interconnected systems. The first strategy focuses on minimizing the loss of 

local absorption in a monopoly market, while the latter tends to diminish the transmission loss in 
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a competitive market. Ant colony optimization has been utilized in [66] to discover the best 

possible path with minimum loss among producer and consumer units in the power system. 

Additionally, a particle swarm optimization algorithm has been developed to determine the 

amount of energy that needs to be collected from each producer, considering customer satisfaction. 

An optimal selection of source and routing path strategies has been developed in [65] based on 

International Electrotechnical Commission (IEC) 61850 communication routing algorithm in 

microgrids. The proposed method successfully discovers the lowest loss route in a microgrid based 

on the least objective function value. Ultimately, the Authors [64] designed a minimum loss model 

for ERs, solving the minimum loss problem on a real-time scale. The proposed method is capable 

of handling multiple energy storage devices with high efficiency in a cooperative manner. 

Utilizing ERs in the high-voltage network is not feasible economically since fulfilling 

technical and safety requirements in the power transmission/distribution layers is exceedingly 

costly [71]. However, the high penetration of distributed energy resources in the low-voltage layer 

necessitates utilizing ERs to meet energy commitments and financial objectives. 

A weighted routing algorithm for a local area network has been designed in [74] following 

Graph theory. The proposed framework includes renewable energy sources, Electric Vehicles 

(EVs), and energy storage units only at the neighborhood level. Furthermore, a multi-terminal ER 

design has been proposed in [73] and [72], interconnecting and coordinating multiple microgrids 

simultaneously. Nevertheless, smart home appliances and personal energy units, such as exclusive 

rooftop Photovoltaic (PV) systems and battery storage units, have not been investigated in the 

previously mentioned papers. 

A few studies have investigated ER-based energy management at the low-voltage and 

residential levels. Mixed-Integer Linear Programming (MILP) has been employed to design an 
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optimal routing and control scheme for a single household and at a neighborhood level in [75]. A 

fuzzy logic-based hierarchical control strategy has been planned in [76] and [77] to reduce energy 

costs by enabling plug-and-play connections, and optimizing the utilization of renewable energy 

sources, respectively. Authors in [126] developed a home energy router accommodating AC/DC 

powered load, aiming to reduce the number of power converters. 

Many serious challenges are associated with the methods studied earlier, which 

conventional methods are not able to address. First and foremost, the nature of renewable energy 

resources is extremely uncertain, and power delivery fluctuates continuously, which makes 

mathematical modeling impractical [47]. An additional source of uncertainty also originated from 

unpredictable customer preferences and conditions. Consequently, using historical data to forecast 

future electricity generation and demand is not straightforward and makes the predictions 

inaccurate. 

Deep Reinforcement Learning (DRL) has been widely utilized in energy systems thanks to 

the capability of addressing control and optimization problems model-freely [22]. Moreover, DRL-

based methods take advantage of high flexibility and generalization due to not relying on prior 

knowledge about the system’s topology and information. In [77], a marketing auction mechanism 

has been developed utilizing DRL to minimize energy costs in microgrids. A Deep Q-Learning 

(DQL)-based optimal energy management mechanism for an office building has been developed 

in [78], controlling the energy flow of PV and battery storage. The concept of energy routing 

centers has been proposed in [79], coordinating multi-energy coupled energy framework. The 

developed model aims to enhance the conversion flexibility of energy components. 

Despite the fact that previously published works in the literature have provided seminal 

insight into utilizing ERs at the residential level, several significant problems have not been 
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appropriately addressed. Firstly, none of the earlier studies simultaneously deemed all exclusive 

and shared energy components in Nano Area (NA) and Neighborhood (NH). Furthermore, the 

proposed routing structures have not supported P2P electricity trading and input power from NHs, 

which are incredibly imperative and effective in optimizing cost and loss. Ultimately, the hitherto 

developed routing procedures have not attempted to enhance the algorithm's efficiency while 

providing a feature to take advantage of positive and negative biases where applicable. 

Therefore, this chapter aims to develop a routing algorithm that simultaneously considers 

all energy components in the NA and delivered power from NH. Moreover, the designed algorithm 

must enable and guarantee electricity trading between residential units and the neighborhood 

besides P2P contracts. Furthermore, the proposed algorithm to solve the optimization problem 

requires to be efficient and fast in convergence. Ultimately, since overestimation and 

underestimation, which respectively originate from more exploration and exploitation, are not 

always destructive, this chapter's principal objective is to outline boundaries for biases while 

enabling the capability of adjusting exploration and exploitation. Consequently, the main 

contributions of this study are listed as follows: 

I. A comprehensive ER structure at the residential level is proposed, supported by an optimal 

scheduling program that includes all AC/DC electricity devices and bidirectional power 

flow with the main grid and NH based on their delivery commitments during the day. This 

structure supports P2P trading. 

II. An Adaptable Deep Double Q-Learning (ADDQL) algorithm is developed, which is 

capable of adjusting to the nature of the problem by taking advantage of exploration and 

exploitation where overestimation and underestimation are favorable, respectively. 

III. An Approximate Reasoning Reward function is designed to optimize routing strategy in 
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NAs to improve efficiency due to declining in the number of random actions. Utilizing the 

proposed reward function in an RL-based algorithm also leads to a higher convergence 

speed since the number of state-action pairs is reduced. 

IV. An Approximate Reasoning Reward-based Adaptable Deep Double Q-Learning (A2R-

ADDQL) is proposed for optimizing the resource swap functionality of ERs to reduce the 

loss and greenhouse gasses emissions while improving monetary profits. The developed 

algorithm is specially designed for routing optimization problems at the residential level 

and benefits from the dynamic bias setting and efficiency of ADDQL and AR3L, 

respectively. 

This chapter is arranged as follows. Section 4.2 presents the proposed ER architecture while 

formulating the routing optimization problem. Section 4.3 introduces the proposed A2R-ADDQL 

algorithm. Results are provided in section 4.4. Finally, a brief conclusion is presented in section 

4.5. 

4.2. System description and formulation 

 
This chapter proposes a schedule-synchronized ER following and completing our previous 

research in [126], where an operation DRL-based scheduling algorithm was proposed supporting 

three different layers, including NA, NH, and Wide Area Network (WAN). Since the routing 

algorithm is technically and economically feasible in the NA layers, the proposed ER architecture 

is focused on this level, as indicated in Figure 4.1. 

NAs are characteristically composed of various loads, PV systems, Electricity Storage 

Systems (ESS), and two bidirectional power lines from the main grid and the NH. Loads are 

categorized into four types: AC-fixed loads, AC-flexible loads, DC-fixed loads, and DC-flexible 

loads. Fixed loads demand must be delivered instantly, while flexible loads can be controlled by 
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shifting or adjusting through a scheduling mechanism.  

 

                         Figure 4-1. The proposed ER architecture 

The switch array, planted between AC and DC, enables coupling every single load with 

any possible resource regardless of whether the voltage is AC or DC. This efficacious attribute is 

facilitated by utilizing multiple bidirectional converters. The ER engine encompasses the routing 

algorithm and the switch array control units. Finally, the scheduling algorithm backs the routing 

framework to decide the optimum way of connecting loads to the best available electricity source. 

Consequently, the proposed ER architecture operates under four primary functionality modes as 

follows: 

i. Mode 1: Both utility and NH grids (external resources) are connected to the NA in this 

mode, whereas the PV and ESS (internal resources) are also available. The desired action 
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in this mode is to maximize utilizing the external sources due to monetary considerations 

or even internal resource failure or inadequacy. 

ii. Mode 2: While the system still tries to maximize the utilization of external resources, the 

ESS is in charging mode.  

iii. Mode 3: All resources are available without specific priority, whereas ESS charging is 

undesirable and deleterious. 

iv. Mode 4: Either external resources are disconnected (islanding mode), or the system aims 

to minimize their deployment while maximizing PV and ESS utilization. One of the AC 

links is deactivated in this mode reducing loss, whilst both DC links are still operational. 

The designed Probabilistic Delayed Double Deep Q-Learning (P3DQL) algorithm in our 

prior work provides operation scheduling of all components in four described operational modes, 

as demonstrated in [126]. Straightway the next challenge is how to respond and what route to 

deliver the demanded power to maximize monetary profit while minimizing losses and 

environmental pollution. 

4.2.1. Operational Monetary Costs 
 

Different types of costs are considered to optimize routing monetary profit, including electricity 

purchasing fees from the utility grid 𝑓11, and power exchange cost between NA and NHs 𝑓12. 

Utility grid electricity tariffs are contained within the fixed rate, Time of Use (ToU), and 

RTP In this study, the Wiener process is utilized to approximate the trade price, especially in the 

RTP tariff that is highly under the influence of the stochastic characteristics of the electricity price 

in the utility grid. Accordingly, the cost of exchanging electricity from the utility grid is indicated 

in (4.1), where 𝑝𝑟𝑖𝑐𝑒𝑡
ℎ𝑖𝑠 defines the historical price at the time 𝑡, 𝑃𝐺/𝑒𝑥𝑡 denotes the exchanged 

power with the main grid, 𝑑𝑡 indicates drift rate in price, 𝜎 (standard deviation) stands for degree 
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of volatility, and function 𝑁 is normal distribution with 95% confidence interval. 

𝑓11 = ∑𝑃𝐺/𝑒𝑥𝑡(𝑝𝑟𝑖𝑐𝑒𝑡
ℎ𝑖𝑠 + 𝑑𝑡 + 𝑁(0, 𝜎√𝑡))

𝑇

𝑡=1

                                                                                 (4.1) 

The power exchange amount between NA and NHs entirely depends on the activation 

coefficient of the scheduling algorithm (𝛼 ∈ {0,1}), as demonstrated in (4.2). 𝑃𝑖
𝑒𝑥 is the exchanged 

power with the  𝑖𝑡ℎ NH, 𝑃𝑖
𝑠𝑐ℎ indicates planned power by the scheduling algorithm to be swapped 

with the  𝑖𝑡ℎ NH. If 𝛼 = 1, the exchanged power quantity strictly follows the scheduling algorithm. 

Conversely, 𝛼 = 0 means there is no power swap commitment, and NA can sell or buy electricity 

from or to 𝑖𝑡ℎ NH, which is indicated by 𝑃𝑖
𝑠𝑒𝑙𝑙 and 𝑃𝑖

𝑏𝑢𝑦
, respectively. It should be noted that any 

single individual unit is considered as NH in P2P energy trading since the price and amount of 

exported electricity are the only factors that need to be deemed. 

𝑃𝑖
𝑒𝑥(𝑡) = 𝛼 (𝑃𝑖

𝑠𝑐ℎ(𝑡)) + (1 − 𝛼) ( 𝑃𝑖
𝑏𝑢𝑦(𝑡) − 𝑃𝑖

𝑠𝑒𝑙𝑙(𝑡))                                                                (4.2) 

The embedded ESS and PV provide available power in each NA for selling to other parties, 

as indicated in (4.3). 𝑃𝑑𝑖𝑠𝑐ℎ
𝑒𝑠𝑠  and 𝑃𝑐ℎ𝑔

𝑒𝑠𝑠  stand for provided and drained power by the ESS in 

discharging and charging modes, respectively, while 𝜆𝐸𝑆𝑆 symbolizes the efficiency of the ESS. 

Also,  𝑃𝑝𝑣 denotes the output power of the PV system. 

𝑃𝑖
𝑠𝑒𝑙𝑙(𝑡) = 𝑃𝑝𝑣(𝑡) + (𝜆𝐸𝑆𝑆(𝑡) (𝑃𝑑𝑖𝑠𝑐ℎ

𝑒𝑠𝑠 (𝑡) − 𝑃𝑐ℎ𝑔
𝑒𝑠𝑠(𝑡)))                                                                    (4.3) 

Ultimately, Equation (4.4) illustrates the power exchange cost between NA and NHs, where 

Γ𝑗𝑡 is the electricity swap rate with 𝑖𝑡ℎ NH during the time slot 𝑡. Also,  𝑇 and 𝜔 denote the total 

number of time slots and NHs. 

𝑓12 =∑ ∑Γ𝑗𝑡

𝜔

𝑗=1

 𝑃𝑖
𝑒𝑥(𝑡)                                                                                                                     (4.4)

𝑇

𝑡=1
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4.2.2. Power Losses 
 

Power losses that originate from the connection lines among NHs and WANs have formerly been 

taken into account by the developed scheduling algorithm in our previous work. Also, the losses 

caused by the resistance of wires in the NAs are neglectable. The significant power loss in NAs 

occurs during energy conversion processes by the utilized converters in the proposed architecture. 

The efficiency of inverters and converters varies based on the quantity of their output 

power, whereas the highest efficiency appears at a point between the mid and the highest output 

power. Consequently, an independent efficiency function 𝑓𝑖(𝛿(𝑡)) is defined for each convert 

device based on 𝛿(𝑡), which is the fraction of the occurring and the rated output powers. Therefore, 

properly routing the available power among the activated devices minimizes the total conversion 

losses 𝑓21, formulated in (4.5). 

𝑓21 =∑∑𝑝𝑖(𝑡)(1 − 𝑓𝑖(𝛿(𝑡)))

𝑛

𝑖=1

                                                                                                        (4.5)

𝑇

𝑡=1

 

In Equation (4.5), the number of conversion devices is denoted by 𝑛, while 𝑝𝑖(𝑡) is the 

amount of shared power with the 𝑖𝑡ℎ device at time 𝑡. 

The utilized switching array is another source of power losses in the proposed architecture. 

All the switches are assumed to be assembled using Metal Oxide Semiconductor Field Effect 

Transistor (MOSFET) modules to reduce power loss while improving switching speed. Total 

power loss 𝐿𝑇 in the switch array is the sum of the switching loss 𝐿𝑠𝑤  and resistance loss 𝐿𝑟𝑒𝑠, as 

shown in (4.6), where 𝑘𝑡 is the number of operational MOSFETs at time 𝑡. For simplicity's sake, 

resistance losses in the high and low side MOSFETs are assumed to be equal. 

𝑓22 =∑𝑘𝑡(𝐿𝑠𝑤(𝑡) + 𝐿𝑟𝑒𝑠(𝑡))                                                                                                             (4.6)

𝑇

𝑡=1
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𝐿𝑠𝑤(𝑡) and 𝐿𝑟𝑒𝑠(𝑡) are expressed in Equations (4.7) and (4.8), respectively. In Equation 

(4.7), 𝑉𝑖𝑛𝑡 denotes input voltage, 𝐼𝑙𝑡denotes load current, 𝑓𝑡 indicates the number of switching 

during time slot 𝑡, and ∆𝑡 is switching time, respectively. In Equation (4.8), 𝑇𝑜𝑝 in operative 

temperature in Celsius, 𝑅𝐷𝑆 stands for drain-source resistance, and 𝑐 < 1 is a constant, which is 

defined based on the MOSFET type. 

𝐿𝑠𝑤(𝑡) = 𝑉𝑖𝑛𝑡𝐼𝑙𝑡(∆𝑡)𝑓𝑡                                                                                                                             (4.7)      

𝐿𝑟𝑒𝑠(𝑡) = 𝑐𝑇𝑜𝑝𝑅𝐷𝑆𝐼𝑙𝑡                                                                                                                               (4.8)                                                                                  

4.2.3. Environmental Cost 
 

Carbon dioxide (𝐶𝑂2) and Nitrogen Oxides (𝑁𝑂𝑥) are the primary greenhouse gasses emitted 

through power generation by conventional power systems. Consequently, supplying from the 

utility grid results in higher environmental costs. 𝑓𝐶𝑂2(𝑡) and 𝑓𝑁𝑂𝑥(𝑡), which are 𝐶𝑂2 and 𝑁𝑂𝑥 

emission functions, are defined based on the power generation time since emission levels during 

off-peak and on-peak hours are significantly different due to the type of utilized power stations. 

Accordingly, the environmental cost function is formulated in (4.9), where 𝑇 denotes the total 

number of time slots, and 𝛼𝑡 ∈ {0,1} stands for the status of connecting to the utility grid at time 

slot 𝑡. 

𝑓31 =∑
1

𝑇
𝛼𝑡(𝑓𝐶𝑂2(𝑡) + 𝑓𝑁𝑂𝑥(𝑡))                                                                                                        (4.9)

𝑇

𝑡=1

 

4.2.4. Optimization Problem Formulation 
 

The objective function of the routing optimization problem aims to minimize operational costs, 

power losses, and environmental costs. Thus, the optimal electricity routing in a NA is formulated 

as (4.10). 
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𝑚𝑖𝑛    (𝑓31 + ∑ 𝑓𝑖𝑗𝑖,𝑗∈{1,2} )                                                                                                                    (4.10)    

The routing optimization as a minimization must also fulfill the following constraints: 

𝜇 − 2𝜎 < 𝑁(𝜇, 𝜎)  < 𝜇 + 2𝜎                                                                                                               (4.11)  

∑𝑃𝑝𝑣(𝑡) + (𝑃𝑑𝑖𝑠𝑐ℎ
𝑒𝑠𝑠 (𝑡) − 𝑃𝑐ℎ𝑔

𝑒𝑠𝑠(𝑡)) + 𝑃𝐺/𝑒𝑥(𝑡)

𝑇

𝑡=1

+ 𝑃𝐸𝑋
𝑁𝐻(𝑡) + 𝐿𝑡𝑜𝑡𝑎𝑙

𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠
= 0                                 (4.12) 

0 < 𝜆𝐸𝑆𝑆(𝑡) < 1, ∀𝑡 = [1: 𝑇] ∈ ℕ   0                                                                                               (4.13)  

𝑆𝑂𝐶𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠 ≤ 𝑆𝑂𝐶𝑡

𝑒𝑠𝑠 ≤ 𝑆𝑂𝐶𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠                                                                                                (4.14)  

𝑃𝑑𝑖𝑠𝑐ℎ
𝑒𝑠𝑠 (𝑡) = 0, ∀𝑡 ∈ {𝑆𝑂𝐶𝑡

𝑒𝑠𝑠 < 𝑆𝑂𝐶𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠 }                                                                                     (4.15)      

𝑃𝑐ℎ𝑔
𝑒𝑠𝑠(𝑡) = 0, ∀𝑡 ∈ {𝑆𝑂𝐶𝑡

𝑒𝑠𝑠 > 𝑆𝑂𝐶𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠 }                                                                                   (4.16)  

𝑃𝑝𝑣(𝑡) = �̂�𝑝𝑣𝜆𝑝𝑣𝐻
𝑟(0.875 − 0.005 𝑐𝑜𝑢𝑡

𝑜
𝑡)                                                                                      (4.17)     

 𝛤𝑗𝑡
𝑐𝑜𝑚 ≤ 𝛤𝑗𝑡 ≤ 𝛤𝑗𝑡

𝑚𝑎𝑥 , ∀𝑗 = [1: 𝜔] ∈ ℕ                                                                                               (4.18)    

 ∑ 𝑝𝑖(𝑡) =
𝑇
𝑡=1  𝑃𝑡𝑜𝑡𝑎𝑙 , 0 < 𝑝𝑖 < 𝑝𝑚𝑎𝑥                                                                                                   (4.19)            

0 ≤ 𝛿(𝑡) ≤ 1, 𝑓𝑖(𝛿(𝑡)) < 1, ∀𝑡 = [1: 𝑇] ∈ ℕ                                                                                  (4.20)   

𝑘𝑡 ∈ {0,1},  𝑓𝑡 ∈ ℕ, 𝑡 = [1: 𝑇] ∈ ℕ                                                                                                      (4.21)                            

𝑓𝐶𝑂2(𝑡) = 28.33 𝑃𝑖𝑛
𝑈𝐺(𝑡), 𝑓𝑁𝑂𝑥(𝑡) =  23.04 𝑃𝑖𝑛

𝑈𝐺(𝑡)                                                                        (4.22)     

Where, 𝑃𝐸𝑋
𝑁𝐻 is the total swapped electricity with all NHs that NA has an energy trading 

contract with, 𝐿𝑡𝑜𝑡𝑎𝑙
𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠

 points out the total demand for consumer devices, 𝑆𝑂𝐶𝑡
𝑒𝑠𝑠 defines the 

State of Charge (SOC) of the storage at time slot 𝑡, �̂�𝑝𝑣 is the total area of the panel (𝑚2), 𝐻𝑟 

defines annual average solar radiation on tilted panels, 𝜆𝑝𝑣 denotes solar panel yield,  Γ𝑗𝑡
𝑐𝑜𝑚 is the 

NA electricity exchange commitment defined by the scheduling algorithm, Γ𝑗𝑡
𝑚𝑎𝑥 is maximum 

electricity swap capacity, and 𝑃𝑖𝑛
𝑈𝐺  indicates the quantity of received electricity from the utility 

grid. 
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4.3. The architecture of The Proposed ARRA-DDQL Routing Algorithm 

in the residential sector 
 

The early version of DQL suffers from a large overestimation bias caused by utilizing max
𝑎
𝑄(𝑠′, 𝑎) in the 

updating rule, as indicated in (4.23). 

𝑄𝑡+1(𝑠, 𝑎) ⃪𝑄𝑡(𝑠, 𝑎) + 𝛼𝑡 (𝑟𝑡 + 𝛾max
𝑎
𝑄(𝑠′, 𝑎) − 𝑄𝑡(𝑠, 𝑎))                                                      (4.23) 

In Equation (4.23), 𝑄𝑡(𝑠, 𝑎) denotes the value of action 𝑎 in state 𝑠, 𝑟𝑡 defines the reward, 

𝛼𝑡 ∈ [0,1] is the learning rate, and 𝛾 ∈ [0,1) indicates the discount factor. Consequently, the 

Double Deep Q-Learning (DDQL) algorithm was developed using two independent estimators to 

approximate Q-value reducing the positive bias [127]. However, high underestimation bias is still 

a major concern associated with the original version of DDQL since either the 𝑄𝐴 or 𝑄𝐵 is updated 

randomly while the Q-value of the other approximator is used instead of the corresponding one. 

Equation (4.24) summarize the process, where  𝑎∗ and  𝑏∗ are 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄
𝐴 (𝑠′, 𝑎)and 

𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄
𝐵 (𝑠′, 𝑎), using in updating 𝑄𝐴 and 𝑄𝐵, respectively. 

{
𝑄𝐴 (𝑠, 𝑎) ⃪𝑄𝐴 (𝑠, 𝑎) + 𝛼(𝑟 + 𝛾(𝑄𝐵 (𝑠′,  𝑎∗) − 𝑄𝐴 (𝑠, 𝑎))

.
𝑄𝐵 (𝑠, 𝑎) ⃪𝑄𝐵 (𝑠, 𝑎) + 𝛼(𝑟 + 𝛾(𝑄𝐴 (𝑠′,  𝑏∗) − 𝑄𝐵 (𝑠, 𝑎))

                                                        (4.24)            

Therefore, the P3DQL algorithm was proposed in our previous work [126], focusing on the 

scheduling problems in an IoE-based smart grid to address the underestimation challenge in the 

DDQL algorithm. Although still in this technique, 𝑄𝐴 or 𝑄𝐵 is randomly chosen to be updated, the 

probability of utilizing 𝑄𝐵 (𝑠′,  𝑎∗) or 𝑄𝐴 (𝑠′,  𝑏∗) in each updating rule can be defined based on 

the nature of the problem. Accordingly, the update rules were modified as shown in (4.25) and 

(4.26), where 𝛽1
𝑖  and 𝛽2

𝑖  are coefficients that define whether the corresponding or the mutual 

approximators’ Q-value is selected in the 𝑖𝑡ℎ update, respectively. It should be noted that, 
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𝑃𝑟(𝛽1
𝑖 = 1) = 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 and 𝑃𝑟(𝛽1

𝑖 = 0) = 1 − 𝛿𝑢𝑝𝑑𝑎𝑡𝑒, while 𝛽1
𝑖 + 𝛽2

𝑖 = 1. 

𝑄𝐴 ⃪𝑄𝐴  + 𝛼 (𝑟 + 𝛾 (𝛽1
𝑖𝑄𝐵 (𝑠′,  𝑎∗) + 𝛽2

𝑖𝑄𝐴 (𝑠′,  𝑏∗)) − 𝑄𝐴 )                                                 (4.25)  

𝑄𝐵 ⃪𝑄𝐵  + 𝛼 (𝑟 + 𝛾 (𝛽1
𝑖𝑄𝐴 (𝑠′,  𝑏∗) + 𝛽2

𝑖𝑄𝐵 (𝑠′,  𝑎∗)) − 𝑄𝐵 )                                                 (4.26)       

The main challenge in the P3DQL algorithm is associated with the initialization of δ, which 

is fixed until convergence. However, once the target value shifts, 𝛿 needs to be updated to increase 

the model's total performance and stability, especially in problems with small state-action space 

like the routing optimization problem is NAs. Furthermore, the probability of selecting the 

estimator to update either 𝑄𝐴 or 𝑄𝐵 must be adopted with the learning process instead of randomly 

updating. 

4.3.1. Step 1: Developing the ADDQL algorithm (Adjusting update rules 

considering the positive and negative biases) 
 

This section firstly introduces the probability of selecting 𝑖𝑡ℎ estimator 𝛿𝑖
𝑒𝑠𝑡, which indicates which 

estimator is selected for the next update. Whereby 𝛿1
𝑒𝑠𝑡 = 1 and 𝛿2

𝑒𝑠𝑡 = 1 indicate the first (𝑄𝐴) 

and the second (𝑄𝐵) estimator’s values need to be updated, respectively. It should be noted that 

𝛿1
𝑒𝑠𝑡 = 1 − 𝛿2

𝑒𝑠𝑡,  while 𝛿𝑖
𝑒𝑠𝑡 ≠ 1 indicates no preference, and an approximator is chosen for the 

next update in a random manner. 

Each estimator tends to select the action with the highest corresponding value. As Figure 

4.2 illustrates, the maximum estimated value by the first approximator appears in action 𝑎𝑚, which 

is underestimated since the expected Q value is less than the target one. Although the second 

estimator has not reached its peak value, the underestimation bias of this approximator is more 

destructive at 𝑎𝑚. Furthermore, the second estimator suffers from a positive bias (𝑏+) in action 𝑎𝑛, 

while the estimated value by the first approximator is still less than the target value. 
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Figure 4-2. Comparing estimated and true values 

 The proposed ADDQL algorithm employs a target network to prevent spiraling 

around by exploiting the predicted value of this network to backpropagate through the main 

network. After each 𝑁 step, 𝛿𝑒𝑠𝑡 is reinitialized as in (4.27), where 𝑄𝑖 = 𝑓𝑖(𝑎) of the 𝑖𝑡ℎ estimator, 

and Δ𝑄𝑖 = 𝑄𝑖 − 𝑄𝑡𝑎𝑟𝑔𝑒𝑡. 

{
 
 
 
 
 

 
 
 
 
 𝑖𝑓 {

𝜕𝑓1
𝜕𝑎

> 0,
𝜕𝑓2
𝜕𝑎

> 0, |𝛥𝑄1| > |𝛥𝑄2|} , 𝑡ℎ𝑒𝑛:          𝛿2
𝑒𝑠𝑡 = 1

𝑖𝑓 {
𝜕𝑓1
𝜕𝑎

> 0,
𝜕𝑓2
𝜕𝑎

> 0, |𝛥𝑄1| = |𝛥𝑄2|} , 𝑡ℎ𝑒𝑛:  0 < 𝛿1,2
𝑒𝑠𝑡 < 1

𝑖𝑓 {
𝜕𝑓1
𝜕𝑎

> 0,
𝜕𝑓2
𝜕𝑎

> 0, |𝛥𝑄2| > |𝛥𝑄1|} , 𝑡ℎ𝑒𝑛:          𝛿1
𝑒𝑠𝑡 = 1

𝑖𝑓 {
𝜕𝑓1
𝜕𝑎

< 0,
𝜕𝑓2
𝜕𝑎

> 0, ∀ 𝛥𝑄𝑖 ∈ ℛ} ,                 𝑡ℎ𝑒𝑛:         𝛿2
𝑒𝑠𝑡 = 1

𝑖𝑓 {
𝜕𝑓1
𝜕𝑎

> 0,
𝜕𝑓2
𝜕𝑎

< 0, ∀ 𝛥𝑄𝑖 ∈ ℛ} ,                𝑡ℎ𝑒𝑛:         𝛿1
𝑒𝑠𝑡 = 1

                                   (4.27) 

Moreover, in the proposed ADDQL algorithm, 𝑃𝑟(𝛽1
𝑖 = 1) = 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 is not fixed during 

the training stage. The algorithm adjusts 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 after each update in the target network, as 

indicated in (4.28). 

{
 
 

 
 𝑖𝑓 { 𝛿1

𝑒𝑠𝑡 = 1, Δ𝑄1 > 0},     𝑡ℎ𝑒𝑛:     𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1

𝑖𝑓 { 𝛿1
𝑒𝑠𝑡 = 1, Δ𝑄1 ≤ 0},     𝑡ℎ𝑒𝑛:     𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 0

𝑖𝑓 { 𝛿2
𝑒𝑠𝑡 = 1, Δ𝑄2 > 0},     𝑡ℎ𝑒𝑛:     𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1

𝑖𝑓 { 𝛿2
𝑒𝑠𝑡 = 1, Δ𝑄2 ≤ 0},     𝑡ℎ𝑒𝑛:     𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 0

                                                                       (4.28)             
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The proposed ADDQL algorithm enhances the performance of the P3DQL algorithm in 

terms of both positive and negative biases since 𝛿𝑒𝑠𝑡 and 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 are updated in each 𝑁 step. 

Lemma 4.1. Let 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑘} be a set of values while 𝜇𝑊 = {𝜇1
𝑊, 𝜇2

𝑊, … , 𝜇𝑘
𝑊}, and 𝜇𝑍 =

{𝜇1
𝑍, 𝜇2

𝑍, … , 𝜇𝑘
𝑍} are two unbiased approximators updating 𝐹𝑊 and 𝐹𝑍. Also, max

𝑣
𝐹𝑊 = 𝐹𝑊( 𝑣𝑛), 

and max
𝑣
𝐹𝑍 = 𝐹𝑍( 𝑣𝑚). Then, positive and negative biases are 𝑏+ = 𝐹𝑊 − 𝐹𝑡𝑎𝑟𝑔𝑒𝑡, and 𝑏− =

𝐹𝑡𝑎𝑟𝑔𝑒𝑡 − 𝐹𝑍, respectively. 

Lemma 4.2. Let 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛}  be a set of random variables and, 𝐺(𝑣𝑖) = 𝐺, 𝐺𝑚𝑖𝑛 =

𝑚𝑖𝑛{𝑔1, 𝑔2, … , 𝑔𝑛}, 𝐺𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝑔1, 𝑔2, … , 𝑔𝑛}, 𝑏𝑖 = |𝐺𝑖 − 𝐺𝑚𝑖𝑛|, 𝑏
− = {𝐺} − 𝐺𝑚𝑖𝑛 , and  𝑏+ =

𝐺𝑚𝑎𝑥 − {𝐺}. Also, 𝑃𝑟 (𝑥𝑖
𝜇) is the probability of 𝑥 ∈ {𝜇|𝜇 = {𝐺, 𝐺𝑚𝑖𝑛, 𝐺𝑚𝑎𝑥}}. Then: 

{
𝑃𝑟 (𝑥𝑖

𝐺𝑚𝑖𝑛)max
𝑖
{𝐺𝑚𝑖𝑛𝑖} + 𝑃𝑟 (𝑥𝑖

𝐺𝑚𝑎𝑥)max
𝑖
{𝐺𝑚𝑎𝑥𝑖} < 𝐺𝑚𝑖𝑛

𝐺𝑚𝑎𝑥 < 𝑃𝑟 (𝑥𝑖
𝐺𝑚𝑖𝑛)min

𝑖
{𝐺𝑚𝑖𝑛𝑖} +𝑃𝑟 (𝑥𝑖

𝐺𝑚𝑎𝑥)min
𝑖
{𝐺𝑚𝑎𝑥𝑖}

 

Theorem 4.1 illuminates that the proposed ADDQL algorithm simultaneously enhances 

negative and positive biases in the P3DQL algorithm. Subsequently, Lemmas 4.1 and 4.2 are 

utilized to prove the theorem. 

Theorem 4.1. Let 휃𝐴 = {휃1
𝐴, 휃2

𝐴, … , 휃𝑙
𝐴}, and 휃𝐵 = {휃1

𝐵, 휃2
𝐵, … , 휃𝑙

𝐵} be two unbiased 

approximators updating 𝑄𝐴 and 𝑄𝐵 values in the P3DQL algorithm so that 𝐸{𝑄𝐴𝑖} = 𝐸{𝑄
𝐵
𝑖}, 

and 𝑄𝑖 = 𝑓𝑖(𝑎𝑖 = 𝑖𝑡ℎ𝑎𝑐𝑡𝑖𝑜𝑛). Let 𝑎𝑧 and 𝑎𝑧 be two elements that maximize and minimize 휃𝑧∈{𝐴,𝐵}. 

Also, let action values be 𝑄 = {𝑞1, 𝑞2, … , 𝑞𝑙}, while 𝑄𝑚𝑎𝑥 = {𝑖|𝐸{𝑄𝑖} = 𝑚𝑎𝑥𝑗𝑄𝑗}, and 𝑄𝑚𝑖𝑛 =

{𝑘|𝐸{𝑄𝑘} = 𝑚𝑖𝑛𝑗𝑄𝑗} are two subsets of 𝑄. If 𝜓𝑢 and 𝜓𝑜 are lower and upper bound of bias in the 

P3DQL, then min
𝑖
𝐸{𝑄𝑖} = 𝜓𝑢 <  𝐸 {휃𝑧  𝑎𝑧} < 𝐸{휃𝑧 𝑎𝑧} < 𝜓𝑜 = max

𝑖
𝐸{𝑄𝑖}. 

Proof. If  
𝜕𝑓𝐵

𝜕𝑎
> 0, and 𝛿𝐴

𝑒𝑠𝑡 = 1,  then |𝛥𝑄𝐵| > |𝛥𝑄𝐴|. since 𝐸 { 𝑚𝑎𝑥
𝑎

 {𝑄(𝑎) +
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𝛥𝑄𝐵(𝑎)} } ≥𝐸 { 𝑚𝑎𝑥 
𝑎

{𝑄(𝑎) + 𝛥𝑄𝑧∈{𝐴,𝐵}(𝑎)} }. Consequently, 𝐸{ 𝑄𝑚𝑎𝑥
𝐵 (𝑎) }  =

 𝐸 { 𝑚𝑎𝑥
𝑎
{𝑄(𝑎)  +  𝛥𝑄2(𝑎)} } ≥ 𝐸 { 𝑚𝑎𝑥

𝑎
{𝑄(𝑎) + 𝛥𝑄1(𝑎)} } = 𝐸{ 𝑄𝑚𝑎𝑥

𝐴 (𝑎) }. Ultimately, the 

quantity of the positive bias heretofore is less than the overestimation in the P3DQL algorithm 

when 𝛿𝐴
𝑒𝑠𝑡 ≠ 1. Moreover, if  𝛿1

𝑒𝑠𝑡 = 1, and  𝛥𝑄1 > 0, then 𝑄𝐵 (𝑠′,  𝑎∗) ≤ 𝑄𝐴 (𝑠′,  𝑏∗). Therefore, 

when 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1, then 𝑚𝑖𝑛
𝑖
𝐸{𝑄𝑖} <  𝐸{𝑄𝐴}. Accordingly, the underestimation bias is reduced 

in contrast with the P3DQL algorithm. The same logic applies to the other conditions in Equations 

(4.27) and (4.28). 

4.3.2. Step 2: Forming an approximated reasoning-based reward function for 

routing optimization in NAs 
  

The environment gives the reward signal to evaluate the quality of agents in taking action. 

However, a precise reward function predominantly results in a higher complexity in the RL-based 

solutions while demanding flexible constraints for optimality [128]. Accordingly, fuzzy 

approximate reasoning is utilized in this chapter to derive rules which are not precisely matched 

with the base rules [129]. 

Primarily the system’s states are described as the inputs of the fuzzy interface system to 

start the fuzzification process. The state-space is characterized by the monetary profit of electricity 

swap, PV power availability, and battery SOC. Monetary Profit (MP) is defined as the profit from 

using external sources, including UG and NHs. Accordingly, to reduce the complexity of the 

problem, MP is divided into two levels as in (4.29), where ϕ is the threshold of the desired gain. 

𝑀𝑃𝑖𝑛𝑑𝑒𝑥 = {
𝑀𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒        𝑖𝑓 𝑀𝑃 ≥  𝜙 $/𝑘𝑊

𝑀𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒      𝑖𝑓 𝑀𝑃 <  𝜙 $/𝑘𝑊
                                                                               (4.29) 

Moreover, the availability index of the PV output power is outlined based on the timeslot, 

which illustrates the quantity of irradiation. Thus, 𝑃𝑉𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑒, and 𝑃𝑉𝑢𝑛𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑒 are indices 
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determining the availability and unavailability of PV power, respectively. Finally, three different 

levels classify the SOC index, whereby 𝑆𝑂𝐶𝑡
𝑒𝑠𝑠 < 𝑆𝑂𝐶𝑐ℎ𝑎𝑟𝑔𝑒

𝑒𝑠𝑠  means the battery level is low 

(𝑆𝑂𝐶𝑙𝑜𝑤), 𝑆𝑂𝐶𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠 ≤ 𝑆𝑂𝐶𝑡

𝑒𝑠𝑠 ≤ 𝑆𝑂𝐶𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑒𝑠𝑠  indicates the battery level is at an acceptable 

condition and no immediate charging is required, and 𝑆𝑂𝐶𝑡
𝑒𝑠𝑠 > 𝑆𝑂𝐶𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝑒𝑠𝑠  denotes that the 

battery is full and ready for discharging. Figure 4.3 depicts the membership functions of inputs. 

 

 
Figure 4-3. Membership functions 

Four main operational modes (M1 to M4) of the system were introduced in section 2. Fuzzy 

rules are defined to infer and select one of these modes as an output, acquiring the functionality of 

each switch. Consequently, the action space is described as: 𝐴 =

{𝑀𝑜𝑑𝑒1,𝑀𝑜𝑑𝑒 2,𝑀𝑜𝑑𝑒 3,𝑀𝑜𝑑𝑒 4}. The fuzzy reward set is defined as Awful (A), Bad (B), Good 
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(G), and Perfect (P), evaluating the quality of the agent’s decision. Table 4.1 illustrates the fuzzy 

rules utilized as the link between fuzzification and defuzzification units to select the best output 

based on the inputs. 

Table 4-1. Fuzzy rules 

 Inputs Mode number 

# 

Rule 
𝑴𝑷𝒊𝒏𝒅𝒆𝒙 𝑷𝑽𝒊𝒏𝒅𝒆𝒙 𝑺𝑶𝑪𝒊𝒏𝒅𝒆𝒙 1 2 3 4 

1 positive available Low G P A A 

2 positive available Moderate G G B B 

3 positive available High G B G G 

4 positive unavailable Low P P A A 

5 positive unavailable Moderate P G B A 

6 positive unavailable High P B G A 

7 negative available Low B A P G 

8 negative available Moderate B A G P 

9 negative available High A B P P 

10 negative unavailable Low B A G G 

11 negative unavailable Moderate A B G G 

12 negative unavailable High A A P P 

Three special preventive measures are specified to reduce frequent switching, which may 

cause damage to the devices and appliances. The first limitation rule is that each action must obey 

the operational schedule planned by the P3QL algorithm. Then there must be no switching in the 

first timeslot of the operational time of appliances unless when the scheduling algorithm issues a 

turning-off signal. Finally, once the bidirectional converter between AC and DC links is activated, 

it remains functional for a minimum of two timeslots. It should be noted that the length of each 

timeslot is set based on the nature and conditions of the system. 

4.3.3.  Step 3: Developing the A2R-ADDQL algorithm  
 

The proposed A2R-ADDQL in step 1 untangles the fixed 𝜹𝒖𝒑𝒅𝒂𝒕𝒆 bug in the P3DQL algorithm 
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while mitigating positive and negative biases at the same time. In the next step, as a provision for 

reducing the complexity of the problem, a fuzzy approximate reasoning-based reward function has 

been designed especially for the routing optimization problem in NAs. As Algorithm 4.1 

illustrates, the proposed A2R-ADDQL algorithm is a version of the proposed ADDQL algorithm 

that takes advantage of a fuzzy approximate reasoning-based reward function.  

Algorithm 1: P3DQL algorithm 

Initialize network 𝑄 

Initialize target network 𝑄∗ 
Initialize experience replay memory 𝐷 to capacity 𝐶𝑟𝑒𝑝 

Initialize 𝑄𝐴 and 𝑄𝐵 

Initialize 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 , 𝛿𝐴
𝑒𝑠𝑡, 𝑎𝑛𝑑 𝛿𝐴

𝑒𝑠𝑡 

Input  minibatch 𝑘𝑟𝑒𝑝,  learning rate 𝛼𝑙𝑟, discount factor 휂, period Δ𝑟𝑒𝑝, reward decay 

휀 

Inputs 𝑆, 𝐴, 𝛾, 𝑛, 𝜖 

for episode = 1, M do 

      initialize sequences 𝑆1
𝑖 

      store transition in 𝐷 at each episode 

for all (𝑠, 𝑎) 
𝑄𝐴 (𝑠, 𝑎) ⃪(1 − 𝛾)−1      //Q-value estimated by A 

𝑄𝐵 (𝑠, 𝑎) ⃪(1 − 𝛾)−1      //Q-value estimated by B 

𝑡(𝑠, 𝑎) ⃪0                        //time of the last update 

end 

repeat 

       choose 𝛽𝑗 = {0,1}                //j is iteration number 

        𝑃𝑟(𝛽𝑗 = 1) = 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 and 𝑃𝑟(𝛽𝑗 = 0) = 1 − 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 

        if   𝛽𝑗 = 1  

        𝛽𝑗+1 = 0  

        else 

         Pr(𝛽𝑗+1 = 1) = 𝛿𝑢𝑝𝑑𝑎𝑡𝑒  

        observe the states 

        select the rule number 

        find the mode number 

        adjust the reward 𝑟 

        if  update 𝑄𝐴, then: 

                 𝑄𝐴 ⃪𝑄𝐴  + 𝛼 (𝑟 + 𝛾 (𝛽1
𝑖𝑄𝐵 (𝑠′,  𝑎∗) + 𝛽2

𝑖𝑄𝐴 (𝑠′,  𝑏∗)) − 𝑄𝐴 ) 

        if  update 𝑄𝐵, then: 

                 𝑄𝐵 ⃪𝑄𝐵  + 𝛼 (𝑟 + 𝛾 (𝛽1
𝑖𝑄𝐴 (𝑠′,  𝑏∗) + 𝛽2

𝑖𝑄𝐵 (𝑠′,  𝑎∗)) − 𝑄𝐵 ) 

        end if 
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        update 𝛿𝑢𝑝𝑑𝑎𝑡𝑒: 
                if  {𝛿𝐴

𝑒𝑠𝑡 = 1, Δ𝑄𝐴 > 0} 𝒕𝒉𝒆𝒏:  𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1   
                if  {𝛿𝐴

𝑒𝑠𝑡 = 1, 𝛥𝑄𝐴 ≤ 0} 𝒕𝒉𝒆𝒏:  𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 0   
                if  {𝛿𝐵

𝑒𝑠𝑡 = 1, 𝛥𝑄𝐵 > 0} 𝒕𝒉𝒆𝒏:  𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1   
                if  {𝛿𝐵

𝑒𝑠𝑡 = 1, 𝛥𝑄𝐵 ≤ 0} 𝒕𝒉𝒆𝒏:  𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 0   
        update 𝛿𝑠𝑒𝑡: 

                if  {
𝜕𝑓𝐴

𝜕𝑎
> 0,

𝜕𝑓𝐵

𝜕𝑎
> 0, |Δ𝑄𝐴| > |Δ𝑄𝐵|}  𝒕𝒉𝒆𝒏: 𝑢𝑝𝑑𝑎𝑡𝑒 𝑄𝐵   

                if  {
𝜕𝑓𝐴

𝜕𝑎
> 0,

𝜕𝑓𝐵

𝜕𝑎
> 0, |𝛥𝑄𝐴| = |𝛥𝑄𝐵|}  𝒕𝒉𝒆𝒏: 0 < 𝛿𝐴,𝐵

𝑒𝑠𝑡 < 1 

                if  {
𝜕𝑓𝐴

𝜕𝑎
> 0,

𝜕𝑓𝐵

𝜕𝑎
> 0, |Δ𝑄𝐵| > |Δ𝑄𝐴|}  𝒕𝒉𝒆𝒏:  𝑢𝑝𝑑𝑎𝑡𝑒 𝑄𝐴  

                if  {
𝜕𝑓𝐴

𝜕𝑎
< 0,

𝜕𝑓𝐵

𝜕𝑎
> 0, ∀ Δ𝑄𝑖 ∈ ℛ}          𝒕𝒉𝒆𝒏:  𝑢𝑝𝑑𝑎𝑡𝑒 𝑄𝐵  

                if  {
𝜕𝑓𝐴

𝜕𝑎
> 0,

𝜕𝑓𝐵

𝜕𝑎
< 0, ∀ Δ𝑄𝑖 ∈ ℛ}          𝒕𝒉𝒆𝒏:  𝑢𝑝𝑑𝑎𝑡𝑒 𝑄𝐴 

        perform gradient descent and calculate the loss 

        update the target network parameters 

until end 

 

4.4. Case study and results 
 

The proposed A2R-ADDQL algorithm is assessed using a large real-world dataset collected by 

Pecan Street  [130].    Seventy-five smart homes from New York and Austin are selected to conduct 

the evaluations. PV generation and power consumption of all energy components are reported 

every 15 minutes over three years. This chapter presumes that some home appliances, including 

washing machine, EV, water heater, dish washer, computers, LED lights, and Television, are 

directly compatible with DC voltage. Furthermore, retail electricity prices are collected from The 

U.S. Energy Information Administration (EIA) [131]. The simulation is tested using Python, 3.9.7, 

and MATLAB 2022, on a standard system with an Intel Core i7-97580H CPU with 16.0 GB of 

RAM. 

All ESSs are Tesla Powerwall 1, which is a 3.3 kW wall-mounted battery system with a 

rechargeable lithium-ion battery pack and an internal bidirectional DC/DC converter. Additionally, 

the round-trip efficiency of the intended ESS is 92.5%, while 𝑆𝑂𝐶𝛼 = 30% , 𝑆𝑂𝐶𝛼 = 70% and 
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𝜆𝑏𝑎𝑡𝑡 = 0.90. The solar system contains 4 × 340 𝑊 Canadian solar panels and a ‘MVL 3K 24V 

U’ hybrid solar inverter with an operating voltage range of 30-100V DC, converting 24V DC to 

110V-120V AC, 50Hz/60Hz frequency. 

Table 4-2. Devices and switches data 

Appliance Power (kW) Schedulable #Switch 

Refrigerator 1.27 ⨯ A-1 

Water heater 5.3   D-1 

Pumps 3.1  A-2 

Television 0.15 ⨯ D-2 

EV 7.2  D-3 

Stove/rice cooker 2.1 ⨯ A-3 

Toaster 0.8 ⨯ A-4 

Iron 1.5  A-5 

Coffee maker 0.9 ⨯ A-6 

Washing Machine 1.4  D-4 

Dryer 3.9  A-7 

Dishwasher 1.7  D-5 

Computers 0.4 ⨯ D-6 

Air conditioner 2.9  A-8 

Microwave 0.9 ⨯ A-9 

Fans 0.5 ⨯ D-7 

Lighting 0.6 ⨯ D-8 

Other 0.4 ⨯ A10 

Table 2 indicates the average nominal power of all appliances in under-study residential 

units besides the connected switch number. Moreover, the third column illustrates whether the 

operational time of the device is scheduled by the developed P3DQL algorithm in [126]. Finally, 

the allocated switch for each appliance is indicated in the last column, where the first character 

demonstrates the switch type (A stands for AC, and D denotes DC voltage), and the latter one 

defines the switch number in the designated category. It should be noted that S-1 and S-2 are 

switches that connect DC and AC links via a bidirectional converter. 
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4.4.1. A2R-ADDQL Setup 
 

This chapter utilizes a target network to make the training more stable by updating neural 

networks’ parameters to make Q-value nearby the desired outcome. The size of the replay buffer 

is set to 106, while the minibatch size equals 32. Furthermore, the agent history length and target 

network update frequency are 4 and 10000, respectively. Moreover, 휀-greedy increment ε = 0.99, 

decay step is 50, the learning rate is αlr = 0.001, and discount factor 휂 = 0.99. 

 It should be noted that the number of inputs and outputs of the constructed four-layer 

deep neural network are specified considering the total number of time slots during a day. Every 

24 hours contains a total of ninety-six timeslots of 15 minutes. Also, the number of employed 

neurons (1500 in each layer) is specified by trial and error to choose the best fit. An RMSprop 

optimizer is utilized to limit the oscillations in the vertical direction. Consequently, the 

convergence speed is improved due to selecting a larger learning rate and step in the horizontal 

direction. The gradient momentum used by RMSprop is set to 0.95, the constant added to the 

squared gradient momentum equals 0.01, while the activation function is ReLU. Finally, the 

probability of selecting estimator 𝛿𝑠𝑒𝑡 is initialized to 0.5, while 𝑃𝑟(𝛽1
𝑖 = 1) = 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 equals 

0.65 at the beginning. 

4.4.2. Training process 
 

The proposed A2R-ADDQL algorithm appears more fluctuated than the P3DQL and the original 

version of DDQL, as shown in Figure 4.4. It is perfectly obvious that early oscillations originated 

from the difference in the initialized and optimum values of 𝛿𝑠𝑒𝑡 and 𝛿𝑢𝑝𝑑𝑎𝑡𝑒. After 150 epochs, 

the proposed A2R-ADDQL impeccably learns to behave near the optimal policy by achieving a 

higher reward. 
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Figure 4-4. The rewards of three algorithms during training 

 

 Table 4.3 indicates an illustration of the Q-matrix of both estimators during the 

training process. For example, suppose the current state index is seven, the next one is ten, and the 

selected action is M-3. If 𝛿𝐴
𝑒𝑠𝑡 = 1 and 𝛿𝑢𝑝𝑑𝑎𝑡𝑒 = 1, then 𝑄𝐵 (𝑠′,  𝑎∗)=4.22, and the Q-value vector 

is updated as 𝑄(𝑀1:𝑀4) = {3.41, 3.08, 4.22, 3.72 }. Updating continues until the agent meets all 

state-state pairs and different modes’ values converge. 

Table 4-3. Example of Q values 

 𝑄𝐴 𝑄𝐵 

State M 1 M 2 M 3 M 4 M 1 M 2 M 3 M 4 

#7 3.14 2.74 4.16 3.78 2.97 2.28 4.22 3.69 

#8 2.54 2.21 2.98 3.58 2.66 2.17 3.12 3.51 

#9 2.66 2.94 4.31 4.18 2.83 3.12 4.14 4.42 

#10 3.41 3.08 3.84 3.72 3.63 3.29 4.03 3.96 

To determine the status of switches, the output of the fuzzy interface system at each timeslot 

is required first, as shown in Figure 4.5. Then the selected mode is interpreted to identify the 

connectivity of the switches either to link 1 or 2, considering the voltage type. For example, on 1st 
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July, at time slot  number sixty-three (from 4:30 to 5:00 P.M.), the states are 

{𝑀𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 , 𝑃𝑉𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑒 , 𝑆𝑂𝐶𝐻𝑖𝑔ℎ} and the Q-value vector of the outputs is {3.75, 2.62, 3.77, 

3.81}. Accordingly, the selected mode is M-4 which aims to maximize utilizing internal resources. 

Consequently, the ESS and PV are connected to DC-link 1 and 2, respectively, and both the utility 

grid and NH are connected to AC-link 1. The refrigerator and computers are connected to DC-link 

2, while Television and lighting are fed by DC-link 1. The Air conditioner and EV are connected 

to AC-link 1, while the DC-link 1 and AC-link 1 are coupled via S-1 and S-2. 

 

Figure 4-5. Actions taken in during a day (96 timeslots) 

4.4.3. Complexity, Biases, and Speed of Convergence 
 

The number of experiences an agent takes during the training to effectively learn a target function 

directly correlates with the sample complexity of the developed model. The replay memory stores 

all agent interactions with the environment, and the sample complexity is defined by O(|S||A||R|), 

where |S| denotes the number of states, |A| stands for the number of actions, and |R| is the number 
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of rewards for each state-action pair. The proposed A2R-ADDQL algorithm turns the reward 

function to a non-dominant term in the complexity function. Consequently, the complexity of the 

A2R-ADDQL algorithm is reduced compared to the P3DQL [126] and DDQL [127] algorithms, 

considering the type of reward function. 

The expected and actual returns are calculated to find positive or negative error amounts 

and evaluate the bias level in the proposed algorithm. As Table 4.4 illustrates, even though the 

P3DQL reduces positive and negative biases in the DQL and DDQL algorithms, the proposed 

algorithm performs even better than the P3DQL by a +0.001 error in return estimation. It should 

be mentioned that all algorithms are trained in the same environment and conditions, measuring 

average expected and actual returns after ten random seeds. 

Moreover, the average reward and its standard deviation over fifteen runs with three 

different pairs of discount factors and learning rates are reported in Table 4.4. Although a smaller 

discount factor increases convergence speed, it has been heightened continuously during the tests 

to ensure the optimal policy. As the results demonstrate, the proposed algorithm reduces the 

standard deviation while increasing the average reward. Furthermore, the converges speed of the 

A2R-ADDQL is higher than the P3DQL, DDQL, and DQL by 1.2%, 6.93%, and 10.81%, 

respectively. It should be pointed out that the reported numbers of the average reward, standard 

deviation, and running time get normalized by the measured scale of corresponding runs. 

              Table 4-4. Performance comparison of different algorithms 

Metrics/Methods 
The proposed 

A2R-ADDQL 

P3DQL 

[126] 

DDQL 

[127] 

DQL 

[132] 

Expected return 81.36 74.31 64.69 62.45 

Actual return 81.44 74.08 63.74 62.77 

Error (%) +0.001 +0.003 -1.491 +0.51 

Average reward 1 0.9880 0.9307 0.8919 

𝜎 0.0061 0.0073 0.0148 0.0295 

Running Time 0.9037 0.9218 0.9842 1 
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4.4.4. Numerical Results: Power loss, Monetary costs, and  Environmental 

pollution 
 

This section analyzes the performance of the developed routing algorithm in two scenarios: 1) a 

P3DQL scheduling algorithm supports the routing algorithms, and 2) the routing algorithms 

operate solely. Moreover, the outcomes of both scenarios are compared with the result of applying 

algorithms in [127] and [133] on the same dataset with an identical environment. All tests are 

conducted during the first ten days of June, and the results are the average outcome of twenty 

selected units. Figure 4.5 indicates that the proposed algorithm performs better than the earlier 

developed methods in the literature. The monthly average cost is reduced by 24.9% and 29.1% 

compared with the DDQL [127] and Intelligent Power Router (IPR) [133] algorithms, respectively. 

Furthermore, the developed algorithm decreases power loss and greenhouse gases emission by 

0.72 kW and 3.91 kg per month. 

     Table 4-5. Performance comparison of different methods 

 
Cost 

($/month) 

Loss 

(kW/month) 
Emission 
(kg/month) 

A2R-ADDQL + P3DQL 72.65 1.33 4.93 

A2R-ADDQL 104.95 1.69 7.64 

IPR [133] + P3DQL 102.34 1.85 6.84 

IPR 144.27 1.77 8.18 

DDQL [127]+ P3DQL 96.78 1.56 6.61 

DDQL 134.56 1.73 8.05 

4.5. Conclusion 

 
This chapter proposed a novel algorithm named Approximate Reasoning Reward-based Adaptable 

Deep Double Q-Learning (A2R-ADDQL) that was developed to optimize the energy routers’ 

performance. The designed ER architecture contains various loads, PV systems, Electricity 

Storage systems (ESS), and two bidirectional power lines from the main grid and the NH. 



106  

The developed algorithm reduced the sample complexity of the model due to utilizing a 

fuzzy approximate reasoning reward function which reduces the number of random actions. 

Moreover, the developed algorithm can adjust to the nature of the problem by taking advantage of 

exploration and exploitation where overestimation and underestimation are favorable, 

respectively. 

The results indicated that the proposed routing mechanism performs outstandingly since 

the monthly cost dropped by 41%, which is 24.9% better than utilizing other methods. Moreover, 

the power loss and greenhouse gases emission were reduced by 29.1% and 3.91 kg per month, 

respectively. 
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5- Chapter 5 

Conclusion 

5.1. Concluding Remarks 
 

This thesis aims to make the application of IoE feasible to address the slow rate of development in 

smart grids. The critical point is how to make end-users able to reduce their electricity costs and 

also recognize the surplus electricity to trade in the market. The practicability of any possible 

solution is associated with the profitability of the entire process by decreasing the electricity 

expense and increasing the profit of energy exchange. Subsequently, optimizing operational 

scheduling and electricity routing are two underlying problems that need to be addressed. 

However, one of the crucial prerequisites in this regard is guaranteeing data integrity and 

correctness. Accordingly, the originality of data must be guaranteed before using it in solving 

scheduling and routing problems. 

The originality of the power consumption and generation data is investigated in chapter 2. 

Accordingly,  an intelligent intruder is first developed to generate innovative threats that the model 

has not previously seen. Moreover, well-known attack strategies are modeled to generate passive 

attacks simultaneously. Next, the quality of generated attack is examined using the proposed 

defense algorithm in the literature to demonstrate the necessity of a more powerful attack detection 

mechanism. Then, a Multi-Layer cyber defense mechanism is developed to detect both passive and 

active threats. The first layer takes advantage of the ensemble method in machine learning. The 

ensemble architecture of neural networks is more precise and robust than a single model due to the 

abilities stemming from this method, including overfitting avoidance, concept drifting, and 
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dimensionality reduction. However, the main disadvantage of the ensemble method is that training 

multiple DNN models is costly due to the extensive computational burden. Also, the best model 

among all trained models usually beats the ensemble method. 

Consequently, a snapshot ensemble that develops multiple models from a single training 

process is introduced as the solution. This technique combines different models' predictions while 

saving models during the training phase and employing them to create an ensemble setup. Even 

though the previous layer is trained with numerous attack samples created by the DQL-based attack 

generator, there might still be unknown attacks that are capable of passing the passive attack 

detection layer. Accordingly, a threat-hunting layer is required to enhance the detection rate. 

Furthermore, since the algorithm needs to detect unknown attacks, the model must be developed 

with unsupervised techniques. Deep autoencoders are feed-forward Multi-Layer neural networks 

consisting of an input layer, one or multiple hidden layers, and an output layer, aiming to learn 

data reconstructions. As a data-compression model, DAE maps the original data into a reduced-

dimension representation and rebuilds the data from compressed information via a pair of encoders 

and decoders. In addition, the ability to discover correlations among data features makes DAEs 

capable of detecting FDIAs in an unsupervised manner. Besides a real-world simulation, 

performance evaluation proves that the proposed framework can successfully detect both passive 

and active FDIAs. 

Once the correctness of data is guaranteed, the next two steps are optimizing scheduling 

and routing problems. In chapter 3, challenges originating from the high penetration of smart 

devices, decentralized networks, and new topologies of power systems are investigated. Operation 

scheduling of energy components is one of the principal problems that must be addressed. 

However, engaging with big data produced by the interconnected infrastructures, besides the high 
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dimensional and uncertain environment, make traditional methods incapable of addressing these 

problems since exact modeling of the environment under uncertainties is impracticable. While 

learning-based methods suffer from excessive complexity and the curse of dimensionality, Deep 

Reinforcement Learning has recently successfully handled highly complex scheduling problems. 

However, biases and model efficiency are two primary considerations that need more 

investigation. Positive and negative biases lead to better exploration and exploitation, respectively, 

and their harmony, considering model efficiency, results in a better outcome. 

Accordingly, a novel algorithm named Probabilistic Delayed Double Deep Q-Learning, 

which is a combination of the tuned version of Double Deep Q-Learning and Delayed Q-Learning, 

is proposed to optimize energy scheduling problems in IoE-based power systems. This algorithm 

makes a trade-off between overestimation and underestimation biases, guaranteeing sample 

complexity by applying a delay in updating the rule. Finally, the proposed algorithm is tested on 

three real-world datasets assessing its performance in various benchmarks. The results indicate 

that the developed model is thoroughly stable since both population and characteristic stability 

indices are less than 0.1 in all case studies. The average model's error is 0.028 showing the 

exactitude of the model while the running time is lower than other examined methods. Utilizing 

the developed algorithm results in an 11.1% reduction in the average power ratio. Consequently, 

the peak load decreased from 8.043 kW to 5.8137 kW, resulting in a 30.1% cost reduction. 

Chapter 4 studies the Energy Router (ER) concept as a compact intelligent power electronic 

device. ERs are crucial in maximizing energy efficiency, minimizing loss and costs, and addressing 

growing electricity demand. However, optimizing electricity routing in the residential sector has 

not been well investigated. Moreover, complex modeling of the energy components besides the 

uncertain environment made the conventional methods impotent in tackling these problems. 
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Consequently, this chapter proposes a novel algorithm titled Approximate Reasoning 

Reward-based Adaptable Deep Double Q-Learning (A2R-ADDQL) that is introduced specially to 

optimize electricity routing in residential units. As a result, both overestimation and 

underestimation biases are reduced compared to other deep Q-Learning-based algorithms. 

Moreover, the sample complexity of the model is decreased due to utilizing a fuzzy approximate 

reasoning reward function. Ultimately, the proposed algorithm is assessed on a real-world dataset 

evaluating the findings in several benchmarks. The results indicate that the proposed model is 

unbiased while the convergence speed is higher than other analyzed techniques. Additionally, 

monthly average cost and power loss are lowered by 24.9% and 29.1% more than other techniques. 

Finally, the proposed algorithm reduces greenhouse gases emission by 3.91 kg per month. 
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