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ABSTRACT 

Oil is an important input in the production process, both as a form of energy and 

as an intennediate good. It intuitively follows that large swings in oil prices would have 

signifiant effects on economic activity. How these effects are translated into the 

econorny has important implications in the policy initiatives (if any) used to counteract 

the large price swings. While much of the literature to date has focused on the oil pnce - 
GDP relationship, this thesis uses a single equation approach and a multi-equation vector 

autoregression approach in an attempt to decompose the effects into price and production 

effects. Furthermore, this study attempts to isolate the different responses to oil price 

shocks of the three North American ecoaomies. Finally, the hypothesis tbat oil price 

shocks &ect the economy asymmetrically is examined. 
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Chapter 1: Inhwluction 

Energy has been an important part of the production process since the industrial 

revolution. Energy is a main input in almost every industry in terms of powering the 

machinery and the factories. Oil, in particular, is one of the most widely w d  foms of 

energy in production. While the use of oil as a forxn of energy is one of the primary 

applications of oil, it is also used extensively as an input in the form of an intermediate 

good in the production process. This duofold use of oil makes it a particularly interesting 

commodity to snidy in that intuitively it would appear that oil price changes must surely 

have some effect on economic activity. 

The importance of energy in generai, and oil in particular, in the economy became 

a source of widespread analysis in the early 1970's. The first major oil price shock 

occurred when the Organization of Petroleum Exporting Countnes (OPEC) cut back 

supply. Prior to this, oil prices were rernarkably stable. Roughly at the same time as the 

oil pnce shocks occurred, the major economies fell into a worldwide recession. The 

timing of the two events tended to suggea a line of causality fiom oil prices to economic 

activity that spawned an exhaustive search for the macroeconomic effects of oil price 

shocks. Despite a large volume of resemh, there semis to be very linle consensus in the 

conclusions. These studies, however, have almost exclusively focused on the relationship 

between oil pnce and Gross Domestic Product (or Gross National Product). 

W l e  the relationship between oil prices and the economy as a whole is 

important, studying simply the relationship between oil prices and GDP does not 
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necessarily lead to policy conclusions. The m o n  for this is that the policy 

conclusions may be considerably different depending on the mechanisms through which 

the oil price affects GDP. For example, if oil pnces were found to affect GDP through 

prices but not production, that is, if oil price increases were simply passed on to the 

consumer without initially affecthg production, the policy implication may be for the 

central bank to raise interest rates at the first sign of an oil price increase in order to stem 

the inflation which would follow. If, on the other hanci, oil prices were found to affect the 

economy through a reduction in productive activity as the cost of inputs increased rather 

than through prices, the central bank may take an ail price increase as a sign to lower 

interest rates in order to stimulate investment to offset any production losses. Indications 

that the oil price shocks translate into the economy through both prices and production 

may lead to an aitogether different set of policies, such as fiscal regulation of oil prices. 

For these reasons, this study attempts to separate the macroeconomic efiects of oil price 

shocks into the effects on the Consumer Price Index (CPI) and the effect on the Industrial 

Production index (IPI). The analysis in this study is done separately for the three North 

Amencan economies: the United States, Canada and Mexico. This is done with the 

recognition that the oil price shocks will not affect every economy in the same way. 

Therefore, different economies rnay require different policy initiatives (if any) in 

response to sudden oil price changes. 

A second difference between this study and most other d e s  on this topic is the 

data used in the analysis. Whereas most studies use either quarterly or annuai data, this 

study uses monthly data. The main reason for ushg monthly data rather than quarteriy or 
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annual data is that the West Texas Intermediate (Wn) pnce has been detemiined on 

the monthly spot market since 198 1. As this is the benchmark North American oil price 

and therefore the price used in this analysis, it would seem consistent that the economy 

would respond to these prices on a monthly basis. This does, however, limit the data sets 

that are available. While the U.S. provides monthly macroeconomic data back to 1947, 

the Canadian set contains monthly economic data only back to 196 1. The Mexican data 

set is even smaller, with monthly data extending back oniy to 1972. Despite these 

limitations, the monthly data is expected to be a more accurate indicator for the present 

response of the economies to oil price shocks. 

In attempting to d y z e  the effect of oil price shocks on the CPI and the IPI, this 

study will fist use a single equation approach to study the bivariate relationships between 

the oil price and the two individual macroeconomic indicators. Because the variables are 

al1 found to contain a single unit root, this entaiis the use of cointegration analysis. If the 

variables are found to cointegrate, an emr correction model is built. If cointegration is 
* 

not found to be present, the variables will be analyzed in nrst differences. The single 

equation approach, while usefid in partidy defining the relationship between the oil price 

and the selected macroeconomic indicator, neglects interactive eEects in the economy, as 

well as neglecting many feedback effects. Taking this into consideration, the analysis will 

also be done in a multi-equation model. Specifidy, this study will use a vector 

autoregression (VAR) h e w o r k  to perform Granger causaüty tests as well as to 

genexate the irnpdse response functions and variance decompositions of the effects on the 

CPI and P I  of shocks to the oil price. 
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A further consideration that this study takes into account is the effect of oil 

price volatility on the results of the analysis. This is done with the expectation that oil 

pnce shocks will have more of an effect on an economy when they occur in an 

atmosphere of stable prices than when they occur in times of volatile pnce movements. 

The relative volatility of the oil prices will be calculated using a GARCH(1,l) model, 

with the conditionai variance used to normaiize the unanticipated price changes. In 

addition to testing the effect of the anticipated and unanticipated volatility in a single 

equation, the unanticipated price shocks will be used in a VAR. Finally, the pnce shocks 

wiil be separated into positive and negative shocks in order to test for asymmetric price 

effects. That is, the data will be tested to detemüne if positive price shocks affect the 

macroeconomic variables Merently than do negative price shocks. This has k e n  the 

focus of much of the recent research, infiuenced largely by the oil price declines in the 

latter part of the 1980's. 

This shidy will proceed in the following manner. Chapter 2 wili present a 

synopsis of some of the literature regarding macroeconomic effects of oil price shocks, 

fiom the late 1970's to the mid 1990's. This will be separated in two main sections: one 

dealing with midies focusing primarily on causality and the second outlining studies 

which focus on the hypothesis of asymmetric price effects. Chapter 3 will then proceed 

with a discussion of the data used in this study, including the summa~y statistics and the 

results of unit root tests. Chapten 4 and 5 will present the analysis and results involved in 

this snidy. Chapter 4 will outline the methodologies for the single equation approach, 

particularly the cointegration aaalysis, and the multi-equation approach, that is the VAR 
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modei, and present the results for the analysis of effects of the oil price on the CPI and 

the IPI for the three North Amencan economies. Chapter 5, after a brief discussion of the 

GARCH model, wiil present the results for the single equation and multi-equation 

anaiysis when account is taken of oil price volatility. As well, the resdts of the analysis 

when the assumption of symmetry in the responses is relaxed are presented in this 

chapter. The conclusions of this shidy are presented in Chapter 6. 



Chapter 2: Existîng Empirical Evidence 

2.1 Introduction 

There is a considerable amount of literature c o n c e h g  the relationship between 

oil prices and the macroeconomy. Although the paper by Hamilton (1983) is often cited 

as one of the earliest contributions to seriously tackle this issue, the true cataiyst to this 

subject area was the 1974 oil pnce increase which preceded a world wide recession. 

Given the timing of the two events, it is not surprising that many observers began 

attributing the recession to the sudden increase in oil prices. Economists therefore began 

studying this problem, in the hopes of explainhg the worldwide recession and developing 

poiicy to prevent this fiom reoccurring. 

The earlier midies focused primarily on the direction of causality between oil 

price increases and macroeconomic activity. One interesthg aspect of these studies is that 

there is no real consensus on the macroeconomic effects of oil price shocks. In particular, 

depending on which study you read, you may find that Granger causality runs in either 

direction, both directions, or neither direction. While still often addressing the c a d i t y  

issue, later studies have focwd more on looking at whether price increases and decreases 

have symmetric or asymmetric effects. This arose subsequent to the large price decreases 

in oil prices beginning in 1986. Prior to this, the oil pnce shocks were price increases. 

Again, there is no teal consensus on whether the effects are symmetric or asymmetric. 

The following sections are intended to give the reader a brief overview on the 

diverse literature regarding the macroeconomic effects of oil price shocks. This is by no 

means an exhaustive summary. The articles mentioned below are separated into wo 
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categones: those that deal primarily with Granger causality and those that deal with 

asymmetric price efTects. This is not to imply that the articles mentioned in each section 

deal only with these issues, but refers merely to the main theme of the article in relation 

to this paper. 

2.2 Granner Causalitv Studies 

In studying the relationship between oil pnces and the economy, many papen 

have been devoted almost exclusively to the line of causation between the two. in one of 

the earliest papers published, Kraft and Kraft (1978) tested several hypotheses using data 

for GNP and energy inputs in the United States and found evidence suggesting that the 

line of causation did not nin from energy inputs to GNP, but fiom GNP to energy inputs. 

Their tests involved simple OLS regressions on the levels of each variable and found a 

high R2 in the regressions. In a response to this paper, Akarca and Long (1980) rejected a 

hypothesis of unidirectionai c a d t y  both fiom energy to GNP and GNP to energy. They 

found only evidence of instantaneous causality between the two variables. Yu and Huang 

(1 984) followed this up and found no causal relationship between energy consumption 

and GNP. They di4 however, find slight unidirectional causation fiom ernployment to 

energy consumption. Abosedra and Baghestani (1991), in a comment on al1 three of these 

studies, found unidirectional causation h m  GNP to energy consumption with no 

feedback effects. They found that this causation was strongest at the 4th year lag. It is 

important to note that these studies focused primarily on energy consumption, leaving the 

effect of prices on the economy an implicit assumption in the model. 
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Hamilton (1983) studied oil prices and several macroeconomic variables since 

the end of the Second World War. Using quartdy data, he found that al1 but two 

recessions in that time penod had been preceded by an oil price increase with about a 

three-quarter year lag. He also tested changes in oil prices individually againn six key 

macroeconomic indicators: real GNP, unemployment, the implicit price deflator for non- 

f m  business income, hourly compensation per worker, import prices and Ml.  Only 1 of 

these indicators, import prices, was found to be statistically significant in predicting 

changes in oil prices, and that relationship was f o n d  only when eight Iags were included 

in the model. Conversely, he found evidence that changes in oil prices tended to predict 

changes in the macroeconomic indicators. 

Burbidge and Harrison (1 984), in a widely cited paper, rernarked that although 

moa models predict that oil price shocks lead to increases in wages and prices and 

decreases in real output, most of the testing had been done using simulation methods. 

They used a seven variable vector autoregression (VAR) to determine the relationship 

between oil prices and the macroeconomy for 7 OECD coutries. The variables they 

chose were oil prices, total industrial production in other OECD corntries, domestic 

industrial production, short tenn interest rates, cunency and demand deposits, average 

hourly eaming in manufacturing and the Consuma's Price Index. They converted their 

VAR estimation into a vector movhg average (VMA) representation to examine the 

impact of oil price shocks and used this to analyze the 1973/74 and 1979/80 oil price 

shocks. They found that while both shocks led to downtums in econornic activity, the 

effects of the latter shock were minimal, especially in cornparison to the 1973/74 shock. 
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Burgess (1984) found that the literatw at that thne suggested that increases in 

energy prices will pemianently reduce the growth potential of net energy importing 

economies. He suggested, however, that the linkages between rishg energy prices, capital 

formation and potential GNP are very sensitive to mode1 specification. He M e r  

suggested that increases in energy pnces could actually stimulate capital formation rather 

that deter it. Reverse feedback effects through capital could therefore offset any reduction 

in potential GNP due to higher energy prices. He st i l l  found that for net importhg 

economies increases in world energy prices led to immediate real income losses, but that 

the magnitude of the losses depended upon the imports' share of the economy's energy 

requirements and the energy costs' share in production of final output. The reduction in 

real income coincides with a reduction in potential GNP adjwted for terms of trade 

effects and reflects a net transfer of income fiom domestically owned prirnary factors to 

foreign suppliers of energy. 

Gisser and Goodwin (1986) found little or no evidence that the impact of oil price 

shocks is largely in the fom of cost-push inflation, but rather that the shocks have an 

impact on a broad array of macroeconomic indicators. They also found little or no 

support for the theory that c d e  oil prices af5ected the economy differently &er the 1973 

pnce increase than prior to the shock, although they found limited evidence supporting 

the idea that crude oil prkes were detemÿned dinerentiy afker this shock than before it. 

Their evidence suggests that prier to the 1973 price inmase, oil prices were determined 

by state agencies such as the Texas Railroad Commission (TRC) and that the inflation 

rate was strongly informative about the course of funne oil prices. M e r  1973, however, 
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oil prices were determined by OPEC and that a wider array of macroeconomic 

indicators is weakly informative about the course of fuhw oil prices. They also 

perfonned Chow tests on multivariate relationships which showed that the nul1 

hypothesis of no structural shift could be rejected for both GNP and investment at the 

10% level, although they could not pinpoint the source of the break. They could not find 

evidence that the oil price Oranger causality shifted. 

2 3  Asvmmetric Effects Studies 

A second focus of study has been whether oil pnce decreases affect the economy 

in the same way that oil price increases affect the economy. Recall that much of the 

literature was stimulated mainly by the price increases of the 1970's. In 1986, however, 

the pnce shocks were in the opposite direction. Prices dropped dramatically. Since then, 

much of the literaîure has been devoted to the possibility of asymmetric effects and if 

these effects are asymmeaic, to addressing the reasons for this resdt. Using dispersion 

hypothesis, Loungani (1986) suggested that the reailocation of resources due to oil price 

shocks was a signifïcant cause of unemployment. He m e r  mggested that this was 

strictly a reallocative effect and therefore a price decrease should also lead to increased 

unemployment. 

Tatom (1987) was one of the first to apply and test the conventional theory of the 

effect of oil pnce shocks on the economy to price dmeases. Tatom outiined two main 

channels through which an oil pnce shock affects the economy: through aggngate supply 

or through aggregate demand. Energy price shocks will affect the economy through 
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aggregate supply by changing relative pnces. Therefore to make the changes effective, 

the supply of energy must be aitered which changes the production possibilities and thus 

aggregate supply. Energy pnce shocks also change the incentives for fkms to use energy 

resources and alter their optimal methods of production (less energy intensive 

technologies are used). The effects on aggregate demand depend on the net oil export 

status of the economy. For example, net-exporting countries should find that aggregate 

demand increases when oil prices Uicrease. This, however, ignores the effect on 

productivity, which tends to decrease, regardless of the oil trade statu of the economy. 

Tatom does find that in most models of the economy, price shocks through aggregate 

supply dominate the aggregate demand effect. Thus, a fa11 in oil price should increase 

economic activity. 

Olson (1 988) argues that attempts to trace productivity slowdowns directly to 

higher energy pnces are wrong, but that oil shocks had a signifiant indirect impact on 

the productivity slowdown. He States that when the productivity losses on the supply and 

demand side of the U.S. oil market are added up, they are much too small to explain 

much of the productivity slowdown of the 1970's and early 198O's, let alone ali of it. He 

also suggests that if rising oil pices caused the productivity slowdown and the economy 

exhibited symmetry, then falling oil prices should greatly increase productivity, but this 

did not happen &er the 1986 oil price crash. He concludes that the oil price shocks of the 

1970's came at the same tirne as other institutional adjustments were beginning to occur, 

such as stronger union negotiations, and changing wage and inflation expectations. Thus 
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the oil price shock merely added slightly to a productivity slowdown which was 

already on the way. 

Hamilton (1988) concluded that the total effect on the economy of an energy pnce 

shock is not the dollar share of energy but the dollar share of the products whose use 

depends critically on energy. This would account for an exaggerated effect of an energy 

price shock on an economy in which the share of energy is quite low. Hamilton also 

suggests that difficulties in relocating specialized labour could be another explanation for 

the exaggerated effects on an economy of a seerningly smali supply dimption. 

Mork (1 989) found evidence of asyrnmetric effects of oil pnce increases and 

decreases. Price increases were found to have significant, negative effects on the 

economy, while the economic effects of price decreases were found to be ambiguous and 

insignificant. 

Bohi (1 991) has suggested that the effects of energy price shocks on economic 

stability are uncertain. Although GNP growth declined when prices increased, it did not 

improve noticeably when prices decreased. He suggests two possible reasons for why 

energy may be more important to the economy than is indicated by its small c o a  share of 

GNP and why these effects rnay be more imrnediate than is indicated by the speed of 

adjustment in energy comumption. The first is that there is an induced rise in 

unemployment when wage rates are sticky. The second is that there is a reduction in 

capital seMces due to the increased obsolescence of the capital stock. He suggests a 

third, related, possïbility is that energy induced shifts in the composition of aggregate 

demand aggravated the problem of adjusting to changes in relative factor prices when 
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wages are sticky and factors of production me immobile. He uses simple bivariate 

correlations to test the connection between energy used in production and the behaviour 

of selected industrial activity variables in Germany, Japan, the United Kingdom and the 

United States. He concludes that doubts about the importance of energy prices are 

reinforced by the absence of any apparent connection between energy intensity and the 

various industrial activity variables in these cotmtries. He does concede that the energy 

connection may be more complex than can be revealed by simple bivariate correlations. 

Bohi concludes by stating that the energy price shocks coincided with periods of tight 

monetary policy and that it is possible that the shocks added to concems about inflation, 

thereby reinforcing the decisions of the monetary authority; that is, the timing was 

unfortunate. He suggests those energy price shocks in the past have affected the economy 

more in this way than in direct destabilization. 

Dotsey and Reid (1  992) contrasts Hamilton's (1 983) finding that major downtums 

. in economic activity are associated with prior exogenous oil price increases with Romer 

and Romer's (1 989) findings which indicate that exogenous tightening of monetary 

policy was the major cause of the decline in industrial production and increases in 

unemployment They found that including oil prices in Romer and Romer's study made 

monetary policy insignincant. In theù model, they found both oil prices and rnonetary 

policy to be signifïcant. They also found that there w m  asymmetric oil price effects on 

industrial production and hypothesized that this could be due to the labour effects 

outlined by Hamilton (1 988). A second explanation could be that there may be 

differences in h c i n g  when retained eamings are used, as opposed to extemal 
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financing. Theoretically, a decrease in energy pnces that had the short-term effect of 

increasing profits would lead to financing using retained eamings rather than extemal 

financing. 

Gately (1 993) outlined several sources of irreversibility of the demand efTects of 

nsing oil prices. These included the durability of capital-stock irnprovements, the 

irreversibility of improved technological knowledge and the non-revend of some 

governent policies. 

Smyth (1 993) found that changes in energy prices have extremely asymmetrical 

effects on private sector output. lncreases in relative energy prices above previous peak 

levels decrease pnvate sector output, but decreases in relative energy prices were not 

found to help private sector output. 

Tatom (1993) begins by going back to the basics. He explains that oil and energy 

prices affect the economy because energy resources are used to produce most goods and 

services. Therefore, an increase in energy prices will increase the total cost of the efficient 

producer's output, change the most efficient means for producing output, decrease the 

profit maximiPng level of output and increase the long-run equilibrium price of output. 

Price increases will also decrease the capacity output of each fimi's stock of capital 

because b s  will use less energy and energy using capital, some capital will becorne 

obsolete and fïrms wiil reallocate labour and capital to economize on energy costs by 

using less energy intensive methods of production. His study fin& that the 1990/91 oil 

price shock af5ected the economy in a similar marner as the previous shocks of the 

1970's. He also does not find evidence of asyxnmetric price effects. 



Mory (1993) put forth two main reasons for the possible lack of syrnmetry in 

the effects of oil price shocks. From a Keynesian point of view, fidl employment may 

pose a relative short run co&t. If there is full employment, the economy may be 

better able to adapt to an oil pnce increase than to an oil price decrease because it will be 

possible for the economy to contract but not to expand. The second w o n  he puts forth is 

that dislocations of demand in any direction are always damaging to the economic 

system. As well, the uncertaXnty and income distribution effects may be asymmetric. His 

empirical results found evidence of a lack of symmetry. Price increases led to detrimental 

economic effects, while price decreases did not show substantial favourable or 

detrimental effects, 

Mork, Olsen and Mysen (1 994) studied the oil price-GDP relationship for seven 

countries: the United States, Canada, Japan, Germany, France, the United Kingdom and 

Noxway. They found evidence of a negative relationship b e ~ e e n  price increases and 

GDP for most of these countries using data through 1992. They also found strong 

indications of asymmetric effects, although the results varied fiom country to country. 

Their results, which indicated that price increases and decreases seem to hurt the 

development of the business cycle, were strongest for the United States. They also 

indicate that while Japan showed a significant negative effect of oil price increases but 

not decreases, the Nonvegian economy, which has a strong reliance on the oil producing 

sector, seems to be buoyed by pnce increases and depressed by price decreases. They 

built on Kim and Loungani's (1992) analysis of energy price shocks, extending the mode1 

to include the energy-producing sector. They found that the magnitude and direction of 
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the effects of an oil price shock seem to depend on whether the country is a net 

importer or exporter of oil and suggest using the ratio of energy imports to GDP as a 

variable. They also suggest that the prediction of symmetric effects of price increases and 

decreases follows if the fictions arising in the tramfer of resources between various 

sectoa of the economy are ignored. If these fictions are introduced, as in Hamilton 

(19881, the benefits of a price decrease become mialler than the damages caused by a 

similar price increase. They introduce the possibility that the loss of output due to this 

reallocation could outweigh the gains fiom an oil prie  dectease, meaning that both a 

price increase and decrease could negatively affect the economy. They also introduce the 

possibiiity that the asymmetric effects may be due to asyxmnetric poiicy responses: for 

example, pnce increases may lead to anti-inflationary policies, but pnce decreases may 

not lead to infiationary policies. They tested their model by including price increases and 

price decreases as different variables and teaed for Granger causality with GDP growth 

as the left-hand side variable, as introduced in Hamilton (1983). This model, howeva, 

does not indicate the nature of the link. There could, for instance, be some underlying 

variable that is driving both oïl prices and GDP growth. They investigate this m e r  by 

estimating the partial effects of price changes within a reduced form model including lags 

of other macroeconomic variables (similar to Hamilton (1983), Burbidge and Harrison 

(1 984) and Mork (1 989)). Their thtee main conclusions weie that, generally, a negative 

relationship between oil pnce increases and GDP exists, the effects on GDP are not 

symmetric for oil price increases and decreases and that the effects seem to vary fiom 

country to counûy depending on the oil tracle statu of the country. 
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Lee, Ni and Rani (1 995) also assert that oil price increases and decreases have 

asymmetric effects on the economy and that the effects Vary across time and country. 

They M e r  assert that real oi1 price has not lost its predictive power for growth in real 

GNP as long as appropriate account is taken of oil price shocks and the variability of real 

oil pnce movement. They conjecture that an oil shock is likely to have more of an impact 

on the economy when oil prices have been stable than when oil price movements have 

k e n  fiequent and erratic. They test this by introducing an oil price shock variable into 

their VAR that reflects the unanticipated component of an oil price shock and the tirne- 

varying conditional variance of oil price change forecasts, using a GARCH mode1 to 

nonnalize unexpected movements. The effect of a change in the reai oil price is found to 

depend on whether it is an unusual event or an adjustment in response to a change in the 

previous period. They also find asymmetric effects between positive and negative 

normalized shocks: a positive shock is related to negative real GDP growth, but a 

negative shock is not statistically siguficant. 

2.4 Conclusion 

Despite there being a large literature on the subject of the macroeconomic effect 

of oil pnce shocks, there is very little consensus on the resdts. There is considerable 

disagreement with regards to the lines of causality between macroeconomic indicators 

and oil pnce shocks. As well, there is considerable disagreement whether oil price 

decreases and inmases have symmetric or asymmetric effects on the economy. The only 

real consensus seems to be that those studying symmetric and asymmetric effects appear 
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to implicitly agree that oil pnce shocks Granger cause fluctuations in GDP. One 

perhaps understated argument to corne out of this literature that would lend itself to 

m e r  study is the idea the effects of oil price shocks will have vastly different effects 

depending on whether the economy in question is a net oil importer or exporter. This is a 

question that could be applied on a national level, or on a regional level. For example, the 

results for Canada as a whole may suggest one line of effects, but the results for the 

Alberta and Manitoba economies may be completely opposite. While this study does not 

attempt to address this question, it is important to keep this disaggregated possibility in 

mind when hterpreting the results at the national level. 

This study will attempt to answer some of the questions that are much debated in 

the literature. A vector autoregression (VAR) approach similar to Burbidge and Harrison 

(1984), although with fewer variables, will be used in an atternpt to trace the effect on the 

macroeconomy of oil price shocks in terms of Granger causality. This study will aiso try 

to shed some light on the debate about asymmetric pnce effects and price volatility, using 

a mode1 similar to Lee, Ni and Rotti (1995). 



Chapter 3: Data Issues 

3.1 introduction 

in order to properly undertake a study on the macroeconomic effects of oil price 

shocks, the macroeconomic variables to be included in the analysis need to be chosen. 

For the purpose of this study, the mode1 will be kept comparatively simple. While similar 

-dies, such as Burbidge and Harrison (1 984), included a number of variables, this study 

will focus only on t h e :  the oil price, the Industrial Production Index ( P I )  and the 

Consumer Price Index (CPI). This allows the separation of the macroeconomic effects 

into the effects on the indusaial activity of an economy and the effects on prices or 

inflation. The data selected were gathered for the three North American economies: 

Canada, the United States and Mexico. This chapter will discuss the data selected for the 

study on a country by country basis. Close attention will be paid to the descriptive 

statistics and the time series properties of each data set. 

The data will also be tested for unit rwts. A variable is considered stationary if it 

does not contain a unit root. A variable contains one unit mot if it is staîionary in first 

differences. The variable in this case is also considered to be integrated of orch 1 [I(l)]. 

In generai, the number of times the variable must be ciifferencd in order to be coosidered 

stationary depends on the number of unit mots a variable contains, also known as the 

order of integration. 

To determine the order of integration, the augmented Dickey-Fuller (ADF) test is 

w d .  The Dickey-Fuller (DF) test begins with the null hypothesis that the variable is 
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integrated of order 1. The alternative hypothesis can be one of three types: stationary, 

stationary with drift and stationary around trend. Although the variables were tested 

under al1 three alternatives, it would seem that for the macroeconomic indicators used in 

this d y s i s ,  stationarity around trend would be the most appropriate. For oil prices, 

however, this is not necessarily the case. The presence of a trend in oil prices is 

questionable and therefore it may be more appropriate to consider the hypothesis of 

stationarity around drift for oil prices. 

The Dickey-Fuller test estimates the equation 

(3.1) X =  yx-i+ut.  

The test is for 7 = 1 . The test statistic therefore becomes 

where is the estimate of y . If we manipulate this equation, we can estimate 

where p = y - 1 . Therefore, the test statistic becomes 

or the t-statistic of $ . This statistic will not, however, have a t-distribution and must be 

compared instead to the critical values generated by Dickey and Fuller. 

For this test to be valid, 2> must converge to the tnie p. In order for this to occur, 

y must be spherical (i.e. u, - N ( o , c ~ )  or "well-behaved"). This may not be the case. 



The ADF test is performed to deal with this problem by Uicluding lags of the 

dependent variable. Therefore, the mode1 estirnated is now 

The number of lags p can be detemiined by estimating this equation with a number of 

different lag lengths and using a mode1 selection cnterion, such as the Akaike 

Information Critenon (MC),  for detmniniag the optimal lag length. However, according 

to Said and Dickey (1 984), increasing the order of the autoregression at a controlled rate 

of Tl", where T is the sample size, will produce an asymptotically vaiid ADF test. For 

both the Canadian and the U.S. data, this translates into a lag length of 8. For the Mexican 

data, this translates into a lag length of 7. 

M e r  a brief description of the &ta, the descriptive statistics and results of the 

unit root tests will first be presented for the Canadian data. Those for the U.S. data will be 

presented next, followed by the statistics and results for the Mexican data. 

3.2 The Data 

The oil prices w d  in a i l  thne of the arialyses wiil be the West Texas Intemediate 

0 crude oil monthly spot price. This is generally viewed as the benchmark price for 

oil in North America This price was coilected, in U.S. dollars per barre1 (U.S.$/B), fkom 

the United States F e d d  Reserve Bank's economic database (FRED). From 1947 to 

1980, this price was adjusted on a quarterly basis by the Texas Raiiroad Commission 
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(TRC), although beween 1973 and 1980 this was based largely on the price set by 

OPEC. From 198 1 to the present, the Wn has been a monthly market based price. The 

rest of the data were collected on a country by country basis. 

3.2.1 Canadian Data 

The data representing the Canadian economy are the Consumer Price Index (CPI), 

a seasonally adjusted Industrial Production Index (PI)  and the Wn spot oil pnce. Figure 

3.1 represents the log levels of the Canadian data graphicdly. The Canadian data were 

collected on a monthly basis fiom January 196 1 to April 1997 (436 observations) fiom 

Statistics Canada's Cansim database. The Industrial Production Indices were constmcted 

by nomalïzing the monthly value of industrial production by the average monthly value 

for 1992. 1992 was chosen as the normalkation penod because this was the base year for 

the Industrial Production Index for the United States. As discussed above, the oil pnce is 

represented by the WTI oil price collected fiom FRED. In order to convert the oil price 

into Canadian dollars, the oil price in U.S.$/Barrel was rnultiplied by the Canadian/ü.S. 

exchange rate in Cdn$RI.S.$. This exchange rate, also collected h m  Cansim, is the 

average monthly exchange rate. Table 3.1.1 shows the descriptive statistics for the log 

levels of the Canadian variables involved in the analysis. The skewness statistics of the 

CPI, the P I  and the oil pnce seem to be consistent with symmetry. The kurtosis statistics 

for all three variables, however, indicate non-normality, with the possible exception of 

the PI.  The descriptive statistics for the first differences of the logs of the Canadian 

variables are shown in Tables 3.1.2. The skewness statistics for the CPI and the P I  are 
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consistent with symrnetry. With the exception of the P I ,  the kurtosis statistics for dl 

of the variables indicate significant deviations fiom normality. The results of the ADF 

tests of stationarity for the Canadian variables, dong with the critical values are presented 

in Table 3.1.3. As this table shows, the nul1 hypothesis that each variable is I(1) camot be 

rejected for any of the variables at the 90% confidence level. 

Because strong evidence has ken foimd that each of the variables is non- 

stationary, the next step is to determine the order of integration for each variable. This is 

done by taking the first differences of the variables and perforrning the ADF test on the 

first differences. For these tests, the nul1 hypothesis is that the variable is I(2) - integrated 

of order 2. Again there are three alternative hypothesis for this test: I(l), I(1) with drift 

and 1(1) arouud trend. It is ofien assumed, however, that first differencing removes the 

trend component. Nevertheless, the ADF tests were performed against al1 three alternative 

hypotheses. Table 3.1.4 presents the results for the ADF tests on the first differences of 

the logs of the Canadian data under the three alternative hypotheses, with the criticai 

values at the bottom. As this table iadicates, the null hypothesis is rejected for al1 of the 

variables, except for the CPI, at both the 95% and 90% levels. The null hypothesis is 

rejected for the CPI only against the alternative hypothesis of I(1) with drift at the 90% 

level. Despite this ambiguity, the results indicate that there is strong evidence that al1 of 

the variables are al1 integrated of order 1. 
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90% levels. The results therefore indicate that there is strong evidence ail of the U.S. 

variables are al1 integrated of order 1. 

3.23 Mexican Data 

The data for the Mexican economy include a seasonally adjusted Consumer Mce 

Index and a seasonally adjusted Industrial Price Index on a monthiy basis from April 

1972 to December 1996 (297 observations). Figure 3.3 represents the log levels of the 

Mexican data graphically. This data was compiled fiom the International Monetary 

Fund' s Imernationai Fimncial Statistics. Although data is available back to Jul y, 1 952, 

the IPI for Mexico was only found on a monthly basis beginning in April 1972. As 

discussed above, the oil pnce is represented by the Wn oil price collected fiom FRED. 

In order to convert the oil price into Mexican Pesos, the oil price in U.S.$/Barrel was 

multiplied by the M e x i c d .  S. exchange rate in pesos/U.S.$. One new peso, the current 

currency refemed to in the Mexican/U.S. exchange rate, is equivalent to 1,000 pesos. This 

exchange rate, also collected fiom the International Monetary Fund's I~ematioml 

Financial Statistics, is the average monthly exchange rate. Table 3.3.1 shows the 

descriptive statistics for the log levels of the Mexican variables involved in the anaiysis. 

The skewness statistics for al1 three of these variables, including the oil price, are 

consistent with symmetry. The kuriosis statistics for the three variables, however, 

indicate deviations fkom normality, with the possible exception of the kurtosis statistic for 

the IPI. The descriptive statistics for the first ciifferences of the logs of the Mexican 

variables are shown in Tables 3.3.2. ûnly the skewness statistic for the P I  is consistent 
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with symmetry. The skewness statistics for the CPI and for the oil price indicate 

significant deviations fiom normality. As well, the kurtosis statistics fol the CPI and the 

oil price indicate significant deviations from wrmality. 

The resuits of the ADF tests of stationarity for the Mexican variables, along with 

the critical values are presented in Table 3.3.3. As this table shows, the nul1 hypothesis 

that each variable is 1(1) cannot be rejected for any of the variables at the 90% confidence 

level. Because strong evidence has been found that each of the variables are non- 

stationary , the ADF test is repeated on the fïrst Merences of the variables. Table 3.3.4 

presents the results for the ADF tests on the f b t  differences of the logs of the Mexican 

data under the three alternative hypotheses, with the critical values at the bottom. Similar 

to the data for the Canadian economy, this table indicates that the nul1 hypothesis is 

rejected for the Mexican IPI and oil pnce variables, but not the CPI, at both the 95% and 

90% levels. The nul1 hypothesis is rejected for the CPI only against the alternative 

hypothesis of 1(1) with drift at the 90% level. Despite this ambiguity, the results indicate 

that there is strong evidence that al1 of the variables are integrated of order 1. 

3 3  Conclusion 

The data involved in this analysis are the monthly values of the oil price, the 

Consumer Price Index (CPI) and the Industrial Roduction Index (PI) for Canada, the 

U.S. and Mexico. The log levels of these &ta were illustrated graphicaüy. Although the 

oii price w d  for al1 three countries is the WTI index in U.S.$/Barrel. it is converted into 
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Canadian dollars and Mexican pesos by multiplying by the respective exchange rates. 

Descriptive statistics have been provided for the log levels and the first clifferences of the 

logs of the data. These statistics indicate significant deviations from normality, with the 

possible exceptions of the IPI in both Canada and Mexico. Unit root tests were also 

perfonned on each of the variables in question. These tests showed strong evidence that 

each of the variables contained a single unit root, although there was some ambiguity 

with respect to the CPI in Canada and Mexico. These are the data that will be included in 

the single equation and vector autoregression analysis of the effects of oil price shocks on 

the macroeconomy. The analysis that follows will be done on a country by country basis. 
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Table 3.1.1: Descriptive Statistics - Canadian Data (log leveis) 
Oil Bite 

CPI IPI FA) (%CdnllBmel) 

Mean 4,064 4.330 2.479 
Standard Deviat ion 0.63 1 0.33 1 1.01 1 
Kurtosis 1.410 2.608 1.401 
Skewness -0.054 -0.742 -0.287 
Minimum 3.174 3 SOO 1 .O76 
Maximum 4.924 4.805 3.847 

Table 3.1.2: Descriptive Statistics - Canadian Data (kgs - h t  differences) 

CPI IPI (SA) Oil Bice ('Cdn/B) 

Mean 0.004 0.003 0.005 
Standard Deviat ion 0.004 0.01 l 0,069 
Kurtosis 4.804 3.835 55.956 
S kewness 0.850 -0.299 4.079 
M ini murn -0.007645 -0 .O42 -0.398208 
Maximum 0.025933 0.040 0.844539 

Tabk 3.13: Results of ADF Unit Root Tests on Canadian Data (log levels)* 
No Drift No Trend With Drift. No Trend With Drift With Trend 

- 

CPI 2.08 -0.73 -1.35 
IPI (SA) 2.2 1 -1.99 -2.89 
Oil Price ($Cdn/B) 0.87 -1.16 -1 .19 

'CriDul Vdus 
90% -1.62 -257 -3.13 
%% -1.94 -2.87 -3.42 

Tabk 3.13: Rcsults of ADF Unit Root Tests on Canadian Data (Iog - first 
dînerences)* 

No Drift, No Trend With Drift, No Trend With Drift, With Trend 
CPI - 1.46 -2.61 -2.6 1 
IPI (SA) -4.35 -5.00 -5.12 
Oil Price ($Cdn/B) -6.2 1 -6.34 -6.36 

*Critiai Vduer 
90% - 1.62 -2.51 -3. U 
9% -1.94 -2 87 -3.42 
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Table 32.1: Descriptive Strtbtics - U.S. Data (log leveis) 

Mean 1.966 3.963 4.033 
Standard Deviation 1 .O01 0.658 0.503 
Kurtosis 1.354 1.543 1.879 
Skewness 0.292 0.369 -0.400 
Minimum 0.482 3.068 3.027 
Maximum 3.676 5 .O76 4.785 

Table 3.2.2: Descriptive Statistics - U.S. Data (log - first differences) 
Oil Price 

flUM3mel) CPI 64) IPI (SA) 

Mean 0.004 0.003 0.003 
Standard Deviat ion 0.060 0.004 0.01 1 
Kurtosis 73.866 4.921 7.300 
Skewness 4.776 0.740 0.264 
Minimum -0.396 -0.008 -0.042 
Maximum 0.853 0.018 0.062 

Table 3.2.3: Results of ADF Unit Root Tests on U.S. Data (log levels)* 
No Drift. No Trend With DriR No Trend With Drift. With Trend 

CPI (SA) 2.94 0.85 
Oil Price ($US/B) 0.88 -1 .O9 

Table 3.23: Results of ADF Unit Root Tests on U.S. Data (log - first 
differences) * 

No Drift, No Trend With Drift, No Trend With Di& With Trend 
IPI -6.63 -7.49 -7.53 
CPI (SA) -2.38 -3.42 -3.6 1 
0i1 frice ($US/BI -7.37 -7.50 -7.50 
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Table 33.1: Descriptive Stotisties - Mexican Data (log leveb) 
ûil  Price 

Mean 1.801 4.408 8.3 14 
Standard Deviation 2.68 1 0.239 2.615 
Kurtosis 1.369 2.25 1 1.615 
Skewness 0.082 -0.576 -0.205 
M inimwn - 1.864 3.888 3.795 
Maximum 5.809 4.8 10 12.208 

Table 33.2: Descriptive Statistics - Mexican Data (logs - fint 
differences) 

Oil Price 
CPI PI (Pesos/BmeO 

Mean 0.026 0.003 0.028 
Standard Deviat ion 0.023 0.043 0.1 10 
Kurtosis 7.396 3.406 22.537 
S kewness 1.85 1 0.450 3.149 
Minimum -0.004 -0.1 O2 -0.348 
Maximum 0.144 O. 1 39 0.853 

Table 3.33: Rcsults of ADF Unit Root Tests on Merican Data (log levels)* 
No Drift No Trend With Drift. No Trend With DriR With Trend 

CPI 0.3 2 -0.36 - 1.98 
IPI 2.76 -1.84 -2.52 
Oil Price (Pesos/B) 3.47 -0.86 - 1.69 

Table 333: Results of ADF Unit Root Tesîs on Mericm Data (hg - fint 
diffe rentes)* 

No Drift, No Trend With Drift, No Trend With Drift, With Trend 
CPI -1 .58 -2.85 -2.82 
IPI -8.23 -9.05 -9.16 
Oil Price PesoslB) 4.9 1 -6.26 -6.28 



Chapter 4: The Empirical Framework and Results 

4.1 Introduction 

The purpose of this study is to analyze the effects on the macroeconomy of shocks 

in world oil prices. Two different approaches will be used to infer the ef5ects of oil price 

shocks on the CPI and the IPI. The fm method will be a single equation approach, in 

which the models constructed will be bivariate models with either the IPI or the CPI as 

the dependent variable and the oil price as the independent variable. The variables in each 

equation will be tested for cointegration and if they are found to cointegrate, an error 

correction model will be built. If cointegration is not found, because the variables were 

found to be I(l), the first differences of the variables will be used in the regressions. 

The second method that will be employed to analyze the egects of an oil price 

shock on the CPI and the IPI will be a multi-equation approach. The model used to do 

this will be a vector autoregression (VAR) that will include the oil price, the IPI and the 

CPI for Canada, the U.S. and Mexico. The VAR will be used to test for Granger causality 

between the oil price and the two macroeconomic variables. Impulse response functions 

and variance decompositions will be generated b u g h  the VAR. These tmls will be 

used to infer the macroeconomic effects of oil price shocks. Oniy the effects of 

disturbances in the oil price variable wiil be stuclied, as this is the focus of the study. 

This chapter will begin with the single equation approach. A bief discussion of 

the empirical friimework will precede the empincal results in order to lend a broader 

understanding to the resuits. The empirical results will be presented in three sections: the 
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results fkom the U.S. data followed by the results fiom the Canadian data and finally the 

results fiom the Mexican data. The multi-equation approach will follow, again beginning 

with a brief discussion of the rnethodology followed by the results fiom the U.S., 

Canadian and Mexica. data. 

4.2 The Single Equation Approach: The Empirical Framework 

A single equation approach is first ernployed to determine if the oil price has any 

causai effect on either the IPI or the CPI. Because it was detemiined that the variables are 

al1 I(l), that is, contain one unit root, it is first necessary to detemine whether the 

variables are cointegrated. If they are cointegrated, it will be necessary to consîmct an 

error correction model. If they do not cointegrate, then a simple model of fht differences 

is sufficient for the analysis. In order to determine whether the variables are cointegrated, 

the Johansen test for cointegration is used. Separate bivariate tests for cointegration 

between the IPI and the oil price and between the oil price and the CPI are performed for 

thne samples using the Canadian and U.S. data and two samples using the Mexican data. 

Three samples of the data for the United States and Canada were used in the aoalysis: one 

using the full sample (kginning in 1947 for the U.S. data and beginning in 1961 for the 

Canadian data), one ushg the sub-sarnple beginning in January 1974 and one using the 

sub-sample beginning in January 198 1. The sub-sample beginning in January 1974 was 

tested as this corresponds to the first major oil price increase. Prior to this date, oil pnces 

were very stable. The second nibsample, beginning in January 198 1, was used for a 

more pragmatic reason: this is when the Wïi price became a true market based price. 
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Prior to this date, the WTI price was set by the Texas Raüroad Commission. Therefore, 

although there was considerable movement in the 1970's as the result of the OPEC world 

oil prices, these prices may not reflect the true market price, but rather reflect in part 

some market conditions but also some U.S. public policy issues. Only two sets of 

analyses were performed on the data for Mexico. Because the full sample for the 

Mexican data begins in April 1972, there did not seem to be enough data in the pre 1974 

sub-sample to warrant performing the analyses on the sub-sample beginning in 1974. 

4.2.1 Cointemation and Error Correction Models 

To test the variables for cointegration, the Johansen cointegration test is used. The 

Johansen test estimates the system of equations: 

(4.1 Z, = A,%, + E, 

where Z is a vector of n variables. By manipulation, this becomes 

(4.2) hZ, = (A,-I)Zt., + &, 

Of 

(4.3) u, = x q ,  + E, * 

The Johansen test basically tests the rank of the x-maeix. If  the rank is O, then the 

variables do not cointegrate. If rr is of full rank (i.e. n) then al1 variables are stationaiy. If 

the rank of this ma& is greater than zero but less than n, then the rank of x will be the 

number of cointegrating vectors. The eigenvalues (chatacteristic roots) of the n-rnatrix 

are used in the trace test to determine the rank of the x-matrix. The trace test is: 



where L, is the estimated value of the eigenvaiues, T is the number of useable 

observations and n is the number of eigenvalues calculated. The trace test is performed 

with a nul1 hypothesis that the number of cointegrating vectoa is r or less against an 

alternative that the number of cointegrating vectors is greater than r. The Johansen test 

can also include lags of the dependent variable in order to ensure that the residual is white 

noise. For the purpose of this study, 4 lags of the dependent variable are included in the 

cointegration test, as is a linear detemiinistic trend in the data and an intercept in the 

cointegrating equation. 

- Tables 4.2.1 through 4.2.3 show the results fiom the different samples of the 

Johansen cointegration tests between the oil pnce and the CPI and between the oil price 

and the IF1 for the U.S., Canadian and Mexican data respectively. As these tables show, 

cointegration is found between the CPI and the oil pnce in the Ml and 1974 samples of 

the U.S. data, in al1 three wnples of the Canadian data and in the 1981 sarnple of the 

Mexican data. Cointegration between the PI and the oil price is found for the 1974 

samples of the Canadian and US. data. In these cases, where cointegration between the 

oil price and the relevant maaoeconomic variable is found to exist, the single equation 

analysis entails the construction of an error correction model. The error correction model 

w d  in this analysis is: 



where Y, is either the IPI or the CPI, Pt is the oil price and i is the error term fkorn the 

equation 

In al1 other cases, where cointegration is not found, the analysis is performed in the 

context of first differences. 

4.3 Sinele - Eauation Results h m  the U.S. Data 

To establish the relationships between the oil price and the CPI and between the 

oil Pnce and the IPI, a single equation approach is used. This is done twice for each of the 

three samples: once with the IPI as the dependent variable and once with the CPI as the 

dependent variable. In each of the equations, 4 lags of each variable, including the 

dependent variable, are included in the regressions. 

Table 4.3.1 shows the results fiom the regressions for the different sample periods 

of the U.S. data Accordhg to this table, when the P I  is the dependent variable, the oii 

price does not appear to have any explanatory power in any of the samples. As well, the 

error correction term in the 1974 sample does not seem to be significant. When the CPI is 

the dependent variable, the t k t  lag of the oil pnce seerns to be significant for al1 three 

samples. The third lag of the oil price and the mor correction terni also appear to be 

significant in the 1974 sample. 
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Table 4.3.2 shows the results fkom Granger causality tests fkom the single 

equation regressions. In those cases where an error conection mode1 was constructed, the 

test included a joint null hypothesis that the coefficients of the relevant variable as well as 

the error correction term were equal to zero. According to this table, the null hypothesis 

that the oil price does not Granger cause the CPI cm be rejected for al1 three samples. 

The null hypotheses that the oil price does not Granger cause the IPI cannot be rejected 

for al1 three samples. As well, according to this table, neither the CPI nor the P I  is found 

to Granger cause the oil price. 

4.4 Sinpie Eauation Results from the Canadian Data 

As with the U.S. data, to establish the relationships between the oil price and the 

Canadian macroeconomic variables, a single equation approach is first employed. This is 

done nvice for each of the three sarnples: once with the IPI as the dependent variable and 

once with the CPI as the dependent variable. In each of the equations, 4 lags of each 

variable, includiag the dependent variable, are included in the regressions. 

Table 4.4.1 shows the results fiom the regressions for the dinmnt sample periods 

of the Canadian data. According to this table, when the IPI is the dependent variable, only 

the third lag of the oil price seems to have any significant effect, other than the lags of the 

PI, in the fidi and 1 974 samples. In the 1 98 1 sample the oil price does not seem to have 

any signincant effect. As well, the enor correction term in the 1974 sample does not 

seem to be sipaincant. When the CPI is the dependent variable, only the fourth lag of the 

oil price seerns to be signincant for the fidl sample and only the second l a .  of the oil 
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pnce seems to be significant using the 198 1 samp1e. In al1 three samples, when the CPI 

was the dependent variable, the e m r  correction term was found to be significant. 

Table 4.4.2 shows the results fiom Granger causaiity tests fiom the single 

equation regressions. In those cases where an error correction mode1 was constnicted, the 

test included a joint nul1 hypothesis that the coefficients of the relevant variable as well as 

the emor correction term were equal to zero. According to this table, the nul1 hypothesis 

that the oil pnce does not Granger cause the CPI can be rejected for al1 three samples. 

The nul1 hypotheses t h  the oil price does not Granger cause the IPI cannot be rejected 

for al1 three sarnples. As well, according to this table, neither the CPI nor the IPI is found 

to Granger cause the oil pnce. 

4.5 Sinele Equation Results from the Mexican Data 

As with the U.S. and Canadian data, a single equation approach is u x d  to 

establish the relationships between the oil pnce and the Mexican macroeconomic 

variables. This is done twice for both samples (recall that, in contrast to the US. and 

Canadian data, only two samples of the Mexican data are analyzed): once with the IPI as 

the dependent variable and once with the CPI as the dependent variable. In each of the 

equations, 4 lags of each variable, including the dependent variable, are included. 

Table 4.5.1 shows the results fkom the regressions for the different sample penods 

of the Mexican data. According to this table, when the PI is the dependent variable, the 

oil pnce does not appear to have any explanatory power in either of the samples. When 

the CPI is the dependent vaxiable, only the first lag of the oil price seems to be significant 
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for the full sample. As well, the error correction term in the 1981 sample does not seem to 

Table 4.5.2 shows the results fiom Granger causalit- tests fiom the single 

equation regressions. In those cases where an error correction mode1 was constnicted, the 

test included a joint nuil hypothesis that the coefficients of the relevant variable as well as 

the error correction term were equal to zero. According to this table, the nul1 hypothesis 

that the oil price does not Granger cause the CPI cannot be rejected for both samples. The 

nul1 hypotheses that the oil pnce does not Granger cause the IPI cannot be rejected for 

both samples. While the tests also lead to the conclusions that the IPI does not Granger 

cause the oil price for both samples and the CPI does not Granger cause the oil price for 

the full sample, the CPI is found to Granger cause the oil pnce for the 1 98 1 sample. 

4.6 The Multi-Equation Approach : The VAR Framework 

The second method of analyzing the macroeconomic effects of oil price shocks 

uses a multi-equation approach, specifically a vector autoregression (VAR). In particular, 

the variables will be tested for Granger causaiity in a multi-variate fkamework. The 

VAR'S will also be used to generate the impulse response fiinctions and variance 

decompositions. Before discussing the redts, the theory behind the use of a VAR' will 

briefly be discussed. 

' This seciion gives a peripheral description of VAR'S. For a more in depth discussion, sce Enders (1995). 
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4.6.1 The Structurai and Standard VAR 

Given two variables, if we have prior knowledge that one variable is exogenous 

and exhibits no feedback effects, intervention aoalysis and transfer fiinctions would be 

appropriately used in analyzing the relationship between the variables. In practice, 

however, it is uniikely that in the study of economics wo variables could be found in 

which this type of relationship exists. If we are not certain of exogeneity, we should treat 

each variable symmetrically. This can be done through a vector autoregression (VAR). 

An example of a two-variable VAR is: 

(4.8) YI = bio - bl2z, +Y1 ,Yb1 + Yi2% + + 
(4.9) 4 = b20 - b 2 l ~ t  + Y21Yt-1 + Y22G-I+ Ert 

In matrix fom, this is: 
ryt i  rblo 

' f i s  is referred to as a structural VAR or the primitive system. The assumptions of this 

model are that y, and 2, are both stationary and that the shocks to y and z, as represented 

by the enor terms E, and E, respectively, are white noise with standard deviarions a,, and 

4 respectively and are serially uncorrelated. The order of the VAR is the length of the 

longest lag. The above system is therefore a fim order VAR. In this system, each variable 

is a fûnction of the contemporaneous value of the other variable as well as the lagged 

values of both variables, and thus the model incorporates feedback effects. b12 is the 

contempomeous effect of z on y, while hi is the contemporaneous effect of y on z yl 1 

and yI2 represent the lagged effects of y and z respectively on y. If b21 f O, then has a 

contemporancous indirect effect on z. If bi2 * O, then Q has a similar effect on y. 

The primitive system can be manipdated to produce the reduced form, or 

standard, VAR: 

(4.1 1) Yt = ai0 + allyt-l+ a 12&-1 + elt 

(4.12) G = a20 f aziYt-r + a22G-I + e2t 



(4.13) 

and 

(4.14) q = P.'&, 

then each error term el, and ell are both composites of &,, and b. That is, 

(4.15) el, = (&y - bl~En)J(l - b12bZ1) 

(4.1 6 )  e2t = ( ~ n  - b21&,d(l - b12b21) 

The assumption that E, and en are white noise means that 

(4.1 7) eu - N(OPd 

(4.1 8) e2t - N(OP2) 

However, the covariance between el, and el, * O, therefore these standard form shocks 

will be correlated udess biz = hi = O (that is, there are no contemporaneous effects of y 

on z or z on y). The variance/covariance matrix of e will be - - 

The standard or reduced fom VAR has one property that allows for simplicity in 

estimation. Because the right hand side of the standard form VAR contains only 

predetemiined variables and the errors are assumed to be serially uncorrelated with 

constant variance, the equation system can be estimated using OLS. In conîrast, the 

structural VAR cannot be estimated directly because of feedback effects, meaning that z, 

is correlated with E, and y, is comlated with k. The structural VAR has ten parameters 

to be estimated. The standard VAR has only nine panmeters. Therefore, the structural 

VAR is only identifiable h m  the OLS estimates of the standard form VAR if the 

structural system is restricted - without these restrictions, the structural VAR is 

underidentified. 



4.6.2 Gran~er Causalitv 

The standard VAR can be tested for causality. A test of causality is whether the 

lags of one variable enter into the equation for another variable. One variable does not 

Granger cause another variable if it does not improve the forecasting performance of the 

second variable. Thus, in the mode1 

(4.20) Yt = al0 + aldllyt-1 + a11(2)~1-2 +S..+ ali(n)~t.n + a12(1)zt-l + a12(2)&-1 

y, does not Granger cause z, if az [(l) = az1(2) = ... = azl(n) = O. This restriction can be 

tested using a standard F-test. 

4.63 Im~ulse Remonse Function and Variance Decom~osition 

In the same way that an autoregression can be represented as a moving average, 

the VAR can be represented as a Vector Moving Average (VMA). In this way, 

(4.22) [:j=[::]+[:: ::][:::]+[:::] 
becomes 

Given that 

the VMA representation cm be written in t e m  of the structurai errors rather than the 

standard enors as follows: 



which reduces to 

where 

The coefficients of $(i) are known as the impulse response functions and can be w d  to 

generate the effeds of & and E, shocks on the entire time paths of y, and 4. The elements 

of $(O) are the impact multipliers. For example, 442(0) is the instantaneous impact on y, of 

a one-unit change in G. The elements of ((1) are the one penod responses, and so on. 

Plotting the impulse response functions agallist time is a practicai way to v isd ly  

represent the response of y, and 5 to shocks. The a c c d a t e d  effects of unit impulses in 

syt and sa can be obtained by adding up the coefficients of the impulse response 

functions. For example, der n penods, the effect of E, on y, is +iz(n). Thnefore, the 

cumulated s u m  of effects of on y, is: 

As n approaches infînity, this yields the long run multiplier. If y, and z, are stationary, 

then al l  of the long run multipliea are finite. 

As previously mentioned, while the standard VAR can be estimated using OLS, 

the structural VAR cannot be estimated directly. Unless we are willing to restrict one of 

the parameters of the structural system, the structural VAR will be mderidentified. One 

possible type of restriction is to impose a zero value on one of the contemporaneous 

effects. For example, we may impose the restriction that z( afXects y, both 
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contemporaneously and in lags, but y, only has a lagged effect on z, (i.e. b12 + O and 

hl=0). In this way, the emr  term fiom the second stnictural equation is equivalent to the 

error term fiom the second standard equation, while the error term fiom the first standard 

equation is a combination of the hvo structural error tenns: 

(4.30) e2t = % 

(4.3 1 ) el, = Eyf - bl2% 

This type of tnangular decomposition of the residuals, in which E, and E, affect y, 

contemporaneously but only E, affects z, contemporaneously, is called a Choleski 

decomposition. This implies a certain orderhg of the variables. This example suggests 

that z occurs pnor to y. In practice, the generd consensus seems to be that the ordering of 

the variables is important only if the correlation between el, and ez, is greater than about 

0.2; If this correlation is higher than 0.2, a particular ordering should be used to obtain the 

impulse response functions, which should then be compared to the results fiom the 

reverse ordering. While this is relatively simple to do in a two variable VAR, this quickly 

becomes cumbenome as more variables are intmduced into the model. 

Understanding the properties of the forecast errors is also helpful in uncovering 

the interrelationship between the system's variables. If we take the equation 

(4.32) X, = & + A i ~ t . l  + Q 

the n-step ahead forecast, conditional upon x, is 

(4.33) E(x~+,J = (I +AI + AI'+ ... +A~~- ' )AO + A ~ ~ X ,  

which Ieaves the forecast error as 

Considering the VMA representation of the forecast yields 
n-l 



which gives an n-penod forecast error of 

If, for simplicity, we only examine the y, sequen ce, the n-step ahead forecast error 

Denoting the variance of the n-step ahead forecast error of y, as 

Since dl values of kk(i12 are non-negative, the variance of the forecast emor will increase 

as n increases. It is possible to sepanite this variance into components due to each one of 

the shocks. The proportions of a,(n)' attributable to shocks in the E, and sequences 

are, respectively, 

and 

This decomposition tells us the proportion of movement in y that is due to its own shock 

and the proportion of the movement due ?O shocks in the other variable. If  y, is entirely 

exogenous, shocks in E, will explain none of the forecast error variance of y, at al1 

forecast horizons. In contrast, if y, is entirely endogenous, shocks in E, will explain d l  of 

the forecast error variance in the y, sequence at ail forecast horizons. In practice, it is 

common to fhd that a variable will explain the majonty of its own forecast error variance 
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over short horizons, but that this proportion diminishes at longer horizons. This is to be 

expected if ~g has little contemporaneous effect on y,, but affects y, with a hg. 

One cnticism of VAR's is that they are devoid of any economic content: the sole 

role of the economist is to determine which variables should be included in the VAR. 

Because there is very little economic input into the VAR, there is also very little 

economic content in the results. The Choleski decomposition is only one way in which 

the primary VAR can be identified fiom the standard VAR. Although this requires an 

ordering of the variables, this is generally ad hoc. This aiso makes a strong assumption 

about the underlying structural errors. Unless this assumption is theoreticdly correct, the 

underlying shocks will be improperly identified, which will result in impulse response 

functions and variance decompositions that are rnisleading. As discussed above, the 

residuals fiom the standard VAR are composite shocks of the underlying shocks E, and 

sa. These composite shocks are also the one-step ahead forecast errors. Therefore, if the 

purpose of the VAR is only to forecast, the underlying components of the forecast errors 

are not important. If, however, the VAR's are being used to obtain the impulse response 

function or a variance decomposition, the structurai errors need to be used. T'us, the 

underlying components of the forecast emrs are important. 

In general, in order to identifi the structural mode1 fiom an estimated VAR, 

($ - n)Q restrictions must be imposed. Such restrictions can involve coefficient 

restrictions (such as restricting to 1 instead of O), variance restrictions or symmetry 

restrictions. The goal of a structural VAR is to use economic theory to impose these 

restrictions in order to recover the structurai innovations Eom the residuals in the 

estimated VAR. 



4.6.4 Non-S tationaw Variables 

The discussion of VAR'S to this point has assumed that both of the variables are 

stationary. The question is, do they need to be statiomq in order to use the VAR 

methodology? Since stationarity c m  be imposed by first differencing, this question 

becomes one of whether or not to difference the variables in order to impose stationafity. 

Although there is no clear m e r  to this question, some, such as Sims (1980) and Doan 

(1 992) argue that first Merencing throws away information regarding the comovements 

in the data Since the goal of VAR analysis is to detemine the interrelationships among 

the variables and not to determine the parameter estimates, the fom of the variables 

should rnimic the mie data-generating process. This is dso an argument against 

detrending the data. 

With the theory of the VAR in hand, the results fiom the analysis can now be 

interpreted. VARS were w d  to perform Granger causality tests and generate impulse 

response functions using data fiom the US., Canada and Mexico. Because the question in 

mind is the effect of oil price shocks on the economy, attention will be paid only to the 

relationship between the oil price and the CPI and the relationship between the oil price 

and the PI. That is, any relationship between the IPI and the CPI will not be explored in 

the context of this discussion. 

In order to generate the impulse response functiom and variance decompositions 

for each country, the three variables in question (the oil price, the CPI and the P I )  were 

run in a VAR format, with 13 lags of each variable. The number of lags follows Sims 

(1992), in which it is suggested that the optimal number of lags be the equivalent of the 

number of observations equivalent to one year plus 1 .  In the case of monthly data, this is 

equal to 13. 
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4.7 Multi-Equation Rcsuits from the U.S. Data 

The three samples for the U.S. data outlined above were also used in the VAR 

analysis of the U.S. data. 

4.7.1 Gran~er Causalitv Tests 

Part A of Table 4.7.1 shows the results fiom the Granger causality for the U.S. 

data when the full sample is used. Using the full sample, the p-values indicate that we 

cannot reject the nul1 hypotheses that the oil price does not Granger cause the IPI and that 

the IPI does not ûranger cause the oil pnce. The pvalues do indicate that we can reject 

the nui1 hypotheses that the oil price does not Granger cause the CPI and that the CPI 

does not Granger cause the oil pnce. Therefore, the data smns to indicate bi-directional 

Granger causality between the oil price and the CPI and no Granger causality between the 

oil pnce and the IPI when the full sample is used. P a .  B of this table shows the results 

fiom the Granger causality tests when the sub-sarnple beginning in 1974 is w d .  The p- 

values, while different fiom those in Part A, stili indicate the same conclusions: bi- 

directional Granger causality between the oil price and the CPI and no Granger causality 

between the oil price and the IPI. The results change somewhat when the sub-sample 

beginning in 198 1 is used As Part C of Table 4.7.1 shows, the pvalues indicate that 

while there is still no evidence of Granger causality between the oil price and the IPI, 

there is now only evidence of uni-directioaal Granger causality fiam the oil price to the 

CPI. 



4.7.2 Variance Decom~osition 

As stated above, the variance decomposition indicates the proportion of the 

movement in a variable that cm be attnbuted to shocks in that variable, as well as the 

proportion of the movement that can be attributed to the shocks in the other variables. 

This decomposition, as previously mentioned, will generaliy be sensitive to the ordering 

of the variables if the correlation between the error terms of the standard VAR is greater 

than 0.2. Therefore, the correlation matrices for the error tenns fkom the VAR on the U.S. 

data for the three different sample periods are presented in Table 4.7.2 (ody the lower 

triangular part of each matrix is presented due to the symmetry of the matrices). Part A of 

this table indicates that when the full sample is considered, none of the comlation 

coefficients exceeds 0.2. Parts B and C both indicate that the correlation between the oil 

price and the CPI exceeds the 0.2 mark, which would suggest that the ordering may 

matter when calculating the variance decompositions using the 1974 and 198 1 sub- 

samples. 

Table 4.7.3 shows the variance decomposition for the U.S. data for five different 

time horizons: twelve months, twenty-four months, thiriy-six months, fortysight months 

and sixty m o n h .  Although the comlation coefficients between the oil price and the CPI 

was above 0.2 for the 1974 and 198 1 sub-samples, calculating the variance 

decompositions for the different orderings produced no significant difference. Therefore, 

only the variance decomposition for the {oil pnce-CPI-IPI} ordering is shown for the 

three different sample periods. Part A of this table indicates that when the fidi sample is 

considered, each variable explains the majority of its own forecast variance for every time 
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horizon. The oil pnce tends to dominate the PI in predicting the CPI for the f k t  four 

time horizons, although the oil price does not seem to have a significant effect on the 

forecm variance of the IPI. 

Part B of Table 4.7.3 shows the variance decomposition at the different tune 

horizons when the sub-sample beginning in 1974 is considered. The results fiom the 

forecast variance of the IPI are similar to those of the full sample. The CPI shows vastly 

different results for the 1974 sub-sample than for the full smple. The oil price does not 

seem to have a signifiant role in predicthg the CPI at every time horizon shown. 

The results fiom the sub-sample beginning in 198 1, shown in Part C of Table 

4.7.3, are similar to the results fiom the fidl sample, aithough the proportion of the 

forecast variance of the oil price explained by the CPI is considerably lower. As well, the 

oil price does not appear to be as significant in predicting the CPI. Finally, the oil pnce 

tends to explain over 90% of its own forecast variance at every tirne horizon considered, 

indicating that the oil price is very close to king considered exogenous for this sub- 

sample. 

4.73 I m d s e  Reswnse Functions 

Figure 4.7.1 shows the impulse response functions for the different sample 

peziods. The solid line in each graph represents the response of a one-standard-error 

shock in the oil pnce, while the dotteci lines represent plus and minus two standard errors, 

which were caiculaîed by taking one hundred random draws fiom the posterior 

distribution of the VAR coefficient. Again, as with the variance decompositions, because 
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the correlation between the oil price and the CPI was greater than 0.2. the impulse 

response functions were generated using the different orderings of the variables. Because 

there was very linle difference in the impulse response functions, only the {oil price-CPI- 

P I )  ordering is shown. Part A of this figure shows the response of the three variables to a 

shock in the oil price when the full sample is used. This indicates that there is a positive 

response in the oil price which, although it begins to decay almost immediately, appears 

to be significant for the entire sixty-month period following the oil price shock. The 

response of the CPI to a shock in the oil price also seems to be positive and significant for 

the entire sixty month period, although unlike the oil price, it is ever increasing, albeit at a 

decreasing rate. The IPI shows a persistent negative response that peaks at about sixteen 

months and then levels off, although this effect does not seem to be significant at any 

time during the sixty-month M o d .  

The impulse response functions change significantly when the 1974 sub-sample is 

considered, as Part B of Figure 4.7.1 shows. The response of the oil price to a shock in 

the oil price again peaks in the second period and then begins to decay. However, 

although the peak is slightly higher than in the fidl sample, the decay is much faster, to 

the point that the response no longer seems to be significant der about the thirty-second 

month. The response of the CPI to a shock in the oil price also changes significantly. 

IJsing the 1974, the response of the CPI to a shock in the oil price levels off beginning in 

the second period and begins to decay after the thirtieth period. The response, however, 

does not seem to be signincant after the two year mark. The response of the P I  is similar 

in that it is persistentiy negative following a shock to the oil price, peaks at about sixteen 
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months and does not appear to be significant throughout the sixty-month period. 

However, uniike the full sarnple, the response begins to decay back toward zero afker 

peaking - 

As Part C of Figure 4.7.1 shows, the impulse response fhctions change even 

more dramatically when the sub-sample beguinuig in 198 1 is used. The response of the 

oil price to a shock in the oil price, although similar in appearance to the response in the 

1974 sub-sample, decays even faster and is no longer significant after the fourteenth 

month. The response of the CPI to a shock Ui the oil price begins to decay after peaking 

in the third month and actually appears to become negative just before the two year mark, 

although the effects no longer appear to be significant d e r  the &th month. The response 

of the IPI to an oil price shock is initially positive for the fm four months and again after 

the thirtieth month, although this effect d l  does not appear to be significant. 

4.8 Multi-Equation Results from the Canadian Data 

The three samples for the Canadian data outiined above were also used in the 

VAR analysis of the Canadian data. 

4.8.1 Grrrn~er Causalitv Tests 

Part A of Table 4.8.1 shows the results fkom the Granger causality for the 

Canadian data when the full sarnple is used. Using the fidl sarnple, the p-values indicate 

that we cannot reject the nuii hypotheses that the oil price does not Granger cause the IPI 

and that the IPI does not Granger cause the oil pnce. The p-values do indicate that we can 
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reject the null hypothesis that the oil pnce does not Granger cause the CPI, but not the 

null hypothesis that the CPI does not Granger c a w  the oil price. M o r e ,  the data 

seems to indicate uni-directional Gmnger causalit. from the oil pr ie  to the CPI and no 

Granger causality between the oil pice and the IPI when the ni11 sample is used. Part B of 

this table shows the results fkom the Gnuiger causality tests when the sub-sample 

beginning in 1974 is used. The p-values, while different from those in Part A, still 

indicate the same conclusions: uni-duectional Gnuiger causality fiom the oil price to the 

CPI and no Oranger causality between the oil price and the PI.  The results change 

somewhat when the sub-sample beginning in 198 1 is used. As Part C of Table 4.8.1 

shows, the p-values indicate that the evidence of Granger causality fiom the oii price to 

the CPI disappears, leading to the conclusion that in this sub-sample, there is no evidence 

of any Granger causality between the oil price and either the IPI or the CPI. 

4.8.2 Variance Decom~osition 

The correlation matrices for the error tenns fbm the VAR on the Canadian data 

for the three different sample periods are presented in Table 4.8.2 (only the lower 

triangular part of each matrix is presented due to the symmetry of the matrices). Unlike 

the U.S. data, none of the correlation coefficients in any of the samples exceeds 0.2. This 

suggests that the ordering does not matter when calculating the variance dccompositions. 

Table 4.8.3 shows the variance decomposition for the Canadian data for five 

different time horizons: twelve months, twenty-four months, thircy-six months, forty- 

eight months and sixty months. As the residual comlations suggest that the ordering does 
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not matter, only the variance decornposition for the {oil price-CPI-PI) ordering is shown 

for the three different sampfe periods. Part A of this table indicates that when the full 

sample is considered, each variable explains the majority of its own forecast variance for 

every M i e  horizon, with the exception of the CPI at the forty-eight and s k t y  month 

horizons, in which case the IPI is the dominant variable in predicting the CPI. The oil 

price tends to dominate the IPI in predicting the CPI for the fïrst three t h e  horizons. The 

oil price does not appear to have a significant effect in predicating the IPI at every t h e  

horizon. 

Part B of Table 4.8.3 shows the variance decomposition at the difEerent time 

horizons when the sub-sample beginning in 1974 is considered. The results from the 

forecast variance of the IPI are similar to those of the full sample. The results for the CPI 

are also quite similar for this sub-sample as for the full sample, with the exception that 

the oil price tends to dominate the IPI in predicting the CPI at every time horizon, and 

dominates the CPI at the forty-eight and sixty month horizons. 

The resdts fiom the sub-sample beginning in 1 98 1, shown in Part C of Table 

4.8.3, are similar to the rrsults 60m the 1974 sub-sample, with the exception that shocks 

to the CPI explain the majorîty of its own forecast variance at every time horizon 

considered. Again, the oil price tends to explain over 95% of its own forecast variance at 

every time horizon considered, indicating that the oil price is very close to king 

considered exogenous for this sub-sample. 



Figure 4.8.1 shows the impulse response fiuictions for the different sample 

periods. The solid line in each graph represents the respbnse of a one-standard-error 

shock in the oil price, while the dotted lines represent plus and minus two standard erroa, 

which were calculated by taking one hundred random draws nom the posterior 

distribution of the VAR coefficient. Again, as with the variance decompositions, because 

the correlations between the residuais were al1 less than 0.2, the ordering should not 

matter. Thus, only the (oil price-CPI-PI} ordering is shown. Part A of this figure shows 

the response of the three variables to a shock in the oil price when the full sample is used. 

This indicates that there is a positive response in the oil pnce which, although it begins to 

decay almost immediately, appears to be significant for the entire sixty-month period 

following the oil price shock, except, perhaps, the last three months. The response of the 

CPI to a shock in the oil price also seems to be positive and significant for the entire s k t y  

month period, althougb unlike the oil price, it is ever increasing, albeit at a decreasing 

rate. The IPI shows a persistent negative response that peaks at about eighteen months 

and then levels off, although this effect does not seem to be significant at any tirne during 

the sixty-month period. 

The impulse rrsponse hctions change significantly when the 1 974 sub-sample is 

considered, as Part B of Figure 4.8.1 shows. The response of the oil price to a shock in 

the oil price again peaks in the second period and then begins to decay. However, 

although the peak is slightly higher than in the full sample, the decay is much faster, to 

the point that the response no longer seems to be siificacant after about the fortieth 



58 
month. The response of the CPI to a shock in the oil price also changes significantly. 

Using the 1974 sub-sample, the response of the CPI to a shock in the oil price levels off 

beginning at the two year mark and begins to decay afkr the thirtieth period. The 

response, however, does not seem to be significant before the fourth month. The response 

of the IPI is similar in that it is persistently negative following a shock to the oil price, 

although it peaks at about twenty-fou. months. As well, unlike the full sample, the 

response begins to decay back toward zero after peaking, it appears to be significant for 

the 10-month period surrounding its peak and it actually becomes positive during the last 

five months of the response period. 

As Part C of Figure 4.8.1 shows, the impulse response functions change even 

more dramatically when the sub-sample beginning in 1981 is used. The response of the 

oil price t a shock in the oil price, although similar in appearance to the response in the 

1974 sub-sample, decays even faster and is no longer significant after the fourteenth 

month. The response of the CPI to a shock in the oil price begins to decay after peaking 

in the sixth month and actually appears to become negative just after the two-year mark, 

although the effects appear to be signincant only between the fourth and fourteenth 

months. The response of the IPI to an oil price shock is initially negative but appears to 

become positive d e r  the thuty-third month, although the response still does not appear 

to be signifiant at any time during the period. 
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4.9 Multi-Equation Results from the Mexican Data 

The two samples for the Mexican data outlined above were also used in the VAR 

analysis of the Mexican data. 

4.9.1 Mexican Graneer Causalitv Tests 

Table 4.9.1 shows the results fiom the Granger causality tests for the Mexican 

data. Using the full sample, the pvalues, shown in Part A, indicate that, while we cannot 

reject the nul1 hypotheses that the oil price does not Granger cause the IPI, the evidence 

does suggest that the nul1 hypothesis that the PI does not Granger cause the oil price can 

be rejected. As well, the p-values indicate that the nuIl hypotheses that the oil price does 

not Granger cause the CPI and that the CPI does not Granger cause the oil pnce can both 

be rejected. Therefore, the data seems to indicate bi-directional Granger c a d i t y  from 

the oil price to the CPI and uni-directional Granger causality fiom the IPI to the oil pnce 

when the full sample is used. Part B of Table 4.9.1 shows the results fiom the Granger 

causality tests when the sub-sample beginning in 198 1 is used. The pvalues indicate that 

the evidence of Granger causality h m  the IF1 to the oil price disappears, although there 

is still evidence of bi-directional Granger causality between the oil price and the CPI. 

4.9.2 Variance Decomiiosition 

The correlation matrices for the error tenns fiom the VAR on the Mexican data 

for the three different sarnple pexiods are presented in Table 4.9.2 (only the lower 

trîanguiar part of each matrk is presented due to the symmetry of the matrices). Parts A 
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and B of this table both indicate that the conelation between the oil price and the CPI 

exceeds the 0.2 mark, which would suggest that the ordering rnay matter when 

calculating the variance decompositions using the full sample and the 198 1 sub-sample. 

Table 4.9.3 shows the variance decomposition for the Mexican Data for five 

different time horizons: twelve months, twenty-four months, thirty-six months, forty- 

eight months and sixty months. Although the conelation coefficients between the oil 

price and the CPI was above 0.2 for both the Ml sample and the 1981 sub-sample, 

calculating the variance decompositions for the different orderings produced no 

significant difference. Therefore, only the variance decomposition for the (oil price-CPI- 

IPI) ordering is show for the three different sample periods. Part A of this table 

indicates that when the full sample is considered, each variable explains the majority of 

its own forecast variance for every time horizon. The oil price tends to dominate the IPI 

in predicting the CPI for the first three time horizons. The oil price does not appear to 

have a significant effect in predicatiag the PI for every time horizon. 

Part B of Table 4.9.3 shows the variance decomposition at the different time 

horizons when the sub-sample beginning in 198 1 is considered. The results fiom the 

forecast variance of the P I  are sirnilar to those of the fidl sample. The results for the CPI 

using the 198 1 sub-sample are also similar to those from the full sample. The oil price 

dominates the PI in predicting the CPI at every time horizon shown, although the 

proportion of the forecast variance of the CPI explained by the oil price declines 

sipficantly as the horizon gets longer. 



4.9.3 Irn~ulse Res~onse Funetions 

Figure 4.9.1 shows the impulse response fiinctions for the different sample 

periods. The solid line in each graph represents the response of a one-standard-enor 

shock in the oil pnce, while the dotted lines represent plus and minus two standard errors, 

which were calculated by taking one hundred random draws from the posterior 

distribution of the VAR coefficient. Again, as with the variance decompositions, becaw 

the correlation between the oil price and the CPI was greater than 0.2, the impulse 

respome functions were generated using the different orderings of the variables. Because 

there was very little diffmnce in the impulse response hctions,  only the (oil price-CPI- 

IPI) ordering is show. Part A of this figure shows the response of the three variables to a 

shock in the oil price when the full sample is used. This indicates that there is a positive 

response in the oil price which, although it begins to decay ahost  immediately, appears 

to be significant until about the two-year mark. The response of the CPI to a shock in the 

oil pnce also seems to be positive and significant for the same period, although it appears 

to peak at eighteen months. The IPI shows an initial negative response that bottoms out at 

about six months and then begins climbing, becomes positive at eight month and levels 

off at its peak after about two and a half years. This effect, however, does not seern to be 

significant und the thirtieth month, when it levels off. 

As Part B of Figure 4.9.1 shows, the impulse response fûnctions change 

somewhat when the sub-sample beginaing in 198 1 is used. The response of the oil price 

to a shock in the oil price, although similar in appearance to the mponse in the fidl 

sample, decays even faster to the point where it becomes wgative after two and a half 
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years, but no longer appears to be significant after the fourteenth month. The response of 

the CPI to a shock in the oil price begins to decay after peaking at about the one-year 

mark and actually appears to become negative just before the three-year mark, aithough 

the effects appear to be significant only for the first eighteen months. The response of the 

IPI to an oil pnce shock is initially positive, becomes negative at the third month and 

becomes positive again after the twentieth month, although the response still does not 

appear to be significant at any time during the period. 

4.10 Conclusion 

A single equation approach and a multi-equation approach were used in an 

attempt to analyze the effects of oil pnce shocks on the CPI and the IPI. The anaiysis was 

perfonned on data for the U.S., Canada and Mexico. For the U S  and Canadian data, 

three sets of test were pefiormed for each country: one using the full smple (beginning 

in 1947 for the U.S. and 1961 for Canada), one using a sub-sample of the data beginning 

in 1 974 and one using a sub-sample beginning in 198 1. The 1974 sub-sample was used 

because 1974 was the beginning of the period of volatility in oil prices. The 1981 sub- 

sample was chosen because this is when the Wn price became a tnie market determined 

price. The analysis was ruu only nvice for the Mexican data, on the full sample and the 

198 1 sub-sample. Andysis on the 1974 nib-sample was not done because the fidl sample 

only began in April 1972. 

In the single equation approach, bivariate cointegration tests were perfonned 

using the oil price as the independent variable and either the CPI or the PI as the 
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dependent variable because the variables were ail found to be I(1). If cointegration was 

between the variables was found, an emr correction model was built. If no cointegration 

was found, then the data was first-differenced. Once the cointegration analysis was 

completed, bivanate regressions with th? oil price as the independent variable and either 

the CPI or the IPI as the dependent variable were m. Bivariate Granger causality tests 

were also performed between the oil pnce and the macmeconomic variables. The results 

fiom the single equation anaiysis tended to suggest that while the oil price does not show 

a sigaificant effect on the IPI in al1 samples for al1 three countries, it does have a 

significant impact on the CPI in the U.S. and Canada, regardless of the sample 

considered. The oil price does not seem to have a significant impact on the Mexican CPI, 

although there is some suggestion that for the 1981 sample, the CPI has some impact on 

the oil price. 

For the multiequation approach, Granger causality tests were performed on a 

model that included the oil price, the CPI and the IPI. Vector autoregressions were run on 

the variables to generate the impulse response hctions and the variance decompositions. 

The results tended to Vary bas& on the country and the sample wd. Where there was 

evidence of Granger causality, it tended to be between the oil price and the CPI and not 

between the oil price and the P I .  Although the correlations of the error terms in the US. 

and Mexican VAR'S indicated that the ordering may matter, there were not significant 

différences in the mults when the different ordering were used to generate the variance 

decompositions and impulse response functions. 
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The variance decomposition for each of the coutries also tended to Vary 

significantly dependhg on the sample. The impulse response fûnctions varied somewhat 

for each country depending on the sample w d ,  although there were some similarities. 

The biggest difference was that the period of significance declined as the sample got 

smaller. In general, however, the direction of the effects were the same across time 

periods and across countries: the response of the oil price to an oil price shock was 

positive but declining, the response of the CPI was positive and the response of the IPI 

was generally negative, at l e m  initidly, but was not significant. Overall, as with the 

single equation approach, the results seem to indicate that the oil price shocks tend to 

affect the macroeconomy more through the CPI than through the P I .  

The differences in the variance decompositions and the impulse response 

functions across time penods tends to suggest that there was some sort of structurai 

change in the macroeconomic responses to oil price shocks. However, this may be the 

result of differences in the volatility of the oil prices at the time of the oil price shocks. 

This hypothesis is the focus of the next chapter. 



Table 42.1: Results from the Johansen Cointegration Test for the U.S. Data 
Full Sample 

Test for cointcgraîion 
bcnvecn: T 11 1 2  Ho 
Oil Pricc and CPI 600 0.03 12 1.78E-05 19.00975' 1=0 
Oil Prict and IPI 6ûO 0.0085 0.0055 8.5937 r=O 

1974 Sample 
Tcst for cointegrarion 
betwtcn: T A2 L e  Ho 
Oil Picc and CPI 281 0.0695 0.0432 32.64971. M 
Oil Prim and IPI 281 0.0617 0.0001 17.91478. r=O 

1981 Sample 
Test for cointcgmtion 
bchueen: T 11 k km Ho 
Oil Pnct and CPI 197 0.0522 0.0227 15.0699 r=O 
Oil Price and P I  197 0.0450 0.0001 9.0930 1-0 

5% Crirical Value m l 5  A I .  indicatcs rcjection of &. 

Table 4.22: Results from the Johansen Cointegration Test for the Canadian Data 
Full Sample 

Test for cointcgraîion 
bcnvm: T A I A2 L Ho 
OiI Price and CPI 431 0.0398 0.0024 1 8.528 16' FO 
Oil Pncc and IPI 431 0.0131 0.0105 10.2322 FO 

1974 Sample 
Test for cointegrabon 
bctwm: T AI h &,ce b 
Oil Pricc and CPI 280 0.0821 0.0515 38.8 1835. dl 
Oil Pricc and IPI 280 0.0577 0.0017 17.1 1469. r-0 

1981 Sample 
Test for cointcgraîion 
bctwccn: T AI ik L Ho 
Oil Ricc and CPI 196 0.0652 0.0392 21.04391' FO 
Oil Pria and IPI 196 0.0563 0.0039 12.1236 d 

5% Criticai Valuc = 15.4 1. indicatcs rcjection of &. 

Table 4.23: Results from the Johansen Cointegration Test for the Mexican Data 
Full Sample 

Tcst for cointegration 
b w t t n :  T 1 A? L Ho 
Oil Ricc and CPI 297 0.0374 0.0013 11.7241 14 
Oil Rice and PI 297 0.0273 0.0048 9.6563 ~0 

1981 Sampfe 
Test for cointcgration 
benvccn: T AI A2 )me Ho 
Oil Pricc and CPI 192 0.0719 0.0241 19.02546. r=O 
Oil Price and IPI 192 0.0280 0.01 14 7.6603 M 

5% Criticai Valuc aM.4 1. indicatcs mjcction of El,, 
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Table 43.1: Results from the Single Equation Regressions2 for the U.S. Data 

1-1 lm1 

Y4PI - Full Sample (130) Y=CPI - Full Sampk 
Coefficient Std. Emr t-Stat Prob. Coefficient Std. Emr t-Stat. 

Y=lPl - 1974 Sample 
Coefficient Std. Emr t-SU Pmb. 

0.0010 0.0005 2 2 8 5  0.0267 
-0.0008 0.0029 -0.2880 0.7736 
0.3 198 0.0606 5.2759 0.0000 
0.1597 0.0631 2.5312 0.01 19 
0.0662 0.0632 1.0475 0.2958 
-0.0389 0.0602 -0.6462 0.5 187 
-0.0026 0.0053 -0.4880 0.6259 
-0.0002 0.0055 -0.0416 0.9669 
-0.0070 0.0055 -1.2780 0.2023 
0.0014 0.0054 0.2632 0.7926 

Y=lPI - 1981 Sampk @=O) 
Cocfficimt Std. Emr t-Stat. Prob. 

0.0009 0.0005 1.8657 0.0636 
0.0945 0.0726 1.3012 0.1948 
O. 1398 0.07 15 1.9554 0.0520 
0.1604 0.0713 2.2485 0.0257 
0.0997 0.07 15 1.3947 0.1648 
0.0012 0.0063 0.1955 0.8452 
-0.0039 0.0068 -0.5670 0.5714 
-0.0043 0.0068 -0.6398 0.5231 
-0.0074 0.0063 -1.1613 0.2470 

Y e P I  - 1974 Sample 
Coefficient Std. Emr t-Scat. 

Rob. 
0.0000 
0.1883 
0.0000 
0.0000 
0.01 83 
0.0404 
0.0008 
0.8630 
0.23 73 
0.65 6 1 

Prob. 
0.0000 
0.0009 
0.0000 
0.1 132 
O. 1059 
0.7259 
0.0000 
0.9409 
0.0 144 
0.3565 

Y 4 P I -  1981 Sample @=O) 
Coefficient Std. Error t-Stat Prob. 

Table 4 3 2 :  p-values from Granger Cauuüty Tests on the U.S. Data 
A. Full Simpk & 1974 Sub-Simple 

Oil Prie Granga Varia& Grangu Oil RiceCiranger Variable Grangcr 
Causes Variable Causes Oil P r i e  C a u s  Variable Causes Oil Riu 

Variable: - 
CPI 0.0081 0.0459 
IPI 0.8094 0.5483 

Variable: - 
CPI 0.0000 0.2793 
IPI 0.8447 0.9153 

C. 1981 SaManpie 1981 
Oil Ricc Grange Vaiablc Grange 
Caws Variable Causcs Oil Prie 

Variable: 
CPI 0.0000 0.2725 
PI 0.4978 0.7206 

- - -  

A 4  indicaies that the variables do not cointegrate, thcreforc an m r  c o r d o n  mode1 is not necessary. 
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Table 4.4.1: Results from the Single Eqiation Regressions' for the Canadian Data 

4 

=a+AE,-, +CB,K-, + 
i= 1 

Y=lPI - Full Sample @=O) 
Cocfficient Std. E m r  t-Stai. Prob. 

Y=IPI - 1974 Srmpk 
Coefficient Std. Error t-Staî. Prob. 

Y=IP1 - 1981 ample @=O) 
Coefficient Std. Error t-Siat. Prob. 

1- 1 

Y=CPI - Full Sample 
Coefficient Std. Error t-Smt 

YaCPI - 1974 Sampk 
3xfficicot Std. Enor t-Stat. 

Y=CPl - 1981 Sample 
Coefficient Std. E m r  t-Stat. 

0.0014 0.0004 3.3615 
-0.0053 0.0021 -2.5607 
-0.025 1 0.0702 -0.357 1 
0.1331 0.0685 1.9439 
0.2155 0.0666 3.2344 
02362 0.0685 3.4500 
0.0007 0.0032 0.2137 
0.0087 0.0035 2.4838 
0.0022 0.0035 0.6203 
0.0027 0.0033 0.8170 

Prob. 
0.0000 
0.0008 
0.3181 
0.0 1 O0 
0.0001 
0.0000 
0.2565 
0.1815 
0.6676 
0.047 1 

Prob. 
0.0000 
0.0000 
0.5745 
0.1151 
0.0105 
0.0086 
0.5274 
0.1916 
0.948 1 
0.0680 

Prob. 
0.0009 
0.01 12 
0.72 15 
0.0534 
0.0014 
0.0007 
0.8310 
0.0139 
0.5358 
0.4 150 

Table 4.4.2: p-values from the Gnnger Causality Tests on the Canadian Data 
A. Full Simple B. 1974 Sub-Sampk 

0i1 Pria  Gninger Variable Gmga Oil Pricc Grangcr Variable Gnmgcr 
C a m  Variable Causes Oil Pricc Causes Variable Causes Oil Rice 

Variable: 
CPI 0.0002 
1Pf 0.1451 

Variable: 
CPI 0.0000 
PI o. 1349 

C. 19û1 SobSampIe 1981 
Oil Riœ Granga Variable Grangu 
Caws Variable Causcs Oil Rice 

Variable: - 
COI 0.0252 

A 4  indicates that the variables do not cointcgtac, therefore an mor correction modci is not necessary. 
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Table 4.5.1: Results from the Single Equation Regressions4 for the Mexican Data 

Y=IPI - Full Sample (w) 
Coefficient Std. Error t-Stat. Rob. 

Y=lPI - 1981 Sample (-1 
Coefficient Std. Enor t-Stat. Prob. 

Y X P I  - Full Sample (w) 
Cocficicnt Std Emr t-Stat. Prob. 

Y=C?I - 1981 Sample 
Coefficient Std. Emr t-Stat. Prob. 

Table 4.5.2: p-values from the Single Equation Granger CausaMy Tests on the 
Mexîcan Data 

A. Full Sample 
Oil Pnce Grangcr Variable Grangcr 
Causes Variable Causes Oil Ricc 

B. 1981 Sub-Sampk 1981 
Oil Prict Grangcr Variable Granga 
Causes Variable Causes Oil Pricc 

Variable: - Variable: 
CPI 0.0722 0.2289 CPI O. 1655 0.0104 

-- 

' h=û indicates that the variables do not cointegrate, thenfore an error correction mode1 is not neccssary. 
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Table 4.7.1: p-values h m  the Mdü-Equation Granger Catusality Tests 

on the U.S. Data 
A Full Sample 

Oil Price Granget Variable Granger 
Causes Variable Causes Oil Price 

Variable: 
CPI 
IPI 

Variable: 
CPI 
PI 

Variable: 
CPI 
PI 

B. 1974 Sub-Sample 

Oil Pricc Granger Variable Granger 
Causes Variable Causes 0i1 Prie 

C. 1981 SuMample 

Oil Price Granger Variable Granger 
Causes Variable Causes Oil Rice 

Table 4.7.2: Residual Correlation Matrix from the VAR on the U.S. Data 
A. Full Sample 

Oil Price CPf PI 
Oil Rice 1.000000 
CPI 0.18l855 1.000000 
P I  -0.0 15696 0.054820 1.000000 

B. 1974 SubSampIe 
Oil Price CPI PI 

Oil Rice 1.000000 
CPI 0.229601 1.000000 
IPI -0,035282 0.087564 1.000000 

C. 1981 Suù-Sample 
Oil Price CPI PI 

Oil Price 1.000000 
CPI 0.222270 1 .O00000 
IPI 0.044674 O. 12 1558 1.000000 
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Table 4.7.3: Variance Decomposition for the U.S. Data {Oil Price-CPI-IPIf 

A. Full Sampk 
22 Month Horizon 24 Month Horiwn 36 Month Hon'zon 

Oil Pria CPI PI Oil Rice CPI IPI Oil Pria CPI [PI 
Oil Price 93.79 17-03 0.49 Oil Prict 85-85 18.67 3.74 Oil Price 82.04 21.18 4.50 
CPI 5.90 76.66 0.39 CPI 12.75 68.97 5.1 1 CPI 14.80 62.33 8.68 
P I  0.31 6.30 99.12 IPI 1.40 12.3691.16 P I  3.16 16.48 86.82 

1 48 Month Horizon 60 Monrk HorizDn 

Oil Price CPI IPI Oil Pncc CPI IPI 
Oil Pricc 79.97 23.36 5.03 Oil Pricc 78.33 24.89 5.36 
CPI 14.92 55.62 10.16 CPI 14.35 49.41 10.99 
PI 5.1 1 21.02 84.80 IPI 7.3 1 25.70 83.65 

B. 1974 Sub-Sampk 
I 

12 Mo& Horizon 24 Month Hor#on 36 Month Ho-n 

Oil Pricc CPI IPI Oit Prie CPI IPl Oil Pricc CPI IPI 
Oil Pricc 84.1 1 20.02 0.96 Oil Price 73.79 13.24 5.04 Oit Rict 65.81 9.75 6.12 
CPI 10.87 59.20 4.34 CPI 14.77 44.25 16.70 CPI 13.14 27.64 23.26 
IPI , 5.02 20.77 94.71 IPI 1 1.44 42.51 78.26 IPI 21.06 62.61 70.62 

48 M o ~ h  Honton 60 Mo& Horiron 

Oil Price CPI P I  Oil Pricc CPI P I  
Oil Prict 60.39 7.29 6.63 Oil Pricc 57.58 5.80 6.65 
CPI 12.33 If.% 24.39 CPI 13.23 13.72 24.53 
P I  27.28 74.75 68.97 P I  29.19 80.48 68.82 

" 
C. 1981 SuManpk 

12 Month Horizon 24 Mo- Horiwn 36 Month Horiron 

Oil Pricc CPI P I  OiI Ricc CPI IPI Oil Pricc CPI P I  
Oil Pricc 93.84 16.39 1.37 Oil Rice 93.06 6.88 1.32 Oil Price 91.85 8.15 1.36 
CPI 1.87 60.22 2.21 CPI 2.95 63.54 12.76 CPI 3.83 61.86 17.95 
PI 4.28 23.39 96.42 IPI 3.99 29.58 85.92 P I  4.32 29.99 80.69 

48 Month Horiron 60 M o d  Horizon 

OiI Rice CPI IPI 0i1 Price CPI IPf 
Oil Pricc 91.43 12.93 2.17 Oil Priu 91.32 17.40 2.87 
CP1 3.92 57.59 17.97 CPI 4.02 53.87 If.% 
PI 4.65 29.48 79.86 [PI 4.66 28.73 79.17 
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Figure 4.7.1: Impulse Raponse Functions for the U.S. Data (Oii Price-CPI-PI) 

A. FUN Sample 
Responsa d Oil Pries to Oil Priœ Rwpmsa d CPI to Oiï P m  

O10 

Rasponse of IPI to OU Pnce 

B. 1974 SubSample 
Rwpuw d CPI to Oü Pfba Resporm d IPI O Oil Pria 

,001, 
I I 

C. 1981 Sub-Sample 
Rerparise d Cpt to OU Rico 

001, 

Rarpoma af Oil Pnce to Od Prim 
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Table 4.8.1: p-values from the Miilti-Equation Granger Causaiity Tests 

Variable: 
CPI 
IPI 

Variable: 
CPI 
IP1 

Variable: 
CPI 
PI 

on the Canadian Data 
A. Full Sample 

Oil Price Graagtr Variable Granger 
Causes Variable Causes 0i1 Rice 

0.004625 0.24485 
0.305383 0.50 1066 

B. 1974 Sub-Sample 

Oil Price Granger Variable Granger 
Causes Variable Causes Oil Price 

0.00 1073 0.734466 
0.437509 0.663 1 76 

C. 1981 Sub-Sample 

Oil Pnce Granger Variable Granger 
Causes Variable Causes Oil Price 

O. 155286 0.944489 
0.953793 0.9 14092 

Table 4.8.2: Residual Correlation Matrix from the VAR on the Canadian Data 
A. Full Sample 

Oil Price CPI IP1 
0i1 Price 1.000000 
CPI 0.004979 1.000000 
Pi 0.025 1 5 1 -1.057120 1.000000 

B. 1974 Sub-Sample 
Oil Rice CPI PI 

Oil Rice 1.000000 
CPI -0 .O 1 664 1 1.000000 
PI 0.036960 -0.092469 1.000000 

C. 1981 Sub-Sample 
Oil Rice CPI PI 

Oil Price 1.000000 
CPI 0.046200 i .O00000 
IPI -0.047650 -0.127880 1.000000 
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Table 4.83: Variance Decomposition for the Canadian Data (Oil Pricc-CPI-IPI) 

A. Full Samplc 
I2 Month Horiion 24 Month Horiron 36 Month Horizon 

Oil Price CPI P I  Oil Pricc CPI IPI Oil Price CPI IPI 
3il h c c  94.20 16.90 0.90 Oil Pricc 86.92 24.91 4.25 Oil Pnce 82.36 28.70 4.85 
:PI 3.40 79.70 4.85 CPI 5.27 62.48 14.69 CPI 5.18 46.46 21.47 
[PI 2.39 3.40 94.25 IP1 7.81 12.61 81.07 IPI 12.45 24.84 73.68 

48 Month Horizon 60 Month Horizon 

0i1 Price CPI IPI Oil Pria CPI IPI 
3il Price 77.90 29.94 5.16 Oil Pricc 73.42 29.42 5.35 
ZPI 4.45 33.14 24.73 CPI 3.91 23.31 26.36 
PI 17.65 36.92 70.1 I IPI 22.67 47.26 68.28 

B. 1974 Sub-Sanpk 
I2 Month Horizon 24 Month Horizon 36 Month H o e n  

Oil Pncc CPI IF1 Oil Rice CPI IP1 Oi1 Pricc CPI PI 
3il Prict 94.98 21.07 1.21 Oil nicc 93.59 30.24 9.19 Oil Rice 93.53 35.00 12.99 
2PI 2.83 77.56 14.45 CPI 2.49 59.98 35.98 CPI 2.28 43.10 38.44 
[PI - 2.20 1.37 84.35 [PI 3.93 9.78 54.83 IPI 4.19 21.90 48.57 

48 Month Horiwn 60 Month Horizon 

Oil Price CPI IPI Oil Price CPI P I  
3il Pricc 93.45 36.67 14.16 Oil Pncc 93.48 37.25 13.83 
:PI 2.22 32.71 37.50 CPI 2.03 27.62 38.71 
[PI 4.33 30.62 48.35 P I  4.32 35.13 47.46 

C. 19ûl SubSarnpk 
22 Month Horirota 24 Month Hoifion 36 Munth Horizon 

Variable: 
Oil Ricc CPI PI Oil nice CPI P I  Oil Pricc CPI IPI 

Dil Pricc 96.74 15.81 1.78 Oil Rice 95.67 11.89 8.36 Oil Price 95.81 10.97 9.79 
CPI 0.51 83.90 22.38 CPI 1.03 86.13 36.08 CPI 1.00 75.17 36.90 
[PI 2.75 0.29 75.84 IPI 3.30 1.98 55.55 IPI 3.19 13.86 53.31 

48 Month Honwn 60 Month Honion 

Oi1 Price CPI P I  Oil Price CPI IPI 
Oil Rice 95.80 16.08 10.1 1 Oil P r i a  95.75 21.40 10.55 
CPI 1.05 59.08 37.85 CPI 1.1 1 50.44 39.75 
IPI 3.15 24.83 52.04 IPI 3.14 28.17 49.70 



Figure 4.8.1: Impulse Response Fmctions for the Canadian Data 
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Tabk 4.9.1: p-values from the Multi-Equation Granger Causality Tests 

on the Mesican Data 
A Full Sample 

Oil Rice Granger Variable Granger 
Causes Variable Causes Oil Price 

Variable: 
CPI 0.008883 0.0 16061 
IPI O. 162297 0.071 115 

Oil Price Granger Variable Granger 
Causes Variable Causes Oil Price 

Variable: 
CPI 
P I  

Table 4.9.2: Residual Correlation Matrhi from the VAR on the Mexican Data 
A. Full Sample 

Oil Rice CPI P I  
Oil Price 1.000000 
CPI 0.229769 1.000000 
IPI -0.0 1705 1 -0.046962 1.000000 

B. 1981 SuWarnple 
Oil Rice CPI I f 1  

Oil Rice 1 .O00000 
CPI 0373873 1.000000 
IPI -0.020977 -0.04 1 892 1.000000 
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Table 4.93: Variance Decomposition for the Mesican Data (Oil Price-CPI-PI} 

A. Full Sarnpk 
12 Month Horiron 24 Mo& Horiton 36 Month Horizon 

V m  
Oil Ricc CPI P I  

Oil Mcc 91.16 20.41 2.44 
CF1 6.05 78.93 10.57 
IPI 2.78 0.67 86.99 

48 Mo& Horizon 
Variable: 

Oil Pricc CPI P I  
Oil Pricc 45.12 9.64 12.93 
CPI 29.79 79.01 27.22 
P l  25.90 11.35 59.85 

Oil Pricc CPI P I  
Oil Price 66.22 16.76 4.21 
CPI 22.45 80.30 23.21 
IPI 11.32 2.94 72.58 

60 Month Horizon 

Oil Pricc CPI P I  
Oil Pricc 41.56 8.69 15.81 
CPI 28.48 75.51 28.82 
IPI 29.96 15.80 58.37 

Oil Price CPI PI 
Oil Price 52.17 21.04 8.69 
CPI 29.04 81.08 27.53 
P I  18.80 6.88 63.78 

R 1981 SuMampk 
12 Month Horizon 24 Month Horizon 36 Month Horiwn 

Oil Pricc CPI IPI Oil Pricc CPI IPI Oil Pricc CPI IPI 
Oil Pricc 90.50 35.91 6.27 Oil Rice 65.46 24.1 1 6.65 Oil Price 46.47 13.98 9.3 1 
CPI 8.02 64.05 9.02 CPI 33.14 75.52 17.28 CPI 52.04 86.21 19.28 
[PI 1.48 0.04 84.70 IPI 1.40 0.37 76.07 IPI 1.50 0.81 71.41 

48 Month Horizon 60 Month Horizon 
t Vanablc: 

Oil Prict CPI IPI Oil Pricc CPI IPI 
Oil Pricc 36.86 8.84 13.23 Oil Ricc 3224 7.69 14.28 
CPI 61.63 90.15 18.66 CPI 66.30 91.25 20.39 
P I  1-51 1.01 68.11 PI 1.46 1.06 65.33 



Figure 4.9.1: Impulse Response Fnnctions for the Mexican Data 
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Chapter 5: Accounting for Oil Price Voiatility 

5.1 Introduction 

Does the volatiliîy of oil pnces have any bearing on the effect of oil price shocks 

on the economy? The theory behind this question revolves around eqectations. 

Theoretically, an expected oil price shock should have less of an effect on the economy 

than would an unexpected shock, as an expected shock would allow the economy time to 

prepare for the shock while an unexpected shock would catch the economy off guard. 

Taking this argument one step M e r ,  it seems consistent that an oil pnce shock in a 

period of relatively stable oil pices would be less expected than an oil price shock during 

a penod of oil price volatility. If the expectations argument holds, then an oil price shock 

should have less of an effect on the economy when prices are volatile than when prices 

are relatively stable. 

The model that will be used in this chapter to account for oil price volatility will 

be a generaüzed autoregressive conditional heteroscedasticity (GARCH) model. As with 

the previous chapter, the effects of oil price volaîility on the macroeconomic variables 

considered will be done in the context of both the single equation approach and the multi- 

equation approach. The results of the single equation approach will foilow a brief 

discussion on ARCH and GARCH models, the method that will be used to detennine the 

volatility of the oil pnce shocks. Thc resuits fiom the single equation approach will be 

followed by the results fiom the multi-equation VAR approach. 



One way to incorporate the recent volatility or stability of oil prices into the 

analysis is through the use of an autoregressive conditional heteroscedasticity (ARCH) 

model. This allows us to model the conditional variance (i.e. the variance conditional 

upon realized values of the independent variables). In the case of an ARCH model, the 

model estimates both the mean of the dependent variable and the conditional variance. 

That is, the ARCH model estimates the equation 

(1) Yi = k, +&, 

where x, represents a vector of independent variables on which forecasts of y, are based 

and E, is assumed to have a mean of zero and a conditional variance a: where 

(2) c;=(+a&:, 

This is refemd to as an ARCH(1) model because the conditionai variance has only one 

lag of the error tem. In times of volatile price movements, the conditional variance will 

be higher than in period of relatively stable prices. However, we are not only interested in 

the acnial volatility, but whether the actuai volatility is anticipated or unanticipated. The 

expectation is that the unanticipated portion of the actuai volatility will have more of an 

effect on the economy than the anticipated. 

A variation of the ARCH model is the generaiized ARCH (GARCH) model in 

which the conditional variance of et is an ARMA process. That is 

(3) c: = ( + Cu;, + pu:-, 

This study will use a GARCH(1,l) process to estimate the anticipated and unanticipated 

volatility of the growth rate of oil pices. The mean equation for the change in the oil 



pnce includes only a constant and lagged observations of the dependent variable, as 

suggested in Lee, Ni and Rotti (1 995). The lag length for the dependent variable in the 

mean equation will be selected by minimiang the Schwartz Criterion (SC). The 

anticipated volatility will be represented by the conditional variance 0:. The 

unanticipated component of the oil price growth rate is represented by the error term s,. 

However, this term on its own does not reflect changes in the conditional variance over 

t h e .  Therefore, the emr terni will be normalized (or standardized) by the conditional 

variance, such that the unanticipated volatility of the oil prke will be represented by 

$6, . This tem can alro be used to ieprewnt the volatility-corrected unanticipated price 

shack. 

5 3  Sinele Eauation Results from the U.S. Data 

Table 5.3.1 shows the estimates of the GARCH(1,l) mode1 for the U.S. data. For 

the fidl sample and the 1974 sub-sample, the SC was muillnlled with one lag of the 

. .  . 
dependent variable. For the 198 1 sub-sample, the SC was miaimized when two lags of 

the oii price change were used. As this table shows, the ARCH and GARCH parameters 

are significant in all three of the samples considered. 

To establish the relationship between the macroeconomic variables considered 

earlier and the mticipatd and unanticipated volatility in the oil price changes, a single 

equation approach is used. This is done twice for each sample: once with the IPI as the 

dependent variable and once with the CPI as the dependent variable. In each of the 
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equations, 4 lags of each variable, including the depmdent variable, are included. 

Table 5.3.2 shows the results of the regressions for the different sample penods when the 

effects of the unanticipated volatility are treated symmetrically. When the IPI is the 

dependent variable (Parts A-C), only the third lag of the anticipated volatility seems to 

have any significant effect, other than the lags of the P I ,  in the full sample. Using the 

1974 sample, only the third lag of the anticipated volatility rneasure seems to be 

significant. In the 1 98 1 sample, none of the volatility measures, anticipated or 

unanticipated, seems to have any signlficant effect. When the CPI is the dependent 

variable (Parts D-F), none of the volatility measures seems to be significant in the M l  

sample. Using the 1974 sample, the nrst lag of the unanticipated volatility measure seems 

to be significant, while the fîrst and third lags of the unanticipated volatility measure 

seems to be significant when the 198 1 sample is studied. 

Table 5.3.3 shows the results of the single equation regressions when the oil pnce 

shocks are treated asymmetncally. In this case, the positive and negative error terms fiom 

the mean equation of the GARCH(I,l) system, standardized by the conditional variance, 

are separated. Using the IPI as the dependent variable, the regression of the full sample 

seems to indicate that the second lag of the positive unanticipated volatility measure and 

the fourth lag of the anticipated volatility measure used are significant. The second lag of 

the positive unanticipated volatility measure also seems to be significant when the 1974 

sample is useci, as are the second and third lags of the anticipated volatility measures. 

None of the volatility measures seem to be significant when the 1981 sample is used. 

When the CPI is the dependent variable, the fmt lag of the negative unanticipated 
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volatility measure in all three samples seems to be significant. As well, when the 1981 

sample is used, the first lag of the positive unanticipated volatility rneasure seems to be 

significant. 

Table 5.3.4 shows the results of selected parameter tests fiom the single equation 

regressions assuming symmetric pnce ef5ects. The first two columns show the p-values of 

Granger causality tests of the unanticipated and anticipated volatility measures 

respectively. The third colurnn shows the pvalues associated with the test for symmetry 

between the anticipated and unanticipated volatüity effects. The nuil hypothesis that the 

unanticipated volatility does not ûranger cause the CPI is rejected only for the 1974 and 

the 1981 samples. The remainder of null hypotheses of no Granger causality can not be 

rejected at the 5% level. The nul1 hypotheses of symmetry between the anticipated and 

unanticipated volatility measures c m  not be rejected for any of the regression equations. 

Table 5.3.5 shows the results of selected parameter tests fiom the single equation 

regressions with the assumption of symmetric price effects relaxed. The first two columns 

show the pvalues of Granger causality tests of the positive and negative unanticipated 

volatility measures respectively. The third colurnn shows the pvalues associated with the 

test for symmehy between the positive and negative unanticipated volatility effects. Only 

the null hypothesis that the positive unanticipated volatility measures do not Granger 

cause the IPI for the 1974 sample and the negative unanticipated volatility measures do 

not Granger cause the CPI for the 1974 sample can be rejected at the 5% level. As well, 

the nui1 hypothesis of symmetry between the positive and negative unanticipated 
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volatility measures c m  be rejected for the regression equation with the CPI as the 

dependent variable using the 198 1 sample. 

5.4 Single Eauation Results from the Canadian Data 

Table 5.4.1 shows the estimates of the GARCH(1,I ) mode1 for the Canadian data 

For the full sample, the SC was minimized with one lag of the dependent variable. For 

the 1974 and 198 1 sub-samples, the SC was rninimized when two lags of the oil price 

change were used. As this table shows, the ARCH and GARCH parameters are 

significant in al1 three of the samples considered. 

As with the U.S. data, to establish the relationship between the Canadian 

macroeconomic variables considered earlier and the anticipated and unanticipated 

volatility in the oil price changes, a single equation approach is used. This is done twice 

for each sample: once with the P I  as the dependent variable and once with the CPI as the 

dependent variable. Iri each of the equations, 4 lags of each variable, including the 

dependent variable, are included. Table 5.4.2 shows the results of the regressions for the 

different sample periods when the effects of the unanticipated volatility are treated 

symmetrically. That is, a positive oil price shock is assumed to have the same effect as a 

negative oil price shock. This table indicates several interesting characteristics. When the 

IPI is the dependent variable (Parts A-C), only the third lag of the anticipated volatility 

seems to have any signincant effect, other than the lags of the IPI, in the full and 1974 

samples. In the 198 1 sample, none of the volatility meames, anticipated or 

manticipated, seems to have any significant effect Whm the CPI is the dependent 
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variable (Parts D-F), none of the volatility measures seems to be significant in the full 

sample. Using the 1974 sample, the second lag of the unanticipated volatility measure 

seems to be significant, while only the fourth lag of the anticipated volatility measure 

seems to be signincant when the 198 1 sarnple is studied. 

Table 5.4.3 shows the results of the single equation regressions when the oil price 

shocks are treated asymrnettically. As with the U.S. data, the positive and negative error 

terms fiom the mean equation of the GARCH(1,l) system, standardized by the 

conditional variance, are separated. Using the IPI as the dependent variable, the 

regression of the fidl sample seems to indicate that none of the volatility measures used 

are significant. The fkst lag of the positive uaanticipated volatility measure seems to be 

significant when both the 1974 and 198 1 samples are used. As well, when the 1974 

sample is used, the third lag of the anticipated volatility measure is again sipnificant. 

When the CPI is the dependent variable, the fourth lag of the anticipated volatility 

measure in the 1981 sample is the only volatility measure that seems to be significant. 

Table 5.4.4 shows the mults of selected parameter tests fiom the single equation 

regressions assuming symmetrîc pnce effects. The fïrst two columns show the pvalues of 

Granger causality tests of the unanticipated and anticipated volatility measures 

respectively. The third column shows the pvalues associated with the test for symmetry 

between the anticipated and llllanticipated volatility effkcts. The null hypotheses that 

either the anticipated or unanticipated volatility measines do not Granger cause the CPI 

or P I  can m t  be rejected at the 5% level for al1 of the sample periods. As weU, the null 
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hypothesis of symmetry between the anticipated and unanticipated volatility measures 

cm not be rejected for any of the regression equatioos. 

Table 5.4.5 shows the results of selected parameter tests fkom the single equation 

regressions with the assumption of symmetric pnce effects relaxed. The first two columns 

show the pvalues of Granger causality tests of the positive and negative unanticipated 

volatility measures respectively . The third column shows the pvalues associated with the 

test for symmetry between the positive and negative unanticipated volatility effects. The 

nul1 hypotheses that either the positive or negative unanticipated volatility measures do 

not Granger cause the CPI or IPI can not be reje~ted at the 5% level for al1 of the sample 

periods. As well, the nul1 hypothesis of symmetry between the positive and negative 

unanticipated volatility measures c m  not be rejected for any of the regression equations. 

5.5 Single E~uation Results from the Mexican Data 

Table 5 S. 1 shows the estimates of the GARCH(I, 1) mode1 for the Mexican data. 

For both the full sample and the 1981 sub-sample, the SC was minimized when no lags of 

the oil price change were used, that is, when the change in the oil price was regressed 

only on a constant. As this table shows, the ARCH and GARCH parameters are 

significant in the 198 1 sample. Although the GARCH parameter is significaat when the 

full sample is used, the significance of the ARCH parameter is borderline. 

To establish the relationship between the Mexican macroeconomic variables 

considered earlier and the anticipated and unanticipated volatiiity in the oil pnce changes, 

a single equation approach is used. This is done twice for each sample: once with the PI 
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as the dependent variable and once with the CPI as the dependent variable. In each of 

the equations, 4 lags of each variable, including the dependent variable, are included. 

Table 5.5.2 shows the results of the regressions for the different sample periods when the 

effects of the unmticipated volatility are treated symmetrically. None of the volatility 

measures, anticipated or unanticipated, seem to be significant using the full sample when 

either the IPI or the CH is the dependent variable (Parts A&C). Nor does either of the 

volatility measures seem to be sigdïcant using the 198 1 sample when the IPI is the 

dependent variable (Part B). In the 198 1 sample when the CPI is the dependent variable 

(Fart D), however, the last two lags of the anticipated volatility measures seem to be 

significant . 

Table 5.5.3 shows the results of the single equation regressions when the oil price 

shocks are wated asymmetrically. That is, the positive and negative error tenns fiom the 

mean equation of the GARCH(1,l) system, standardized by the conditional variance, are 

separated. Using the IPI as the dependent variable, the regressions of both the full sample 

and the 198 1 sample seem to indicate that the second lag of the positive unanticipated 

volatility is signifïcant. When the CPI is the dependent variable, the fourth lag of the 

positive unanticipated volatility measure and the last two lags of the anticipated volatility 

measures in both samples seem to be s i e c a n t .  As well, when the full sample is use4 

the second lag of the anticipated volatility me- also seems to be significant. 

Table 5.5.4 shows the results of selected parameter tests fÎom the single equation 

regressions assuming symmetric price effects. As with the U.S. and Canadian data, the 

fht two columns show the pvalues of Granger causality tests of the unanticipated and 
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anticipated volatility measures respectively. The third column shows the p-values 

associated with the test for symrnetry between the anticipated and unanticipated volatility 

effects. The nuil hypothesis that the anticipated volatility does not Granger cause the CPI 

is rejected only for the 1981 sample. The null hypotheses of no Granger causality fiom 

the anticipated volatility measure to the CPI using the full sample and from the 

unanticipated volaîility muisure to either the IPI or the CPI in the full sample and the 

1 98 1 sample can not be rej ected at the 5 % level. The n d  hypothesis of symmetry 

between the aoticipated and unanticipated volatility measures is rejected only for the 

regression equation with the CPI as the dependent variable using the 198 1 sample. 

Table 5.5.5 shows the resuits of selected parameter tests fiom the single equation 

regressions with the assumption of symmetric price effects relaxed. The first two columns 

show the p-values of Granger causality tests of the positive and negative unanticipated 

volatility measures respectively. The third column shows the p-values associated with the 

test for symmetry between the positive and negative unanticipated volatility effects. Only 

the null hypothesis that the positive unanticipated volatility does not Granger cause the 

CPI for the full sample and the 198 1 sample can be rejected at the 5% level. The nul1 

hypothesis of symmetry between the positive and negative unanticipated volatility 

meamres c m  not be rejected for any of the regression equations. 

5.6 The Multi-Equation Approaeh 

The effects of unanticipated pnce shock, as well as unanticipated positive and 

negative price shocks was also tested in the context of the VAR. The unanticipatd prke 
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shock measures generated through the GARCH(1,l) model were placed in a VAR 

dong with the change in the log of the CPI and the change of the log of the PI. A second 

set of VAR'S was generated which included the CPI and the IPI as well as the positive 

and negative price shocks, which were generated fiom the GARCH(1,I) model. This 

followed the procedure found in Lee, Ni and Roîti (1996). As in the previous chapter, the 

VARS were used to pedorm Granger causality tests as well as to generate the impulse 

response fiurctions and variance decompositions. 

5.7 Multi-Eauation Results fmm the U.S. Data 

As with the previous analysis, three sets of tests were pe&ormed on the data for 

the United States: one using the full sample beginning in 1947, one using the sub-sample 

beginnllig in January 1974 and one using the sub-wnple beginning in January 198 1. 

5.7.1 Grsineer Causalitv Tests 

Table 5.7.1 shows the results of the Granger causality tests for the U.S. data when 

the three different samples are used. According to this table, the p-values indicate that the 

nui1 hypothesis that the change in the unanticipated shock in the oil price does not 

Granger cause the change in the CPI is rejected using the 1974 and 198 1 ab-samples, 

although this nuli hypothesis camot be rejected for the fidl sample. The n d l  hypothesis 

that the unanticipated shock in the oil price does not Graager cause the IPI m o t  be 

rejected in any of the t h e  samples. As weii, the null hypotheses that either the PI or the 

CPI do not Granger cause the unanticipated shock in the oil pnce cannot be rejected for 
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al1 three samples. As Table 5.7.2 shows, when the unanticipated price shocks are 

treated asymmetrkally, that is, separated into positive and negative shocks, only the nuil 

hypothesis that the negative pnce shock does not Granger cause the CPI for the 198 1 

sample can be rejected. No other Granger causality is found. 

5.7.2 Variance Decom~osition 

The correlation matrices for the error terms fiom the VAR on the U.S. data for the 

three different sample periods are presented in Table 5.7.3 (only the lower triangular part 

of each matrix is presented due to the symmetry of the matrices). This table indicates that 

the correlation between the unanticipated price shock and the CPI exceeds the 0.2 mark, 

which would suggest that the ordering might matter when calculating the variance 

decompositions in al1 three samples. The correlation matrices for the error terms when the 

positive and negative price shocks are aeated asymrnetrically are show in Table 5.7.4. 

This table indicates that the correlation between the CPI and the positive price shock 

exceeds 0.2 for the full and the 1981 samples. As well, the correlation between the 

positive and negative price shocks exctxds 0.2 for the 1974 and 1981 samples. 

Table 5.7.5 shows the variance decomposition for the U.S. data at five different 

time horizons: twelve months, twenty-four months, thirty-six months, forty-eight months 

and surty months when the effects of price shocks are assumed to be symmetric. 

Although the correlation coefficient between the unanticipated price shock and the CPI 

was above 0.2 for the 1974 and 198 1 subsamp1es, calcuiating the variance 

decompositions for the different orderings produced no signincant difference. Therefore, 
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only the variance decomposition for the {Unanticipated Pria  Shock-CPI-IPI) ordering 

is shown for the three different sample periods. Part A of this table indicates that when 

the full sample is considered, each variable explains the majority of its own forecast 

variance for every time horizon. The mticipated price shock explains the bulk of the 

forecast variance in the CPI growth rate that is not explained by the CH, although this is 

still only about 12%. 

Part B of Table 5.7.5 shows the variance decomposition ai the different tirne 

horizons when the sub-sample beginning in 1974 is considered. The forecast variance of 

the CPI declines significantly more than in the fidl sample. For the h t  ONO thne 

horizons, the unanticipated pnce shock dominates the IPI in explaining the CPI, although 

over the last three t h e  horizons, they are almost equivalent. The CPI dominates the 

unanticipated price shock in explaining the forecast variance of the IPI in al1 but the 24- 

month horizon. 

The results for the sub-sample beginning in 198 1, shown in Part C of Table 5.7.5, 

are similar to the results for the full sample, in that the portion of the forecast variance of 

the unanticipated pnce shock and the IPI explained by the forecast variable is very high 

and that a signifiant portion of the forecast variance of the CPI is explained by either the 

mticipated price shock or the IPI. In this case, however, the unaaticipated pnce shock 

significantly dominates the IPI in explaining the foremst variance of the CPI for aU of the 

time horizons considered. As weli, the unanticipated pnce shock dominates the CPI in 

explaining the forecast variance of the P I  for al l  five of the time horizons shown. 
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Table 5 J.6 shows the variance decomposition for the U.S. data for the five 

different time horizons when the effects of price shocks are assumed to be asymmetric. 

Although some of the correlation coefficients between the error t e m  were found to be 

above 0.2, calculating the variance decompositions for the different orderings produced 

no signifiant difference. Therefore, only the variance decomposition for the {Positive 

Pnce Shock- Negative Price Shock-CPI-PI) ordering is show for the three different 

sample periods. Part A of this table indicates that when the full sample is considered, 

each variable explains the majority of its own fore- variance for every time horizon. 

The positive pnce shock dominates the negative price shock and the IPI in explaining the 

portion of the forecast variance in the CPI growth rate which is not explained by the CPI, 

although this is still under 12%. 

Part B of Table 5.7.6 shows the variance decomposition at the different time 

horizons when the sub-sample beginning in 1974 is considered. The forecast variance of 

the CPI declines significantly more than in the fidl sample. For this sample, it is the 

negative price shock that dominates the positive price shock and the PI in explaining the 

forecast variance of the CPI. The CPI dominates both the positive and negative price 

shocks in explaining the forecast variance of the IPI in al1 tirne horizons shown. 

The results for the sub-sample beginning in 198 1, shown in Part C of Table 5.7.6, 

are similar to the results for the full sample, in that the positive pnce shock dominates the 

negative price shock and the PI in explaining the forecast variance of the CPI. One 

difference is that for this sample, the positive prie  shock also dominates the negative 

price shock and the CPI in explainkg the forewt variance of the PI.  
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One common thread in ail three of the samples is that the bulk of the change in 

the forecast variances seems to occur within the first year, regardless of whether the price 

shocks are treated symmetrically or asymmetrically. 

5.7.3 Im~ulse Res~onse Functions 

Figure 5.7.1 shows the impulse response fiuictions for the different sample 

periods when the price shocks are treated symmetrically. Again, as with the variance 

decompositions, because the correlation between the uaanticipated price shock and the 

CPI was greater than 0.2 the impulse response hc t ions  were generated using the 

different orderings of the variables. Because there was very little difference in the 

impulse response functions, only the {Unanticipated Price Shock-CPI-IPI} ordering is 

shown. Part A of this figure shows the response of the three variables to an unanticipated 

price shock when the full sample is used. The response of the CPI to an unanticipated 

price shock seems to be positive and significant for the first year. The IPI shows a mainly 

negative response that seems to be signifiant only at about the twelfth month. 

The impulse response functions are similar when the 1974 sub-sample is 

considered, as Part B of Figure 5.7.1 shows. The response of the CPI to an unanticipatecl 

price shock is again positive, but does not seem to be significant past the third month. 

The response of the IPI is again predominantly negative foîlowing a shock to the 

unanticipated price shock, although this does not appear to be signincant throughout the 

sbcty-month period. 
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As Part C of Figure 5.7.1 shows, the impulse response functions generated 

when the sub-sample beginning in 1981 is used are again similar in the patterns. The 

response of the CPI to an unanticipated price shock is positive for the first three months, 

but then no longer appears to be significant. The response of the P I  to an urianticipated 

price shock is again predominantly negative and does not appear to be significant, 

except, perhaps, at the f3kh month. 

Figure 5 J.2 shows the impulse response fiuictions for the different sample 

periods when the price shocks are treated asymmetrically. Again, as with the variance 

decompositions, because some of the correlations between the error terms were greater 

than 0.2 the impulse response functions were g e m t e d  using the different orderings of 

the variables. Because there was very littie difierence in the impulse response functions, 

only the {Positive Pnce Shock- Negative Price Shock -CPI-PI) ordering is shown. Part 

A of this figure shows the response of the four variables to a positive price shock when 

the fui1 sample is used. The response of the CPI to a positive price shock seems to be 

positive and ~ i ~ c a n t  for about the nnt year. The IPI shows a mainly negative response 

that seems to be signiscant only at about the twelfth month. Part B of this figure indicates 

that the CPI responds negatively to a negative price shock, although the effect seems to 

be significant only at the two-month mark. The response of the IPI to a negative price 

shock seems to be predominantly negative, although it does not appear to be signifiant at 

any time. The difference in the responses to positive and negative pnce shocks when the 

full sample is considered adds support to the hypothesis of asymmetric price effects. 
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The impulse response functions when the 1974 sub-sample is considered are 

s h o w  in Parts C and D of Figure 5.7.2. As Part C indicates, the response of the CPI to a 

positive pnce shock is again positive, but does not seem to be significant past the third 

month. The response of the IPI is again predorninantly negative following a shock to the 

positive price shock, although does not appear to be significant throughout the sixty- 

month penod. Part D indicates that the response of the CPI to innovations in the negative 

price shocks when the 1974 sample is used is sllnilar to the full sample response, 

although the response between the 16th month and the two-year mark now appears to be 

significant. The response of the IPI to a negative price shock is again predorninantly 

negative, although for this sample, the response seems to be significant at the second, 

third and sixth months. 

As Parts E and F of Figure 5.7.2 shows, the impulse response hinctions generated 

when the sub-sarnple beginning in 198 1 is used are again similar in the patterns. 

According to Part E, the response of the CPI to a positive price shock is positive for the 

b t  three months, but then no longer appears to be sipnificant. The response of the IPI to 

a positive price shock is initially negative and does not appear to be significant, except, 

periiaps, at the fifth month. The response of the CPI to an innovation in the negative price 

shock is negative for the first three months, but then no longer appears to be significant, 

as s h o w  in Part F. This impulse response appears to be more Like the &or image of the 

response to a positive shock we wouid expect if the effects were symmetric. The response 

of the PI to a negative price shock appears to osciliate between positive and negative, 
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although it does not seem to be sigmficant at any t h e .  There still seems to be some 

indication of asymmetric effects on the PI. 

5.8 Multi-Eauation Results from the Canadian Data 

As with the previous analysis, three sets of tests were also performed on the 

Canadian data: one ushg the M l  sample beginning in 196 1, one using the sub-sample 

beginning in January 1 974 and one using the subsample beginning in January 198 1. 

5.8.1 Gran~er Causalitv Tests 

Table 5.8.1 shows the results of the Granger causality tests for the Canadian data 

when the three different samples are used. According to this table, the pvalues indicate 

that the null hypothesis that the change in the unanticipated shock in the oil price does not 

Granger cause the change in the CPI cannot be rejected for any of the samples. As well, 

the null hypothesis that the unanticipated shock in the oil price does not Granger cause 

the P I  cannot be rejected in any of the tbree samples. Finally, the null hypotheses that 

either the PI or the CPI do not Granger cause the mticipated shock in the oil price are 

rejected for al1 three samples. As Table 5.8.2 incikates, the nuil hypotheses of no Granger 

causality cannot be rejected in any of the cases when the unanticipated price shocks are 

separated into positive and negative shocks. 
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5.8.2 Variance Decom~osition 

The correlation matrices for the error terms fiom the VAR on the Canadian data, 

assuming symmetric effects, for the three different sample periods are presented in Table 

5.8.3 (only the lower triangular part of each matrix is presented due to the symrnetry of 

the matrices). This table indicates that none of the correlations between the enor terms 

exceed the 0.2 mark, suggesting that the orderinp does not matter when calculating the 

variance decompositions in al1 three samples. Table 5.8.4 shows the correlations between 

the enor temis when the effects of price shocks are assumed to be asymmetric. As this 

table indicates, the correlation between the positive and negative price shocks exceeds 0.2 

in ail three of the samples, indicating that the ordering may matter. 

Table 5.8.5 shows the variance decomposition for the Canadian data at five 

different time horizons: twelve months, twenty-four months, --six months, forty- 

eight months and s i x t y  months when the effects of price shocks are assumed to be 

symmeaic. Given that none of the correlation coefficients between the enor ternis were 

above 0.2, only the variance decomposition for the {Unanticipated Price Shock-CPI-PI} 

ordering is shown for the three different sample periods. Part A of this table indicates that 

when the full sample is considered, each variable explains the majority of its own forecast 

variance for every time horizon. The unanticipated price shock explains the buik of the 

forecast variance in the CPI growth rate that is not explained by the CPI, although this is 

still only about 8%. 

Part B of Table 5.8.5 shows the variance decomposition at the different tirne 

horizons when the sub-sample beginning in 1974 is considered. The forecast variance of 
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the CPI declines slightly more than in the full sample. As with the full sample, the 

unanticipated pnce shock dominates the PI in explainhg the CPI. 

The resdts for the sub-sample beginning in 198 1, show in Part C of Table 5.8.5, 

are again similar to the results for the M l  and 1974 samples. The unanticipated price 

shock dominates the IPI in explaining the forecast variance of the CPI for al1 of the time 

horizons considered. One difference in this sample is that the CPI dominates the 

unanticipated pnce shock in explainhg the forecast variance of the IPI for al1 five of the 

time horizons shown. 

Table 5.8.6 shows the variance decomposition for the Canadian data at five 

different time horizons: twelve months, twenty-four month, thuty-six months, forty- 

eight mon& and sixty months when the effects of price shocks are assumed to be 

asymmetric. Given that the coaelation coefficients between positive and negative price 

shocks were above 0.2, Merent orderings of the variables were used to generate the 

variance decompositions. However, because these different orderings did not show any 

significant difference, only the variance decomposition for the {Positive Rice Shock- 

Negative Price Shock-CPI-PI) ordering is shown for the three Merent sample periods. 

Part A of this table indicates that when the full sample is considered, each variable 

explains the majority of its own forecast variance for evey time horizon. The positive 

price shock dominates the negative price shock and PI in explaining the portion of the 

fore- variance in the CPI growth rate that is not explaineci by the CPI. 
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Part B of Table 5 8.6 shows the variance decomposition at the difTerent time 

horizons when the sub-sample beginning in 1974 is considered. The forecast variance of 
/ 

the CPI declines significantly more t h  in the full sample. Again, it is the positive price 

shock that dominates the negative price shock and the IPI in explaining the forecast 

variance of the CPI. The positive price shock also dominates the negative pnce shocks 

and the CPI in explaining the forecast variance of the IPI in al1 time horizons shown. 

The results for the sub-ample beginning in 1981, shown in Part C of Table 5.8.6, 

are similar to the results for the full and 1974 samples in that the positive price shock 

dominates the negative price shock and the [PI in e x p l d g  the forecast variance of the 

CPI. As with the 1974 sample, the positive price shock also dominates the negative price 

shock and the CPI in explaining the forecast variance of the IPI. 

As with the U.S. data, in al1 three of the samples for the Canadian data the bulk of 

the change in the forecast variances seems to occur within the first year, regardless of 

whether the price shocks are treated symmetrically or asymmeûically. 

5.83 Im~ulse Remonse Functions 

Figure 5.8.1 shows the impulse response functions for the different sample 

periods when the pnce shocks are treated symmetrically. Because none of the conelations 

between the error tems was greater than 0.2, only the {Unanticipated Price Shock-CPI- 

P I )  ordering is shown. Part A of this figure shows the response of the three variables to 

an unanticipated price shock when the fidl sample is used. The response of the CPI to an 

unanticipated p r i e  shock seems to be positive, although it only seems to be significant at 
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about the one-year mark. The IPI shows a mainly negative response that seems to be 

significant only at about the twelfth month. 

The impulse response functions are similar when the 1974 sub-sample is 

considered, as Part B of Figure 5.8.1 shows. ï h e  response of the CPI to an unanticipated 

pnce shock is again positive and appears to be periodically significant through the first 

two years. The response of the IPI oscillates between a positive and negative effect 

following a shock to the unanticipated price shock, although this does not appear to be 

significant throughout the sixty-month period. 

As Part C of Figure 5.8.1 shows, the impulse response hinctions generated when 

the sub-sample beginning in 198 1 is used are again similar in the patterns. The response 

of the CPI to an unaxlticipated price shock is predominantly positive, although only 

appears to be significant at the three-month mark. The response of the IPI to an 

unanticipated price shock is similar in pattern and significance to the effect using the 

1974 sample. 

Figure 5.8.2 shows the impulse response functions for the diffmnt sample 

periods when the pnce shocks are m t e d  asymmetrically. Again, as with the variance 

decompositions, because the correlations between the positive and negative price shocks 

were greater than 0.2 the impulse response functions were generated using the different 

orderings of the variables. Because there was very linle diffêrence in the impulse 

response functions, only the {Positive Price Shock- Negative Price Shock-CPI-1.1) 

ordering is show. Part A of this figure shows the response of the four variables to a 
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positive price shock when the full sample is used. The response of the CPI to a 

positive pnce shock seems to be positive, although it only appears to be significant at 

about the one-year mark. The IPI shows a mainly negative response that seems to be 

significant oniy at about the fourteenth month. Part B of this figure indicates that the CPI 

responds negatively to a negative price shock, although the effect does not seem to be 

significant at al1 during the s ix ty  months shown. The response of the P I  to a negative 

price shock seems to be predominantly negative and si@cant at about the six-month 

mark. The difference in the responses to positive and negative price shocks when the full 

sample is considered adds support to the hypothesis of asymmetric price effects on the 

IPI. Although the magnitude and significance of the responses of the CPI may suggest 

asymmetry, the direction and general pattern of the respows may actuaily suggest a 

symmetric response to positive and negative pnce shocks. 

The impulse response functions when the 1974 sub-sample is considered are 

show in Parts C and D of Figure 5.8.2. As Part C indicates, the respoase of the CPI to a 

positive price shock is again positive and only seems to be significant in the twelfth 

month. The respow of the IPI suggests a negative effect following a positive price shock 

that appears to be significant in the second and fourth months. Part D indicates that the 

response of the CPI to innovations in the negative price shocks when the 1974 sample is 

w d  is similar to the full sample ~ s p o w .  The response of the PI to a negative price 

shock is again predominantly negative and seems to be signifiant only ai the sixth 

month. 
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As Parts E and F of Figure 5.8.2 shows, the impulse response functions 

generated when the sub-sarnple beginning in 1981 is used are again similar in the 

patterns. According to Part E, the response of the CPI to a positive price shock is positive 

and appears to be significant in the third and sYnh months. The response of the IPI to an 

positive price shock is initially negative and appears to be significant at the second and 

fourth months. The response of the CPI to an innovation in the negative price shock is 

negative but does not appear to be significant. The response of the IPI to a negative price 

shock appears to oscillate between positive and negative, although again only seems to be 

significant at the six-month mark. There still seems to be some indication of asymmetric 

effects on both the CPI and the P I .  

5.9 Multi-Eauation Results from the Meritan Data 

Only two sets of analyses were perfomed on the data for Mexico. As suggested 

in the prwious analysis, b u s e  the full sample begins in April 1972, there did not seem 

to be enough data in the pre 1974 sub-sample to warrant performing the analyses on the 

sub-sample beginning in 1 975. 

5.9.1 Graneer Causalitv Tests 

Table 5.9.1 shows the results of the Granger causality tests for the Mexican data 

when the two different samples are wd.  According to this table, the p-values indicate 

that the nul1 hypothesis that the change in the unanticipated shock in the oil price does not 

Granger cause the change in the CPI cm be rejected ody for the fidl sample. As well, the 
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nul1 hypothesis that the unanticipated shock in the oil pnce does not Granger cause 

the IPI cannot be rejected in either of the samples. Finally, the null hypotheses that either 

the IPI or the CPI do not Granger cause the unanticipated shock in the oil price are 

rejected for both samples. As Table 5.9.2 indicates, the null hypotheses of no Granger 

causality cannot be rejected in any of the w e s  when the unanticipated pnce shocks are 

separated into positive and negative shocks. 

5.9.2 Variance Decorn~osition 

The correlation matrices for the error terms fiom the VAR on the Mexican data, 

assuming symmetric effects, for the two different sample periods are presented in Table 

5.9.3 (only the lower triangular part of each matrix is presented due to the symmetry of 

the matrices). This table indicates that the correlation between the unanticipated pnce 

shock and the CPI exceeds 0.2 for both samples, suggesting that the ordering may matter 

when calculating the variance decompositions in al1 thne samples. Table 5.9.4 shows the 

correlations between the error tenns when the effects of price shocks are assumed to be 

asymmetric. As this table Uidicates, the correlation between the positive price shock and 

the negative price shock, as well as the correlation between the positive pnce shock and 

the CPI exceed 0.2 for bot. samples, indicating again that the ordering may manet. 

Table 5.9.5 shows the variance decomposition for the Mexican data at five 

different tirne horizons: twelve months, twenty-four months, thirty-six months, forty- 

eight months and sixty months when the effects of price shocks are assumed to be 

symmetiic. Although the correlation coefficients betwcen the unanticipated pnce shock 
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and the CPI were above 0.2, using different orderings of the variables produced no 

significant difference in the variance decompositions. Therefore, ody  the variance 

decomposition for the {Unanticipated Pnce Shock-CPI-PI} ordering is shown for the 

two different sample periods. Part A of this table indicates that when the full sample is 

considered, each variable explains the majority of its own forecast variance for every time 

horizon. nie unanticipated pnce shock explains the buik of the forecast variance in the 

CPI growth rate that is not explained by the CPI. The CPI tends to dominate the 

unanticipated pnce shock in explabhg the forecast variance of the IPI. 

Part B of Table 5.9.5 shows the variance decomposition at the different time 

horizons when the sub-sample beginning in 198 1 is considered. The results are almost 

identical to the decompositions found using the full sample: the unanticipated pnce shock 

dominates the IPI in explaining the forecast variance of the CPI, while the C H  dominates 

the unanticipated price shock in explaining the forecast variance of the PI. 

Table 5.9.6 shows the variance decomposition for the Mexican data at five 

different time horizons: twelve months, twenty-four months, thirty-six months, forty- 

eight months and sixty months when the effects of price shocks are assumed to be 

asymmetric. Given the correlation coefficients between positive and negative pnce and 

shocks and between the positive pnce shock and the CPI were above 0.2, différent 

orderings of the variables were used to generate the variance decompositions. However, 

because these different orderings did not show any significant ciifference, only the 

variance decomposition for the {Positive Rice Shock-Negative Pnce Shock-CPI-PI} 
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ordering is shown for the two different sample periods. Part A of this table indicates 

that when the full sample is considered, each variable explains the majority of its own 

forecast variance for every time horizon. The positive pnce shock dominates the negative 

price shock and IPI in explaining the portion of the forecast variance in the CPI growth 

rate that is not explained by the CPI. The CPI dominates both the positive and negative 

price shocks in explaining the forecast variance of the IPI. Part B of Table 5.9.6 shows 

the variance decomposition at the different time horizons when the sub-sample beginning 

in 198 1 is comidered. The results are almost identical to those nom the full sample. 

As with the US. and the Canadian data, in both of the samples for the Mexican 

data the majonty of the change in the forecast variances seems to occur within the fbt 

year, regardless of whether the pnce shocks are treated symmetrically or asymmeûicaily. 

5.93 Im~ul se  Res~onse Functions 

Figure 5.9.1 shows the impulse response fiinctiotzs for the diEerent sample 

periods when the price shocks are treated symmetricaliy. As with the variance 

decompositions, different o r d e ~ g s  produced no signincant ciifferences in the results and 

therefore ody the (Unanticipated Rice Shock-CPI-PI) ordering is shown. Part A of this 

figure shows the response of the three variables to an unanticipated price shock when the 

fidl sample is used. The response of the CPI to an unanticipated price shock seems to be 

positive and seems to be sipnincant for the fht year. The IPI shows a rnainly negative 

response that seems to be significant only at about the third month. 
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The impulse response functions are similar when the 198 1 sub-sample is 

considered, as Part B of Figure 5.9.1 shows. The response of the CPI to an unanticipated 

price shock is again positive and appears to be significant through the fim year. The 

respoase of the IPI is again predominantly negative and does not appear to be significant 

except in the third month. 

Figure 5.9.2 shows the impulse response fûnctions for the different sample 

periods when the price shocks are treated asymmetrically. Again, as with the variance 

decompositions, because the correlations between the positive and negative price shocks 

were greater than 0.2 the impulse response fhctions were generated using the different 

orderings of the variables. Because there was very littie difference in the impulse 

response functions, only the {Positive Pnce Shock- Negative Pnce Shock -CPI-IPI) 

ordering is shown. Part A of this figure shows the response of the four variables to a 

positive price shock when the full sample is used. The response of the CPI to a positive 

price shock seems to be positive and appears to be signifïcant at about the one-year mark. 

The PI shows a mainly negative response that does not seem to be signincant throughout 

the sixty-month p e n d  Part B of this figure indicates that the CPI responds negatively to 

a negative price shock, although the effect does not seem to be sipnincant at al1 during 

the sixty months shown. The response of the P I  to a negative price shock, as with the 

response to a positive price shock, seems to be predombntly negative although does not 

appear to be significant. The diîference in the responses to positive and negative price 
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shocks when the fui1 sample is considered adds support to the hypothesis of 

asymmetric price effects on both the CPI and the IPI. 

The impulse response fùnctions when the 198 1 sub-sample is considered, as 

shown in Parts C and D of Figure 5.9.2, are almost identical to the responses when the 

full sample is considered. As Part C indicates, the response of the CPI to a positive price 

shock is again positive and only seems to be signrficant for the rnajority of the first year. 

The response of the IPI suggests a negative effect following a positive pnce shock that 

appears to be significant only in the third month. Part D indicates that the response of the 

CPI to innovations in the negative price shocks is negative but does not appear to be 

significant. The response of the IPI to a negative price shock is again predominantly 

negative although it does not seem to be significant. 

5.10 Conclusion 

The question of whether the volatility of oil pnces has any effect on the growth 

rate of the CPI and the PI was studied in this chapter. A GARCH(1,l) mode1 was w d  to 

calculate the aaticipated and unanticipated volatility of oil prices. The unanticipated price 

shocks were also separated into positive and negative shocks in order to test for 

asymmetry in the macroeconomic effects. A single equation approach and a multi- 

equation approach simüar to the previous chapter were used in this analysis. The same 

three samples were again used for the U.S. and Canadian data. The andysis was again run 

only twice for the Mexican data, on the full sample and the 1981 sub-sample. 
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The single equation approach entailed estimating regressions in which the 

growth rate of either the CF1 or the IPI was the dependent variable and the anticipated 

and unanticipated volatility measures were the independent variables. The regressions 

were first run assuming symmetric price effects. A second set of regressions was run 

which relaxed the assumption of symmetry. Tests for Granger causality fkom the 

anticipated and unanticipated volatility to the growth rate of the macroeconomic variables 

were performed, as were tests for symmetry between the anticipated and unanticipated 

volatility and between the positive and negative price shocks. The results of the single 

equation analysis on the U.S. data tended to suggest that the anticipated volatiiity shows a 

significant effect on the IPI while the unanticipated volatility has a significant impact on 

the CPI when the positive and negative price shocks are treated symmeîrically. When the 

pnce shocks are treated asymmetrically, the results tend to suggest that the negative price 

shocks have a significant effect on the CPI. There is also some suggestion that the pnce 

effects are in fact asymmetric, at least in the 198 1 sample. There is, however, 

considerable ambiguity in the results. The resuits for the Canadian data seem to suggest 

that the volatility, whether anticipated or unanticipated, has little effect on the growth 

rates of the CPI and P I .  There is also litîie suggestion in the single equation results of 

any asymmetry baween the positive and negative prke shocks. The rrsults for Mexico 

niggea that the anticipated volatility has some effect on the CPI, although there is also 

some suggestion that the positive price shocks affect both the CPI and the PI. 

For the multi-equation approach, Granger causality tests were performed on a 

mode1 that included the unanticipatexi price shocks, the CPI and the PI. Vector 
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autoregressions were nm on the variables to generate the impulse response fimctions 

and the variance decompositions. Similar to the single equation approach, the VAR'S 

were nin first assuming symmetric price effects and again with the assumption of 

symmetry relaxed. The results tended to Vary based m the country and the sample used. 

Although the results for the U.S. assuming symmetric price effects tended to indicated 

that the oil price shocks Granger caused the CPI, any causality al1 but disappeared with 

the relaxation of the symmetry assumption. Very little causality was suggested by either 

the Canadian or the Mexican data. The resuits did tend to suggest that the oil price affects 

al1 three economies more through prices than tbrough production and more through 

positive oil price shocks than through negative oil price shock, indicating some level of 

asymmetry on both the CPI and the IPI. 



Table 53.1: GARCH(1,l) Estimates for the U.S. Data 
n 

2 =bo + z b , ~ ,  +&,;O: =ru, +a&:, +BO,-, 

bo 

bl 

a 

P 

log L 

bo 
bl 

a>* 

a 

P 

log 1 

bo 
bl 

bz 
O. 

a 

P 

log L 

1- 1 

Full Sample (n=1) 
Coefficient S.E. t-sbtistic 

0.0031 0.0019 1.6591 

0.3843 0.0589 6.5284 

0.0001 0.0000 8.3670 

0.6098 0.0641 9.51 32 
0.701 8 0.0164 42.8222 

1974 Sample (n=l) 
Coefficient S.E. 1-sbtistic 

0.0043 0.0029 1 S030 

0.2122 0.0588 3.6099 

0.001 1 0.0002 5.9353 

0.60ï7 1 .O1 75 5.9727 
0.2140 0.0746 2.8698 

1981 Sample (n=2) 
Coefficient S.E. t-statistic 

-0.0008 0.0034 -0.2285 

0.2883 0.0690 4.1 770 

-0.1 934 0.0675 -2.8655 

0.0004 0.0002 2.2384 

O A423 0.0792 5.581 7 
0.5534 0.0907 6.7013 

pvalue 

0.0976 

0.0000 

0.0000 

0.0000 
0.0000 

pvalue 

0.1 340 

0.0004 

0.0000 

0.0000 
0.0044 

pvalue 

0.8195 

0.0000 

0.0046 

0.0264 

0.0000 
0.0000 
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Table 5-32: Results of the Single Equatioi Regrrssions for the U.S. Data 

A. Y=IPl (Full Sampie) 
Coefficient 

0.001 5 
0.3544 
0.1014 
0.0332 
0,0075 
0.0000 
-0.0008 
-0.0003 
-0.0008 
0.0298 
-0.0356 
0.0540 
-0.05ôô 

S.E. 
0.0004 
0.0406 
0.0417 
0.0409 
0.0386 
0.0004 
0.0005 
0.0005 
0.0005 
0.0243 
0.031 8 
0.031 8 
0.0231 

B. Y=lPl(1974 Sarnple) 
Coefficient S.E. tStat 

a 0.0011 0.0006 1.8780 
Pt 0.3228 0.0614 5.2555 
p? - 0.1504 0 . W 2  2.3437 

C. Y=lPl(1981 Sample) 
S.E. 

0.0007 
0.0742 
0.0743 
0.0746 
0.0743 
0.0005 
0.0005 
0.0005 
0.0005 
0.0744 
O.ûô80 
0.0879 
0.071 3 

pvalue 
0.0008 
0.0000 
0.04 53 
0.4166 
0.8451 
0.9245 
0.1 161 
0.5529 
0.1117 
0.21 94 
0.2644 
0.0897 
0.01u 

p-value 
0.061 5 
0.0000 
0.01 98 
0.2674 
0.7244 
0.51 81 
0.1047 
0.7462 
0.1937 
0.7424 
0.1658 
0.0330 
0.2912 

pvalue 
0.0777 
O. 1401 
0.0389 
0.0844 
O. 1053 
0.8401 
0.41 14 
0.9527 
0.1178 
0.9243 
0.3079 
0.5145 
0.9576 

D. Y=CPl (Full Sample) 
Coefficient 

0.0008 
0.3608 
0.1889 
0.0968 
0.0850 
0.0002 
0.0001 
0.0000 
0.0000 
0.0005 
-0.0046 
0.01 14 
4.00 17 

S.E. 
0.0002 
0.0427 
0,0441 
0.0428 
0.0404 
0.0001 
0.0001 
0.0001 
0.0001 
0.0070 
0.0092 
0.0091 
0.0067 

E. Y=CPl (1 974 Sample) 
Coefficient S.E. t-Stat 

0.0008 0.0003 3.0223 
0.5362 0.0630 8.5049 
0.1003 0.0698 1.4366 
0.1275 0.0693 1.8410 
0.0540 0.0588 0.91 79 
0.0006 0.0001 4.4915 
-0.000t 0.0001 -0.4166 
-0.0001 0.0001 4.8120 
-0.0001 0.0001 -1 .O548 
-0.0161 0.0159 -1 .O101 
0.0019 0.0169 0.1124 
0.0098 0.0065 1 .Soi0 
-0.0042 0.0045 -0.9289 

F. Y=CPI (1981 Sample) 
S.E. 

0.0003 
0.0773 
0.0830 
0.0829 
0.0701 
0.0001 
0.0001 
0.0001 
0.0001 
0.021 3 
0.0250 
0.0249 
0.0205 

p-value 
0.0000 
0.0000 
0.0000 
0.0242 
0.0356 
0.1479 
0.51 11 
0.9216 
0.8967 
0 . 9 m  
0.6200 
0.21 29 
0.8000 

p-value 
0.0028 
0.0000 
0.1520 
0.0667 
0.3595 
0,0000 
0.6773 
0.41 75 
0.2925 
0.31 34 
0.91 06 
0.1 330 
0.3538 

p-value 
0 . m  
0.0000 
0.4391 
0.21 58 
0.8166 
0.0000 
0.61 11 
0.0464 
0.21 91 
0.3555 
0.5333 
0.4722 
0.1 992 
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Table 533:  Resulb of the Shgle Equation Regrossions for the U.S. Data 

(Asymmehic Price Effects) - 

A. Y=IPI (Full Sample) 
Coefîïcient S.E. t -~tat  

0.0024 0.0007 3.4533 
0.3462 0.0409 8.4568 
0.0757 0.0433 1.7462 
0.0567 0.0434 1.3077 
0.0058 0.0407 0.1420 
-0.0002 0.0005 -0.4148 
-0.001 3 0.0006 -2.1 357 
-0.0005 0.0006 -0.8207 
-0.001 1 0.0006 -1.7597 
0.0005 0.0012 0.3839 
0.0006 0.00t2 0.4839 
0.0005 0.00 t 2 0.3793 
-0.0002 0.0012 -0.1672 
0.0452 0.0264 1.7101 
-0.0409 0.0348 -1.1760 
0.0571 0.0347 1.6456 
-0.0647 0.0245 -2.6347 

B. Y=IPI (1 974 Sample) 
Coefficient S.E. tStat 

0.0024 0.0010 2.4103 
0.3172 0.0616 5.1531 
0.1636 0.0644 2.5397 
0.0758 0.0640 1.1831 
-0.0445 0.0615 -0.7233 
-0.0012 0.0007 -1.7160 
-0.0021 0.0009 -2.5210 
0.0003 0.0009 0.3209 
-0.0005 0.0007 -0.7214 
0.0608 0.0009 0.9578 
0.0009 0.0010 0.9238 
-0.0008 0.0010 -0.8207 
-0.0003 0.0009 -0.2889 
0.1 O76 0.0762 1 A l  23 
4.1529 0.0773 -1.9783 
0.0609 0.0266 2.2871 
-0.01 96 0.01 69 -1 .t 631 

C. Y=IPi (1 981 Sample) 
Coenicient S.E. t-Stat 

0.0018 0.0015 1.2447 
0.1031 0.0752 1.3709 
0,1751 0.0763 2.3039 
0.1325 0.0760 1.7441 
0.0897 0.0773 1 . lm3  
-0.0008 0.0008 4.9353 
-0.0012 0.0011 -1.1593 
0.0007 0.0011 0.6260 
-0.0003 0.0011 -0.307t 
0.001 1 0.0009 1.24S3 
0.0005 0.0011 0.4543 
-0.0009 0.0010 -0.8255 
-0.0009 0.0011 -0.7945 
0.0570 0.1052 0.541 9 
-0.1852 0.1168 -1.5860 
0.û630 0.1160 0.5434 
0.0248 0.0918 0.2700 

pvalue 
0.0006 
0.0000 
0.0813 
0.1915 
0.8871 
0,6784 
0.0331 
0.41 21 
0.0790 
O.? 012 
0.6286 
0.7046 
0.8672 
0.0878 
0.2401 
0.1004 
0.0086 

pvalue 
0.01 66 
0.0000 
0.01 17 
0.2378 
0.4701 
0.0874 
0.01 23 
0.7486 
0.4713 
0.3390 
0.3564 
0.41 26 
o.na 
0.1590 
0.W9 
0.0230 
0.2459 

pvalue 
0.2149 
0.1721 
0.0224 
0.0829 
0.2475 
0.3509 
0.2479 
0.5321 
0.7591 
0.21 43 
0.6501 
0.41 02 
0.4280 
0.5886 
0.1 t45 
0.5876 
0.7875 

O. Y S P I  (Full ~ G p l e )  
Coeflicient S.E. t-Stat 

0.0009 0.0002 3.98t8 
0.3628 0.0423 8.5707 
0.1947 0.0444 4.3871 
0.0984 0.0431 2.2805 
0.0800 0.0405 1.9751 
0.0000 0.0001 0.1393 
0.0000 0.0002 0.2654 
0.0001 0.0002 0.5310 
0.000t 0.0002 0.6009 
0.0009 0.0003 2.5809 
0.0003 0.0003 0.8356 
-0.0002 0.0004 -0.6902 
-0.0003 0.0004 -0.7708 
0.0020 0.0076 0.2621 
-0.0084 0.0100 -0.8380 
0.0105 0.01 00 t -0523 
0.0002 0.0071 0.0271 

E. Y=CPI (1974 Sample) 
Coefficient S.E. t-Stat 

0.0012 0.0004 3.0840 
0.5316 0.0632 8.4188 
0.0493 0.0700 1 .dl93 
0.1252 0.0695 1.8001 
0.0383 0.0595 0.6432 
0.0003 0.0002 1.5533 
-0.0002 0.0002 -0.6690 
-0.0002 0.0002 -0.9030 
-0.0001 0.0002 -0.6971 
0.0009 0.0002 3.7676 
0.0000 0.0003 0.1655 
0.0000 0.0003 0.1080 
-0.0001 0.0003 -0.2811 
-0.0094 0.0209 -0.4482 
0.0043 0.0209 0.2052 
0.0086 0.0072 1.t925 
-0.0045 0.0046 -0.9858 

F. Y X P I  (1981 Sample) 
Coefficisnt S.E. t-Stat 

0.0015 0.0005 2.81s 
0.4193 0.0789 5-34 18 
0.0686 0.0840 0.8169 
0.1076 0.0839 1.2823 
-0.0264 0.0729 4.3626 
0.0005 0.0002 2.0884 
0.0002 0.0003 0.7133 
-0.0005 0.0003 -1.5003 
-0.0003 0.0003 -0.9493 
O.ûû07 0.0602 2.7672 
-0.0001 0.0003 -0.3558 
-0.0001 0.0003 -0.3243 
0.0001 0.0003 -0.2071 
-0.02â2 0.0314 -0.8988 
0.0358 0.0335 1.0692 
0.0162 0.0332 0.4874 
-0.0336 0.0267 -12553 

p-value 
0.0001 
0.0000 
0.0000 
0.0229 
0.W7 
0.8893 
0.7908 
0.5956 
0.5481 
0.0101 
0.4037 
0.4904 
0.4412 
0.7933 
O A024 
0.2931 
0.9784 

pvalue 
0.0023 
0.0000 
0.1 57 0 
0.0730 
0.5207 
0.1216 
0.5041 
0.3674 
0.4864 
0.0002 
0.8687 
0.9141 
0.7788 
0.6544 
0.8376 
0.2342 
0.3251 

pvalue 
0.0054 
0.0000 
0.41 51 
0.2014 
0.71 74 
0.0382 
0.4766 
0.1 353 
0.3437 
0.0063 
0.7225 
0.7461 
0.8362 
0.3700 
0.2865 
0.6266 
0.21 10 



Table 53.4: p-values for Selected Tests on Parameters of the Single Equation 
Regressions for the US. Data (Symmetric Price Effects) - 

y,=O;  i= 1 T O ~  7Ki=O; i=  1 T O ~  Yi=Xi; i= 1 t 0 4  

Y=IPI (Full Sarnple) 0.2727 0.1 089 0.1 144 
Y=CP1 (Full Sample) 0.6556 0.5306 0.5520 
Y=IPI (1974 Sample) 0.2807 0.3320 0.3274 
Y=CPI (1 974 Sample) 0.0002 0.3078 0.2901 
Y=IPI (1 981 Sample) 0.551 1 0.8414 0.8439 
Y=CPI (1981 Sample) 0.0000 0.61 32 0.6068 

Table 5.3.5: p-values for Selected Tests on Parameten of the Single Equation 
Regressions for the U.S. Daîa (Asymmetric Price Effects) - 

y , = O ; i =  1 ~ 0 4  L , = O ; i = 1  T O ~  y i = & ; i = i  r04  

Y=IPI (Full Sample) 0.0790 0.9555 0.4881 
Y=CPI (Full Sample) 0.9497 0.0694 0.1435 
Y=IPI (1974 Sample) 0.0405 0.64û3 O. 1 580 
Y=CPl(1974 Sample) 0.4284 0.0066 0.4595 

Y=l?l (1 981 Sample) 0.5996 0.5530 0.5338 
Y=CPI (1981 Sample) 0.0764 0.0993 0.0001 



Table 5.4.1: GARCH(1,l) Estimates for the Canadian Data 
n 

2 2 M, = bo + b , q - ,  + E, ; o: = q, + OE~-, + jot-, 
1s 1 

Full Sampfe (n=l) 
Coefficient S.E. t-statisb'c 

0.0031 0.0022 1.4342 

0.3869 0.0582 6 A478 

0.0001 0.0000 7.6462 
0.528 1 0.0744 7.0991 
0.7030 0.0276 25.5074 

1974 Sample (n=2) 
Coefficient S.E. t-statistic 

0.0055 0.0028 1.9609 

0.2606 0.0595 4.3824 

-0.1 145 0.0608 -1 .a837 

0.0005 0.0001 5.7410 
0.5140 0.071 2 7 2220 
0.4454 0.0448 9.9373 

1981 Sample (n=2) 
Coefficient S.E. t-statistic 

0.0002 0.0033 0.0675 

0.3009 0.0679 4.4307 

-0.1746 0.0653 -2.6741 

0.0003 0.0001: 2.5613 
0.5673 0.1 029 5.5152 
0.501 O 0.081 8 6.1230 

p-value 

0.1 523 

0.0000 
0.0000 
0.0000 
0.0000 

pvalue 

0.0509 

0.0000 

0.0607 
0.0000 
0.0000 
0.0000 

p-value 

0.9463 

0.0000 

0.0081 

0.01 12 
0.0000 
0.0000 
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Table 5.4.2: Results of the Single Equation Regressions for the Canadian Data 

4 4 4 

(Symmetric Prire Effixts) - A>: = a + + C y 'l-/ + C nioLi 
i= 1 ia 1 *,-, i-l 

A. Y=IPI (Full Sample) 
Coefficient S.E. t-Stat 

0.0022 0.0006 3.5625 
-0.1302 0.0483 -2.6977 
0.1213 0.0472 2.5717 
0.2432 0.0470 5.1707 
0.1410 0,0480 2.9350 
-0.0007 0.0005 -1.2631 
0.0005 0.0006 0.7917 
0.0002 0.0006 0.3312 
0.0000 0.0006 0.0002 
-0.0152 0.0327 -0.4654 
-0.0631 0.0436 -1.4484 
0.0853 0.0435 1.9596 
-0.0556 0.031 1 -1 .Tg12 

p-value 
0.0004 
0.0073 
0.01 05 
0.0000 
0.0035 
0.2073 
0.4290 
0.7406 
0.9999 
0,6419 
0.1 483 
0.0507 
0.0740 

D. Y=CPI (Full Sample) 
Coetfiwnt S.E. t-Stat 

0.0012 0.0003 4.1836 
0.0784 0.0474 1.6545 
0.1523 0.0462 3.2990 
0.2033 0.0461 4.4136 
0.2502 0.0468 5.3423 
0.0003 0.0002 1.8552 
0.0001 0.0002 0.6433 
0.0003 0.0002 1.5843 
0.0001 0.0002 0.5547 
0.0014 0.0104 0.1296 
-0.0067 0,0139 -0.4804 
0.0259 0.01 39 1.8680 
-0.0123 0.01 W -1 2379 

pvalue 
0.0000 
0.0988 
0.001 1 
0.0000 
0.0000 
0.0643 
0.5204 
0.1 139 
0.5794 
0.8969 
0.6312 
0.0625 
0.21 65 

B. Y=IP1(1974 Sample) E. Y=CPI (1 974 Sample) 
Coenicient S.E. t-Stat p-value Coefficient S.E. t-Stat pvatue 

0.0013 0.0008 1.7099 0.0885 a 0.0011 0.0004 2.7291 0.0068 
-0.0971 0.0618 -1.5696 0.1 177 P, 0.0403 0.0597 0.6759 0.4997 
0.1750 0.0596 2.9382 0.0036 P: 0.1975 0.0572 3.4539 0.0006 
0.2881 0.0588 4.8986 0.0000 P, 0.2470 0.05T7 4.2817 0.0000 

C. Y=IPI (tg81 Sample) 
Coefficient S.E. t4tat 

0.0002 0.0009 0.2197 
-0.0700 0.0746 -0.9382 
0.1241 0.0685 1.8121 
0.441 1 0.0684 6.4464 
0.0778 0.0749 1 .O378 
-0.0005 0.0007 9.6899 
0.0006 0.0007 0.8560 
-0.OOlO 0.0007 -1.421 5 
0.0003 0.0007 0.4380 
-0.01 16 0.0888 -0.131 1 
-0.1098 0.1023 -1 -0739 
0.1857 0.1023 1.8163 
0.0042 0.0853 0.0497 

f. Y=CPI (1 981 Sample) 
Coefficient S.E. t-Stat 

0.0008 0.0004 1.9855 
0.0016 0.07û9 0.0228 
0.1769 0.0686 2.SnS 
0.2387 0.0697 3.4245 
0.2344 0.071 f 3.2954 
0.0001 0.0002 0.4793 
0.0004 0.0002 1.6241 
0.0001 0.0002 0.4946 
9.0002 0.0002 4.9780 
-0.0030 0.0301 4.1007 
-0.0020 0.0356 4.0572 
-0.0329 0.0348 -0.9445 
0.0749 0.0288 2.6060 

0.0000 
0 . 2 ~ 7  
0.01% 
0.21 69 
0.9322 
0.9873 
0.7476 
O. 1907 
0.8338 

pvalue 
0.0486 
0.9819 
0.01 O8 
0.0008 
0.0012 
0.6323 
0.1061 
0.621 5 
0.3294 
0.91 99 
0.9544 
0.3462 
0.0099 
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Table 5.4.3: Results of the Singk Equation Regressions for the Canadian Data 

(Asymmetric Price Effécts) - 

A. 
Coefficient 

0.0032 
-0.1 354 
0.t 138 
0.2342 
0.1 388 
-0.001 1 
0.0003 
0.0001 
4.0003 
0.001 1 
0.0009 
0.0002 
0.0005 
-0.0072 
-0.0674 
0.0903 
-0.0637 

Y=lPl (Full Sample) 
S.E. t -~tat 

0.0011 3.û620 
0.0490 -2.7663 
0.0482 2.3628 
0.0478 4.8979 
0.0487 2.8514 
0.0006 -1 .?a65 
0.0009 0.3142 
0,0009 0.0651 
0.0009 -0.3083 
0.001 3 0.8029 
0.0014 0.6249 
0.0014 0.1475 
0.001 4 0.3751 
0.0384 -0.1- 
0.0513 -1.3146 
0.0512 1.7642 
0.0354 -1 A022 

B. Y=IPI (1974 Sample) 
Coenident S.E. t-Stat 

0.0025 0.0016 1.5840 
-0.1 088 0.0619 -1.7578 
0.1 752 0.0594 2.9501 
0.2885 0.0589 4.8960 
0.0813 0.0601 1.3517 
-0.0029 0.0010 -2.82% 
-0.0004 0.0013 4.2903 
-0.0005 0.0012 -0.41n 
0.0009 0.0011 0.8490 
0.0010 0.0012 0.8232 
0.0013 0.0014 0.9457 
-0.0015 0.0014 -1.1 132 
-0.0007 0.0013 -0.5490 
0.0427 0.1299 0.3287 
-0.2550 O. 1453 -1 -7555 
0.15û4 0.0729 2.0632 
-0.0417 0.0299 -1.3956 

C. Y=IPl (1981 Sampie) 
Coeîiicient S.E. t-Stat 

O.ûû03 0.0025 0.1074 
-0.1 068 0.0753 -1 -4186 
0.1349 0.0680 1.9832 
0.4427 0.0683 6.4804 
0.0859 0.0744 1.1540 
-0.0029 0.0013 -22519 
-0.0005 0.0016 -02947 
0.0009 0.0016 0.5323 
0.0025 0.0016 1.5652 
0.0021 0.0013 1.6458 
0.0015 O.Oû16 0.9436 
-0,0030 0.0016 -1.9051 
-0.0016 0.0016 -0.9669 
4.0128 0.1170 -0.1098 
-0.2396 0.1 301 -1 3421 
0.1401 0.1 303 1.0752 
0.1234 0.1061 1.1632 

p-value 
0.0023 
0.0059 
0.01 a6 
0.0000 
0.0046 
0.0748 
0.7536 
0.9481 
0.7580 
0.4225 
0.5324 
0.8828 
0.7078 
0.8522 
0.1894 
0.0784 
0.0722 

p-value 
0.1 144 
0.0800 
0,0035 
0.0000 
0.1776 
O.OO5Q 
o . n i 8  
0.6765 
0.3967 
0.41 11 
0.3452 
0.2667 
0.5835 
0.7426 
0.0804 
0 . w 1  
0.1wo 

D. YtCPl (Full Sample) 
Coeficient S.E. t-Stat 

0.0015 0.0004 4.01 11 
0.0733 0.0478 1.5336 
0.1499 0.0466 3.2148 
0.2077 0.0464 4.4721 
0.2557 0.0474 5.3928 
0.0004 0.0002 1.7724 
-0.0001 0.0003 -0.3095 
0.0002 0.0003 0.6385 
-0.0001 0.0003 -0.3550 
0.0001 0.0004 0.1973 
0.0005 0.0004 1.1569 
0.0006 0.0004 1.2649 
0.0005 0.0004 1.1085 
0.0081 0.0122 0.6631 
-0.0081 0.0163 -0.4938 
0.0294 0.0163 1 .a080 
-0.01 80 0.01 13 -1.5980 

E. Y=CPl(1974 Sample) 
Coefficient S.E. t-Stat 

0.0017 0.0007 2.3806 
0.0364 0.0598 0.6083 
0.1953 0.0575 3.3969 
0.2395 0.0587 4.0767 
0.2439 0.0602 4.0496 
0.0003 0.0003 0.9092 
0.0004 0.0004 0.9548 
-0.0002 0.0004 -0.5116 
-0.0005 0.0004 -1.2924 
0.0001 0.0004 0.3164 
0.0004 0.0005 0.7647 
0.0007 0.0005 1.6390 
0.0005 0.0004 1.1811 
0.01 14 0.0425 0.2672 
0.0167 0.0475 0.3528 
0.0129 0.0236 0.5445 
-0.0049 0.0097 -0.4991 

F. YICPI (1981 Sample) 
Cosmcient S.E. t-Stat 

-0.0001 0.0009 -0.1467 
0.0013 0.0713 0.0185 
0.1 543 0.0707 2.1820 
0.2457 0.0707 3.4773 
0.2634 0.0732 3.6003 
0.0007 0.0005 1.4924 
0.0009 0.0006 1.5ô31 
4.0001 0.0006 4.1549 
0.0002 0.0006 0.3032 
4.0004 0.0005 -0.9515 
0.0000 0.0005 -0.0660 
0.0004 0.0005 0.7769 
-0.0007 0.0006 -12810 
4.0295 0.0106 -0.7270 
0.03W 0.0451 0.ô752 
-0.0512 0 . W 7  -1.2796 
0.0878 0.0359 2.4458 

p-value 
0.0001 
0.1 259 
0.0014 
0.0000 
0.0000 
o.on1 
0.7571 
0.5235 
0.7228 
0.8437 
0.2480 
0.2066 
0.2683 
0.5077 
0.62 1 7 
0.071 3 
0.1 108 

p-value 
0.01 80 
0.5436 
O. 0008 
0.0001 
0.0001 
0.3641 
0.3405 
0.6094 
0.1974 
0.7520 
0.4452 
O. 1024 
0.2386 
0.7895 
0.7245 
0.5866 
0.61 81 

p-value 
0.8835 
0.9852 
0.0304 
0.0006 
0.0004 
O. 1374 
0.1 198 
0 .8 ï ï l  
0.7621 
0.3427 
0.9475 
0.4383 
0.2019 
0.4682 
0.5004 
0.2024 
0.01 54 



Table 54.4: p-values for Seiected Tests on para me te^ of the Single Equation 
Regressions for the Canadim Data (Symmetric Price Effects) - 

y , = O ; j =  1504  n , = O ; i =  1 t o 4  y,=x,;i= 1 t o 4  

Y=IPI (Full Sample) 0.6560 0.0628 0.0654 

Y=CPI (Full Sample) 0.1 946 0.2829 0.3221 

Y=IPI (1974 Sample) 0.2336 0.31 75 0.31 23 

Y=CPI (1 974 Sample) 0.1257 0.0725 0.0874 

Y=IPI (1981 Sample) 0.5564 0.31 50 0.31 13 

Y=CPI (1981 Sarnple) 0.3654 O. 1293 0.1280 

Table 5.45: p-values for Seleeted Tests on Parameten of the Single Equation 
Regressions for the Canadian Data (Asymmetric Price Effects) - 

y,=O; i=  1 T O ~  A,=O;j=lt04 ~ , = A , ; i = l  104 

Y=IPI (Full Sample) 0.4908 0.8444 0.661 1 

Y=CPI (Full Sample) 0.4463 0.2519 0.5541 

Y=IPI (1974 Sample) 0.071 5 0.5235 0.2023 

Y=CPl(1974 Sample) 0.461 2 0.3144 0.4599 
Y=IPI (1981 Sample) 0.0968 0.0940 0.0596 

Y=CP1(1981 Sample) 0.3452 0.5440 0.4660 



Table 5.5.1: GARCH(1,l) Estimates for the Mexicaa Data 
= b,, + &,;O; = O,, +a€:-( +p& 

Full Sample 
Coefficient S.E. t-statistic pvalue 

bo 0.0294 0.0084 3.51 85 0.0005 
O. 0.0029 0.0006 5.0395 0.0000 
a O. 1252 0.06!57 1 -9067 0.0576 

P 0.6023 O .O777 7.7524 0.0000 

log L 241,1868 

1981 Sample 
Coefficient S.E. t-statistic pvalue 

bo 0.0289 0.0088 3.2674 0.0013 
me 0.001 6 0.0004 3.6838 0,0003 
a O. t681 0.0822 2.0445 0.0423 
P 0.7229 0.0773 9.3563 0.0000 

log L 164.0733 

Table 5.5.2: Results of the Single Equation Regressions for the Mexican Data 

A. Y=IPI (Full Sample) C. Y=CPI (Full Sample) 
Coefficient 

0.0070 
-0.4941 
-0.1648 
-0.0009 
-0.1 198 
-0.0001 
-0.0042 
0.0001 
-0.0052 
-0.1 604 
-0.2989 
0.6386 
-0.3688 

S.E. 
0.0042 
0.06 19 
0.0695 
0.0690 
0.0614 
0.0023 
0.0032 
0.0032 
0.0028 
0.61 O 3  
0.8294 
0.6358 
0.3444 

B. Y=IPI (1981 Sample) 
Coefficient S.E. t-stat 

0.0051 0.0042 1.2259 
-0.4122 0.0759 -5.4289 
4 .1  137 0.081 4 -1.3977 
-0.OQSO 0.0798 4.0627 
-0.1096 0.0747 -1.4681 
0.0012 0.0025 0.4ô99 
-0.0048 0.0033 -1.4518 
-0.0015 0.0034 4.4493 
-0.0020 0.0031 -0.6229 
-0.0482 0.4435 4.1086 
0.2217 0,6565 0.3378 
-0.4171 0.6520 -0.6398 
0.0426 0.4120 0.1035 

p-value 
0.0971 
0.0000 
0.01 85 
0.9897 
0.0523 
0.9803 
0.1849 
0.9728 
0.061 0 
0.7930 
0.71 88 
0.3161 
0.2851 

S.E. 
0.0017 
0.0645 
0.0804 
0.0802 
O.ûô34 
0.0008 
0.001 1 
0.001 1 
0.0010 
0.21 06 
02887 
0.21 n 
0.1 la0 

0. Y=CP1(1981 Sample) 
Coefficient S.E. t-Sht 

0.0039 0.0019 2.0688 
0.8315 0.0776 10.7198 
-0.1850 0.1005 -1.8401 
0.2029 0.1010 2.0096 
0.0023 0.07U 0.0299 
-0.0001 0.0010 -0.1428 
0.0011 0.0013 0.8560 
0.0025 0.013 1.8745 
-0.0010 0.0012 -0.7849 
0.0204 0.1734 0.1 177 
-0.1 330 0.2587 -0.51 40 
0.7535 0.2570 29315 
-0.5746 0.1664 -3.4531 

p-value 
0.01 60 
0.0000 
0.1493 
0.0656 
0.3852 
0.2720 
0.4756 
0.3268 
0.551 7 
0.7666 
0.6774 
0.1 549 
0.0514 
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Table 5.53: Results of the Single Equation Regressions for the Mexican Data 

(Asymmetric Price Effccts) - 

Coefficient 
0.0129 
4.4839 
4.1684 
4.0078 
4.1403 
-0.0034 
4.0178 
0.0065 
4.0054 
0.0097 
0.0072 
4.0087 
0.0002 
1.8092 
-2.5702 
1 .O800 
4.2317 

S.E. 
0.0056 
0.0626 
0.0699 
0.0698 
0.w2.2 
0.0029 
0.0072 
0.0074 
0.0072 
0.0058 
0.0073 
0.0074 
0.0072 
1 .O028 
1.4934 
1.4754 
0.7770 

B. Y=IPl (1981 Sample) 
Coefficient 

a 0.0093 
pi - -0.3807 

t-stat 
1.4767 
4.9417 
-1.2348 
-0.0679 
-1 s597 
-0.4646 
-2.7877 
1.2582 
-0.2687 
1.1188 
1.1760 
-1.7621 
-0.0744 
1 .a589 
-1 .a682 
0.4929 
-0.0687 

gvalue 
0.0212 
0.0000 
0.01 66 
0.9107 
0.0251 
0.2382 
0.0135 
0.3816 
0.4544 
0.0958 
0.3237 
0.2431 
0.9ni 
0.0960 
0.0865 
0.4649 
0.7658 

pvalue 
0.1416 
0.0000 
0.2 186 
0.9460 
O. 1207 
03428 
0.0059 
0.2100 
0.7885 
0.2648 
0.241 2 
0.0798 
0.9408 
O.Oô48 
0.0634 
0.6227 
0.9453 

C. Y=CPI (FUI Sample) 
Coefficient S.E. t-Stat 
0.0040 0.0019 2.1046 
0.7975 0.0646 12.3352 
-0.1797 0.081 1 -2.2172 
0.2228 0.0812 2.7438 
0.01 16 0.0629 0.1850 
0.0007 0.0010 0.6743 
-0.0030 0.0025 -1.2184 
0.0047 0.0025 1.8752 
-0.0063 0.0024 -2.6045 
0.0015 0.0020 0.7626 
0.0039 0.0025 1.5608 
-0.0008 0.0025 4.3100 
O.Oû45 0.0024 1.8338 
0.6240 0.3700 1.68ô3 
-1.1263 0.5148 -2.1876 
2.0159 0.5019 3.9926 
-1.1188 0.2650 -4.2216 

pvalue 
0.0363 
0.0000 
0.0275 
0.0065 
0.8534 
0.5008 
0.2242 
0.0619 
0.0087 
0.4464 
0,1198 
0.7568 
0.0679 
0.0930 
0.0296 
0.0001 
0.0000 

pvalue 
0.0051 
0.0000 
0.Ot 50 
0.0081 
0.591 5 
0.5305 
0.3266 
0.051 2 
0.01 1 1 
0.6031 
0.0850 
0.7295 
0.0527 
O. 1555 
0.0599 
0.0001 
0.0000 

Table 5.5.4: p-values for Selected Tests on Parameters of the Single Equation 
Regressions for the Mesican Data (Symmetric Price Effects) - 

Y=lPl (Full Sarnple) 0.1973 0.81 87 0.8259 
Y=CPI (Full Sample) 0.3748 0.4214 0.4147 

Y=IPI (1 981 Sample) 0.4254 0.8608 0.8712 
Y=CP1(1981 Samdel 0.21 44 0.0051 0.0053 



119 
Table 5S.5: p-values for Selected Tests on Parameten of the Single Equation 

Regressions for the Mexican Data (Asymmeec Price Effects) - 

y , = O ; i =  1 T O ~  h , = O ; i = 1 ~ 0 4  y , = 4 ;  i= 1 T O ~  

Y=lPl (Full Sarnple) O.of75 0.2378 0.08 13 
Y=CPI (Full Sample) 0.0465 0.1319 0.0715 

Y=IPI (1981 Sample) 0.0740 0.2035 0.0752 

Y=CPI (1981 Sample) 0.0425 0.1 308 0.0543 
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Table 5.7.1: p-values for Multi-Equation Granger Causality Test on the US. 

Data Assuming Symmetric Price Effeets 

Full Sample 
Unanticipatcd Price Shock Y Granger Causes 

Y - Grangcr Causes Y Unanticipatcd Shock 
CPI O. 1 9 2  0.40 18 
IPI 0.4 124 0.62 17 

1974 Sample 
Unanticipatcd Price Shock Y Granger Causes 

Y - Grangtr Causes Y Unanticipatod Shock 
CPI 0.0009 0.6073 
IPI 0.9827 0.9327 

1981 Sample 
Unanticipaicd Ricc Shock Y Grangcr Causcs 

Y - Grangcr Causes Y Unanticipateci Shock 
CPI 0.000 1 0.788 1 
IPI 0.82 10 0.9659 

Table 5.7.2: p-values for Multi-Equation Granger Causality Test on the US. Data 
hsuming Asymmetric Price Effects 

Y - 
CPI 
IPI 

Y - 
CPI 
IPI 

Y - 
CPI 
PI 

Full Simple 
Positivc Prim Shock Y Granger Causes Negativc Pricc Shock Y Granga Causes 
GrangaCauscsY PositivcShock Grangcr Causes Y Ncgative Shock 

0.2442 0.1126 0.2435 0.9966 
0.1649 0.2886 0.9943 0.8466 

1974 Sample 
Positive Rice Shock Y Granga Causcs Negaiivc Price Shock Y Grangcr Causes 
Granger Causes Y Positive Shock Granger Causes Y Ncgativc Shock 

0.53 19 0.7066 0.0940 0.7097 
0.3506 0.9605 O. 1257 0.41 17 

1981 Sample 
Positive Price Shock Y Granger Causes Negaiive Pricc Shock Y Grangcr Causes 
Granger Causes Y Positive Shock Grangcr Causes Y Ncgative Shock 

O. 1654 0.79 10 0.0259 0.7892 
0,245 1 0.8303 0.3432 0.0867 



Table 5.7.3: Residuai Correlation Matrix from the VAR on the U.S. Data 
Assuming Symmetrie Price Effects 

Full Sample 
Unanticipated 
Prie Shock 

Unanticipacd Prict Shock 1 .O000 
CPI 0.2147 
IP1 0.0016 

1974 Sample 
Unanticipatcd 
Price Shock 

Unanticipatcd Pnce Shock 1 .O000 
CPI 0.2245 
IPI 0.027 1 

1981 Sample 
Unanticipatcd 
Price Shock 

Unanticipatcd Pricc Shock 1 .O000 
CPI O2515 
[PI 0.01 15 

Cf1 

1 .O000 
0.0642 

CPI 

1.0000 
o. 1 444 

CPI 

1 .O000 
0.0305 

IPI 

1 .O000 

IPI 

1 .m 

IPI 

1 .O000 

Table 5.7.4: Residual Correlation Matrix from the VAR on the U.S. Data Assnming 
Asymmetric Price Effects 

Positivc Pnce Shock 
Ncguivc Pricc Shock 
CPI 
IPI 

Positive Pricc Shock 
Ncgative Pricc Shock 
CPI 
PI 

Positive Pria Shack 
Negativc Rice Sbock 
ce1 
PI 

Full Sample 
Positive Prict Negative Pricc 

Shock Shock 
I.0000 

-0.1 766 1 .O000 
0.2246 -0.0540 
0.0039 -0.0060 

1974 Sample 
Positive Pria Negativc Riu 

Shock Shock 
1 .m 

-0.3094 1 -0000 
0.1968 -0.1482 
-0.0278 -0.0620 

1981 Sample 
Positive Pria Ncgative Price 

Shock Stiock 
1 .m 

4.4147 1 .0000 
02791 -02528 
10.0937 -0.0762 

CPI 

1 .O000 
0.0645 

CPI 

1 .O000 
0.1 182 

CPI 

1 .m 
0.0947 

IPI 

1 .O000 

IPI 

1.0000 

IPI 

1 .O000 



Table 5.7.5: Variance Decomposition for the U.S. Data Assuming Symmetric Price Effects 
(Unanticipated Price Shock-CP1-IPI) 

A Fun -"Pk 
I z m m m  nomon II M O W ~  #~enwn ~r'Wori~  rronwr 

Foncui Vuiablt Fotccui Vuiablc Fotrcut Vmiirblc 
~ n r n i i c i p i i e b  Unanticipaicd Unuiiicipatd 
PriuShock CPI IPI Pncc Shock CPl IPI Pr ia Shock CPI 1P1 

Unuiticipatd Unmiicipaicd Uniniicipilrd 
Prirc k k  % 47 990 276 Priu Shock 93 94 1194 369 Piicc Shock 9s 91 12 19 371 
CPI 2 12 14 U 1 78 CPI 2 31 1242 3 61 CPI 2 J I  82 20 175 
Dl 141 526 95 46 IPI 161 564 9261 IPI 1 69 $61 9254 

48 Moab  llorl<on 4 8  Alonih tlotiwn 
Forrcui Vuublc F:otccui Vuhblc 

Un.niicipaicd Unmiiciprted 
PriceSLoçk CPI WI PriceShodt CPI IPI 

Unii~iciprted Unmucapricd 
Pnca S b d  95.90 1225 3 74 Priu S M  93 90 II 26 3 14 
CPl 2 41 82 14 3 77 CPI 241 8211 378 
IP1 1.69 5 62 92 48 WI 169 162 92 48 

Il nt- W O N I I  34 8 i O R I h  H m  Je Al- N O M  
Forccui VuUbk- Fotccui Vuiiblc Foraui  Vuiiblc 

~ n . n t i s i ~ . r ; ; d  ~ n a n i i c i ~ u c d  1 1 n i n t i r i ~ ~ o d  
PriccShock CPI DI Piicc W u k  CPI PI PriccYiock CPI IYI 

Viwn~icipud ünmiicipucd Unuiiioprkd 
Piicc Shoch 93 28 2044 2M Pnce Sheci 94% 1135 381 Priu Shock 93 83 1199 2 4 1  
CPI 5 49 O7 36 566 CPJ 2 4 t  11 24 391 CPI 3 77 61 33 659 
lPI 121 1220 9230 Pl 2 56 541 9028 IPI 140 1966 9100 

da MOMIL tlorlwm r r  nlorith ltoriron 
F o r a i  Vahblc F m a s t  V u i l l c  

~nui i ic i~-  Un~Ucipi icd 
PriccShaL; CPI IP1 Pnce Sbock CPI DI 

UnmiKipucd Unmticipatrd 
hice %k 93.12 l 8 9 l  244 Plicc Shock 9J SI 8189 210 
CPI 3 78 6099 672 CPI 3 71 bû71 678 
PI 2 40 20# 9085 IP1 2 40 20 33 9076 
r G. 1-• 
, o*u.a -p 

F o m u i  Vwirble Fototcuri Vuiablc Fomasi Vuiiblc 
~a ia i i c l~ -  UnmiiciP?ab---- u n m i r i P r r d  
Pncc SIocL CPI PI hicc Shock CPI IPI RiceY>oJ; CPI WI 

Unmniklpued Unrniiopricd Unuiiicipricd 
Pnu Skoct 94 29 1979 O U  Plicc k k  91 57 3031 114 Pricc Soc); 92 37 3040 825 
CPI 3 11 61 38 5 O1 CPI 4 19 bû 50 5 75 CPI 4 30 60 30 5 76 
PI 2 O1 7 U  #O9 WI 3  24 9 12 1611 IPI 3 31 921 1600 

48 Uorrh Ilodwr 10 Alonrh llorfron 
Fœcca~i V l i i i bk  Forrcasi Virirbk 

UIWI~~M- lhn lu ip i ted  
PnfcSock CPI IPI P~iccShoJr CPI LPI 

Unuiiicipaid Uninticiprtid 
Prirc Shock 92 14 1039 125 PSICC S h d  92 34 1039 1 25 
CPI 1 3 2  6016 5 7 8  CPI 4 12 6036 578 
WI 3 34 925 1597 IPI 3 34 925 1591 



Table 17.6: V a ~ c c  Dnomwdîion for tbe U S  Data .Poiiiivt Pricc S k k .  Nclrtive Ricc Sbock. CPI. IPI) 

Ncpnn I n 93.76 204 0.66 Mn- 1 .n  93 Q) I 94 0.69 NcpDn I M 93.02 t.99 0.7 
Riœ Sharlr Rica Sbodi PnœSboflr 
CM 271 0.43 12% 1.M [R 3.10 049 M 4 6 3 . U  CR 316 O53 W . 3 2 3 9  
IPI 1 1 3  019  6.04 93% iPi 2.11 1 4  6 1 3 9 0 . 0  IR 2.21 150 6.31 9Oi  

NaPva 1 a0 93.00 202 0 . n  N8lmw 110 9299 203 0.72 
Ria Sbock 

3 1 8  0 5  aO.26395 CR 3.19 O.% M.25 3.91 
121  1.50 6.39 9051 Wl 2.21 I M 6.31 9050 

S 50 a 3 5  12% 647 WW 6.29 W.M I f  91 6.U mn 6.34 O 21.31 7 1 
R i a S k k  Riœ Bock Ria ShDFL 
CPI 2.29 155 66.53 1.79 CR 2.50 2 5 . 2  9 CPi 2 %  1 54.94 10.1 
IPI I 356 1 0 . ~ n . 4 9  IR -40 549 1 s . 9 3 n t 3  m 253 S M  16.3277: 

6.37 80.42 2Z'W 739 6.31 W «) 25 71 7.W 
RiccSboclt Ria Sbodr 
CR rn  zat s3 .a  10 .3  cpi 211 2.90 52.w 10.33 
IR 1 5.57 16.1076% 1P1 2% 1.31 16.31 7676 
L 

çfdnuwqh 
I Z M d -  J 4 m H d u a  

FmaVrublr  W V i r i r b k  hœmVYirblc 
Porima -OH Nipmn ppiiiin Nippn 

Riœ9tœk RiaSboct CR W Ria- Ria- CR IPI. RiœSbcet RicrSbd CPI W 

5.41 71.m 11.35 6.51 "- S .  a m  1271 1.06 Naan 5.90 a 7 1  1279 II 
RiaBocli Risi Soct 
C?l 330 3.11 59.16 6.75 CR 3.52 3.33 5 6 . ~  7 n CPI 3.60 3 4  %.R 7 1  
IR 331  6.05 a.% 3 . 6 1  m 3.90 9.12 9.05 69.76 m 3.41 923 9.17 69: 



Figure 5.7.1: Responae to Unanticipated Price Shock for 
U.S. Data Assuming Symmetric Price Effcets 

wnanticipated Price Shock - CPI - IPI) 

A. Full Sample 

CPI 

B. 1974 Sample 
CPI IPI 

00ir -: - - - ,  . i - i  œo5 - 

C. 198 1 Sample 



Figure 5.7.2: Response to Price Shocks for US. Data Assuming Asymmetric Price Effects 
(Positive Price Shock - Negative Plice Shock - CPI - IPI) 

A. Response to Positive Price Sliock (Full Sample) 

Nogaüve Prke Shodi CPI IPI 

B. Response to Negative Price Shock (Full Sample) 

Porltive Price S M  Negaüve Price Shock 
CPI IPI 



Figure 5.7.2 (continued): Response to Price Shocks for U.S. Data Assuming Asymmetric Price Effects 
{Positive Price Shock - Negative Price Shock - CPI - IPI) 

C. Response to Positive Price Shock (1974 Sample) 

Positive Prlcs Shock 

0 8  

I 
Negstive P h  Shock 

QI,-.- . - - - . . - - -1 

D. Response to Negative Price Shock (1974 Sample) 

Negaiive Prim Shocù CPI 



ligure 5.7.2 (continued): Response to Price Shocks for U.S. Dah Assuming Asymmetric Price Effects 
(Positive Price Shock - Negative ~ r i c e  Shock - CPI - IPI) 

E. Response to Positive Price Shock ( 1  98 1 Sample) 

Poiiüw Prkb S W  Nbgaüvs Prka Shock 
. O 0  

I ..I 
CPI 

Y- -. - -  .-- - 

P. Response to Negative Price Shock ( 1  98 1 Sample) 

Posltiva Pria Shodt N ~ a U v s  P r h  Shock 
--- 

1 O O r  

.- 



Table 5.8.1: p-values for Multi-Equation Granger Causality Test on the Canadian 
Data Assuming Symmetric Price Effects 

Full Sample 
Unanticipatcd Pnce Shock Y Granger Causes 

Y - Grangcr Causes Y Unanticipattd Shock 
CPI 0.0610 0.2826 
IPI 0.33 16 0.3983 

1974 Sample 
Unanticipatcd Riu  Shock Y Granger Causes 

Y - Granger Causes Y Unanticipatcd Shock 
CPI 0.1818 0.8548 
IPI 0.5 126 0.9529 

19%1 Sampte 
Unanticipated Rice Shock Y Granga Causes 

Y - Grangcr Causes Y Unanticipatcd Shock 
CPI 0.2048 0.3672 
IPI 0.6687 0.7667 

Table 5.8.2: p-values for Multi-Equation Granger CausaIity Test on the Canadian 
Data Assuming Asymmetric Price Effects 

Y - 
CPI 
IPI 

Y - 
CF1 
IPI 

Y - 
CPI 
PI 

Full Sample 
Positive Pricc Shock Y Granga Cawcs Ncgativc Pricc Shock Y Grangcr Causes 
Granger Causes Y Positive Shock Grangcr Causes Y Ncgaiive Shock 

O. 1473 0.1656 0.7659 0.6994 
0.21 19 O. 1460 0.7960 0.6273 

1974 Sample 
Positive Prict Shock Y Gmgcr Causes Ncgativc P r i e  Shock Y Grangcr Cauxs 
Grangcr Causes Y Positive Shock Grangcr Causes Y Negative Shock 

0.5765 0.7929 0.8661 0.5634 
0.2069 0.93 16 0.6922 0.8280 

1981 Sample 
Positive Pricc Shock Y Grangcr Causes Negativc Pricc Shock Y Grangcr Causes 
Grangcr Causes Y Positive Shock Granger Causes Y Negative S hock 

0.3579 O. 1971 0.8679 0.3814 
O. 1460 0.72 18 0.2140 0.6761 
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Table 5.8.3: Residual Correlation Matrix from the VAR on the Canadian Data 
Assuming Symmetric Pnce Effcets 

Full Samplc 

Unanticipatcd 
Pncc Shock 

Unanticipateci Pricc Shock 1 .O000 
CPI -0.01 15 
IPI 0.0091 

1974 Sample 

Unanticipatcd Prict Shock 
CPI 
[PI 

Unanticipaid 
Price Shock 

1 .O000 
4.0345 
0.0246 

1981 Sample 

Unanticipatcd 
Prie  Shock 

Unanticipated Price Shock 1 .O000 
CPI 0.0398 
IP f -0.00 18 

CPI 

1.0000 
4.09 15 

CPI 

1 .O000 
-0.0888 

CPI 

1 .O000 
-0.1404 

Table 5.8.3: Residual Correlation Matrix from the VAR on the Canadian Data 
Assurning Symmetric Price Effects 

Full Samplc 

Positive Pricc Shock 
Ncgativt Pricc Shock 
CPI 
PI 

Positive P r i e  Shock 
Negative Pricc Shock 
CPI 
Pl 

Positive Riu Shock 
Negaiive Price Sbock 
CPI 
PI 

Positive P r i e  Ncgativt Ricc 
Shodc S hock 
1 .m 
-03059 1 .O000 
-0.0070 0.0443 
4.0 156 4.085 1 

1974 Sampk 
Positive Ricc Negativc Price 

Shock Shock 
1 .m 
4.3835 1.0000 
-0.0292 0.0308 
0.0060 4.070 1 

1981 Samplc 
Positivc Ricc Ncgativc Price 

Shock Shock 
1 .m 

4.4703 1 .0000 
0.0212 -0.0023 
-0.1258 9.0382 

CPI 

1 .m 
-0.0865 

CPI 

1 .m 
4.0530 

CPI 

1 .m 
4.0599 



Table 5.8.5: Variance Decomposition for the Caaadian Data (Unanticipated Price Shock-CPI-iPi ) - Sy mmetric Price Effects 

Fcuœul Vu i rbk  
U n r n t i d p i d  
PliccShock CPI 1 1  

Uiuniicipntcd 
Piicc S k a k  91 37 7.00 230  
CPl 3 27 8YbO 279 
Pl 3 16 340 9490 

Fot#ut Vinmbk 
U ~ n i i c i p i e d  
PnccShosk CPI IPI 

Unuiiicipaicd 
Ricc S h ~ k  92 63 791 465 
CPI 1 85 16 16 3 12 
V I  3 52 594 9151 

Pricc~hock CPI iPI 
Un in i i c i p td  
P ~ C C  S h ~ k  92 53 121  465 
CPI 3 95 8502 423 
IPI 3 52 677 9111 

Foncrsi Viriibk Faccut Vwirbk 
u~d~ipi- l ~ n a n i i c i ~ ~  
PriccShoJ. CPI IPI Pricc Shock CPI IPI 

Unaniiçipatcd U~n~icipaied 
Pncc Shotk 92 49 4 467 Rico S M  92 45 1 6 6  470 
CPI 3 99 8434 441 CPJ 4 01 83 16 4 52 
FI 1 5 1  7 18 9092 PI 3 53 1 4 7  9078 

1 LI. 7mmmamm 
IJ  WoraC HOnW z4 MO- m # ~ o r  #b n lon l  11ancn 

FO(CUI( Vuiabk Forrciu V u i r b k  F a c c u t  Vir i rbk 
U ~ n t i d p i e d  U ~ n i i c i p i d  U ~ n i i c i p t c d  
PriccShock CPI (PI Piict S h k  CPI IPI PriccShock CPI IPI 

Unuiilcipicd Unuuicipiied Unanticipaicd 
Pncs Shock 95.55 954  514 Pricc ShoJr 94% 1335 511 Pncc Shock Q4 88 15 12 586 
CPI 1 26 1646 3 70 CPI 2 48 81 24 391 CPI 2 51 79 51 4 06 
FI 1 19 401 91 16 PI 2 56 541 9028 PI 2 61 530 9007 

Forruri Vidibk Forrusa Vrrirb k 
UnMficiprid U ~ n i ù i p r i e d  
PriccSbœk CPI IPI PnccShock CPI V I  

Unrnticipud hmiicipntcd 
Pricc Sbœk 94.17 16 10 590 Price Sb& 9516 1664 593 
C Pi 2 52 7863 4.11 CPI 2 52 7109 4 15 
IPI 2 61 5 27 8997 V I  2 61 527 8992 

Foi#.u V i i b k :  F m 4  Viriabk. Forccui Variibk 
~~nt ic ip i -  ~ i u n t i c i p y  ~ ~ n i i c i p r y  
PriccShorlr CPI [Pl Piicc Shock CPI PI PriccShœk CPI IPI 

Uwt ic ip i icd Unin i ic ip~cd U ~ n i i c i p i c d  
Pnce Shock 9J.55 852 Sb6 Ricc Shock 91 62 1 1 0  770 Price S k k  91 27 922 715 
CPI 2.95 MM 11 32 CPI 4 07 8424 I I 0 8  CPI 4 30 11 82 11 27 
PI 3 51 508 81 01 PI 4 31 6% 81 22 PI 4 43 6 96 80.89 

priccskac~~ CPI iP1 PriccShock CPI PI 
U i i ~ t i c i p i c d  Unrn i i c i p id  
Prim shoch 91 21 928  785 Pricc Sbock 91 19 930 1 8 s  
Cpt 4 36 83 74 11 28 CPI 4 37 11 71 11 29 
IPI 4 43 698 ô087 (PI 4 44 6 9 1  1086 



Faoarrvaiabk 
màpn Mgmu 
Ria Sa& RiœSbock CH IPI 

mm* 9129 5.66 576 214 

M P w  1.U W.30 T l 2  3.35 

CR 279 1.75 19 W 2 5 1  
IR 4 0 9  2.29 3 13 91.93 

u M d  Horirr 
Faotm V a i b l c  

h i w c  Neomvc 
RiœSboclr Rice- 81 Pi 

PPiiBvc U.Q 179 6.31 4 . n  

NCsmn 261 894û 4 1 6  3.W 

CR 3 . u  240 a m  4.3: 
IPI 4 .  141 575 nu, 

O M i r L H r l p r  
Farai VaiMc 

h d w  Ncpnn 
RiœSboJI Ria SbocL CR IA 

milive Ria- Il.% 5.79 6 4 s  4.71 

N- 26î 8 9 . 9  5 17 3.52 

C?'l 3 90 14û KU 4.52 
PI 1.90 241 595 17 11 



Figure 5.8.1: Response to Unanticipated Price Shock for 
Canadian Data Assuming Symmetric Price Effects 

(Unanticipated Price Shock - CPI - IPI) 

A. Full Sample 
CF1 IPI 

B. 1974 Sample 
CPi Pl 



Figure 5.8.2: Response to Pricc Shocks for Canadian Data Assurning Asymmetric Price Effects 
(Positive Price Shock - Negative Price Shock - CPI - IPI) 

A. Response to Positive Price Shock (Full Sample) 

Nsgaîiue Prka Shock 

B. Response to Negative Price Shock (Full Sample) 

Nsgalhe Pdcs Shock 

IPI 
002 1----- 



Figure 5.8.2 (continued): Response to Price Sbocks for Canadian Daia Assuming Asymmetric Price Effeets 
(Positive Price Shock - Negative Price Shock - CPI - IPIJ 

C. Response to Positive Price Shock (1974 Sample) 

Posiëw Pdce Shock 

Obr------- ---.- 

Nsgaflin Price Shock 
A-- 

CPI 

D. Response to Negative Price Shock ( 1  974 Sample) 

Nqptlw Prke Shock CPI 



Figure 5.8.2 (conïinued): Response to Price Shocks for Canadian Data Assuming Asymmetric Price Effeets 
(Positive Price Shock - Negative P'rice Shock - CPI - IPI) 

E. Response to Positive Price Shock (198 1 Sample) 

F. Response to Negative Price Shock (1 98 1 Sample) 

CPI 

oa'sr--- 1 



Table 5.9.1: p-values for Multi-Equrtion Granger Caiuaiity Test on the Merican 
Data Assuming Symmetrie Price Effeeb 

Full Samplt 
Unanticipated Ricc Shock Y Granger Causes 

Y - Grangcr Causes Y Unanticipaid Shock 
CPI 0.0333 0.1216 
IPI 0.2676 0.8592 

1981 Sample 
Unanticipated Rice Shock Y Grangtf Causes 

Y - Grangcr Causes Y Unanticipatcd Shock 
CPI 0.0862 0.0753 
PI 0.2743 0.8638 

Tabk 5.9.2: p-values for Multi-Equation Granger Causaiity Test on the Mexican 
Data Assuming Asymmetric P ice  Effects 

Full Sample 
Positive Priw Shock Y Granger Causes Ncgative Rice Shock Y Grangcr Causes 

Y - Granger Causes Y Positive Shock Grangcr Causes Y Ntgative Shock 
CPI 0.09 18 O. 1592 0.9788 0.4948 
IPI 0.4 156 0.7787 0.3940 0.7493 

1981 Sample 
Positive Ricc Shock Y Grangcr Causes Ncgativc Frice Shock Y Granger Causes 

Y - Grangcr Causes Y Positive Shock Grangcr Causcs Y Ncgativc Shock 
CPI 0.0600 O. 1546 0.9442 0.4074 
IPI 0.6064 0.8467 0.50 1 1 0.8290 



Table 5-93: Residual Correlation Matrix h m  the VAR on the Mexican Data 
Assuming Symmetrîc Price Effccts 

Full Sample 
Unanticipatcd 
Price Shock CPI 

Unanticipatcd Price Shock 1 .O000 
CPI 0.3374 1 .O000 
IPI -0.0406 -0.0381 

1981 Sample 
Unanticipami 
Price Shock CPI 

Unanticipatcd Pnce Shock 1 .0000 
CPI 03û87 1 .O000 
IPI -0.0245 4.0306 

PI 

1 .O000 

IPI 

1 .O000 

Table 5.9-4: Residual Correlation Matrix from the VAR on the Mexican Data 
Assuming Asymmetric Price Effects 

Full Sample 

Positive Pricc Shock 
Negative Pricc Shock 
CPI 
PI 

Positive Pr ia  Shock 
Ncgative Pnce Shock 
CPI 
PI 

Positive Pncc Ncgative Price 
Shock Shock CPI 
1 .O000 
-03683 1 .O000 
03373 -0.1349 1 .O000 
-0.0746 0.0091 -0.0733 

1981 Sampk 

Positive Pnce Negativt P r i a  
Shock Shock CPI 
1.0000 

-02720 1 .0000 
o m s  -0.1093 1 .m 
-0.0235 0.0436 -0.0160 

IPI 

1 .O000 

FI 

1.0000 



Table 5.9.5: Variance Deconposition for the Mexican Data Assuming Symmetric Price Effects 
(Unanticipated Price Shock-CPI-IPI) 

A Full Samplm 
II Month Hodzon 24 Alonth Horizon 36 Monrh Hotizon 

Forscast Variable: Forccasi Variable: Forocasi Variable: 
Unanticipatod Ilnaniicipated Unaniicipaied 
Price Shock CPI IP1 Pricc Shock CfB[ I PI larice Shock CPI lPl 

Unanticipaicd Unaniicipaied Ihaniicipatcd 
Pricc Shock 92.69 34.58 5.06 hice Shock 91 16 33.55 5.13 I1rice Shock 90.84 33.49 5 18 
C PI 4.63 63.68 11.24 C PI 5 SI 63 59 12.60 C PI 5.55 6322 1297 
IP1 2.68 1.74 83.69 1 Pl 3 33 2.86 82.27 1P1 3.61 3.29 81.84 

48 Mo& lloriton 40 hlom!h Horlton 
Forecas1 Variable: Forccart Variable. 

Unanticipaicd Unanticipated 
hice  Slbock CPI IPI Pnce Shock CPI IPJ 

Unanticipaicd Unanticipaiad 
Price S k k  90.77 33.49 5.20 Price Shock 90.76 33.48 5.20 
CPI 5.57 63.13 13.07 CPI 5.57 63.11 13.10 
IP 1 3.66 3.39 81.73 1PI 3.67 3.41 81.70 

Foracasi Variabk: Foracas1 Variable: Forecast Variable: 
Unant icipatcd Unanticipaicd Unanticipatcd 
Pricc Shock CPI !PI Pricc Shock CPI IPI Pricc Shock CPI 1PJ 

Unanîicipatcd Unaniicipatd Unanticipated 
Price Shock 89.91 37.36 8.18 Prict Shock 87.44 36.97 7.82 Pricc Shock 87.20 36.89 7.89 
CPI 6.53 fi0.89 8.03 CPI 8.14 6097 10.40 CPI 8.18 60.87 10.92 
IPI 3.56 1.75 83.79 IPI 4.4 1 2.06 81.78 IPI 4.62 225 81.10 

Fornasi Variable: Forecasi Variable: 
Unaniicipatd Unaniicipatd 
Pricc Shock CPI I PI Pricc Shock CPI 11'1 

Unanticipaid Unanticipaid 
Pricc Shock 87.15 36.87 7.91 Pricc Shock 87.14 36.87 7.92 
CYI 8.19 60.85 11.04 CPI 8 20 60.84 11.07 
IPI 4.66 2.29 81.05 Ir1 4.66 2.30 8101 



Tabk 5.9.6: Variance Decomposition for the Mexican Data Assuming Asymmetric Price Effects 
(Positive Price Shock- Negrtive h i c e  Sbock-CPI-IPI) 

A. Full Smpk 
12 Monlh Horiwn 24 M o n f  Horltpn J6 Month lloriwn 

Posiiivc Nc8uivc Posiiivc N q i l i v c  Posiiiw Nrgii ive 
PriccShock PnccShock CPI IPI PriccShwk PriccShock CPI IPI PriceShack PriccShock CPI IP1 

Posilivc Poriiivc Posi~ivc 
PkcShotk 11.64 1061 31.93 4.43 PrictShock 86 57 10.65 3069 458 priccShock 86 25 10.65 30 58 4.67 

Nq i t i ve  Ncguivt Ncgative 
Shock 2.97 64.34 3.78 469 Pricc ShocL 3.58 82.73 3.76 4.55 Shock 3 60 82.48 3 81 4.46 

CPI 5.6% 2.40 62.79 10.12 CPl 6 58 3 29 63.16 12.66 CPI 6.63 3.36 62.68 13 23 

I PI 2.71 2.65 O 10.06 1 PI 3.27 3.33 2.39 78.21 I PI 3.53 3 5  2.72 77.65 

48 Month Horlmn 

Poriiivc Ncyi ivc 
Pricc Shock nicc Shock CPI 1PI 

Posiiivc 
Shock 86.16 3.60 6.65 4.69 

Nrgrlivc 
Ricc Shock 10.65 1244 3.37 4.43 

CPI 30.59 3.81 62.10 13.39 

I PI 4.69 4.43 13.39 77.49 

60 Month Iiorlwn 

Posiiivc Nqrt ivc 
PriccShock hiccShock CPI IPI 

Posiiivc 
86.17 10.65 30.59 4 69 

N q i t i v c  
Ricc Sho,.k 3.60 82.43 3.81 4 43 

CPI 6.65 3.37 62.78 13.44 

I PI 3.59 3.55 2.82 77.44 

Positivc Nc~irivc Poriiivc Ncgiiivc Poriiivc Ncgltivc 
Pricc Shock PriccShock CPI IPI Pricc Shock Pncc Shock CPI IPI PriccShock PriccShoch CPI IPI 

Positive Positive Positive 
niccShock 14 111 13.36 32.53 5.32 Skock 10.82 13.12 31.36 5.44 pi,.. shotk m.44 13.83 31.04 5,58 

NCEU~VC Nc6rtivc Ncguivc 
Mc Sboc, 5.70 78.82 5.00 7.15 Ricc Shock 7.18 76.33 4.72 6.77 price s h d  7.28 75.99 4.79 6.72 

7.03 4.17 60.94 8 14 CPI 8.45 S. t l 61.82 10.68 CPI 8.4 5 7 61.69 11 18 
3.65 5 3  79.39 IPI 3 56 4 73 2.09 77.11 IPI 3.83 5.01 248 7653 

48 Month Horbn 60 Alonth Ilorfwn 

Podiiw Ncglw Posiiivc Nq.iivr 
Ricc Shock RiccShock CPI IPI PriccShock PriccShock CPI IPI 

Positive Posiiivc 
PnccShock 80.34 3 31.00 5.60 p,.icCShock 80.32 13.14 30.99 5.60 

Ncptivc U c ~ i t i v c  
nicc 7.28 75.90 4.79 6.70 Price Shack 7.28 75.11 4.79 6.70 

CPI 1 46 9 61.61 11.30 CPI 8.47 5 . 9  6159 1134 

I PI 3.92 5.07 2.60 76.40 IP1 3.91 508 263 7636 



Figure 5.9.1: Response to Unanticipated Price Shock for Mexican 
Data Assuming Symmetric Price Effwts (Unanticipated Price 

Shock - CPI - IPI) 

A. Full Sample 

CPI 

Unanüzipmd Pnœ Shock 

B. 1981 Sample 

CPI 

[y --- 

m . .  



Figure 5.9.2: Response to Price Shocks for Mexkan Data Assuming Asymmetric Price Effects 
(Positive Price Sbock - Negative Price Shock - CPI - IPI) 

A. Response to Positive Price Shock (Full Sample) 

Po~ltiva P r h  Shoek Nqpt ive  P h  Shock 

PorHhre P W  Shock 
1.0 r - - - - "  - 

CPI 

Oui--. 

B. Response to Negative Price Shock (Full Sample) 

NageUva P h  Shock CPI 

.7-- - - - - - - - - - 



Figure 5.9.2 (continued): Response to Price Shocks for Mexican Data Assuming Asymmetric Price Effects 
(Positive Price Shock - Negative P'rice Shock - CPI - IPI) 

A. Response to Positive Price Shock (1981 Sample) 

NsgnUvs Plka Shock CPI 

B. Response to Negative Price Shock (1 98 1 Sample) 

Nf#g ih  Prka ShoEk CPI 



Chapter 6: Conclusion 

This study has attempted to analyze the effects of oil price shocks on the 

Consumer's Price Index and Industrial Production Index in the United States, Canada and 

Mexico. It was argued that the policy implications with regards to responses to oil pnce 

shocks depend on the mechanisms through which these shocks affect the economy. An 

attempt was made in this study to separate the effects into price and production effects. 

i b e  analysis was performed on monthly data for the three North American economies 

using the West Texas Intermediate (WTI) price as the oil price. The Wn is generally 

accepted to be the benchmark oil price for North America. 

The analysis was performed using three samples of the data for the U.S. and 

Canada, once using the full sample, extending back to 1947 for the U.S. and 196 1 for 

Canada, once using a sub-sample beginning in 1974 and once using a sub-sample 

beginning in 198 1. 1974 was chosen as the beginning date for the second sample because 

this represents the first major oil price shock. 198 1 was chosen as the beginning of the 

third sample because this represented the beginnllig of the active trading of the WTI 

futures contract and therefore represents the beginning of a purely market-based price, 

rather than a price set by the Texas Raihoad Commission. The analysis was performed 

only twice for Mexico. The 1974 sub-sample was excluded because the full sample began 

only in 1972. 

This study used both a single equation approach and a multi-equation approach in 

order to d y z e  the effects of oil pnce shocks. The single equation approach was a 
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simple bivariate model including the oil price as the independent variable and 

either the IPI or the CPI as the dependent variable. Given that the data were al1 found to 

contain a single unit root, these models were first tested for wintegration. In those 

instances where the variables were found to cointegrate, an enor correction model was 

constructed. For those cases where there was no indication of cointegration, the data was 

analyzed in first differences. The multi-equation model involved the use of a vector 

autoregression (VAR). Despite the unit roots present, the data were analyzed in levels 

rather than fîrst differences, following Sims (1 980) and Doan (1992). The models were 

tested for Granger causality between the oil price and the macroeconomic variables. The 

VAR'S were then used to generate the variance decompositions and the impulse response 

fiuictions. Oniy disturbances to the oil price were considered, as this was the focus of the 

m d y  . 

The results for both the single equation approach and the multi-equation approach, 

when no account is taken for oil price volatility, tend to suggest that there is a significant 

reiationship between the oil price and the CPI in the United States and Canada, regardless 

of the size of the sample used in the analysis, although there is more variation in the 

results across samples for the multi-equation approach than for the single equation 

approach. Although the single equation approach does not seem to suggest much of a 

significant relationship between the oil price and the CPI for the Mexican data, the multi- 

equation approach does suggea that such a relationship exists. For al l  three countries, 

both the single equation and the multi-equation approaches suggest that the relationship 

between the oil pnce and the IPI is weak and insignincant While there does not seem to 
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be much Merence in the direction of the efiect of an oil price shock across 

samples, the effect does appear to diminish with the sampie size. This could be an 

indication that the economies have adapted quicker to sudden oïl price changes with the 

implementation of a monthly market-based pnce and have adapted to volatile prices. 

The question of volatility was also raised in this study. Specifically, the question 

of what effect volatility in oil prices has on the economy and whether it matters if the 

volatility is anticipated or unanticipated. A second question raised in this part of the study 

is whether unanticipated price shocks, when corrected for volatility, have asymmetric 

effects. The method used to generate the measures of anticipated and unanticipated 

volatility was a GARCH(1 ,l) model. As with the previous analysis, the volatility 

measures were used in both a single equation and a multi-equation fhmework, although 

the multi-equation approach considered only the unanticipated price shocks nomalized 

by the volatility. The single equation approach produced some very ambiguous results 

that tended to Vary across country and sample, although for the most part, there did not 

appear to be a significant relationship between the oil price volatility and the 

macroeconomic variables. 

The multi-equation redis also tended to be ambiguous. While the Granger 

causality results did not appear, in general, to be very significant, the impulse response 

hctions and variance decompositions tended to suggest that unanticipated oil price 

shocks have a significant impact on the CPI and an insignificant impact on the PI. There 

is also some evidence of asyrnmetric price effects on both the CPI and IPI, although the 

results for the CPI tend to be more ambiguous and the signincance of the results for the 
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IPI is questionable. The results appear to be strongest for the Mexican economy 

and weakest for the Canadian economy. One interesthg result is that when volatility is 

accounted for, there appears to be less of a discrepancy in the results generated from the 

different samples. 

The resuits of the above analysis, although diverse and ambiguous, tend to 

suggest that shocks in the oil @ce tend to affect the economy through prices rather than 

productive activity. This would, on the surface, suggest that any policy initiatives in 

response to a sudden change be directed at the price level. Any asymmetry in the results 

tends to M e r  suggest that any policy response be directed at increases in the oil price 

but perhaps not at decreases in the oil price. That is, according to the results of this shidy, 

an increase in oil prices may suggest that the centrai bank tighten monetary policy, 

especially if the central bank has moved toward an anti-inflation policy. The magnitude 

and significance of the results, however, leaves some room for debate about whether or 

not a policy initiative is necessary, at lest  in the United States and Canada. The Mexican 

economy definitely seems to be more sensitive to oil price shocks, aithough the lines of 

causality are much less clear. The differences in the responses of the different economies 

may be the result of differences in the importance to the economy of the oil industries. 

Therefore, as the Mexican oil indusûy further develops, the economy may respond more 

to oil price changes rather than the reverse. 

The results of this d y s i s ,  however, must be interpreted very carefully. The use 

of the WTI oil price as a representative for the oil price in Canada and Mexico was a 

matter of convenience. The a d  oil price in Caaada, however, was regulated between 
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1973 and 1984. The Mexican oil price is stiU subject to government regulation. 

While regdators in both countries used the WTi as one benchmark in determinhg the 

regulated price and represented the price domestic producers could receive for exports 

fiom these counaies, the actual domestic price of oil was rarely, if ever, accurately 

reflected by the Wn. As a result, the macroeconomic responses to changes in the Wn 

price may not accurately reflect the response to changes in the domestic oil price in 

Canada and Mexico. A funher consideration in this d y s i s  is the level of economic 

development in Mexico. While the United States and Canada are both developed, 

industrialized counaies, Mexico represents a developing economy and has, over the past 

three decades experienced, among other things, several currency crises and policy 

reforms. These factors tend to rnask the true macroeconomic effects of oil price shocks 

for the Mexican economy, especially the effects on the CPI. 

There is a great deal of potential for research in this subject. Although there has 

been significant research aiready, the ambiguity of the results prevents a clear 

understanding (if one exists) of the oil - economy relationship. As more developing 

countries industrialize, pushing up world wide demand, it follows that there is at least the 

potential for more volatile price movernents, especially when one considers that the 

OPEC countries stiil control a large proportion of the world wide production. This 

suggests that if there is a signincant relationship between oil prices and the economy, 

policy responses to oil pnce shock will play a major role. This study has suggested that 

such a relationship exists between oil price shocks and the CPI in the three North 

Arnerican economies. However, this study has also suggested that the effects show some 
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signifiant ciifferences across countries, indicating that the policy response 

appropriate for one country may not be appropnate for another. This argument can most 

likely be extended to the intra-national regional level. The responsiveness of an economy 

to oil price shocks will undoubtedly change fiom one region to another. One direction for 

future study is to look at the regional responses. 
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