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Abstract 

Shale gas is an unconventional gas source now widely in production in the Appalachian 

and Michigan Basins in the United States.  Shale gas production in the United States has 

increased tremendously over the past decade and many companies are now looking to 

Canada to expand gas production from shale gas sources in the Western Canadian 

Sedimentary Basin (WCSB).  Natural gas is a favourable alternative fuel to other 

hydrocarbons because it results in lower greenhouse gas and carbon emissions.  In North 

America there are several shale gas plays yet the potential for shale gas systems within 

Canada is still being evaluated.  As conventional natural gas production in Canada 

declines shale gas may offset this decline in Canada.  The WCSB contains over 1,000 Tcf 

of gas in its shale deposits thus the prize is significant.  The research documented in this 

thesis focuses on understanding methane gas transport and generation mechanisms, 

identifying the microorganisms present in shale gas systems, determining how to quantify 

and model biogenic gas production rates, and determining how to enhance biogenic gas 

rates by substrate addition.  In the near future as technology and research develops, 

methanogenesis may be a significant and sustainable source of natural gas production in 

shallow reservoirs.  The key outcomes of the proposed research are to quantify the 

amount of biogenic gas produced in shallow shale reservoirs using a new gas material 

balance theory, reactive engineering modelling, and numerical reservoir simulation.  

Additionally, methane production rates were determined within the laboratory using 

produced water and core samples from shallow shale gas wells and the microorganisms 

that produce methane gas within the reservoir were identified at the family level. 
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Preface 

The research work compiled in this thesis is novel and the first of its kind for a shallow 

biogenic shale gas reservoir in western Canada.  It is the first time the amount of biogenic 

gas produced in a shale gas reservoir has been quantified by using a novel gas material 

balance theory, experimental methane production rates, reaction engineering modelling 

and numerical reservoir simulation using experimental methane generation kinetics.  The 

following is a list of publications resulting from this Ph.D. research documented in this 

thesis. 

1. Cokar M., Ford, B., Kallos, M.S., and Gates, I.D.  “New Gas Material 

Balance to Quantify Biogenic Gas Generation Rates from Shallow Organic-

Matter-Rich Shales,” FUEL, vol. 104, pp. 443 - 451, 2012. 

2. Cokar, M., Wilson, S., Ford, B., Gieg, L.M., Kallos, M.S., Gates, I.D. 

“Biogeochemical Analysis of Shale Gas Systems Reveals Links Between 

Geology, Biology and Reservoir Engineering,” to be submitted, 2012. 

3. Cokar, M., Kallos, M.S., Gates, I.D.  “Biogenic Shale Gas Reservoirs: 

Kilometer Scale Biogeochemical Reactors,” submitted to American Institute 

of Chemical Engineering ID: AIChe-12-14652, 2012. 

4. Cokar M., Ford, B., Kallos, M.S., and Gates, I.D.  “Reactive Reservoir 

Simulation of Biogenic Shallow Shale Gas Systems enabled by 

Experimentally Determined Methane Generation Rates,”  revisions submitted 

to Energy and Fuels ID: ef-2012-018223, 2012. 
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PL Langmuir pressure constant (Pa) 

q Flow rate (m
3
/s) 

R Universal gas constant (J/mol·K) 

    Particle Reynolds number 

Sgi Initial gas saturation 

Swi Initial water saturation 

Swavg Average water saturation 

T Temperature (K) 

Tsc Temperature at standard conditions (K) 

TOC Total organic carbon (vol%) 

TOCA Amenable total organic carbon (vol%) 

u Velocity (m/s) 

V Volume (m
3
) 
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VE Volumetric adsorption isotherm (standard 

m
3
/m

3
) 

VL Volume constant for Langmuir isotherm 

(standard m
3
/m

3
) 

Vb2 Bulk volume of the secondary porosity (m
3
) 

  Distance along a direction (m) 

z Gas compressibility 

zi Initial gas compressibility 

zsc Gas compressibility at standard conditions 

i Initial Porosity 

  Viscosity (Pa·s) 

  Density (kg/m
3
) 

γ Moles of gas produced during production 

period by microbes 
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Chapter One: Introduction 

 

1.1 Background 

Natural gas demands have increased by about 30% within the last 15 years and are still 

on the rise as global populations increase (Martini, 2005).  Further demand is forecast as 

natural gas evolves to become a major transportation fuel, potentially displacing liquid 

fuels such as gasoline and diesel as the environmentally-friendly fuel of choice.  

Furthermore, with the use of natural gas fired power plants (due to being cleaner than 

coal), demand for natural gas will grow.  With this rise in demand, unconventional 

reservoirs such as coal beds and shale gas are being explored.  Shale gas production in 

the United States since 2000 has increased from 1% to approximately 20% of total 

natural gas production and it is expected to increase to about 50% by 2025 (Davis et al. 

2012).  Shale gas systems consist of two major types:  thermogenic – often deep systems 

that generate gas by thermal degradation of kerogen and biogenic – often shallow 

systems where gas is generated via microbial activity.  In biogenic systems, gas is 

generated by microorganisms that consume organic matter in shale and convert it 

primarily to methane and carbon dioxide.  The focus of the research documented in this 

thesis is biogenic shale gas reservoirs.  Not only do shale gas systems have the potential 

to meet the world’s growing energy demands, they are also a cleaner fossil fuel because 

of lower greenhouse gas and carbon emissions.  Thus, biogenic shale gas production 

technologies appear to be effective yet little is known at a fundamental level about these 

systems e.g. basic understanding of gas generation rates and microbial activity, gas flow 
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and transport, and geological heterogeneity and its impact on production performance 

remains largely unknown.   

 

1.1.1 Shale Gas Systems 

Studies have been carried out for unconventional biogenic gas reservoirs in the United 

States but information is lacking in Canada.  Biogenic shale gas reservoirs in Canada 

differ from those found in the United States because they generally have lower 

permeabilities (less than about 1 mD) and contain different isotopic compositions of 

oxygen, hydrogen, and carbon depending on their origins and how they were deposited 

(Cokar et al., 2012).  Therefore, more work needs to be done to try to understand shallow 

shale gas reservoirs in the WCSB (Ross and Bustin, 2008).   

 

Shale gas reservoirs are considered unconventional because of their low permeability and 

geochemical complexity.  Natural gas generated from shale gas reservoirs has essentially 

never left its birthplace and is in essence trapped where it was generated due to very low 

shale permeabilities, small pore sizes, and poorly connected pore throats (Kerr, 2010).  

This adversely impacts productivity leading to low production rates and recovery factor 

unless well and reservoir stimulation is completed.   

 

The main shale gas plays in Canada are the Horn River Basin and Montney shales in 

northeast British Columbia, Colorado group in Alberta and Saskatchewan, Utica Shale in 

Quebec, and Horton Bluff Shale in New Brunswick and Nova Scotia as shown in Figure 

1.1. 
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Figure 1.1. Shale gas plays in North America (NEB, 2009). 

 

Shales in the Horn River basin are about 150 m thick and are found at depths between 

250 and 3,000 m.  The total organic content of this formation ranges from 1 to 6%.  This 

formation is a mature formation, and the methane gas within this formation was 

generated thermogenically.  The original gas in place for the Horn River basin is 

estimated to be equal to approximately 500 trillion cubic feet (Tcf) (NEB, 2009).   

 

Natural gas in the Montney formation is produced from shallow water shoreface 

sandstones.  The shales are found at depths between about 1,700 and 4,000 m below the 

surface.  The thickness of this formation is estimated to be up to 300 m.  The total organic 

content of the Montney shales is between 1 and 7%.  Estimates for natural gas in place 

for this formation vary between 80 and 700 Tcf (NEB, 2009).   
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The Colorado group in southern Alberta and Saskatchewan have been producing natural 

gas from shale for more than 100 years.  The top of the Colorado shales are found at 

depth equal to about 300 m, which is shallow enough that it is still being currently 

produced biogenically by microorganisms.  The formation thickness ranges from 17 to 

350 m.  The total organic content of the reservoir varies between 0.5 and 12%.  It is 

believed that the formation contains over several 100 Tcf of gas (NEB, 2009).   

 

The Utica shales are found between Montreal and Quebec City and lie at a depth of 

between 500 and 3,300 m below the surface.  Both biogenic gas and thermogenic gas can 

be found in the Utica shales.  The thickness of these shales ranges from 90 to 300 m and 

it is estimated that they contain over 120 Tcf of natural gas (NEB, 2009).   

 

All of the above described shale gas reservoirs are productive after well and reservoir 

stimulation (hydraulic fracturing) is done.  For the biogenic shale gas reservoirs, 

Colorado and Utica, these are relatively shallow reservoirs and thus there are constraints 

on the pressure and volume of fracture fluid that can be placed within the reservoirs to 

stimulate production.  To enhance productivity from these formations, there are 

essentially two primary drivers that can be completed.  First, more extensive hydraulic 

fracturing to enhance mass transport and connection of the reservoir to the well to raise 

gas production rates can be carried out and second, enhancement of microbial activity so 

that the bioconversion rate of the kerogen to gas in the reservoir is raised.   

 



 

5 

The specific shale gas formation studied in the research and documented in this thesis is 

the Colorado group in southeast Alberta and southwest Saskatchewan.  The main 

mechanism of gas generation in this relatively shallow reservoir is biogenic.  It is not yet 

known, from published literature to the knowledge of the author, whether gas is 

generated actively during the operating lifetime of the well and it is not just stored gas 

biogenically generated in the ancient past.  If a large fraction is generated during the 

operating life of the well, then this suggests that there is potential to stimulate not only 

the reservoir but also the microbes to enhance gas production rates.   

 

1.2 Origin of Natural Gas 

Methane gas is produced either thermogenically, biogenically or a mixture of both within 

a gas reservoir.  Thermogenic gas is usually found in more mature deeper, and thus hotter 

reservoirs, and biogenic gas is found in shallower geologically younger reservoirs, and 

thus more moderate temperatures typically below 80°C.  Chemical carbon isotopic 

compositions can be used to differentiate between gases of thermogenic, biogenic, or 

mixed origin (Stasiuk and Goodarzi, 1988; Rice and Claypool, 1981; Schoell, 1983; Rice, 

1993; Whiticar, 1999).   

 

For shale gas systems, natural gas production is divided into three distinct layers within 

the reservoir, as shown in Figure 1.2.  The deepest level is known as the thermogenic 

kitchen.  The thermogenic kitchen is bound at the top by the thermogenic ceiling.  The 

second level directly above the thermogenic kitchen is a region which includes a 
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combination of thermogenic gas and biogenic gas.  The top level is where the biogenic 

gas is produced and this is bounded at the bottom by the biogenic floor.   

 

 

Figure 1.2. Relative depths of biogenic floor and thermogenic ceiling. 

 

1.2.1 Thermogenic Gas Production 

Thermogenic gas is produced by thermal cracking of kerogen (Behar et al., 1997).  The 

majority of gas produced in deep conventional reservoirs is by thermogenic gas 

production which essentially involves high temperature and pressure thermal cracking of 

kerogen and petroleum deep within the earth over millions of years.  This occurs at 

temperatures above 150ºC to about 250ºC (Pepper and Corvi, 1994).  Organic material 

comprised of ancient algae, wood, and plants, on the surface get buried and after millions 

of years they reach depths of hundreds to thousands of meters below the surface, where 

the temperatures and pressures are high enough to allow the organic content to crack and 

generate gas.   
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1.2.2 Biogenic Gas Production 

Biogenic gas generation occurs by anaerobic microbial degradation of organic matter and 

typically occurs within reservoirs at shallower depths less than about 550 m (Curtis, 

2002; Shaw, 2006).  The maximum temperature at which these microorganisms can 

survive is approximately 80ºC and shallower shale gas reservoirs provide an ideal 

environment for microbial growth (Larter et al., 2006).  Gas production is mainly 

methane and carbon dioxide but it can also contain up to 2% of ethane, propane, butane 

and pentane (Rice and Claypool, 1981).  It is hypothesized that biogenic gases account 

for 20% of the worldwide natural gas resource (Rice and Claypool, 1981; Rice, 1993).   

 

Gas produced from Upper Cretaceous shale gas reservoirs in Saskatchewan and Alberta, 

Canada and Montana, USA is largely believed to be biogenic in origin (Rice and 

Claypool, 1981; Rice and Spencer, 1996; Ridgley et al., 1999).  Vitrinite reflectance, 

thermal alteration index (TAI), pyrolysis, clay mineralogy and reconstructed depths of 

burial history suggest that these reservoirs have not yet reached the temperatures required 

for thermal cracking of the organic material (Cokar et al., 2012).   

 

The main microbial families that are found in shale gas reservoirs are fermentative, 

syntrophic and methanogenic microbes.  Methanogens are the microorganisms that 

produce methane and they are classified as Archaea. There are six main environmental 

and physiological constraints on methane producing Archaea: 

 

 Anoxic environment – these microorganisms are anaerobic and need an oxygen-

free environment.   
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 Sulfate-deficient environment – methane will accumulate in areas where there is 

little or no sulfate.   

 Temperature – temperatures between 0 to about 80°C are required. 

 Organic Matter – organic matter is the main carbon source and is metabolized 

by several oxidation - reduction reactions.   

 Water – the bioconversion processes require water as a source of hydrogen.   

 Space – the size of individual bacteria is 1 to 10 µm, therefore they cannot live in 

highly compacted shale environments. 

   

1.3 Gas Production Rates 

Gas production from shale gas reservoirs initially show high production rates, and usually 

decline and level off after a certain amount of time as shown in Figure 1.3 (Nexen, 2011).  

Gas production rates in these reservoirs could be as low as 500 m
3
/day (17,600 scf/day) 

and as high as around 30,000 m
3
/day (1,000,000 scf/day).  Gas production rates from 

these reservoirs are typically very low and are discouraging to some operators.  Although 

gas production rates from these reservoirs are much smaller than that typically observed 

in conventional reservoirs, since these reservoirs are shallow, well completion costs are 

relatively low and they are also in areas where leases can be easily obtained, so they 

could still be economic (Shurr and Ridgley, 2002).   
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Figure 1.3. Typical gas production rates versus time for a shallow shale gas well 

(Nexen, 2011). 

 

As shown in Figure 1.3, the gas production rate behaviour of these reservoirs is different 

than conventional reservoirs in the sense that there is a stable gas production rate period 

that persists until the well is abandoned.  Essentially, the pressure within the system is 

being maintained; there are several mechanisms that can explain why these stabilized 

rates could occur: 

 Desorption of gas from kerogen or clays that provides gas to the well at a nearly 

constant rate depending on the extent of reservoir drained by the production well.  

 Diffusion and transport through nanometer to micron scale pores at nearly 

constant rate.   

 Water influx into the reservoir from adjacent aquifers maintains pressure thus 

causing stabilized gas production rates. 

 Biogenic gas generation occurs at constant rate and ultimately flows into the 

production well.   
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It remains unresolved which one or more of the above mechanisms contributes to 

stabilized gas production.  The results from this thesis show that there is evidence of 

microbial gas production within these shallow shale gas reservoirs.  In the early stages of 

production, gas contained in pores, water, and fractures as well as biogenic gas is 

produced to surface.  As inventoried gas is depleted from the reservoir, the production 

rate declines.  After the gas has been depleted from the reservoir and it has completely 

desorbed from the surfaces, the production rate declines until it equals the biogenic gas 

rate.  

 

1.4 Transport of Natural Gas within the Reservoir 

The permeability of these unconventional shale gas reservoirs is very low making it 

extremely difficult for the gas to flow in the matrix and be produced without any 

permeability enhancements.  In order to optimize the amount of gas produced within the 

reservoir, well and reservoir completion methods as well as reservoir fracturing methods 

are being used to optimize gas production from these reservoirs. 

 

1.4.1 Well and Reservoir Completions 

Natural gas will not normally flow from vertical wells that are drilled through shale 

reservoirs due to its low permeability (typically less than 100 mD) and poor pore 

connectivity.  Thin sandy and silty layers can provide horizontal connectivity within the 

reservoir system and natural fractures can connect more distant parts of the reservoir in 

both vertical and horizontal directions.  The low permeability and connectivity of the 

system is resolved to some extent by drilling horizontally within the formation and 

increasing the well length to about one to two kilometres thus increasing well-reservoir 
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contact volume, this can increase the effective production well length from 5 to 10 times.  

The direction of the horizontal drill path can also be directed based on the natural fracture 

trends within the formation to increase pore connectivity.  Another means to improve 

transport and contact is by hydraulically fracturing the reservoir.   

 

1.4.2 Natural Fractures and Induced Fractures 

Although natural fractures exist in shale wells they are often very thin, limited in extent, 

and not always where one wants them to be.  Often they can be parallel to each other and 

thus their ability to connect the reservoir volume can be limited as well.  Hydraulic 

fracturing, also commonly referred to as fracking, can be carried out within these 

reservoirs to improve permeability and pore connectivity from the reservoir to the well.  

Often fluid containing water, carbon dioxide, natural gas and sand (often referred to as 

proppant) is injected into the reservoir at pressures exceeding the fracture pressure of the 

reservoir.  As a result, the injectant flows into the reservoir rock and fractures it.  The 

proppant fills the fracture and thus when the injection period stops, the fracture is held 

open, in other words, propped open, by the sand.  Depending on the depth, the fractures 

will grow either vertically (typically deeper than 350 m) or horizontally (typically 

shallower than 350 m).  The main intent of hydraulic fracturing is to raise the 

permeability in the reservoir adjacent to the production well and increase the connectivity 

of the formation (Kerr, 2010).   

 

1.5 Thesis Objectives 

The overall goal of the research documented in this thesis was to develop a better 

understanding of biogenic methane production capabilities of shallow biogenic shale 
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reservoirs in the WCSB with a focus on the Colorado Shale Formation in southern 

Alberta and Saskatchewan.  The outcomes of this thesis will further support the existence 

of methane producing microorganisms in shallow shale gas reservoirs.  The following is a 

list of the main findings obtained from this study: 

 

 The amount of biogenic gas generated within these reservoirs through a new gas 

material balance theory was determined.  The modified gas material balance 

theory for quantification of biogenic gas during the resource lifetime of a well can 

be used by oil and gas producers to determine the amount of gas within their 

reservoirs that is produced biogenically.  This will help them with production 

strategies and methods that they can use to enhance bacterial production of 

methane within these reservoirs. 

 The biogenic gas generation rates were determined through experimentation and 

incubation of produced water samples and shale core samples from a shallow 

shale gas reservoir in western Canada.  With this information a kinetic model of 

shale gas production was developed. 

 The existence of viable bacteria within the reservoir core inoculations and 

produced water incubations was established and the microorganisms present 

within the reservoir were identified at the family level using 16S rRNA gene 

sequencing.  It was also determined that the microorganisms present within the 

serum bottles did indeed consume the hydrocarbons that were available to them 

within the reservoir cores. 
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 The amount of methane gas produced in the serum bottles for the produced water 

and core inoculations could be enhanced via substrate addition. 

 A reaction simulation model was developed using experimental reaction rate 

kinetics, and it was calibrated to field data to predict the maximum amount of 

amenable total organic carbon (TOCA) present within the field, as well as 

determine the amount of biogenic gas that could be produced within a reactor 

model. 

 A numerical model of shallow biogenic shale gas reservoirs which includes 

experimental biogenic gas production kinetics and gas desorption isotherms was 

developed.  This was used to history match a shallow shale gas reservoir, and 

determine the percentage of gas produced by microorganisms during the resource 

life of the well.   

 

1.6 Organization of Thesis 

This thesis is comprised of the following chapters. 

Chapter Two – This chapter is a literature review of biogenic gas production.  It 

summarizes what has been discovered about biogenic shale gas systems and what still 

needs to be explored in these systems. 

Chapter Three – This chapter describes a new gas material balance theory that can be 

used to differentiate between the percentage of gas that is produced biogenically versus 

the free gas that is present within the reservoir.  This chapter also presents novel 

Langmuir adsorption curves for shale gas reservoirs in western Canada.   
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Chapter Four – This chapter outlines the experiments that were carried out to quantify 

the amount of methane produced by the methanogens, and also identifies the 

microorganisms present through a 16S rRNA gene sequencing study.  It also includes a 

study on the metabolites present within the samples, the ability of microorganisms to 

consume hydrocarbons, and the ability of different substrates to enhance methane gas 

production. 

Chapter Five – This chapter presents a reaction engineering model that uses 

experimental methane production kinetics and Darcy flow to model the amount of gas 

that can be produced biogenically within a reservoir.  

Chapter Six – This chapter is the application of the previous chapters.  Experimental 

data were used to develop a kinetic model which was input into a reactive reservoir 

numerical simulation model
 
to understand biogenic gas production from the reservoir.  

The methodology used for modelling and the data collected within this research show 

that direct modelling of the reservoir can be done to both history match and predict 

biogenic shale gas production. 

Chapter Seven – This chapter presents the concluding remarks for this research and it 

includes recommendations for future studies. 
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Chapter Two: Literature Review 

 

2.1 Introduction 

Microbial methane production was first discovered in 1776 by an Italian physicist by the 

name of Alessandro Volta.  He found “combustible air” in sediments of streams, bogs 

and lakes that contained rich decaying organic matter (Balch et al., 1979).  Since then, 

many discoveries have been made into the existence of methane producing archaea in 

anaerobic environments deep within the subsurface.  Methanogens are responsible for the 

production of methane in many shallow gas reservoirs all around the world.  Biogenic 

shale reservoirs have been studied in the past geologically by monitoring hydrocarbon 

composition, isotopic composition of methane, carbon dioxide and hydrogen, and organic 

and inorganic carbon compositions.  Biodegradation of oils by methanogens and other 

microbial consortia have also been studied, however currently little is known about the 

microorganisms responsible for gas production in shale reservoirs, the rates of gas 

production due to biogenic gas in shale gas reservoirs or the metabolic pathways of 

methane production. 

 

Currently there has been some research on microbial generation of methane gas from 

hydrocarbons using experimental bioassays (Gieg et al., 2008; Jones et al., 2008a).  

However, very little is known about methane generation kinetics from biogenic shale in 

the WCSB.  This thesis explores methane generation kinetics from biogenic shale gas 

reservoirs in western Canada, and also estimates the amount of biogenic gas present 

within the reservoir. This literature review presents a summary of all of the data currently 

available on biogenic shale gas reservoirs and methanogenesis in these reservoirs.   
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2.2 Properties of Shale 

The reservoir of interest in this thesis is located in the WCSB in the Alderson member 

more commonly known as the Milk River formation.  This reservoir contains mostly 

sandstone with interbedded layers of shale.  The sandstone part of the reservoir has larger 

pore spaces and gas within the reservoir is initially produced through the larger 

permeability sandstone regions of the reservoirs.  The shale intervals have a much lower 

permeability on the order of (nano Darcy) nD and the sandstone has higher permeabilities 

on the order of  (milli Darcy) mD.  Shale is a fine-grained sedimentary rock that is 

formed by compaction of silt and clay.  It is in a category of sedimentary rocks known as 

mudstones, which are rocks that are formed from clay and mud.  Shales are generally 

fissile and laminated with thin beds of sandstone, limestone or dolostone and they can 

easily break along these laminations.  Shales are composed of a combination of organic 

matter, carbonate, clay, and silica.  The ratio of each constituent is variable depending on 

where the shale is found.  

 

Black organic shales are known as the source rock for production of hydrocarbons (oil 

and gas) therefore understanding how they contribute to hydrocarbon production in 

different reservoirs is of interest.  The black color is obtained from tiny organic matter 

that is deposited within the mud when the shales are formed.  The shallow shale gas 

reservoir in this study is interesting because the shales are both the source and the 

reservoir rock for the methane gas.    
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2.3 Properties of Kerogen 

The microorganisms that live within the reservoir need to consume organic matter or 

inorganic compounds like H2 and CO2 to produce methane.  Organic material found in 

shales is either bitumen or kerogen.  Kerogen is formed by the decomposition or 

degradation of organic matter.  Kerogen is a high molecular weight (>1000 Daltons), 

insoluble, polymeric organic component of shale (Stanton, 1991).  It is primarily made up 

of carbon, oxygen, hydrogen, nitrogen and sulphur compounds.  Kerogen can be 

classified into three main types depending on hydrogen/carbon and oxygen/carbon ratios 

as shown in Figure 2.1.   

 

 

Figure 2.1. Van Krevelen diagram (modified from Behar et al., 2003).  

  

1. Type I kerogen has a high initial H/C ratio and a lower initial O/C ratio.  It consists 

mainly of aliphatic or straight chain hydrocarbons.  This type of kerogen has a 

tendency to produce oil, and it is the rarest of the three main types. 
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2. Type II kerogen also has a high initial H/C ratio and a lower initial O/C ratio.  This 

type of kerogen can produce both oil and gas.  Type II kerogen can contain a large 

amount of sulfur, and this type of kerogen is termed Type II sulfurous kerogen. 

3. Type III kerogen has a low initial H/C ratio and a high initial O/C ratio.  It is made up 

of mainly terrestrial plants and contains aromatic compounds. 

 

2.4 World Wide Biogenic Gas Deposits 

Methane gas of biogenic origin accounts for at least 20% of all of the known gas 

resources (Rice and Claypool, 1981).  As shown in Figure 2.2, there are many 

biogenically productive basins around the world.  A significant amount of biogenic 

methane in addition to thermogenic methane gas is present in some of the most 

productive reservoirs in the world (Martini et al., 1998).  These include the West Siberian 

sedimentary basin (Cramer et al., 1996), the U.S. Gulf Coast (Rice, 1992) and the Po 

Basin in Italy (Mattavelli et al., 1992). 

 

Natural gas deep within these reservoirs can be generated microbially by methanogens in 

shallower reservoirs, thermal cracking of kerogen or coal deep within the reservoirs, or 

by secondary cracking of oil.  The gas in the reservoirs shown in Figure 2.2 is 

characterized as methanogenic by its low       values and the presence of methane 

within the reservoir.       is the ratio of carbon 13 to carbon 12 present within the 

sample over the ratio of carbon 13 to carbon 12 present within a standard material as 

shown in Equation 2.1.  These reservoirs also contain a large quantity of gas that has 
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migrated from different areas, therefore, it is hard to determine the percentage of gas that 

is thermogenic or biogenic. 
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Figure 2.2.  Known biogenic methane reservoirs around the world (data obtained 

from Martini et al., 1998). 

 

Another important characteristic of these unconventional reservoirs is their low 

permeabilities.  The permeability, pore connectivity and transport of the gas from where 

it is produced to another location is very poor, thus these shales are not only producing 

the gas but they are also storing the gas.  Gas produced in shale reservoirs does not tend 

to migrate easily from one location to another, therefore the gas produced from a specific 

reservoir was most likely also generated from that same reservoir. 
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2.5 Geochemical Evidence of Methanogenesis 

Gas production from the Northern Great Plains of Alberta, Saskatchewan and Montana 

are characterized by early-generation biogenic gas systems (Shurr and Ridgley, 2002).  

These reservoirs are typically of very low permeabilities, and the gas generation begins 

very soon after the deposition of the reservoir and source rocks.  Biogenic gas 

accumulations can be present in regions where there is biogenic gas in the shallower 

portion of the reservoir, with thermogenic gas deeper within the same reservoir.  For 

example, the Alberta basin has biogenic gas on the southeastern margin (Ridgley et al., 

1999) and thermogenic gas in the center of the basin.  Biogenic gas is found at depths of 

less than 600 m and at an average depth of 490 m in gas fields in western United States 

(Rice and Claypool, 1981; Shurr and Ridgley 2002).  Biogenic gas is dominantly 

composed of methane however smaller amounts of (up to 2%) of ethane, propane, butane 

and pentane can also be found (Rice and Claypool, 1981).    

 

Methane produced by biogenic gas contains isotopically lighter carbon, and thermogenic 

gas has isotopically heavier carbon.  The lighter isotopes are a result of kinetic isotope 

fractionation by the methanogenic bacteria, essentially, the methanogens enrich the 

lighter isotopic carbons.  The carbon isotopic compositions are compared to the Pee Dee 

Belemnite standard on a per mil basis according to Equation 2.1 (Dave et al., 2005).  The 

international standard for carbon isotopes is the Vienna Pee Dee Belemnite (VPDB) ratio 

of       ⁄  which has a value of 0.0112372 (Dave et al., 2005).  A positive ratio means 

the ratio of what is being measured is larger than VPDB and is termed “enriched” and a 

negative ratio means that the sample has a ratio less than VPDB and is called “depleted” 
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(Dave et al., 2005). Thermogenic gas is characterized by heavier carbon isotopes because 

during thermal cracking the lighter carbon chains are broken preferentially over the 

heavier carbon isotope chains (Hoefs, 2004).  The carbon isotopes that are present in the 

CH4 and CO2 gases within the reservoir are a result of the mechanisms by which the gas 

was produced.  Isotope analyses have been used in the past to determine the origin of 

gases, however they are not an exact method for determination of the origin of natural 

gas.  The isotopic compositions of both carbon 13-isotope ratio ( 
  

 ) and deuterium-

isotope (  ) relative to analytic standards can be used to characterize a field as either 

thermogenic, mixed or biogenic, as shown in Figure 2.3.   

 

Studies of gas that are produced from shallow Cretaceous reservoirs in Saskatchewan, 

Alberta, and Montana have been determined to be of biogenic origin based on their 

carbon-isotope ratios of methane ranging between -65 and -77.4%ₒ (per mil) (Ridgley, 

2002).  Migration of thermogenic gas into the reservoir, and also production of methane 

via the CO2 reduction pathway may also produce carbon isotopes similar to those seen in 

thermogenic reservoirs (about -55 to -40%ₒ relative to the Pee Dee Belemnite (PDB) 

standard) (Martini et al., 1998).  Other factors such as mixing of gas from different 

sources, gas migration, and bacterial oxidation of thermogenic gas can produce varying 

isotopic and compositional data (Martini et al., 1998).  There are many factors that can 

complicate the differentiation of these gases solely based on isotopic studies, therefore 

the geology, chemical composition and isotopic evidence should all be considered to 

determine the origin of the gas (Rice, 1981).   
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Figure 2.3.  Cross plot of carbon-isotope ratio (    ) and deuterium-isotope ratio 

(  ) (modified from Shurr and Ridgley, 2002).  Biogenic shales exist in the biogenic 

envelope.  

    

These common indicators of       in the methane and the            ratios have been 

found to be somewhat unreliable in these systems (Martini et al., 1998).  However, there 

are many other geochemical analyses that can be carried out on the gas and produced 

water to determine the origin of the gas they are; the alkalinity and      of dissolved 

inorganic carbon (DIC) in the coproduced water,    of the methane and coproduced 

water and       of the carbon dioxide produced.  In some reservoirs coproduced water 

and dissolved inorganic carbon can provide even stronger indicators of gas origin (Rice, 

1984; Whiticar et al., 1986; Scott et al., 1994; Smith and Pallasser, 1996; Martini et al., 

1998).  Also, the hydrogen composition of water can also be used to provide an origin of 

the gas since one of the methanogenic pathways uses CO2 reduction and in this pathway 
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hydrogen which most likely comes from formation waters is converted into methane 

(Shurr and Ridgley, 2002).  Basically if the methanogens are indeed using the hydrogen 

from the formation waters then the deuterium isotope ratio within the formation water 

and the produced hydrogen should be similar.  The amount of salinity within a reservoir 

will also help determine the origin of the gas (Martini et al., 1998).  Chloride 

concentrations of 3 molal or greater will hinder microbial activity, and chloride 

concentration above 4 molal will be too high for any type of methanogenic activity 

(Zinder, 1993). 

 

2.5.1 Milk River Formation Geology and Geochemistry 

The Alderson member, more commonly referred to as the Milk River formation, has an 

estimated 0.5 Tcf of producible gas within the Abbey pools (Pedersen, 2003).  The 

reservoir is a shallow sandstone reservoir with interbedded shale bits located in 

southwestern Saskatchewan and southeastern Alberta.  The interbedded shales are 1 to 20 

mm thick interbedded with very fine-grained sandstone (Pedersen, 2003).  The porosity 

of the system is between 12 to about 20% and the total organic content of this reservoir is 

quite low compared to biogenic reservoirs found in the United States ranging between 0.4 

- 1.5 wt% (Ridgley, 2000).  Although the weight percent of organic matter is very low 

within this formation, only 0.5 wt% of total organic carbon (TOC) is required for 

methanogenic activities (Clayton, 1992; Ridgley, 2000).  Figure 2.4 shows a core 

obtained from the Milk River formation from depth 264.7 – 271.96 m.  As seen in Figure 

2.4 the reservoir appears to be essentially homogeneous with very thin layering of the 

different sandstone and siltstone layers. 
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Figure 2.4.  Core image from the Alderson Member from depths of 267.4 to 271.96 

m.   
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2.5.2 Microbial Generation Rates in the New Albany Shales 

A study conducted by Schlegel et al. (2011) investigated microbial methane generation 

rates in the New Albany Shales by using noble gases.  The New Albany Shales located in 

the Illinois Basin are known to contain both thermogenic and biogenic gas 

accumulations.  Currently little is known about the origins of this gas, residence times, 

and the gas production rates within the reservoir.  Correlations between the deuterium 

ratio (  ) values in the low salinity formation waters and the methane show that the 

methanogens extract hydrogen from the formation waters (Schoell, 1980; Martini et al., 

1998).  Using this knowledge of the hydrogen source for methanogenesis constrains the 

source and timing of ground water recharge enabling researchers to estimate a minimum 

in-situ metabolic methane production rate.  The age of the recharging produced water was 

calculated using 
4
He and this was used with other indicators in the water and gas such as 

stable isotopes  of oxygen and hydrogen, chloride , tritium, 
14

C, and noble gases 

(Schlegel et al., 2011).  It is believed that the fresh meteoric water transported the 

methanogens deep into the organic-rich New Albany Shales.  Schlegel et al. (2011) 

estimated that the rates of gas production within this reservoir range between 10 to 100 

Tcf/Ma for 20% microbial methane to 100 to 1000 Tcf/Ma for 80% microbial methane.  

These rates are much lower than the rates that were found in other laboratory studies 

(Jones et al., 2008a).  Jones et al. (2008a) calculated biogenic gas generation rates to be 

approximately 10 Tcf/year, which is a difference of 4 – 6 orders of magnitude higher than 

the study done by Schlegel et al. (2011).  There are three possibilities for this 

discrepancy; (a) laboratory experiments are fundamentally different than reservoir 

conditions, (b) microbial systems are very diverse, or (c) there is room for improvement 
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in one or both of the methods.  Schlegel et al. (2011) also mention that in the actual 

reservoir microbial production of methane could be slower in-situ due to a limited supply 

of nutrients, substrate, transport or because of the presence of toxic environments that 

could hinder methanogenesis.   

 

2.5.3 Geochemical Evidence of Methanogenic Activity in the Antrim Shale 

In the United States a relatively new black shale play known as the Antrim Shale in the 

Michigan basin produces predominantly biogenic gas (Shurr and Ridgley, 2002).  Wells 

within this play exhibit the highest natural gas production rates within the basin.  The gas 

produced from this play is thought to be biogenic and there is isotopic and geochemical 

evidence that the methane gas produced within this basin is of microbial origin.  

Evidence from active wells within this region show evidence of gas being generated 

actively within the reservoir as opposed to microbial methane generation from the past 

(Martini et al., 2004).  Evidence of known methanogens from production and formation 

waters have been found to further support the theory of active natural gas production 

within this formation.  

 

A lot of research has been done on the Antrim Shale in the United States (Shurr and 

Ridgley, 2002; Martini et al., 1998; Martini et al., 2004).  Most of the work has been 

based on geochemical analysis of the formation and produced water.  In a study 

conducted by Vugrinovich (1988), the importance of the relationship between hydrology 

and hydrocarbon deposits is explored.   Freshwater charge into the Antrim Shale is very 

important, because it may oxidize higher chain hydrocarbons such as C2H6 and C3H8, and 
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leave behind more methane rich gas (Martini et al., 1998).  Also, once the O2 has been 

spent, anaerobic microorganisms will become active in the reservoir.  Sulfate reducing 

bacteria will then remove the SO4
-2

 from the system and once the sulfate has been 

removed the methanogens will most likely move in and begin producing methane by 

metabolizing either CO2 or organic matter (Martini et al., 1998). 

 

One geochemical indicator that is used to determine methanogenic activity within a 

formation is the amount of dissolved inorganic carbon (DIC).  DIC is also known as 

alkalinity.  In nature, alkalinity is buffered by carbonate minerals that are present within 

the rock through an equilibrium process, thus concentrations of DIC are quite low 

(Martini et al., 1998).  The opposite tends to happen when organic matter degradation 

occurs.  In this case the DIC concentrations tend to rise.  The ratio of 
13

C to 
12

C in the 

DIC can also be used as an indicator of biogenic versus thermogenic natural gas (Martini 

et al., 1998).   Ratios of 
13

C/
12

C are calculated and measured against a standard       

scale.  In formation waters where microbial activity is not dominant, the carbon isotope 

ratios       are similar to those found in the carbonate rocks within the formation.  

However, in waters where microbial activity is dominant, the microbial process will 

consume DIC that is selective for 
12

C leaving behind an environment that is increasingly 

more enriched in 
13

C.  Thus calculating carbon isotope ratios is a method that can be used 

to predict whether or not the natural gas present within a reservoir is of microbial or 

thermogenic origin (Martini et al., 1998).  Extremely high amounts of 
13

C are present 

within the Antrim Shale further supporting evidence of microbial activity. 
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2.6 Crude Oil Biodegradation 

Biodegradation of oil occurs naturally within the environment.  Currently, biodegraded 

oils represent a large fraction of the oil found within reservoirs, and will only increase as 

more reserves are discovered.  The largest amount of biodegraded oils are found within 

the oil sands of North and South America.  Anaerobic degradation of oils is supported by 

the lack of oxygenated formation waters (Horstad et al., 1992), the presence of anaerobic 

microorganisms in formation waters (Bastin, 1926), and anaerobic hydrocarbon 

degradation experiments in laboratories (Gieg et al., 2008; Rueter, 1994; Zengler et al., 

1999; Jones et al., 2008a).  Although there is evidence for anaerobic degradation of oils, 

there is a very limited understanding of the metabolic pathway through which the oil is 

degraded.  There is current evidence of anaerobic biodegradation of crude oils that have 

very slow reaction rate kinetics deep within the subsurface (Jones et al., 2008b and Head 

et al., 2003).  Biodegradation of oils is linked with dry methane rich gases (Jones et al., 

2008b).  This could be attributed to either degradation of oil by the methanogens within 

the reservoir, or biodegradation of the C2-C5 alkanes present within the reservoir. 

 

Evidence of oil biodegradation is clear, and some researchers are looking into 

intentionally degrading oils within the reservoir (Gieg et al., 2008).  Oil recovery 

techniques are only able to extract about 40% of the oil that remains in the ground (U.S. 

Department of Energy, 2006).  Research to investigate the ability of methanogenic 

consortia to produce methane gas from the oil that remains trapped within the reservoir 

was done by Gieg et al. (2008).  In the study conducted by Gieg at al. (2008), through 

experimental studies the researchers hypothesized that the oil trapped within a mature 

reservoir could be converted into methane gas by the addition of a methanogenic 
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consortium.  All of the samples in the experiment were provided with additional nutrients 

such as nitrogen, phosphorus, CO2, trace elements and vitamins, however there was no 

discernible amount of methane observed unless the samples contained hydrocarbons.  

This shows the potential for methane production from oil reservoirs where oil has already 

been produced and residual oil remains.  According to the experimental rates reported by 

Gieg et al. (2008), the researchers estimated that an additional 1 to 5 Tcf of methane gas 

per year could be produced in the United States – this is significant given that current 

natural gas production in the United States is equal to 30 Tcf per year (Energy 

Information Administration, 2007). 

 

Another way to detect hydrocarbon biodegradation in reservoirs is by examining the 

consumption of hydrocarbons through time as the microorganisms consume them.  

Usually, the most degradable compounds within a reservoir are the straight-chained 

hydrocarbons (Jones et al., 2008b).  Two or three ringed aromatics are generally not 

degraded in oil fields (anaerobic conditions) until all of the n-alkanes have been 

degraded.  However, if these oils are degraded in the laboratory under aerobic conditions 

there is removal of aromatics.  Also, the conditions for biodegradation will also 

determine which hydrocarbons are consumed from the system.  In areas where sulfate 

reducers are present with methanogens, degradation of larger aromatics will also occur 

(Jones et al., 2008b).    

 

16S ribosomal RNA gene sequences were analyzed for the different cultures in the study 

by Gieg et al. (2008).  Sulfate reducing bacteria were found in the oil degrading 
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consortium.  These include Desulfobulbus, Desulfosporosinus, and Desulfovibrio.  Also, 

syntrophic bacteria Desulfotomaculum  and Smithella were also found.  Fermentative 

bacteria were also found.  The dominant methanogen present was Methanosaeta, an 

acetoclastic methanogen, and H2/CO2 utilizing methanogens were also present within the 

inoculum such as Methanoculleus and Methanomicrobiales. 

 

In a study by Larter et al. (2006), the authors investigated the controls on the composition 

of biodegraded oils deep within the subsurface.  They found that the most biodegraded 

oils are found near the oil water contact and the compositional changes observed in 

shallow petroleum reservoirs caused by biodegradation are much more different than 

alterations caused by physical processes.  An oil charge biodegradation model was used 

by Larter et al. (2006) to determine typical biodegradation fluxes in fresh petroleum 

clastic reservoirs to be 10
-3

 to 10
-4

 kg petroleum m
-2

 oil water contact year
-1

. 

 

2.7 Biogenic Methane Production in Coal 

A few studies have been conducted on biogenic generation amounts from coal bed 

methane and gas production from coal beds currently accounts for about 10% of the total 

natural gas production in the United States (Jones et al., 2008a; Fletcher, 2005; Petzet, 

2005).  Natural gas that is present in coals can be of either biogenic or thermogenic origin 

and the biogenic gas typically comes from shallow depths where the temperature is less 

than 80°C.  The biogenic methane generating potential of coal was evaluated in the 

laboratory for coal samples obtained from Texas, Wyoming, Alaska and Pennsylvania by 

Jones et al. (2008a).  A well characterized consortium of bacteria and methanogens was 
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added to the coal samples, and new biogenic methane production was observed in many 

of the coal samples.  These results provide an important insight into potential biogenic 

methane generation from coals.  Coal bed methane is currently a very important 

economic activity, therefore the direct economic impact of this research is quite clear 

since coal can be converted into methane gas by the addition of microorganisms.  The 

study by Jones et al. (2008a) is mainly concerned with secondary biogenic gas 

generation.  Primary methane gas generation within coals occurs during initial peat 

deposition, but is essentially lost during burial and coal formation.  The actual 

mechanisms involved and the controls on secondary biogenic gas generation are 

unknown.  The fraction of the coal that is biodegraded is unknown.  This also holds true 

for many other studies, it is unclear which hydrocarbon within either coal, shale or oil is 

being used by the bacteria to form methane gas, and the quantity of the hydrocarbon that 

is consumed.  Currently there is little knowledge of the bacterial consortia that are 

metabolizing complex materials within the coals to produce methane.  The maximum 

methane gas production reported by Jones et al. (2008a) was 1.75 cm
3
/g of core. 

 

2.8 Methanogens and Syntrophy 

Several different communities of bacteria and archaea work together and cooperate in 

methanogenic degradation.  Methanogenic degradation of hydrocarbons or organic matter 

involves the cooperation of three different groups of organisms these are primary 

fermenters, secondary fermenters and methanogens (Worm et al., 2010).  Primary 

fermenters form products such as alcohols, fatty acids, branched and aromatic fatty acids, 

and long chain fatty acids from hydrolysis.  They produce substrates that can be used 
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either directly by methanogens or need to be further metabolized by secondary 

fermenters.  Methanogenesis is the final step of anaerobic degradation of organic matter.  

As shown in Equations 2.2 and 2.3, one group of methanogens use H2/CO2 and another 

group use acetate or methanol to produce methane.  Presently there are only two known 

genera of acetoclastic methanogens; these are Methanosarcina and Methanosaeta.  

Methanosarcina is a versatile methanogen they can grow with different substrates such as 

methanol, methylamines, H2/CO2 and acetate (Worm et al., 2010). 

 

                                    (2.2) 

 

                                    (2.3) 

 

Syntrophism is referred to as the ability of an organism to transfer electrons to another 

organism (Worm et al., 2010).  This is a special type of symbiosis where the growth of 

one microorganisms is dependent on the supply of nutrients or removal of products by 

another microorganism.  Cooperation of the bacteria is essential for the production of 

methane in subsurface environments.  For example, the Gibbs free energy for certain 

hydrogen generating fermentation reactions are positive, which means they will not take 

place spontaneously, however, the Gibbs free energy can become negative if the partial 

pressure of hydrogen decreases, then the reaction becomes spontaneous, which will 

happen with methanogens present because they consume the hydrogen (Worm et al., 

2010).  Therefore, methanogens are dependent on fermenters to produce their by-
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products but the fermenters are dependent on the methanogens to actually consume their 

products so that they may produce the required substrates for the methanogens. 

 

Methanogenic archaea use simple carbon compounds as substrates including H2/CO2 and 

acetate (Worm et al., 2010).  They can also use some other substrates such as methanol, 

formate, methylamines, dimethyl sulfide, ethanol and isopropanol (Gilcrease, 2007).  For 

the actual conversion of more complicated organic substrates to methane other 

microorganisms such as acetogenic bacteria and fermentative bacteria are needed, and 

thus are present in methanogenic environments (Gilcrease, 2007).  The simple 

compounds that the methanogens need such as H2, single carbon compounds, or acetate 

are not abundant in environments where there is little or no biological activity.  Thus 

microbial methane generation is dependent on a consortium of microorganisms to 

produce these compounds from organic matter such as kerogen, bitumen or other 

hydrocarbons within a formation.  Methanogenesis is not limited by what fuels the 

methanogens but by what fuels the precursors that drive methanogenesis.   

 

Figure 2.5 shows the complexity of anoxic decomposition and the multitude of 

microorganisms that are involved in the production of methane gas.  This shows how 

various different anaerobes work together to convert complex organic compounds into 

CH4 and CO2.  There are only a limited amount of metabolic reactions that can produce 

methane.  These archaea can generate methane via two metabolic pathways: carbon 

dioxide reduction or acetate fermentation (See Equations 2.2 and 2.3) (Martini et al., 

1998).  Most of the methane is produced via carbon dioxide reduction, except for fresh 
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water environments where acetate fermentation is more common (Shurr, 2002; Martini et 

al., 1998). 

 

Experimental evidence shows that the hydrogen needed by methanogens is derived from 

the formation water of the reservoir (Daniels et al., 1980; Balabane et al., 1987).  The 

microorganisms are also capable of consuming other organic compounds.  Although the 

exact mechanism by which these bacteria produce methane gas varies from organism to 

organism, the net gas production within the reservoir is: 

 

        
(   )

 
   

 
 

(   )

 
    

(    )

 
                         (2.4) 

 

where n is the number of carbons in the hydrocarbon that is being consumed in the 

process.   
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Figure 2.5. Overall process of anoxic decomposition (Modified from Madigan et al., 

1997). 

 

Biological formation of methane is understood for easily degradable molecules such as 

carbohydrates, proteins, and lipids, however very little is known about consumption of 

organic compounds that lead to methane production (Zengler et al., 1999).  In the 

research conducted by Zengler et al. (1999), biological conversion of a long chain alkane 

by anaerobic microorganisms is studied.  It is known that methane is the terminal process 

in the biological degradation within aquatic habitats.  This usually occurs once the 

oxygen in the reservoir is depleted and nitrate, ferric iron and sulfate have also been 
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depleted.  Evidence of hexadecane being converted into methane is shown in Zengler et 

al. (1999).   

 

A study of the microorganisms involved in the conversion of hexadecane into methane 

were investigated by 16S ribosomal RNA gene sequencing obtained from the enrichment 

cultures (Zengler et al., 1999).  Some of the microorganisms identified in the enrichment 

cultures include Desulfovibrio, a hydrogen utilizing sulfate reducing bacterium, 

Methanosaeta, which is an acetoclastic methanogen, Methanospirillum and 

Methanoculleus which are H2/CO2 consuming methanogens. The findings in the study by 

Zengler et al. (1999) are very valuable because they are the first to directly show 

biodegradation of long chain alkanes, and provide an insight into different 

microorganisms that may be involved in the production of methane.  In many deep 

reservoirs the depletion of oxygen, nitrate, ferric iron and sulfate leads to methane 

production.   

 

2.9  Gas Transport Mechanisms 

Shale gas reservoirs are known for gas flows in really tiny tight shales resulting in 

nanoscale gas flows.  As described by Javadpour (2007) the actual mechanisms by which 

stored gas is released and transported to the well is not well understood.  There are 

several nanopore networks involved, and the use of Darcy’s law solely is not the best way 

to model these reservoirs.  Although there are natural fractures and induced hydraulic 

fractures, that increase permeability, present within these reservoirs modelling these 

reservoirs using only Darcy’s law is not sufficient.   
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The production of gas along with the mechanisms by which it is transported to the well 

and how it is stored within the reservoir is also of great importance.  Figure 2.6 outlines 

the various gas storage and transport mechanisms from deep within the reservoir to the 

production well.  The production of gas from these reservoirs depends not only on how 

the gas is formed in the reservoir, but also how it is stored within the reservoir.  The gas 

can be stored within the inorganic matter or organic matter or both, and transport from 

this solid material is governed by Fick’s law of diffusion.  Diffusion is governed by the 

diffusion coefficient and the concentration gradient between the gas phase and the solid 

phase.  In addition to this, surface diffusion or adsorption and desorption from the surface 

of organic and inorganic material also controls the mass transport process. 

 

Desorption can be described by either the Freundlich isotherm, Henry’s law type 

isotherm, or the Langmuir isotherm as described by King (1990).  Knudsen diffusion is 

also present in the nanopores, mesopores and macropores, since in these pores the mean 

free path of the molecules is approximately the same size of the pore diameters.   Gas is 

also present within the water that is in the pores.  The amount of gas that is present within 

the water depends on the solubility of methane in water at a particular temperature and 

pressure.  The amount of gas that is present within the formation waters can represent a 

significant portion of the total gas produced.  
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Figure 2.6.  Multiscale mass transport of gas in shale gas reservoirs. 

 

2.9.1 Knudsen Diffusion 

Knudsen diffusion is present in systems where the mean free path of a molecule is on the 

same order of magnitude as the pore space through which it is travelling.  The Knudsen 

diffusion coefficient can be described by (Javadpour, 2007): 
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                                                                                                                 (2.5) 

 

where,     is the Knudsen diffusion coefficient,   is the diameter of nanopores,   is the 

ideal gas constant,   is the temperature and   is the molar mass.  Gas within tiny pore 

spaces does not have the same properties (i.e. density) as gas within larger pore spaces, 

because it is no longer acting as a bulk fluid.   

 

2.9.2 Darcy Flow 

Once gas molecules reach micro-fractures where inertial flow contributions are small and 

flow is dominated by viscous and pressure forces, Darcy’s law applies. Darcy’s law takes 

into account flow of homogeneous fluids through porous media and can be used once the 

mobility (  ⁄ ) of the system has been determined. The flow rate is defined as: 

 

   
  

 

  

 
                                                                                                                     (2.6) 

 

where    is the pressure drop,   is the length of the reservoir,   is the viscosity of the 

fluid,   is the permeability of the reservoir,   is the cross sectional area and    is the flow 

rate.  If there are inertial contributions present within the flow, the Forchheimer 

approximation can be used.   
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2.10 Gas Storage in Shales  

Gas within shale gas reservoirs can be stored as either adsorbed gas on organic or 

inorganic surfaces, it can be found as free gas within the reservoir, or it can be absorbed 

into the formation waters.  Roughly 70-75% of the adsorbed gas produced in the Antrim 

Shales is desorbed from both organic and inorganic matter in the reservoir (Martini et al., 

2003).  Gas in place calculations can become very difficult since the amount of gas that is 

adsorbed versus the amount of free gas within the system is relatively unknown 

(Ambrose et al., 2010).  Ambrose et al., (2010) propose a new pore-scale model for gas in 

place within shales.  Their new gas material balance incorporates Langmuir equilibrium 

adsorption isotherms with volumetrics and it accounts for the amount of pore space that is 

taken up by the sorbed phase.  In deeper shale gas systems the inorganic phase has 

relatively small pore sizes, and the organic phase (kerogen) has larger pore spaces which 

can store lots of gas, however this organic pore space taken up by the sorbed gas needs to 

be subtracted from the calculations.  The study by Ambrose et al., (2010) essentially 

found that a significant level of adjustment is required in the volume calculations for 

shale gas reservoirs with a high total organic amount.  They found a decrease in 10 – 25% 

of total gas storage capacity by using the new gas material balance over the conventional 

gas material balance.    
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2.11 Summary of Literature Review 

As shown in the literature review research has currently been done in two main areas 

regarding microbial conversion of hydrocarbons into methane gas.  The first is using 

geochemical indicators such as carbon and deuterium isotopes found in hydrocarbons, 

produced waters, methane gas, and carbon dioxide gas to identify a gas as biogenic or 

thermogenic (Martini et al., 1998, Shurr and Ridgley, 2002).  The second are methane 

generation curves for biodegradation using samples of oil and coal in the laboratory to 

determine methane gas production rates (Gieg et al., 2008; Jones et al., 2008a).  

Geochemical indicators are not always the best tool to characterize a gas or formation as 

being biogenic or thermogenic because of mixing of gases within the system and 

migration of the gases from different sources.  There is a need for better indicators to 

determine the gas generation mechanism within a reservoir.  Methane generation curves 

and gas chromatograms of substrate utilization through experimental studies enable 

researchers to understand the ability of the hydrocarbon sources to be utilized as 

substrates for methane production.  Evidence from these studies has shown that 

methanogens are capable of consuming hydrocarbons at considerable rates and that they 

are able to produce methane at sustainable rates within the laboratory.  However, there is 

very little known about the actual metabolic processes of methane production in situ, the 

fraction of the hydrocarbon consumed by the microorganisms, the limits on microbial 

methane production and the ability to verify the rates. 

 

Although laboratory experiments on oil and coal samples have been performed 

previously, there is currently little information, to the author’s knowledge, of 
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experimental methane production from shallow organic shale reservoirs.  Also, 

information is lacking regarding methane production reaction kinetics from shale gas 

reservoirs, the ability to quantify the amount of new biogenic gas produced during a 

resource well lifetime through either experimental studies, analytical models, or 

numerical modelling and simulation.  This thesis attempts to fill in the gaps revealed 

from this literature review. 
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Chapter Three: New Gas Material Balance to Quantify Biogenic Gas Generation 

Rates from Shallow Organic-Matter-Rich Shales 

 

Cokar M., Ford, B., Kallos, M.S., and Gates, I.D.  “New Gas Material Balance to 

Quantify Biogenic Gas Generation Rates from Shallow Organic-Matter-Rich Shales,” 

FUEL, vol. 104, pp. 443 - 451, 2012. 

 

3.1 Abstract 

With increased demand for fossil fuels of more than 50% in the next 25 years, several 

methods of either enhancing oil and gas production from existing fields or finding new 

fields and tackling unconventional sources, such as shale gas reservoirs, are currently 

underway.  Microbially-generated methane gas is a significant portion of commercial gas 

production around the world.  At least 20% of the world’s methane originates from 

methanogens that reside within organic matter rich shales and coals.  The metabolic 

processes and chemical reactions carried out by microorganisms in shale gas reservoirs 

are currently unknown making it difficult to predict or enhance gas generation rates 

within a given reservoir. Field production data reveal that gas production from these 

reservoirs declines initially and then stabilizes after a specified time.  The stabilized rate 

is controlled by contributions from biogenic gas generation, desorption of gas from 

kerogen, and diffusion and transport of gas through nanometer to potentially even micron 

scale pore systems. It still remains unclear which one of microbial gas generation or gas 

transport is the key limitation on production of biogenic gas from shale gas reservoirs.  

This chapter presents a modified gas material balance on production data for shale gas 

wells to account for biogenic gas generation.  Although the gas material balance approach 
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is well established, it has not been used to estimate biogenic gas generation amounts.  By 

using actual gas production data from a field where biogenic gas production is known to 

be the main source of gas generation, the amount of biogenic gas that was produced 

within the reservoir during the resource lifetime of the well could be determined.  The 

results of the theory presented here were compared to gas production data from Nexen’s 

Bigstick Field and Husky’s Abbey Field.  The results reveal that a significant fraction, up 

to about one-third, of gas production is sourced from constant biogenic gas generation.  

The implication is that biogenic shale gas productivity can be potentially enhanced if 

microbes are stimulated.   

 

3.2 Introduction  

Shale gas is an unconventional gas resource that is found in organic rich, fine grained low 

permeability formations.  It is estimated that the WCSB contains over 1,000 trillion cubic 

feet of gas in its shale deposits.  Shales are the source rock for hydrocarbon production 

and are known to produce methane gas through biogenic, thermogenic or combination 

mechanisms (Curtis, 2002).  Biogenic gas is generated from anaerobic bacteria that 

produce methane during early diagenesis.  Thermogenic gas originates from thermal 

cracking of kerogen at extremely high temperatures and pressures (Shaw et al., 2006). 

With increasing natural gas demands within Canada and North America and beyond, 

shallow biogenic gas reserves are viable sources for natural gas (Shurr and Ridgley, 

2002).  Within biogenic shale gas formations, the natural gas can be stored as free gas 

within fractures or rock pores, adsorbed gas on organic materials such as kerogen or 

inorganic materials such as clays, or gas that has been dissolved into water within the 

reservoir (Curtis, 2002).   
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Natural gas systems are usually placed into three categories, illustrated in Figure 1.2.  

The first category, the deepest one, is the thermogenic kitchen where temperatures are 

relatively hot and gas is produced by thermogenesis, this region is capped off by the 

thermogenic ceiling. The depth of the thermogenic ceiling varies with temperature and 

geothermal gradient, and does not always occur at the same depth.  Thermogenic gases 

are produced by degradation of kerogen or oil at temperatures above 150 - 160°C up to 

about 250°C (Pepper and Corvi, 1994). In the second category, the shallowest one, is a 

favorable environment for microbes to generate methane gas; the bottom of this level is 

known as the biogenic floor.  The depths of the biogenic floor and the thermogenic 

ceiling will vary between reservoirs, but on average the biogenic floor is about 550 m 

below the surface (Shurr and Ridgley, 2002).  The third category sits between the 

thermogenic and biogenic categories and contains thermogenic gas that has been 

displaced from deeper intervals and some biogenic gas.  Biogenic gases originate from 

bacterially-mediated anaerobic mineralization of organic matter in sediments up to about 

75°C.  Microorganisms in the reservoirs produce biogenic gas, which is mainly made up 

of methane, however it can also contain up to 2% of other gases such as ethane, propane, 

butane, and pentane (Rice and Claypool, 1981; Whiticar et al., 1986).  More than 20% of 

all natural gas in reservoirs in the world are from biogenic gas (Rice and Claypool, 1981). 

 

A series of microbial ecosystems are involved in the production of biogenic gas.  

Initially, if present, oxygen is consumed by aerobic bacteria. After the oxygen is 

depleted, sulfate reduction from the pore water becomes the dominant form of respiration 

within the system.  After the sulfate is consumed, then methane generation occurs mainly 

by reduction of CO2 by hydrogen (Rice and Claypool, 1981).  Hydrogen is produced by 
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bacteria that metabolize organic materials that are present within the reservoir. Although 

biogenic gas is generated relatively slowly inside shale formations, economic amounts of 

methane have already accumulated within these reservoirs.   

 

There are several limitations in our understanding of production, storage and transport 

mechanisms of natural gas in shallow biogenic gas systems. Production of methane by 

microbial activity depends on geochemical, geological, hydrological and biochemical 

properties of the formation.  However, storage and transport of biogenic gas depends on 

rock permeability and porosity (Shaw et al., 2006).  For biogenic shale gas reservoirs, 

production data typically follows a decline from an initial peak production rate which 

stabilizes to a nearly constant value after a specified time.  The stabilized rate is 

controlled by contributions of biogenic gas generation, desorption of gas from kerogen, 

and diffusion and transport of gas through nanometer to potentially even micron scale 

pore systems. It still remains unclear which one of gas generation versus gas transport 

limits production from shale gas reservoirs.  Here, we present a modified gas material 

balance on production data for shale gas wells to account for biogenic gas generation to 

examine contributions from biogenic gas generation.  More specifically, we derive a 

modified gas material balance that includes a biogenic gas generation term, porosity 

compressibility, and an adsorption isotherm.  From the modified gas material balance, 

gas transport mechanisms can be ranked.  Once the amount of gas produced by 

microorganisms was determined, these values were compared to biogenic gas generation 

amounts from literature.  

   



 

47 

3.2.1 Field Geology 

Two shallow shale gas reservoirs were evaluated in this study.  The first is Nexen’s 

Bigstick Field and the second is Husky’s Abbey Field, both located near the 

Alberta/Saskatchewan border in Canada shown in Figure 3.1 and Figure 3.2, respectively.  

 

The data from 9 wells were used to analyze biogenic gas production from Nexen’s 

Bigstick Field.  In this field, gas is sourced from the upper Colorado shales, lower Second 

White Specks interval.  The production of gas from this interval is from three stacked 

sand units, the upper two units consisting of transgressive shoreface sands, and the lower 

unit is a highstand shoreface sand.    

 

 

Figure 3.1. Map of all nine wells used in study for Nexen's Bigstick Pool. 
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Figure 3.2. Map of all 223 wells used in study for Husky's Abbey Field. 
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This formation is shallow with depths typically between 300 and 800 m.  The ultimate 

source of the gas and the reservoir are interbedded and the migration of gas from source 

to reservoir is not significant.  In the Bigstick Field, gas production rates range from low 

to relatively high of about 20,000 to 1,000,000 ft
3
/day (566 to 28, 317 m

3
/day).  

 

The data from 223 wells were used to analyze Husky’s Abbey Field.  The main 

producing zone in this field is a laminated fine sand and a silty/shaley interbedded zone 

considered to be a prodelta plume of sediment deposited in a deeper shelf environment.  

The sandstone layers act as a pipeline to produce adsorbed gas in the finer-grained 

sediments and initial free gas in the higher porosity sand layers.  These interbeds are 

sealed vertically by intraformational mudstone and overlain by tighter bioturbated shales 

and silts.  The individual thin beds are linked vertically by a required fracture treatment 

that induces a near-vertical fracture.  It is this action that allows a large initial production 

rate, up to 1,000,000 ft
3
/day (28,317 m

3
/day), from a small perforation interval (often ~2 

metres long) to accumulate gas in a vertical and horizontal reach from the wellbore.  

Production without a fracture treatment yields small amounts of gas for short periods 

only.  Unravelling the complex history of the late-occurring Abbey structure versus the 

early generation of biogenic gas at 88-66 m.y.a (Fishman et al., 2001) and its subsequent 

migration into its current setting is still unknown.  It would appear that early deeper 

burial shortly after deposition has generated this biogenic gas, this generation would be 

terminated when temperatures got too hot with increased burial depths.  After migration 

into this late structure and sitting only at 300 - 400 m depth it would appear that once 

again temperatures are appropriate to resume biogenic gas generation with current 
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reservoir temperatures of 14 - 15ºC.  Thus current gas production that is shown in this 

thesis is likely to be a mix of ancient and contemporary methane. 

 

3.2.2 Gas Generation Rates and Storage within the Reservoir 

In general, shale gas reservoirs display variable production rates due to changes in near 

wellbore permeability, fracture width of natural fractures, and hydraulically induced 

fractures.  Gas production rates, at standard conditions, often range between 0.5 and 15 

x10
3 

m
3
/d (Shaw et al., 2006).  The wells from these formations usually produce low gas 

rates, however since the wells are quite shallow they are less expensive to drill and 

complete, thus making them economical (Shurr and Ridgley, 2002).  Gas production rates 

usually decline quickly and then flatten out for the remainder of the well life.  The flat 

decline area is believed to be a result of desorbed gas and gas generation from 

microorganisms.  Gas generation rates and gas reserves are difficult to calculate in 

unconventional gas reservoirs such as tight gas and shale gas systems (Cox et al., 2002).   

 

Shale gas reservoir production is distinguished by multiple gas storage mechanisms, 

reservoir heterogeneities, and other unique characteristics that manage gas production 

(Jenkins and Boyer, 2008).  One of these characteristics is the variation in porosity within 

the reservoir:  porosity can vary greatly over a one meter interval.  The porosity for these 

shale systems can be split into two main categories: primary and secondary porosity 

(King, 1990). Primary porosity is the matrix porosity between rock molecules and is 

smaller than secondary porosity. Secondary porosity refers to pore space contained in 

natural fractures within the system.  It is believed that as the pressure within the reservoir 

decreases the gas molecules first desorb from the matrix surface and thereafter diffuse 
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through the primary porosity regions following Fick’s First Law, these molecules then 

move towards the secondary porosity regions where they are transported using Darcy’s 

Law to the production well (King, 1990).  There are three different mechanisms by which 

gas can be stored within the formation.  First, gas can be present in the open spaces 

between the rock (known as free gas).  Second, it can also be trapped within tiny pore 

spaces which are not connected to each other (non-effective porosity).  Third, it can be 

found as adsorbed methane in kerogen or clay.  The matrix has a large amount of surface 

area, and since it is composed of organic matter it is able to effectively adsorb methane 

gas (Fathi and Akkutlu, 2009).  Almost 50% of the gas that is found in these reservoirs is 

adsorbed onto kerogen present within the reservoir.  Therefore, the total amount of 

kerogen found within a reservoir greatly affects the adsorption of gas molecules on the 

matrix (Shaw et al., 2006).  

 

The transport of methane gas through the primary porosity region can follow any of the 

following diffusion mechanisms either simultaneously or individually depending on the 

rock or gas properties (King, 1990): 

 Surface diffusion: movement of gas molecules along a surface 

 Bulk diffusion: movement of gas molecules, where molecular interactions are 

dominant  

 Knudsen diffusion: movement of gas molecules, where molecule-surface 

interactions are dominant  
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3.3 Methods 

The moles of gas produced are equivalent to the moles of gas initially present in the 

primary and secondary porosity system plus the moles of biogenic gas produced within 

the reservoir minus the amount of gas that is left in the primary and secondary porosity 

system at the end of the production period: 

 

             (     )           (3.1) 

 

 

where    is moles of produced gas,     is moles of gas in secondary porosity initially, 

     is moles of gas in primary porosity initially,    is moles of gas in secondary porosity, 

   is moles of gas in primary porosity, and γ is moles of gas generated.  The modified gas 

law can be used to determine moles from the pressure and temperature: 

 

                                (3.2) 

 

where   is the pressure,   is the volume,   is gas compressibility,   is the total number of 

moles,   is the ideal gas constant, and   is the temperature.  Equation 3.2 can be 

substituted into Equation 3.1 to yield:   

 

     

       
 (

  

   
)
  

        [(
  

   
)
 
   ]                    (3.3) 

 

where     is the volume of gas produced,     is the pressure at standard conditions,     is 

the compressibility at standard conditions and     is the temperature at standard 
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conditions.  The gas stored in the primary-porosity matrix can be found from the 

following equation describing the equilibrium adsorption isotherm (King, 1990): 

 

    
   

    
              (3.4) 

 

where     is volume of gas stored,    is the volume constant for the Langmuir isotherm, 

and    is the Langmuir pressure constant.  This volume can be converted to moles by the 

following equation: 

 

   
   

       
                (3.5) 

 

where    is the moles of gas stored. Re-arranging Equation 3.3, and performing 

substitutions for saturations (see below) we get the following:   

 

     

      
 (

     (     )  

   
)             [(

    (       ) 

  
)        ]       (3.6) 

 

where     is the initial water saturation,       is the average water saturation,     is the 

bulk volume of the secondary porosity region,   is the porosity,    is the initial porosity, 

   is the initial gas compressibility and     is the moles of gas stored as calculated using 

the initial equilibrium isotherm.  If we assume that the water saturation stays constant and 

that there is no oil in the reservoir then (     ) and (       ) are equal to     the 

initial gas saturation (Seidle, 1993).  Equation 3.6 then becomes: 
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Re-arranging Equation 3.7 yields: 
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The change of the porosity is given by: 
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            (3.9) 

 

where    is the pore compressibility which when substituted into Equation 3.8 leads to:   

                      (3.10) 

   
           

    
{[

     

  
 

    

        
(

    

     
)  

   

     
]  [

[    (    )]    

 
 

    

        
(

   

    
)]}  

 

Equation 3.10 can be simplified: 
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and  

 

   
 

[    (    )]    
     

         
(

   

    
)
         (3.13) 

 

From Equation 3.11,    can be plotted versus 
 

  
 to give     (slope) and   (intercept).  

The biogenic gas generated,  , represents the total amount of biogenic gas generated as 

the reservoir changes from the initial pressure    to the final pressure of the well  .  This 

theory categorizes the total amount of methane gas produced as free, desorbed or 

biogenic.  Therefore, knowing the reservoir parameters such as temperatures, pressures, 

Langmuir constants, reservoir compressibility, porosity, etc. not only can the total 

amount of gas within the reservoir be determined, but also the amount of gas that is 

considered free gas within the reservoir, desorbed gas and also microbially generated gas 

within the reservoir.   

 

3.4 Results and Discussion 

As described above, two field cases were analyzed: first, the Bigstick Field operated by 

Nexen Inc. and second, the Abbey Field operated by Husky Energy Inc.  In addition to 

these two case studies, a high pressure methane adsorption analyses was carried out to 

determine the amount of methane gas that adsorbed on to the reservoir surfaces.  This 

analysis was carried out on a well located in the Milk River Formation of Husky’s Abbey 

Field.  Adsorption data was obtained from two different depths within the formation as 

described below.  The amount of gas produced through microbial activity for these two 

fields as obtained from the new gas material balance theory was then compared to 
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Clayton, (1992).  Clayton, (1992) reports estimates for the maximum biogenic gas yield 

given a reservoir volume depending on the total organic carbon within the reservoir. 

 

3.4.1 High Pressure Methane Adsorption Analyses 

High pressure methane adsorption analyses were carried out on two different sections of 

core from two different zones in the Milk River obtained from Husky’s Abbey Field.  

The Milk River D sample was taken from the 313.45 - 314.0 m depth interval whereas 

the Milk River E sample was from the 324.8 - 325.2 m depth interval.   Two grams of the 

core samples were used for the analysis.  The methane adsorption was analysed by using 

a high-pressured volumetric adsorption technique that employs Boyles’ Law      

    .  Basically a known volume of gas was put into a cell with the sample, and the 

amount of gas that was adsorbed onto the sample material was measured by monitoring 

the change in pressure in the cell, which was then converted to a volume by using the real 

gas law.  As gas was adsorbed onto the sample the pressure within the cell dropped until 

equilibrium was reached.  The results of this analysis are displayed in Figure 3.3 and 

Figure 3.4.  The Langmuir volume constant and Langmuir pressure constants VL and PL 

were obtained from Figure 3.3 and Figure 3.4.  These variables were needed to complete 

the gas material balance as shown in Equations 3.1 to 3.13. 
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Figure 3.3. Langmuir isotherm Husky Milk River D 313.45-314.0m (CBM Solutions, 

2011). 

 

 

Figure 3.4.  Langmuir isotherm Husky Milk River E 324.8-325.2m (CBM Solutions, 

2011). 
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3.5 Case 1 – Nexen’s Bigstick Field 

Nine wells operated by Nexen in the Bigstick Field were used to evaluate the theory 

formulated above.  These wells produce from the Colorado shale formations.  Although 

these are conventional gas wells, it is believed that the formation from which the gas is 

produced is sourced from a shale gas formation and the gas production rates observed in 

these wells are similar to those that would be seen in shale gas wells.  The shale gas wells 

in this area have only been producing since about 2007, therefore there is not enough 

pressure data from shale gas fields to do a similar analysis, and that is why conventional 

gas wells adjacent to shale formations were used in the current study.  Figure 3.1 shows 

the location of the wells used in this study.    

 

All volumes were normalized to 288.15K.  The pressure and    value as obtained from 

Equation 3.13 was known at different times throughout the well, this was then used to 

calculate    ⁄ .  If the gas produced and    ⁄  of the nine wells were pooled together, 

essentially an average pseudo well and pseudo reservoir were created.  The data listed in 

Table 3.1 was then used to construct a single    versus    ⁄  plot, shown in Figure 3.5 

and Figure 3.6 for the Langmuir parameters for zones D and E in the Milk River, 

respectively, which a linear best fit line was drawn through.  The input data for the model 

is listed in Table 3.1. 
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Table 3.1. Values used in the equations. 

Symbo

l 
Property 

Nexen’s Bigstick Field Husky’s Abbey Field 

Value Reference Value Reference 

c 

Porosity 

compressibility 

(1/Pa) 

1.09 x 10
-9

 (King, 1990) 1.09 x 10
-9

 (King, 1990) 

Pi 
Initial reservoir 

pressure (Pa) 
4,900,000 Field 3,200,000 Field 

Psc 
Pressure at standard 

conditions (Pa) 
101,325 

PL  
Langmuir pressure 

constant (Pa) 

2.92 x 10
6
 

Milk River 

D 
2.92 x 10

6
 

Milk River 

D 

1.70 x 10
6
 

Milk River 

E 
1.70 x 10

6
 

Milk River 

E 

R 
Universal gas 

constant (J/mol K) 
8.314 

Sgi Initial gas saturation 0.5 Field 0.6 Field 

T Temperature (K) 

288.15 
Tsc 

Temperature at 

standard conditions 

(K) 

VL 

Volume constant for 

Langmuir isotherm 

(standard m
3
/m

3
) 

1.485 
Milk River 

D 
1.485 

Milk River 

D 

0.893 
Milk River 

E 
0.893 

Milk River 

E 

zsc 
Gas compressibility 

at standard conditions 
1 

i Initial Porosity 0.20 Field 0.20 Field 
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Figure 3.5. Gas produced versus P/z* for Nexen’s Bigstick Field with Milk River D 

Langmuir isotherms.  The volumes have been normalized to 288.15K. 

 

 

 

Figure 3.6. Gas produced versus P/z* for Nexen’s Bigstick Field with Milk River E 

Langmuir isotherms.  The volumes have been normalized to 288.15K. 
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This yielded the slope (bulk volume for the pseudo reservoir) and intercept (total amount 

of biogenic gas produced for the pseudo well), presented in Table 3.2.  In other words, a 

pseudo well was created, representing all of the pressure and total gas production data 

from this reservoir, to apply the new gas material balance theory.  The amount of gas 

produced from this well was then essentially an average value for the entire field.   

 

To compare the amount of gas produced by microorganisms during the entire production 

period of the reservoir to the amount of gas produced that was free, and desorbed from 

the surrounding material within the reservoir, the following analysis was used.  An 

abandonment pressure for the reservoir was taken to be 101,325 Pa (the initial pressure 

was 4.9 MPa) and the final reservoir compressibility,  , was set equal to 1 (essentially gas 

behaves as an ideal gas).  The analysis was completed with the Langmuir parameters for 

both zones D and E in the Milk River.  When these values were used, it was found that 

the total amount of gas produced was approximately 2.29 x 10
7
 m

3
, and when the 

Langmuir constants for zone D were used, 36.9% of the gas produced was from microbial 

activity during the production period, 53.8% was free gas already present within the 

secondary porosity region, and 9.3% was gas desorbed from different surfaces, and when 

the Langmuir constants for zone E were used 36.8% of the gas produced could be 

attributed to microbial activity during the production period, 56.4% was free gas already 

present within the secondary porosity region, and 6.8% was gas desorbed from different 

surfaces.  The results are tabulated in Table 3.2 for more clarity.  The results from the two 

zones were similar.  Also for this field, the amount of gas produced biogenically by  
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Table 3.2. Properties calculated from theory. 

Values 

Nexen’s 

Bigstick Field 

(Milk River D) 

Nexen’s 

Bigstick Field  

(Milk River E)  

Husky’s Abbey 

Field 

(Milk River D) 

Husky’s 

Abbey 

Field 

(Milk River E) 

Intercept (m
3
) 2.33 x 10

7
 2.32 x 10

7
 4.68 x 10

7
 4.69 x 10

7
 

Slope (m
3
/Pa) -4.79 -5.01 -1.57 x 10

1
 -1.64 x 10

1
 

Vb2 (m
3
) 2.42 x 10

6
 2.54 x 10

6
 7.96 x 10

6
 8.31 x 10

6
 

zi 0.934 0.934 0.94 0.94 

 1.01 1.06 1.07 1.12 

Moles of 

biogenic gas 

produced 

3.57 x 10
8
 3.56 x 10

8
 3.60 x 10

8
 3.61 x 10

8
 

Volume of 

biogenic gas 

produced (m
3
) 

8.44 x 10
6
 8.41 x 10

6
 8.52 x 10

6
 8.53 x 10

6
 

Volume of 

free gas (m
3
) 

1.23 x 10
7
 1.29 x 10

7
 3.11 x 10

7
 3.25 x 10

7
 

Volume of gas 

produced by 

desorption 

(m
3
) 

2.14 x 10
6
 1.56 x 10

6
 5.78 x 10

6
 4.43 x 10

6
 

Total gas 

produced if 

final reservoir 

pressure is 

101,325 Pa 

(m
3
) 

2.29 x 10
7
 2.29 x 10

7
 4.54 x 10

7
 4.55 x 10

7
 

Volume 

biogenic 

gas/total gas 

0.369 0.368 0.188 0.188 

Volume free 

gas/total gas 
0.538 0.564 0.685 0.715 

Volume gas 

desorbed/total 

gas 

0.093 0.068 0.127 0.097 

  

*

i
z
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microorganisms during the resource lifetime of a well was more than a third of the total 

gas produced. 

 

The results found in this study were then compared with another set of data using the 

amount of gas that was produced by microorganisms in a study completed by Clayton, 

(1992).  In the current study the maximum yield of biogenic methane as a function of the 

total reservoir volume was calculated for a 10% conversion of organic matter into 

methane, as shown in Figure 3.7.  This was considered the upper limit.  If the bulk 

volume as calculated from Equation 3.13 was used for the combined data set and the 

average total organic carbon of the source was between 1% and 50%, the maximum 

amount of methane produced for this pseudo reservoir volume from Figure 3.7 was 

between 10
7
 m

3
 and 10

9
 m

3
.  Since all of the gas in this pseudo reservoir came from 

microbial degradation, the total volume of gas of 2.29 x 10
7
 m

3
, from analyses D and E 

separately, fell in between the upper and lower limits of Figure 3.7.  This shows that the 

calculation based on the combined data set provides good agreement between the field 

data and Clayton’s results. 

 

In conclusion, after the above analysis was carried out on Nexen’s Big Stick field it was 

clear that 37% of the gas produced during the resource lifetime of a well in this reservoir 

was directly derived from ongoing biogenic gas generation. 
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Figure 3.7. Maximum yield of biogenic methane as a function of source sediment 

volume (Clayton, 1992). 

 

3.5.1 Case 2 – Husky’s Abbey Field 

The same analysis, as described for the Bigstick Field, was carried out on Husky’s Abbey 

Field.  However, in this case the bottom-hole pressure for 223 wells was measured.  

These wells produce from the Milk River formation, Alderson member.  The wells in this 

area have been producing since about 2002.  The static bottom hole pressure was 

approximated from the shut-in casing pressure (SICP) for a new well that was drilled in a 

specific section before that well was fractured.  The SICP was then corrected for depth 

and lack of build-up time.  This corrected bottom-hole pressure was plotted against the 

cumulative production for offsetting wells within the section at the fracture.  All 223 

pseudo section-wells were plotted to create a section-sized final combined well plot.   

Equation 3.11 was then used and a plot of    vs.    ⁄  was plotted as shown Figure 3.8 

Vb2 (bulk volume for Nexen

Bigstick Field) approximations 

for zone D & E

Vb2 (bulk volume for 

Husky Abbey Field)

approximations for zone 

D & E
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and Figure 3.9.  Figure 3.8 plots the produced gas versus pressure using the Langmuir 

isotherm constants for zone D and Figure 3.9 is for the case with the Langmuir isotherm 

for zone E.  From the slope and intercept of this graph, along with Equations 3.12 and 

3.13, the following information was obtained.  Using the Langmuir isotherm constants 

for zone D and E, it was found that 4.54 x 10
7
 m

3
 and 4.55 x 10

7
 m

3
 of gas was produced, 

respectively in this pseudo reservoir.  Of the gas produced using the data from zone D 

Langmuir constants, 18.8% was produced from microbes during the well life, 68.5% was 

free gas in the system, and 12.7% of the gas was desorbed from surfaces.  Using zone E 

Langmuir constants, 18.8% was biogenic gas produced during the resource lifetime of the 

well, 71.5% was free gas contained within the reservoir and 9.7% was desorbed gas.   

 

The results from this analysis were also compared with Clayton’s values as shown in 

Figure 3.7.  The average value from both Langmuir constants of     is marked on Figure 

3.7, and according to this the amount of gas produced should be between 4 x 10
7
 and 2 x 

10
9
 m

3
.  And as shown in Table 3.2 the amount of gas produced shown was 4.54 x 10

7
 m

3
 

for Milk River (D Langmuir constants) and 4.55 x 10
7
 m

3 
Milk River (E Langmuir 

constants), which are between the two values shown in Figure 3.7.  These values are 

close to the 1% TOC line and from laboratory analysis it is known that the TOC content 

for this reservoir is approximately 1%, so this is indeed a very good match to Clayton’s 

data. 
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Figure 3.8. Gas produced versus P/z* for Husky’s Abbey Field with Milk River D 

Langmuir isotherms. 

 

 

Figure 3.9. Gas produced versus P/z* for Husky’s Abbey Field with Milk River E 

Langmuir isotherms. 
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3.6 Conclusions and Recommendations 

The conclusions are as follows:   

 A new gas material balance theory has been derived for shale gas reservoirs that 

includes terms for biogenic gas generation, along with a term for the free gas 

present within the reservoir and a term which represents the amount of gas that 

was desorbed within the reservoir.   

 More pressure data needs to be collected from shale gas wells to complete an 

accurate gas material balance that includes the biogenic gas production term.   

 The biogenic gas produced during the production life of a well from shale gas can 

be significant, as shown in this chapter for Nexen’s Bigstick Field it accounts for 

about 37% of gas production and for Husky’s Abbey Field it accounts for 19% of 

gas production during the resource lifetime of a well.  This is important from a 

gas production point of view – if the microbes could be stimulated by adding 

nutrients to the system, then the gas yield could be improved.   

 New high pressure methane gas adsorption curves are shown in this chapter.  

These curves were obtained from cores in Husky’s Abbey Field, which represent 

the typical behavior of gas adsorption in a shallow shale system in western 

Canada. 
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Chapter Four: Biogeochemical Analysis of Shale Gas Systems Reveals Links 

Between Geology, Biology and Reservoir Engineering  

 

Cokar, M., Wilson, S., Ford, B., Gieg, L.M., Kallos, M.S., and Gates, I.D., 

“Biogeochemical Analysis of Shale Gas Systems Reveals Links Between Geology, 

Biology and Reservoir Engineering,” to be submitted, 2012. 

 

4.1 Abstract 

The world’s largest bioreactor is right below our feet.  The largest fraction of anaerobic 

microorganisms on earth live underground for example in soils, shale intervals, oil and 

gas reservoirs, and coal seams.  The by-product of their metabolic activities are methane 

and carbon dioxide.  The economic potential of this self-renewing natural energy 

resource is immense and it is of enormous value to study and understand a) methane 

producing archaeal communities that exist in these underground environments, b) what 

limits growth of these microbial communities, and c) which substrates enhance their 

metabolic by-products.  An increase of their metabolism will enable greater methane gas 

production from these systems.  The focus of the study documented here is a shallow 

biogenic shale gas formation.  This study is the first of its kind to document methane 

production curves from microorganisms in produced water and inoculated core samples 

obtained from a shale gas reservoir in the WCSB.  16S rRNA gene sequencing identified 

different organisms at the family level present within these samples.  In addition, insights 

into the relationships between geochemistry, methane substrate utilization, and 

methanogenic substrates were investigated.  This study reveals biological evidence of 

methanogenic activity in a shallow shale gas reservoir in western Canada.  The WCSB 
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contains over 1,000 Tcf of methane in its shale deposits, and evidence of microbial 

activity within shallow shale reservoirs opens a huge window of opportunity.  The actual 

gas potential of these reservoirs is much greater than current estimates because present-

day methanogenic activity can generate a significant fraction of the total gas production 

from the reservoir.  The implication is that methane production rates from biogenic shale 

gas reservoirs could be enhanced significantly with substrate stimulants injected into a 

reservoir.   

 

4.2 Introduction 

Natural gas is among the cleanest and most abundant fuels available for human 

consumption.  Historically, a transition from heavier fuels to lighter ones has occurred, 

e.g. wood to coal (solids) to oil (liquid) and eventually to natural gas.  Although 

conventional gas resources are on the decline in North America, unconventional gas 

reservoirs have become the focal point.  Methane gas within these reservoirs can be 

generated from organic matter both thermogenically and biogenically.  Thermogenic gas 

is found deeper underground where higher temperatures and pressures (>150C and > 

5,000 kPa) (Pepper and Corvi, 1994) provide an ideal environment for natural gas 

generation through chemical processes.  Biogenic gas, on the other hand, is found in 

more shallow environments which exist at lower temperatures (<80°C) and pressures 

(<5,000 kPa) where anaerobic microbes are capable of degrading hydrocarbon substrates 

(Aitken, 2004 and Connan, 1984).  Here, the focus of the research documented is on 

shallow biogenic shale gas reservoirs.  These reservoirs are essentially massive biological 

reactors where indigenous microbes consume kerogen to generate carbon dioxide and 
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methane and a small fraction of ethane, propane, butane, and pentane.  These types of 

reservoirs represent a key element in the development of petroleum – they are the 

bioactive source systems that generate oil and gas.  The physical, chemical and biological 

processes of gas generation and nutrient, waste, gas, and water transport and flow, and 

the interaction between these biological and physical phenomena are currently not well 

understood.  This is compounded by the complexity of the system; biogenic gas 

generation and its desorption from kerogen, diffusion and convection through nanometer 

to micron to meter porous systems and the connections between the porous systems make 

biogenic shale gas reservoirs difficult to analyze.  

 

4.2.1 Shale Gas Formation Geology 

The shallow shale gas formation focused on in the research documented here is from the 

Milk River Formation (also commonly known as the Alderson Member in the oil and gas 

industry, often referred to as the Abbey Field).  It is located in south-eastern Alberta and 

south-western Saskatchewan (See Figure 4.1) and was deposited in the western Interior 

Seaway during the late stages of the Upper Cretaceous Mesozoic Era.  The productive 

zones of the Abbey Field are thought to be the leading edges of a prodelta plume of fine-

grained sediment deposited in a deeper water marine environment.  This formation 

contains an enormous amount of natural gas with estimates greater than 15 Tcf of natural 

gas (Fishman et al., 2001).  This formation is essentially both a source and reservoir rock 

that contains the natural gas.    

 

All core and water samples used in this study were obtained from the productive biogenic 

shallow gas zones in the Alderson Member of the Milk River Formation.  The productive 
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zones of the Abbey Field are split by stratigraphy into Zones B, C, D, E and F depending 

on the depth.  Bedding dip angles show the source of these clastics to be generally from 

the south or south-west shoreline location.  Within each zone of the Abbey Gas Field, 

each plume of clastics tends to get thinner and more fine-grained basinward.  This leads 

to generally thinner alternating beds of sands, silts and clays in an easterly direction.  The 

bedding is further complicated by varying amounts of worm-burrowing which results in 

relatively preserved distinct bedding in the E interval to less defined more homogenized 

bedding in the B, C, and D intervals.  Consequently, the permeability (with respect to air) 

in the horizontal direction within the E interval is equal to on average 3.16 mD versus 

0.2-0.4 mD in the other zones.  Produced gas rates from the E interval are an order of 

magnitude higher than that in the B, C, and D intervals.   

 

 

Figure 4.1. Location of the WCSB (National Energy Board, 2011) and locations of 

wells from which produced water samples Site 1 (16-7-22-17W3) & Site 2 (16-3-22-

18W3) and core samples Site 1 (16-3-22-18W3) were obtained. 

 

Site 1 
Site 2 
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As shown on the Zone D section at 304.25 m (Figure 4.2a), the clastics and shale/silt 

areas are more mixed and the darker shale in the lower right quadrant is disturbed from 

its near horizontal bedding plane by mixing and reworking after deposition by pelagic-

burrowers.  Note the fine-grained angular and sub-angular clastics in white are less than 

0.1 mm in size.  Remnant bedding is seen in the upper third of the slide where less 

burrowing has occurred.  In contrast the section of Zone E at 322.49 m (Figure 4.2b) 

shows much more pronounced bedding planes and more clastic laminations of better 

reservoir as illustrated by the porous (blue colour) oval section of reservoir in the middle 

of the slide. Also note that at 322.98 m (Figure 4.2c), similar bedding laminations of 

reservoir "pipeline" for moving methane gas into the hydraulic fracture created to 

produce the well.  These laminations are typically between 0.25 - 0.33 mm thick.   

 

 

Figure 4.2.  Thin sections of zones D and E from left to right at a depth of (A) 304.25 

m (Zone D), (B) 322.49 m (Zone E), and (C) 322.98 m (Zone E).   

 

4.2.2 Gas Production Rates 

Canadian shale gas resources are much newer than those found south of the border in the 

United States.  Although some fields have been producing gas for several decades, the 

remainder of the resource is relatively unexplored.  Natural gas can be termed either 

biogenic or thermogenic depending on whether it comes from microorganisms or through 

A. C. 1mmB.
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high temperature and pressure processes deep within the subsurface.  Thermogenic gas is 

found several kilometers below the surface where high temperature and pressure thermal 

cracking converts organic matter and oil into gas whereas biogenic gas can be found at 

depths above 500 m and are found in reservoirs with temperatures less than 80°C (Larter 

et al., 2006; Shurr and Ridgley, 2002).  The optimum temperature for these types of 

reservoirs appears to be between 40 and 60°C.  There must be organic matter present 

within these reservoirs for microorganisms to consume and the sulfate content of these 

reservoirs is generally low, and as these are tight reservoirs there still needs to be 

adequate permeability to allow for the flow of water that carries nutrients for the 

microorganisms as well as adequate pore space for the microorganisms to grow (Fishman 

et al., 2001).  The gas production rates within these reservoirs can be initially as high as 

20,000 m
3
/day (706,000 scf/day) and can fall down to less than 1,000 m

3
/day (35,300 

scf/day) near the end of the well’s production life.  These reservoirs are generally 

characterized by relatively high flow rates in the beginning with a sharp decline and then 

stabilized flow near the end of the well’s life.  The stabilized flow can be attributed to 

very low permeabilities within the nanopores, diffusivity of methane from the formation 

water, desorption of gas from both organic and inorganic surfaces, pressure maintenance 

due to water influx, or ongoing biogenic gas generation. 

  

4.2.3 Shale Gas Reservoir Biology  

Anaerobic production of methane can be found in a wide variety of places, which include 

marine environments, petroleum environments, digestive tract of animals, and deep sea 

hydrothermal vents (Bapteste, 2005; McDonald et al., 1999; Takai and Horikoshi, 1999; 

and Florin et al., 2000).  Biological methane producers are known as archaeal 
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methanogens which consists of five phylogenetically divergent orders:  

Methanobacteriales, Methanopyrales, Methanococcales, Methanomicrobiales and 

Methanosarcinales.  All of these microorganisms have the ability to metabolically 

produce methane in the absence of oxygen (Bapteste, 2005).  There are a limited amount 

of metabolic reactions that can generate methane.  The two most predominant pathways 

are hydrogen consumption, wherein methanogens are CO2 reducing prokaryotes, and they 

use hydrogen as the electron donor or energy source and CO2 as the electron acceptor 

(hydrogenotrophic) as described in Equation 2.2 of Chapter 2. Alternatively, acetate can 

be fermented, which uses acetate and hydrogen to produce methane and carbon dioxide 

as seen in Equation 2.3 of Chapter 2.  

 

Materials and Methods 

Figure 4.3 outlines the three sets of experiments that were performed in this study.  The 

first set of experiments involved incubation of produced water samples from two 

different sites within the Milk River formation.  The produced water from all of the 

experiments was taken from two different wells located within the Milk River formation.  

The first well will be herein referred to as ‘Site 1’ has Unique Well Identifier (UWI) 16-

3-22-18W3 and the second well referred to as ‘Site 2’ has UWI 16-7-22-17W3.  The 

location of these wells is shown in Figure 4.1.  There were four runs setup up for each 

site, with each having a different substrate added to the produced water.  The second set 

of experiments involved incubating core samples without any inoculation, and the third 

set of experiments involved inoculation of the incubated core samples from the produced 

water enriched with H2/CO2. 



 

 

7
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Figure 4.3.  Outline of experiments: the first experiment lasted 244 days, which involved produced water from two different 

sites.  The second experiment ran from Day 3 to Day 95 and involved only core samples.  The third experiment ran from Day 

98 to Day 244, and core was inoculated with 1 mL of produced water that was enriched with H2/CO2. 
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4.2.4 Sample Gathering and Handling  

The produced water samples were collected from the wellhead and the experiments 

started within three days of collection.  The produced water samples were stored in an 

anaerobic chamber (Vinyl Coy Anaerobic Chamber, containing 90% N2:10% CO2).  

Additionally, core was received from the Site 1 well.  However, the core was drilled in 

2002 and stored in a core storing facility where it was open to atmospheric conditions 

before being transported to the laboratory.  The core was sectioned into five different 

zones labeled B, C, D, E and F, as shown in Figure 4.3.  These zones correspond to 

different regions within the reservoir that share similar geochemical and geological 

characteristics.  

 

4.2.5 Core and Produced Water Preparation 

The external surface of the cores were scraped off in order to remove any contaminants 

that were introduced during coring, handling, and storage.  This was done in an anaerobic 

chamber (Vinyl Coy Anaerobic Chamber, containing 90% N2:10% CO2) with a knife that 

was sterilized in an autoclave.  The core was then crushed by using a mortar and pestle 

(which was also sterilized) until it was in a coarse powdered form.  All equipment that 

came into contact with the core was sterilized by using an autoclave to prevent external 

bacterial contamination of the cores. 

 

Produced Water 

As soon as the produced water samples were received they were put into an anaerobic 

chamber (Vinyl Coy Anaerobic Chamber, containing 90% N2:10% CO2).  A 20 mL 
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sample of the produced water was added to 5 mL of mineral salts medium (prepared 

without rumen fluid) to establish four sets of enrichment cultures (McInerney et al., 

1979).  The materials and methods for the preparation of the mineral salts medium is 

listed in Appendix B.  These enriched cultures were incubated in the following four 

different conditions anaerobically: (a) an N2/CO2 headspace with no additional electron 

donors, (b) H2/CO2 at a ratio of 80:20 (28 mL and 7 mL) was added to the headspace 

with no additional electron donors, (c) N2/CO2 headspace with 0.5 mL of 100 mM of 

acetate, and (d) N2/CO2 headspace with 5 g of core from Site 1.   

 

Core Incubations  

Core samples (5 g) were added to 15 mL mineral salts medium (prepared without rumen 

fluid) to establish three sets of enrichment cultures starting 3 days after the produced 

water experiments (Figure 4.3).  These enrichments were incubated anaerobically under 

three different conditions: (a) an N2/CO2 headspace with no additional electron donors; 

(b) H2/CO2 at a ratio of 80:20 (16 mL and 4 mL) was added to the headspace with no 

additional electron donors; and (c) N2/CO2 headspace amended with volatile fatty acids 

(VFA’s) (0.1 mL for a 1M VFA solution that consisted of equimolar concentrations of 

acetate, butyrate and propionic acid).  All three sets of enrichments were carried out in 

either duplicate or triplicate depending on the amount of core material available at each 

depth.  They were separated by depth of formation as shown in Figure 4.3. 
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Core Inoculations with Produced Water  

The core incubations after 95 days (Day 98 of experiment) showed no discernible amount 

of methane produced.  This was most likely attributed to the lack of microorganisms 

present in core stored since 2002 at atmospheric conditions, most likely any strictly 

anaerobic microorganisms present would have not survived.  These samples were then 

inoculated with 1.0 mL of Site 2 H2/CO2 enriched produced water sample, since this 

sample showed the largest amount of methane production out of all of the experiments.  

 

4.2.6 Gas Analysis  

Methane formation in the bottles was monitored by injecting a 0.2 mL sample of gas 

from the headspace in each bottle into a gas chromatograph on a monthly basis.  A sterile 

syringe (BD Syringe, 1 mL, Ref. 309659) was used and it was pre-flushed with a 90:10 

mixture by volume of N2/CO2 to ensure anaerobic conditions.  A HP Series 5890 gas 

chromatograph equipped with a flame ionization detector at a temperature of 200°C was 

used.  Methane gas was injected at a temperature of 150°C into a packed stainless steel 

column (6ft. x 1/8 in., Poropak R, 80/100, Supelco) that was maintained isothermally at a 

temperature of 100°C.  Methane standards at a known concentration were then used to 

calculate methane levels from calibration curves.  These methane standards were made in 

the laboratory by using Praxair mixture of CH4. 

 

4.2.7 Sample Preparation and Analysis by Gas Chromatography-Mass Spectrometry 

(GC-MS) 

To identify the water-soluble shale components that could be driving syntrophic methane 

production (and any putative metabolites), the supernatants (15 mL) from each replicate 
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were subsampled, acidified, extracted with ethyl acetate, and prepared for low resolution 

GC-MS analysis (Gieg and Suflita, 2002).  Briefly, samples were concentrated by rotary 

evaporation and under a gentle stream of N2 to a volume of 100 mL, and then silylated 

using 50 mL BSTFA (N,O- bis(trimethylsilyl) trifluoroacetamide, Thermo Fisher, CAS 

25561-30-2).  Samples were analyzed via autoinjection on an Agilent GC-MS system 

(Model 7890A GC, Model 5975C inert XL MSD) equipped with an HP-1 capillary 

column (50 m x 0.32 mm i.d. x 0.2 m film, Agilent Technologies, Inc.).   The samples 

were analyzed in splitless mode, with the inlet held at 270°C.   The oven was initially 

held at 50°C for 5 min, then increased at a rate of 8°C/min to a final temperature of 

270°C that was held for 20 min.  The method used for the solvent extraction is described 

in Appendix B.  

 

4.2.8 Analysis of Microbial Community 

The microbial community composition of all of the produced water samples (with the 

exception of Site 2 H2/CO2 enriched culture) and the core at Zone D for all three 

substrates indicated in Figure 4.3 were determined via 454 pyrosequencing.  Genomic 

DNA (gDNA) was extracted (0.3 mL per sample with three replicates) with the 

‘FastDNA SPIN kit for soil’; MP biomedicals (Solon, OH), as per the manufacturer’s 

protocol.  A fragment of the 16S rRNA gene was amplified by polymerase chain reaction 

(PCR) (95 °C, 3 mins; 25 cycles of 95 °C 30 s; 55 °C 45 s; 72 °C 10 min), and primers 

926f (aaa ctY aaa Kga att gac gg) (Brigman et al., 2002) and 1392 r (acg ggc ggt gtg tRc) 

(Lane et al., 1985).  The resultant ~500bp (base pair) fragments were confirmed by 

agarose electrophoresis (1% agarose gels) and purified (Qiagen PCR purification kit; 
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Qiagen, Mississauga, ON), as per the manufacturer’s protocol.  The 454 pyrosequencing 

was done similar to the method described by Ramos-Padron et al. (2011).  The purified 

amplicons were subsequently re-amplified for 454 pyrosequencing.  The FLX Titanium 

amplicon primers 454T-RA had a 25 nucleotide A-adaptor sequence of 

CGTATCGCCTCCCTCGCGCCATCAG (Berdugo-Clavijo et al., 2012) and 454T-FB 

had a 25 nucleotide B-adaptor sequence of CTATGCGCCTTGCCAGCCCGCTCAG 

(Berdugo-Clavijo et al., 2012) were used.  The PCR products were then purified by using 

a commercial kit ‘QIAquick PCR Purification Kit: Qiagen’(Maryland, USA); and/or EZ-

10 spin column PCR purification kit (BioBasic Inc., Markham, ON).  A fluorometer 

(Qubit Fluorometer using a QuantiTTM dsDNA HA Assay Kit; Invitrogen, Eugene, 

USA) was used to determine the concentration of the sample.  All of the samples were 

sent to Genome Quebec Innovation Centre for pyrosequencing.   

 

4.3 Results and Discussion 

4.3.1 Log and Core Analysis of Reservoir Data (Day 0) 

A geochemical analysis of Well 16-3-22-18W3 (Site 1) was conducted.  The neutron 

porosity, gamma ray, and spontaneous potential (SP) were determined by downhole 

logging tools after the well was cored and before production.  The air and liquid 

permeabilities along with the density of the formation, total carbon, organic carbon and 

inorganic carbon were determined in the laboratory (CBM Solutions, 2004).  For each 

section of the reservoir labeled B, C, D, E and F the average value of the property is 

displayed in Figure 4.4.  As can be seen from Figure 4.4, geologically the formation does 

not vary significantly with depth except for the air and liquid permeabilities in Sections E 

and F, which are significantly higher than the other zones. 
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The inorganic content of the reservoir however varies between the zones.  The order of 

the zones from the highest inorganic carbon content to the lowest inorganic carbon 

content is C, E, D, F and B.  The inorganic carbons consist of carbonates such as calcite, 

dolomite, and siderite.  The organic carbon is the highest in Zones F, B and C, and the 

lowest in Zones E and D as seen in Figure 4.4.   
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Figure 4.4.  Log and core analysis of Site 1 well 16-3-22-18W3.  From left to right is 

the formation neutron porosity, gamma ray, spontaneous potential (SP), air (KAIR) 

and liquid (KLIQUID)  permeability, density, total carbon weight percent (wt%), 

inorganic carbon (wt%), organic carbon (wt%), and maximum methane produced 

(g)/core (g).  The data for each zone of the formation B, C, D, E and F is averaged 

over that range and shown on the figure.  The perforations are shown on the axis on 

the left hand side labeled measured depth. 
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4.3.2 SEM Images of Core (Day 0) 

Understanding shale properties are complicated by their anisotropy in composition, pore 

size, permeability, and pore connectivity.  Shales are defined by a grain size of less than 

39 μm.  Clays are also approximately of the same size and thus are commonly found in 

the same vicinity of shales.  Other minerals such as quartz and calcite are also present 

within shales.  Visualization of shales helps to understand their texture and pore structure.   

 

A Phillips XL30ESEM scanning electron microscope (SEM) was used to obtain images 

taken for Site 1 core at a magnification of 1000x and 10000x.  The images are shown in 

Figure 4.5.  The shale images are similar to those presented by Sondergeld (2010).  

Images were also taken of inoculated core samples with no additional substrate added at a 

magnification of 1000x and 10000x after the experiments were completed.  The core 

samples were coated with gold-paladium using a sputter coater, whereas the bacterial 

samples were dried out and imaged immediately.  As can be seen in Figure 4.5a, shale 

gas reservoirs are complex with a high degree of variability and complexity and contain 

many tiny pores where gas can be trapped.  The pore sizes vary between nanometers and 

micrometers.  Figure 4.5a reveals that clay platelets within all of these samples are 

ubiquitous.  These images provide insight on shale gas microstructure.  The samples are 

mostly just clays which are very fissile and the layering of the clays is evident in Figure 

4.5a.  Figure 4.5b shows the different consortia of microorganisms in the inoculated cores 

at each depth.  In addition to methane production curves, these SEM images provide 

qualitative evidence of microorganisms growing within the inoculated core samples. 
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Figure 4.5. (A) SEM images of core at depths B, C, D, E, and F at 1000x and 10000x magnification.  (B) 

Microorganisms from the inoculated core samples with no additional substrate samples that were grown with the 

cores at depths B, C, D, E, and F at a magnification of 1000x and 10000x.  



 

85 

4.3.3 Produced Water Incubations (Day 0 -244) 

There were four types of enrichments incubated for this experiment for both Sites 1 and 

2.  These four incubations were: (a) an N2/CO2 headspace with no additional electron 

donors (no substrate), (b) N2/CO2 headspace with 5 g of core from Site 1 (core), (c) 

H2/CO2 at a ratio of 80:20 was added to the headspace with no additional electron donors 

(H2/CO2), and (d) N2/CO2 headspace with acetate (acetate).  The four samples described 

will be herein referred to as no substrate, core, H2/CO2 and acetate.  Methane production 

from these serum bottles was measured on a monthly basis and 454 pyrosequencing of a 

fragment of the 16S rRNA gene was performed for all of these samples except for the 

enriched Site 2 sample with H2/CO2.  

 

The acetate cultures for Sites 1 and 2 are also part of a heterogeneity study, and this will 

be discussed later.  The purpose of the heterogeneity study was to see the difference in 

the microbial consortia in different replicates that were inoculated from the same sample 

and contain the same amount of acetate.  In many biological studies it is common to find 

differences in samples even if they are obtained from the exact same source; the reason 

behind this is currently unknown.  The concentration of the samples sent out for 454 

sequencing and the original number of reads as well as the ones that passed quality 

control for all of the samples are indicated in Table 4.1.  Table 4.2 is a list of all the 

microorganisms present at or above 3% abundance within the samples.  Subsequent 

analysis, with the normalized data, was carried out at the family level.  The data shown in 

the graphs for the family level of microorganisms present within the sample are 

microorganisms present at 3% or more in at least one of the samples.  The results of the 

16S rRNA gene sequencing and methane production curves for produced water are 
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presented in Figure 4.6 - Figure 4.13 and Table 4.3 and Table 4.4, wherein the percent of 

total reads represented by each particular family are indicated.  The results of the 16S 

rRNA gene sequencing and methane production curves for the inoculated cores samples 

are presented in Figure 4.14 - Figure 4.20 and Table 4.5. 

  

The average amount of methane produced for all of the samples was calculated by taking 

the total cumulative methane produced over the entire experimental period and dividing it 

by the number of days.  The average methane production rate for Site 1 and Site 2 

samples with no substrate is 9.93 x 10
-9

 methane(g)/produced water(g)/day and 8.34 x 10
-8

 

methane(g)/produced water(g)/day shown in Figure 4.6 and Figure 4.8.  The no substrate 

sample for Site 2 has more methane than the no substrate sample in Site 1.  Additionally, 

the Site 2 produced water sample also showed more fines within the produced water 

sample than the produced water sample for Site 1.  The fines were most likely from the 

formation, and may contain hydrocarbons that could be used by the microorganisms for 

methane production.  The microbial communities present within the no substrate sample 

of Site 1 and Site 2 also reflect what was observed in from the methane production 

curves.  The microbial community within the no substrate sample for Site 1 was 

predominantly composed of Anaerolineaceae (2.1%), Caulobacteraceae (3.4%), 

Desulfobulbaceae (0.4%), Desulfovibrionaceae (3.2%), Erysipelotrichaceae (0.2%), 

Eubacteriaceae (0.1%), Geobacteraceae (4.1%), Methanobacteriaceae (2.8%), 

Methanomicrobiaceae (0.9%), Methanosarcinaeceae (3.1%), Porphyromonadaceae 

(1.0%), Pseudomonadaceae (40.4%), Sphingomonadaceae (4.3%), Synergistaceae 

(2.9%), Syntrophomonadaceae (0.6%).  The microbial community within the no substrate 
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sample for Site 2 was predominantly composed of Bradyrhizobiaceae (4.2%),  

Burkholderiaceae (5.1%), Caulobacteraceae (6.4%), Comamonadaceae (6.4%), 

Desulfobulbaceae (0.2%), Geobacteraceae (1.6%), Methanobacteriaceae (16.2%), 

Methanosarcinaceae (15.2%), Pseudomonadaceae (5.7%) and Sphingomonadaceae 

(7.6%).  Site 2 has more methanogens than Site 1 even when no substrate has been added 

to the samples.   

 

The average methane production rates for enriched Site 1 samples with core and H2/CO2 

are 3.22 x 10
-8

 methane(g)/produced water(g)/day and 6.92 x 10
-7

 methane(g)/produced 

water(g)/day respectively shown in Figure 4.6.  Relative to the microbial community 

within the no substrate enrichment in Site 1, there was a shift towards methane producing 

archaea within the core and H2/CO2 enrichments, particularly for Methanosarcinaceae 

(23.7%) and (42.7%), respectively, and in the H2/CO2 enrichment there was  a shift 

towards Methanobacteriaceae (24.9%).  Clearly there are methanogens present within the 

produced water samples as shown by the methane generation curves as well as the 16S 

rRNA gene sequencing data.  

 

The average methane production rates for enriched Site 2 samples with core and H2/CO2 

are 5.38 x 10
-8

 methane(g)/produced water(g)/day and 1.03 x 10
-6

 methane(g)/produced 

water(g)/day as shown in Figure 4.8.  Relative to the microbial community within the no 

substrate enrichment in Site 2, there was a shift towards methane producing archaea and 

iron reducing bacteria within the core, particularly Methanobacteriaceae (17.7%), 
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Methanosarcinaceae (35.5%), and iron reducing bacteria Geobacteraceae (16.1%).  16S 

rRNA gene sequencing data for the enriched Site 2 H2/CO2 sample is not available.   

Table 4.1.  Number of 16S rRNA gene pyrosequencing reads for the produced water 

(PW) sample and core samples.  

Sample 

Concentration of 

Sample Sent  

(µg DNA/mL) 

Number of Reads 

Raw 
Passed Quality 

Control 

PW - Site 1 No Substrate  6.88 8111 5678 

 PW - Site 1 Core 10.00 8322 6273 

PW - Site 1 H2/CO2 10.00 8697 6336 

PW - Site 1 Acetate 1 10.00 8750 6403 

PW - Site 1 Acetate 2 10.00 8725 6367 

PW - Site 1 Acetate 3 10.00 9414 6724 

PW - Site 2 No Substrate 2.55 2126 1327 

PW - Site 2 Core 7.20 7719 5735 

PW - Site 2 Acetate 1 9.28 9998 7648 

PW - Site 2 Acetate 2 10.00 10129 7900 

PW - Site 2 Acetate 3 10.00 9990 7894 

Core - No Substrate 10.00 6179 4647 

Core - H2/CO2 10.00 8012 5915 

Core - VFA 10.00 8469 6392 
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Table 4.2.  Family name of microorganisms present at 3% abundance or above in all 

of the samples, their description and reference. 

Family Name Description Reference 

Anaerolineaceae anaerobic microorganisms (Yamada et al., 2006) 

Bradyrhizobiaceae nitrogen fixation (Ge et al., 2012) 

Burkholderiaceae pathogen (Deng, et al., 2012) 

Caulobacteraceae 
aerobic non photosynthetic 

found in natural bodies of water 
(Poindexter et al., 1964) 

Clostridiaceae fermenters (Wust et al., 2011) 

Comamonadaceae hydrocarbon degradation (Rouviere et al., 2003) 

Desulfobulbaceae sulfate reducer (Jehmlich et al., 2010) 

Desulfomicrobiaceae sulfate reducer (Dias et al., 2008) 

Desulfovibrionaceae sulfate reducer (Lodowska et al., 2009) 

Erysipelotrichaceae 
metabolism is respiratory and 

weakly fermentative 
(Verbarg et al., 2004) 

Eubacteriaceae acetogenic bacteria (Allen et al., 2009) 

Geobacteraceae 
iron reduction and hydrocarbon 

degradation 

(Snoeyenbos-West et 

al., 2000)  

Methanobacteriaceae methanogen (Xing et al., 2012) 

Methanocorpusculaceae methanogen (Xing et al., 2012) 

Methanomicrobiaceae methanogen (Xing et al., 2012) 

Methanosarcinaceae methanogen (Xing et al., 2012) 

Porphyromonadaceae anaerobic sugar fermenters (Jabari et al., 2011) 

Pseudomonadaceae 
capable of degrading long chain 

alkanes and crude oil 
(Liu et al., 2012) 

Sphingomonadaceae degrade aromatic compounds (Balkwill et al., 2006) 

Synergistaceae 
anaerobic thiosulfate reducing 

bacterium 
(Labutti et al., 2010) 

Syntrophomonadaceae syntrophic butyrate oxidizers (Liu et al., 2011) 
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Figure 4.6. Site 1 produced water methane growth curves in methane (g)/produced 

water (g) as a function of time (days) for Site 1.  (A) all of the samples no substrate, 

core and H2/CO2, (B) triplicate samples for Site 1 Core, and (C) triplicate samples 

for Site 1 H2/CO2. 
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Figure 4.7.  Site 1 produced water 16S rRNA gene sequence results. (A) Site 1 no substrate, (B) Site 1 core, and (C) Site 1 

H2/CO2. 
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Figure 4.8. Site 2 produced water methane growth curves in methane (g)/produced 

water (g) as a function of time (days) for Site 2.  (A) all of the samples no substrate, 

core and H2/CO2, (B) triplicate samples for Site 2 Core, and (C) triplicate samples 

for Site 2. 
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Figure 4.9. Site 2 produced water 16S rRNA gene sequence results. (A) Site 2 no substrate, (B) Site 2 core.
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4.3.4 Produced Water Incubations – Heterogeneity Study (Day 0 -244) 

A variability study was carried out on the produced water cultures enriched with acetate 

for both Sites 1 and 2 over the course of the experiment.  The variability study was done 

to understand the differences in both methane production and microorganisms present 

within the same replicates.  Often times in environmental samples it is observed that not 

all of the replicates give the same results, the reason for this is currently unknown, 

however this can make environmental samples more difficult to study at times.  Figure 

4.10 to Figure 4.13 show the 16S rRNA gene sequence results and the methane 

production curves for enriched Site 1 and 2 cultures with acetate.   

 

The average methane production rate throughout the experiment for Site 1 Acetate as 

shown in Figure 4.10 for Acetate 1, 2 and 3 is 7.07 x 10
-7

 methane(g)/produced 

water(g)/day, 3.78 x 10
-8 

methane(g)/produced water(g)/day and 8.03 x 10
-7 

methane(g)/produced water(g)/day, respectively.  Although the replicates were all 

incubated using the same sample and with the same procedure there is a distinguishable 

variability in terms of methane production and family of organisms present within each 

sample.  Both Site 1 Acetate 1 and Site 1 Acetate 3 samples have a significant presence 

of Methanosarcinaceae (55.6 % and 84.5 %), respectively.  Essentially, both Acetate 1 

and Acetate 3 samples from Site 1 also show higher amounts of methane produced per 

gram of core compared to the Site 1 Acetate 2 sample. 

 

A similar trend is seen with the Site 2 samples as shown in Figure 4.12.  The average 

acetate production rate throughout the experiment as shown in Figure 4.12 for Site 2 

Acetate 1, 2 and 3 is 1.97 x 10
-8

 methane(g)/produced water(g)/day, 7.79  x 10
-7 
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methane(g)/produced water(g)/day and 7.87 x 10
-7 

methane(g)/produced water(g)/day, 

respectively.  Once again, only two (Site 2 Acetate 2 and Acetate 3) of the three 

replicates show similar trends in the amount of methane produced.  The analysis of the 

family of organisms present within these three samples also show that the percentage of 

Methanosarcinaceae present within Site 2 Acetate 2 and Site 2 Acetate 3 samples are 

74.7 and 75.8 %, respectively, which is much higher than the Site 2 Acetate 1 sample.  

This suggests that the Methanosarcinaceae are contributing to a larger amount of 

methane being present within the bottles.   

 

 

Figure 4.10. Site 1 Acetate methane production curve methane (g)/ produced water 

(g) as a function of time (days). 
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Figure 4.11. Site 1 Acetate, 16S rRNA gene sequence results.  Percentage of microorganisms present within the sample (A) Site 

1 Acetate 1, (B) Site 1 Acetate 2, and (C) Site 1 Acetate 3. 
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Figure 4.12. Site 2 Acetate methane production curve methane (g)/ produced water 

(g) as a function of time (days).
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Figure 4.13. Site 2 Acetate, 16S rRNA gene sequence results.  Percentage of microorganisms present within the sample (A) Site 

2 Acetate 1, (B) Site 2 Acetate 2, and (C) Site 2 Acetate 3. 
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For Site 1, overall 40.4% of the enriched, no substrate consortia was comprised of 

Pseudomonadaceae which is a family of microorganisms found deep within the 

subsurface, and they are capable of degrading long chain alkanes and crude oil (Liu et al., 

2012).  Pseudomonadaceae decreased from 40.4 to 29.9% or 5.6% in the Site 1 core and 

H2/CO2 samples, as well as the Site 1 Acetate 1 and 3 samples from 40.4 to 9.6% or 6.1% 

respectively.  However, Pseudomonadaceae was present at 39.5% in the Site 1 Acetate 2 

sample.  Methanosarcinaceae remained the most predominant methanogen, increasing 

from 3.1 to 23.7 or 42.7%, respectively, within the no substrate, core and H2/CO2 

enrichments.  Similarly, there was an increase in Methanosarcinaceae in the Site 1 

Acetate 1, 2 and 3 samples from 3.1 to 55.6%, 7.6% and 84.5%. 

 

All three enrichments contained microorganisms affiliated with sulfur and iron cycling 

(e.g. Geobacteraceae, Desulfobulbaceae and Desulfovibrionaceae) and methanogenesis 

(Methanosarcinaceae, Methanobacteriaceae, and Methanomicrobiaceae), suggesting that 

these may be important processes within the shale reservoir from which the produced 

water samples were obtained.   

 

The no substrate core was comprised predominantly of Pseudomonadaceae and 

amending the enrichments with core, H2/CO2 or acetate selected for a shift towards an 

increase  in the proportion of methanogens.  Therefore, methanogens were present within 

the samples, and the enrichment conditions did in fact select for an increased proportion 

of methanogens. 



 

100 

4.3.5 Core Incubations (Day 3 – 98) 

There was no discernible amount of methane observed in the cores samples.  This can be 

attributed to the fact that the core used in the experiment was subject to atmospheric 

conditions since it was cored in 2002. 

 

4.3.6 Core Inoculations (Day 98 – 144) 

There were three types of enrichments incubated with cores samples from Zones B, C, D, 

E and F obtained from Site 1 but inoculated with Site 2 produced water on Day 98. These 

three incubations were: (a) an N2/CO2 headspace with no additional electron donors (no 

substrate); (b) H2/CO2 at a ratio of 80:20 was added to the headspace with no additional 

electron donors (H2/CO2); and (c) N2/CO2 headspace amended with volatile fatty acids 

(VFA’s) (0.1 mL for a 1M VFA solution that consisted of equimolar concentrations of 

acetate, butyrate and propionic acid) (VFA).  The three samples listed will be herein 

referred to as no substrate, H2/CO2, and VFA.  Methane production from these bottles 

was measured on a monthly basis and 454 pyrosequencing of a fragment of the 16S 

rRNA gene was performed for all of the samples in Zone D (10 µg DNA/mL of the no 

substrate, H2/CO2  and VFA sample were sent out for core D 16S rRNA gene sequencing 

analysis) .  

 

Subsequent analysis, with the normalized data, was carried out at the family level.  The 

results of the 454 pyrosequencing are presented in Figure 4.20 and Table 4.5, wherein the 

percent refers to the percent of total reads represented by each particular family of 

organism.  Figures 4.14 - Figure 4.19 show the methane production curves for all of the 

samples at depths B, C, D, E and F with enriched samples of no substrate, H2/CO2, and 
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VFA .  There were 8 families of organisms that were present at 3% abundance or more in 

at least one of the enrichment conditions.  These are bolded in Table 4.5 and further 

discussion will be limited to these organisms.   

 

The methane production curves are shown in Figures 4.14 - Figure 4.19.  The no 

substrate samples demonstrated the least methane production (g) per gram of core 

present, while core enrichment with H2/CO2 and VFA’s greatly increased the amount of 

methane produced. 

 

In the no substrate culture methane gas was the highest at depth C followed by depth E, 

depths D and F are very similar and depth B showed the smallest amount of methane 

produced (See Figure 4.14).  This is reflective of what was actually seen in this field 

through a spinner study.  Depth C and E showed most of the methane production within 

the field.  Also, as shown in Figure 4.4 depths C and E have more inorganic carbon 

relative to the other depths.  The presence of inorganic carbon could be indicative of 

microbial activity within that region. 

 

With the addition of H2/CO2 and VFA’s to the core samples, all of the methane 

production shifted upwards.  In the samples with H2/CO2 all of the samples in Zones B, 

C, D and E produced similar amounts of methane (around 0.0004 methane(g)/core(g)) 

except for sample F (which is much lower around, 0.00025 methane(g)/core(g)), and in 

the VFA samples essentially all of the samples in zones B, C, D, E and F produced the 

same amount of methane (around 0.0005 methane(g)/core(g)).  The average methane gas 
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production rates for the entire 146 days of experiment for all the different zones in the no 

substrate, H2/CO2 and VFA cultures are 1.20 x 10
-6

 methane(g)/core(g)/day, 2.78 x 10
-6 

methane(g)/core(g)/day, and 3.36 x 10
-6 

methane(g)/core(g)/day, respectively.  The 

bottles containing VFA clearly show an increase in the amount of methane produced, this 

suggests that VFA could potentially increase the methanogenic yield of shale reservoirs. 

 

The microbial community within the no substrate core was predominately composed of 

Clostridaceae (3.5%), Desulfomicrobiaceae (0.8%), Geobacteraceae (24.3%), 

Methanobacteriaceae (3.4%), Methanomicrobiaceae (0.4%), Methanosarcinaceae 

(27.9%), and Pseudomonadaceae (17.3%).  Relative to the microbial community within 

the no substrate enrichment, there was a shift towards a predominately methanogenic 

community within the H2/CO2 enrichment, particularly Methanosarcinaceae (50.7%).  

The proportion of  Clostridaceae (0.2%), Geobacteraceae (4.7%), and 

Pseudomonadaceae (8.2%) decreased and the proportion of Desulfomicrobiaceae (3.8%) 

slightly increased, while there were more minor changes in the other predominant 

consortia members.  Similarly, relative to the no substrate core enrichment, the VFA 

enrichment also shifted towards a primarily methanogenic consortium, particularly 

Methanocorpusculaceae (3.8%), Methanomicrobiaceae (5.5%), and Methanosarcinaceae 

(36.6%).  There was a decrease in the Clostridiaceae (0.7%), Geobacteraceae (2.8%), 

and Pseudomonadaceae (0.4%).  Other predominant organisms included 

Desulfomicrobiaceae (2.0%) and Methanobacteriaceae (2.1%). 
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Overall, 52% of the enriched, no substrate consortium comprised microorganisms 

involved in iron reduction (Geobacteraceae) and methanogenesis (Methanosarcinaceae), 

suggesting that these are key metabolic functions within the core. Methanosarcinaceae 

remained the most predominant methanogen, increasing from 27.9 to 50.7 or 36.6%, 

respectively, within the no substrate H2/CO2 and VFA enrichments.  

 

All three enrichments contained microorganisms affiliated with sulfur and iron cycling 

(e.g. Geobacteraceae and Desulfomicrobiaceae) and methanogenesis 

(Methanosarcinaceae, Methanobacteriaceae, Methanomicrobiaceae, and 

Methanocorpusculaceae), suggesting that these may be important processes within the 

core.   

 

The no substrate core was predominantly Geobacteraceae and Methanosarcinaceae, and 

amending the enrichments with H2/CO2 or VFA’s selected for a shift towards an increase  

in the proportion of methanogens.  Therefore, methanogens were present within the 

samples, and the enrichment conditions did in fact select for an increased proportion of 

methanogens.   
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Figure 4.14.  measured methane (g)/ core (g) as a function of time in days for sample 

depths B, C, D, E and F for core inoculations with no substrate. 

 

 

Figure 4.15. Depth B measured methane (g)/core (g) as a function of time in days for 

core inoculations with no substrate (A) no substrate, (B) H2/CO2, and (C) VFA. 
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Figure 4.16. Depth C measured methane (g)/core (g) as a function of time in days for 

core inoculations with no substrate (A) no substrate, (B) H2/CO2, and (C) VFA. 

 

 

 
Figure 4.17. Depth D measured methane (g)/core (g) as a function of time in days for 

core inoculations with no substrate (A) no substrate, (B) H2/CO2, and (C) VFA. 
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Figure 4.18. Depth E measured methane (g)/core (g) as a function of time in days for 

core inoculations with no substrate (A) no substrate, (B) H2/CO2, and (C) VFA. 

 

 

 

Figure 4.19. Depth E measured methane (g)/core (g) as a function of time in days for 

core inoculations with no substrate (A) no substrate, (B) H2/CO2, and (C) VFA. 
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Figure 4.20. 16S rRNA gene sequence results for core samples from zone D.  

Percentage of microorganisms present within the sample (A) no substrate, (B) 

H2/CO2, and (C) VFA. 
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4.3.7  Analysis of Inoculated Core-Containing Incubations for Evidence of Substrate 

Biodegradation 

None of the initial core-containing incubations produced discernible amounts of methane 

after approximately 3 months of incubation (Experiment 2).  In contrast, in the produced 

water incubations amended with H2/CO2 or VFA, substantial amounts of methane were 

produced relative to the no substrate controls (Experiment 1), showing that the microbes 

associated with the shale formation were active and methanogenic.  Thus, to assess 

whether such microbial populations from the formation could utilize shale components 

found in the cores, the methanogenic produced water samples from Experiment 1 (pre-

incubations with H2/CO2) were used to inoculate the inactive core incubations from 

Experiment 2.  One replicate prepared from core material sampled from each depth was 

inoculated, while the second replicate remained uninoculated.  Methane was monitored 

for several months, and the replicate containing the inoculum produced significantly 

higher levels of methane above that of the inoculant-free control.  Even after 244 days, 

the uninoculated replicate produced little methane.  Thus, we hypothesized that 

components in the shale core material were being utilized in the inoculated replicates, 

leading to the enhanced levels of methane.  Shale is comprised largely of kerogen, which 

is known to be solvent-insoluble, refractory organic matter that is formed during 

diagenesis at relatively shallow depths (Petsch et al., 2001).  The organic matter is largely 

undefined, although some recent analyses have shown that shale can contain some 

compounds like alkanes, polycyclic aromatic hydrocarbons (PAH), and S-heterocycles 

that can feasibly serve as microbial substrates in shale formations (Formolo et al., 2008; 

Matlakowska and Sklodowska, 2011).  For our study, water-soluble components of the 



 

109 

shale core-containing incubations were determined using gas chromatography-mass 

spectrometry (GC-MS) at the end of the incubation period. 

 

4.3.8 Water-Soluble Substrate/Metabolite Identification by GC-MS 

Medium-only controls were prepared alongside inoculated and uninoculated core 

samples.  All three samples were compared for differences in the resulting peaks that 

appeared during GC-MS analysis.  Total ion chromatograms, as well as selected ions 

indicative of hydrocarbons such as alkanes (m/z 57) and trimethylsilylated carboxylic 

acids or hydroxyl groups (m/z 73) were compared.  In addition, each sample was probed 

for the fragment ions characteristic of anaerobic aromatic or alkane metabolites such as 

fumarate addition products and downstream metabolites (Gieg and Suflita, 2005; Wawrik 

et al., 2011).    

 

Water extract analysis from incubations containing sample E shale core material showed 

many differences between the uninoculated and inoculated core samples.  For example, 

when uninoculated and inoculated water extracts were probed for a characteristic alkane 

fragment ion (m/z 57), numerous peaks indicative of alkanes ranging from C22 to C30 

were evident in the uninoculated sample, while these were largely absent in the 

inoculated sample (Figure 4.21a).  These alkanes were depleted relative to other 

compounds such as hexadecanoic and octadecanoic acid that were present in the samples 

at near equivalent amounts (Figure 4.21b), suggesting that the alkanes associated with the 

E core sample served as a carbon source for syntrophic conversion of shale to methane.  

In addition, several other compounds were present in the water extract of the 

uninoculated core-containing replicate that were depleted in the inoculated core-
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containing replicate (based on a comparison of the m/z 73 fragment analysis indicating 

the presence of compounds containing a –COOH or –OH group).  These differences 

suggest that a variety of other non-alkane shale components also served as carbon sources 

for syntrophic shale conversion to methane (Figure 4.22).  Identified components based 

on mass spectral matches with authentic standards are shown in Figure 4.22.  For samples 

containing core material from Zones B, C, D, and F, similar albeit fewer differences were 

seen in the inoculated versus uninoculated replicates when targeted fragment analyses 

were conducted.  Alkanes were not present in the water extracts from these shale core 

samples (based on a search for the distinct m/z 57 fragment ion).   However some 

changes in other peaks after a specific search for the m/z 73 fragment ion were observed.  

Some components positively identified in the uninoculated cores but that were absent in 

the inoculated cores included a variety of dicarboxylic acids (succinic acid, 

methylsuccinic acid, glutaric acid, adipic acid, pimelic acid), phthalic acid, and 

hydroxybenzoic acid.  None of the identified components were present in the medium 

only controls.  Collectively, these data suggest that several organic acids and/or alkanes 

associated with shale can serve as carbon sources to drive syntrophic conversion of shale 

organic matter to methane.  Core sample E showed the greatest number of changes in 

putative shale substrates in the inoculated versus uninoculated core samples, which 

positively correlates with the observation that the highest amount of methane was also 

produced from this core sample.  
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Figure 4.21. (A) A portion of the m/z 57 fragment analysis of the organic extract of 

the water-soluble components from inoculated (red) and uninoculated (green) shale 

core E-containing samples.  The alkanes ranging from C22-C30 are depleted in the 

inoculated sample versus the uninoculated sample. (B) A zoomed-in portion of A, 

showing that similar responses of other components were seen (hexadecanoic and 

octadecanoic acids) in the extracts.  Blue trace is an additional water extract of an 

uninoculated core E sample.   
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Figure 4.22.  A portion of the m/z 73 fragment analysis of the organic extract of the 

water-soluble components from inoculated (blue) and uninoculated (red) shale core 

E-containing samples, showing that numerous compounds in the uninoculated 

sample are depleted in the inoculated sample.  Positively identified compounds are 

indicated.  

 

4.4  Conclusions and Recommendations 

 Within the shale gas formation, there is no significant difference in geology 

between the different depths within the well, however there is a difference in 

the amount of methane that is produced at different depths.  Depths C and E 

have the highest percentage of inorganic carbon as compared to the other 

depths, and are also producing more methane at these depths both within the 

laboratory and within the field.   

 The 16S rRNA gene sequencing data of the produced water samples show 

evidence of methanogens within the cultures.  There is also a clear shift 

towards methanogenic communities with the addition of H2/CO2 and acetate in 

the produced water samples. 
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 None of the initial core-containing incubations produced discernible amounts 

of methane after approximately 3 months of incubation.  This was most likely 

because the shale samples were obtained from core previously extracted in 

2002 and were subject to atmospheric conditions.   

 Within the inoculated core cultures there is a clear shift towards a 

methanogenic community with the addition of H2/CO2 and VFA.  This is 

reflected both in the  16S rRNA gene sequencing analysis and the methane 

production curves.  The enrichment core samples with VFA show the highest 

amount of methane produced at all depths.   

 Analysis of alkanes in the uninoculated and inoculated cores samples indicate 

that several organic acids and/or alkanes associated with shale can serve as 

carbon sources to drive syntrophic conversion of shale organic matter to 

methane. 
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Table 4.3. Overview of the community analysis as determined by 454 pyrosequencing of the 16S rRNA gene for Site 1 

Produced Water.  Family of organisms present at or above 3% in at least one of the samples are bolded.   

Family 

Site 1 Acetate 1 Site 1 Acetate 2 Site 1 Acetate 2 Site 1 No Substrate Site 1 Core Site 1 H2/CO2 

No. 

ReadsA PercentB No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Acetobacteraceae 0 0.0 0 0.0 0 0.0 4 0.1 0 0.0 0 0.0 

Acholeplasmataceae 1 0.0 42 0.7 0 0.0 0 0.0 1 0.0 0 0.0 

Acidimicrobiaceae 0 0.0 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Acidobacteriaceae 1 0.0 0 0.0 0 0.0 12 0.2 0 0.0 2 0.0 

Aerococcaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Aeromonadaceae 0 0.0 6 0.1 0 0.0 1 0.0 0 0.0 0 0.0 

Alcaligenaceae 3 0.0 0 0.0 0 0.0 14 0.2 30 0.5 1 0.0 

Anaerolineaceae 260 4.3 193 3.2 26 0.4 127 2.1 28 0.5 24 0.4 

Aurantimonadaceae 0 0.0 0 0.0 0 0.0 3 0.1 0 0.0 0 0.0 

Bacillaceae 1 0.0 3 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Bacteroidaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Bradyrhizobiaceae 8 0.1 23 0.4 0 0.0 144 2.4 7 0.1 26 0.4 

Brucellaceae 0 0.0 1 0.0 0 0.0 26 0.4 16 0.3 27 0.4 

Burkholderiaceae 11 0.2 22 0.4 4 0.1 101 1.7 7 0.1 25 0.4 

Caldilineaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Caldisericaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Campylobacteraceae 2 0.0 4 0.1 0 0.0 8 0.1 2 0.0 3 0.0 

Carnobacteriaceae 9 0.1 12 0.2 5 0.1 63 1.0 4 0.1 2 0.0 

Caulobacteraceae 3 0.0 10 0.2 2 0.0 205 3.4 4 0.1 25 0.4 

Cellulomonadaceae 0 0.0 1 0.0 0 0.0 2 0.0 1 0.0 1 0.0 

Chrysosaccaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Clostridiaceae 4 0.1 30 0.5 5 0.1 2 0.0 47 0.8 2 0.0 

Comamonadaceae 14 0.2 14 0.2 4 0.1 152 2.5 43 0.7 21 0.3 

Coriobacteriaceae 1 0.0 3 0.0 0 0.0 0 0.0 3 0.0 4 0.1 

Corynebacteriaceae 0 0.0 1 0.0 0 0.0 0 0.0 0 0.0 1 0.0 

Cytophagaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Deferribacteraceae 0 0.0 47 0.8 5 0.1 20 0.3 17 0.3 0 0.0 

Desulfobacteraceae 2 0.0 5 0.1 1 0.0 40 0.7 48 0.8 0 0.0 
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Family 

Site 1 Acetate 1 Site 1 Acetate 2 Site 1 Acetate 2 Site 1 No Substrate Site 1 Core Site 1 H2/CO2 

No. 

ReadsA PercentB No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Desulfobulbaceae 4 0.1 11 0.2 0 0.0 25 0.4 1467 24.1 0 0.0 

Desulfomicrobiaceae 20 0.3 17 0.3 3 0.0 6 0.1 2 0.0 1 0.0 

Desulfovibrionaceae 32 0.5 115 1.9 22 0.4 192 3.2 6 0.1 10 0.2 

Desulfuromonadaceae 1 0.0 25 0.4 0 0.0 107 1.8 48 0.8 5 0.1 

Dietziaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Enterobacteriaceae 9 0.1 10 0.2 0 0.0 19 0.3 2 0.0 25 0.4 

Enterococcaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Equidae 0 0.0 0 0.0 0 0.0 4 0.1 0 0.0 0 0.0 

Erysipelotrichaceae 21 0.3 16 0.3 7 0.1 10 0.2 1 0.0 219 3.6 

Erythrobacteraceae 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 0 0.0 

Eubacteriaceae 0 0.0 8 0.1 0 0.0 3 0.1 1 0.0 510 8.4 

Exobasidiaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Flavobacteriaceae 1 0.0 1 0.0 1 0.0 8 0.1 1 0.0 1 0.0 

Geobacteraceae 19 0.3 211 3.5 22 0.4 248 4.1 281 4.6 0 0.0 

Geodermatophilaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Gracilibacteraceae 4 0.1 12 0.2 4 0.1 24 0.4 17 0.3 12 0.2 

Halomonadaceae 4 0.1 5 0.1 1 0.0 16 0.3 1 0.0 1 0.0 

Hydrogenophilaceae 0 0.0 0 0.0 0 0.0 3 0.1 0 0.0 1 0.0 

Hyphomicrobiaceae 0 0.0 0 0.0 0 0.0 3 0.1 0 0.0 0 0.0 

Lachnospiraceae 7 0.1 7 0.1 2 0.0 6 0.1 2 0.0 4 0.1 

Legionellaceae 0 0.0 0 0.0 0 0.0 12 0.2 0 0.0 0 0.0 

Leptospiraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Marinilabiaceae 10 0.2 11 0.2 3 0.0 34 0.6 84 1.4 9 0.1 

Methanobacteriaceae 49 0.8 141 2.3 30 0.5 172 2.8 44 0.7 1514 24.9 

Methanocorpusculaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Methanomicrobiaceae 717 11.8 1076 17.7 141 2.3 55 0.9 0 0.0 42 0.7 

Methanosaetaceae 6 0.1 25 0.4 15 0.3 43 0.7 3 0.0 0 0.0 

Methanosarcinaceae 3387 55.6 463 7.6 5143 84.5 189 3.1 1441 23.7 2601 42.7 

Methylobacteriaceae 1 0.0 1 0.0 1 0.0 30 0.5 0 0.0 6 0.1 

Methylocystaceae 6 0.1 8 0.1 0 0.0 4 0.1 3 0.0 3 0.0 
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Family 

Site 1 Acetate 1 Site 1 Acetate 2 Site 1 Acetate 2 Site 1 No Substrate Site 1 Core Site 1 H2/CO2 

No. 

ReadsA PercentB No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Microbacteriaceae 3 0.0 2 0.0 0 0.0 15 0.2 0 0.0 1 0.0 

Micrococcaceae 1 0.0 0 0.0 0 0.0 1 0.0 4 0.1 2 0.0 

Moraxellaceae 1 0.0 5 0.1 0 0.0 10 0.2 1 0.0 1 0.0 

Mycobacteriaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Nitrosomonadaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 1 0.0 

Nocardiaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Nocardioidaceae 0 0.0 0 0.0 0 0.0 0 0.0 3 0.0 0 0.0 

Oxalobacteraceae 1 0.0 6 0.1 2 0.0 5 0.1 88 1.5 0 0.0 

Paenibacillaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Peptococcaceae 20 0.3 10 0.2 4 0.1 8 0.1 61 1.0 4 0.1 

Phyllobacteriaceae 0 0.0 1 0.0 0 0.0 4 0.1 0 0.0 1 0.0 

Planctomycetaceae 0 0.0 7 0.1 4 0.1 1 0.0 7 0.1 2 0.0 

Planococcaceae 0 0.0 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Polyangiaceae 3 0.0 0 0.0 0 0.0 3 0.1 0 0.0 1 0.0 

Porphyromonadaceae 248 4.1 125 2.1 85 1.4 61 1.0 66 1.1 160 2.6 

Propionibacteriaceae 0 0.0 0 0.0 0 0.0 2 0.0 0 0.0 0 0.0 

Pseudomonadaceae 586 9.6 2406 39.5 373 6.1 2458 40.4 1820 29.9 342 5.6 

Rhizobiaceae 1 0.0 0 0.0 1 0.0 3 0.1 0 0.0 0 0.0 

Rhodobacteraceae 6 0.1 14 0.2 3 0.0 48 0.8 8 0.1 11 0.2 

Rhodocyclaceae 0 0.0 4 0.1 0 0.0 1 0.0 0 0.0 1 0.0 

Rikenellaceae 39 0.6 10 0.2 6 0.1 0 0.0 0 0.0 35 0.6 

Ruminococcaceae 1 0.0 2 0.0 0 0.0 2 0.0 1 0.0 9 0.1 

Saccharomycetaceae 0 0.0 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Shewanellaceae 7 0.1 8 0.1 1 0.0 26 0.4 42 0.7 4 0.1 

Sinobacteraceae 0 0.0 2 0.0 0 0.0 16 0.3 0 0.0 2 0.0 

Sphingobacteriaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 4 0.1 

Sphingomonadaceae 24 0.4 19 0.3 1 0.0 263 4.3 2 0.0 47 0.8 

Spirochaetaceae 3 0.0 2 0.0 0 0.0 4 0.1 0 0.0 0 0.0 

Staphylococcaceae 0 0.0 0 0.0 0 0.0 2 0.0 0 0.0 0 0.0 

Streptococcaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 
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Family 

Site 1 Acetate 1 Site 1 Acetate 2 Site 1 Acetate 2 Site 1 No Substrate Site 1 Core Site 1 H2/CO2 

No. 

ReadsA PercentB No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Synergistaceae 169 2.8 188 3.1 43 0.7 174 2.9 11 0.2 128 2.1 

Syntrophaceae 2 0.0 1 0.0 3 0.0 5 0.1 0 0.0 0 0.0 

Syntrophobacteraceae 0 0.0 1 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Syntrophomonadaceae 50 0.8 267 4.4 30 0.5 39 0.6 5 0.1 10 0.2 

Syntrophorhabdaceae 14 0.2 2 0.0 1 0.0 2 0.0 2 0.0 4 0.1 

Veillonellaceae 0 0.0 1 0.0 0 0.0 3 0.1 0 0.0 1 0.0 

Vibrionaceae 0 0.0 5 0.1 1 0.0 0 0.0 0 0.0 0 0.0 

Victivallaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Xanthomonadaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Unidentified 292 4.8 424 7.0 86 1.4 787 12.9 310 5.1 194 3.2 

Total 6089 100.0 6089 100.0 6089 100.0 6089 100.0 6089 100.0 6089 100.0 
A
 The total number of reads were normalized to the average number of reads from each sample (6089 reads). 

B
 Percent of total reads per family as determined with the normalized data. 
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Table 4.4.  Overview of the community analysis as determined by 454 pyrosequencing of the 16S rRNA gene for Site 1 

Produced Water.  Family of organisms present at or above 3% in at least one of the samples are bolded. 

Family 
Site 2 Acetate 1 Site 2 Acetate 2 Site 2 Acetate 2 Site 2 No Substrate Site 2 Core 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Acetobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Acholeplasmataceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Acidimicrobiaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Acidobacteriaceae 5 0.1 2 0.0 2 0.0 14 0.2 6 0.1 

Aerococcaceae 0 0.0 0 0.0 1 0.0 0 0.0 3 0.1 

Aeromonadaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Alcaligenaceae 6 0.1 4 0.1 4 0.1 18 0.3 5 0.1 

Anaerolineaceae 25 0.4 7 0.1 6 0.1 32 0.5 14 0.2 

Aurantimonadaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Bacillaceae 5 0.1 0 0.0 2 0.0 0 0.0 0 0.0 

Bacteroidaceae 2 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Bradyrhizobiaceae 113 1.9 29 0.5 41 0.7 257 4.2 61 1.0 

Brucellaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Burkholderiaceae 57 0.9 25 0.4 21 0.3 312 5.1 48 0.8 

Caldilineaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Caldisericaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Campylobacteraceae 2 0.0 0 0.0 1 0.0 0 0.0 2 0.0 

Carnobacteriaceae 8 0.1 0 0.0 5 0.1 83 1.4 14 0.2 

Caulobacteraceae 119 2.0 62 1.0 45 0.7 390 6.4 68 1.1 

Cellulomonadaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Chrysosaccaceae 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Clostridiaceae 2 0.0 0 0.0 0 0.0 9 0.2 21 0.3 

Comamonadaceae 101 1.7 36 0.6 30 0.5 390 6.4 76 1.3 

Coriobacteriaceae 10 0.2 8 0.1 4 0.1 5 0.1 6 0.1 

Corynebacteriaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Cytophagaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Deferribacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Desulfobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 7 0.1 
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Family 
Site 2 Acetate 1 Site 2 Acetate 2 Site 2 Acetate 2 Site 2 No Substrate Site 2 Core 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Desulfobulbaceae 6 0.1 5 0.1 12 0.2 9 0.2 398 6.5 

Desulfomicrobiaceae 23 0.4 2 0.0 11 0.2 14 0.2 16 0.3 

Desulfovibrionaceae 2 0.0 1 0.0 0 0.0 0 0.0 5 0.1 

Desulfuromonadaceae 16 0.3 4 0.1 2 0.0 9 0.2 7 0.1 

Dietziaceae 2 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Enterobacteriaceae 9 0.1 3 0.1 2 0.0 0 0.0 6 0.1 

Enterococcaceae 0 0.0 0 0.0 0 0.0 0 0.0 2 0.0 

Equidae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Erysipelotrichaceae 27 0.4 3 0.1 2 0.0 14 0.2 5 0.1 

Erythrobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Eubacteriaceae 32 0.5 18 0.3 12 0.2 37 0.6 44 0.7 

Exobasidiaceae 0 0.0 0 0.0 0 0.0 0 0.0 1 0.0 

Flavobacteriaceae 4 0.1 0 0.0 1 0.0 32 0.5 5 0.1 

Geobacteraceae 167 2.7 57 0.9 49 0.8 96 1.6 979 16.1 

Geodermatophilaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Gracilibacteraceae 14 0.2 7 0.1 9 0.2 0 0.0 11 0.2 

Halomonadaceae 0 0.0 0 0.0 0 0.0 5 0.1 0 0.0 

Hydrogenophilaceae 0 0.0 0 0.0 1 0.0 5 0.1 1 0.0 

Hyphomicrobiaceae 2 0.0 1 0.0 1 0.0 5 0.1 1 0.0 

Lachnospiraceae 2 0.0 1 0.0 0 0.0 5 0.1 3 0.1 

Legionellaceae 3 0.1 0 0.0 2 0.0 9 0.2 1 0.0 

Leptospiraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Marinilabiaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Methanobacteriaceae 1550 25.5 620 10.2 467 7.7 987 16.2 1077 17.7 

Methanocorpusculaceae 5 0.1 5 0.1 0 0.0 0 0.0 0 0.0 

Methanomicrobiaceae 25 0.4 7 0.1 10 0.2 0 0.0 21 0.3 

Methanosaetaceae 3 0.1 0 0.0 8 0.1 41 0.7 39 0.6 

Methanosarcinaceae 989 16.2 4547 74.7 4617 75.8 927 15.2 2162 35.5 

Methylobacteriaceae 29 0.5 9 0.2 1 0.0 50 0.8 15 0.2 

Methylocystaceae 3 0.1 1 0.0 0 0.0 14 0.2 1 0.0 
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Family 
Site 2 Acetate 1 Site 2 Acetate 2 Site 2 Acetate 2 Site 2 No Substrate Site 2 Core 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Microbacteriaceae 9 0.1 8 0.1 5 0.1 5 0.1 8 0.1 

Micrococcaceae 2 0.0 1 0.0 0 0.0 0 0.0 0 0.0 

Moraxellaceae 2 0.0 0 0.0 2 0.0 5 0.1 6 0.1 

Mycobacteriaceae 2 0.0 0 0.0 0 0.0 9 0.2 1 0.0 

Nitrosomonadaceae 0 0.0 0 0.0 1 0.0 0 0.0 0 0.0 

Nocardiaceae 0 0.0 0 0.0 0 0.0 9 0.2 0 0.0 

Nocardioidaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Oxalobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 1 0.0 

Paenibacillaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Peptococcaceae 52 0.8 12 0.2 16 0.3 96 1.6 47 0.8 

Phyllobacteriaceae 7 0.1 2 0.0 2 0.0 0 0.0 4 0.1 

Planctomycetaceae 4 0.1 0 0.0 2 0.0 14 0.2 2 0.0 

Planococcaceae 2 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Polyangiaceae 1 0.0 0 0.0 2 0.0 0 0.0 1 0.0 

Porphyromonadaceae 25 0.4 5 0.1 5 0.1 14 0.2 4 0.1 

Propionibacteriaceae 0 0.0 0 0.0 0 0.0 0 0.0 1 0.0 

Pseudomonadaceae 1618 26.6 236 3.9 271 4.4 344 5.7 227 3.7 

Rhizobiaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Rhodobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Rhodocyclaceae 2 0.0 0 0.0 0 0.0 9 0.2 1 0.0 

Rikenellaceae 62 1.0 5 0.1 22 0.4 5 0.1 1 0.0 

Ruminococcaceae 10 0.2 3 0.1 2 0.0 18 0.3 3 0.1 

Saccharomycetaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Shewanellaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Sinobacteraceae 3 0.1 2 0.0 6 0.1 32 0.5 3 0.1 

Sphingobacteriaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Sphingomonadaceae 122 2.0 63 1.0 74 1.2 463 7.6 101 1.7 

Spirochaetaceae 46 0.8 25 0.4 25 0.4 46 0.8 31 0.5 

Staphylococcaceae 3 0.1 1 0.0 0 0.0 9 0.2 0 0.0 

Streptococcaceae 1 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Synergistaceae 53 0.9 5 0.1 9 0.2 14 0.2 8 0.1 
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Family 
Site 2 Acetate 1 Site 2 Acetate 2 Site 2 Acetate 2 Site 2 No Substrate Site 2 Core 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

No. 

ReadsA 
PercentB 

Syntrophaceae 2 0.0 1 0.0 2 0.0 5 0.1 8 0.1 

Syntrophobacteraceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Syntrophomonadaceae 7 0.1 14 0.2 15 0.3 41 0.7 21 0.3 

Syntrophorhabdaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Veillonellaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Vibrionaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Victivallaceae 2 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Xanthomonadaceae 0 0.0 0 0.0 0 0.0 0 0.0 0 0.0 

Unidentified 683 11.2 243 4.0 258 4.2 1183 19.4 473 7.8 

Total 6089 100.0 6089 100.0 6089 100.0 6089 100.0 6089 100.0 
A
 The total number of reads were normalized to the average number of reads from each sample (6089 reads). 

B
 Percent of total reads per family as determined with the normalized data. 
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Table 4.5. Overview of the community analysis as determined by 454 

pyrosequencing of the 16S rRNA gene for the inoculated core samples.  Family of 

organisms present at or above 3% in at least one of the samples are bolded.    

Family 
No Substrate Core H2/CO2 Core VFA Core 

No. ReadsA PercentB No. ReadsA PercentB No. ReadsA PercentB 

Acetobacteraceae 0 0.0 0 0.0 0 0.0 

Acholeplasmataceae 34 0.6 64 1.0 10 0.2 

Acidimicrobiaceae 0 0.0 0 0.0 0 0.0 

Acidobacteriaceae 0 0.0 0 0.0 1 0.0 

Aerococcaceae 0 0.0 0 0.0 0 0.0 

Aeromonadaceae 0 0.0 0 0.0 0 0.0 

Alcaligenaceae 0 0.0 0 0.0 0 0.0 

Anaerolineaceae 17 0.3 18 0.3 8 0.1 

Aurantimonadaceae 0 0.0 0 0.0 0 0.0 

Bacillaceae 3 0.0 33 0.5 41 0.7 

Bacteroidaceae 0 0.0 0 0.0 0 0.0 

Bradyrhizobiaceae 0 0.0 5 0.1 1 0.0 

Brucellaceae 0 0.0 0 0.0 0 0.0 

Burkholderiaceae 5 0.1 0 0.0 6 0.1 

Caldilineaceae 0 0.0 0 0.0 0 0.0 

Caldisericaceae 0 0.0 0 0.0 0 0.0 

Campylobacteraceae 4 0.1 2 0.0 0 0.0 

Carnobacteriaceae 118 1.9 0 0.0 0 0.0 

Caulobacteraceae 0 0.0 3 0.1 0 0.0 

Cellulomonadaceae 3 0.0 4 0.1 0 0.0 

Chrysosaccaceae 0 0.0 0 0.0 0 0.0 

Clostridiaceae 215 3.5 9 0.2 40 0.7 

Comamonadaceae 0 0.0 1 0.0 0 0.0 

Coriobacteriaceae 38 0.6 10 0.2 30 0.5 

Corynebacteriaceae 0 0.0 0 0.0 0 0.0 

Cytophagaceae 0 0.0 0 0.0 0 0.0 

Deferribacteraceae 0 0.0 0 0.0 0 0.0 

Desulfobacteraceae 4 0.1 7 0.1 0 0.0 

Desulfobulbaceae 109 1.8 81 1.3 34 0.6 

Desulfomicrobiaceae 46 0.8 234 3.8 124 2.0 

Desulfovibrionaceae 28 0.5 41 0.7 0 0.0 

Desulfuromonadaceae 105 1.7 1 0.0 10 0.2 

Dietziaceae 0 0.0 0 0.0 0 0.0 

Enterobacteriaceae 0 0.0 0 0.0 0 0.0 

Enterococcaceae 0 0.0 0 0.0 0 0.0 

Equidae 0 0.0 0 0.0 0 0.0 

Erysipelotrichaceae 51 0.8 66 1.1 18 0.3 
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Family 
No Substrate Core H2/CO2 Core VFA Core 

No. ReadsA PercentB No. ReadsA PercentB No. ReadsA PercentB 

Erythrobacteraceae 0 0.0 0 0.0 0 0.0 

Eubacteriaceae 13 0.2 69 1.1 2 0.0 

Exobasidiaceae 0 0.0 0 0.0 0 0.0 

Flavobacteriaceae 0 0.0 0 0.0 0 0.0 

Geobacteraceae 1482 24.3 285 4.7 168 2.8 

Geodermatophilaceae 0 0.0 0 0.0 0 0.0 

Gracilibacteraceae 28 0.5 42 0.7 17 0.3 

Halomonadaceae 0 0.0 0 0.0 0 0.0 

Hydrogenophilaceae 0 0.0 0 0.0 0 0.0 

Hyphomicrobiaceae 0 0.0 0 0.0 0 0.0 

Lachnospiraceae 3 0.0 2 0.0 1 0.0 

Legionellaceae 0 0.0 0 0.0 0 0.0 

Leptospiraceae 1 0.0 0 0.0 1 0.0 

Marinilabiaceae 0 0.0 0 0.0 0 0.0 

Methanobacteriaceae 207 3.4 89 1.5 129 2.1 

Methanocorpusculaceae 0 0.0 0 0.0 234 3.8 

Methanomicrobiaceae 24 0.4 1 0.0 337 5.5 

Methanosaetaceae 0 0.0 2 0.0 0 0.0 

Methanosarcinaceae 1701 27.9 3086 50.7 2227 36.6 

Methylobacteriaceae 0 0.0 0 0.0 0 0.0 

Methylocystaceae 0 0.0 0 0.0 0 0.0 

Microbacteriaceae 0 0.0 0 0.0 1 0.0 

Micrococcaceae 0 0.0 0 0.0 0 0.0 

Moraxellaceae 0 0.0 0 0.0 0 0.0 

Mycobacteriaceae 0 0.0 0 0.0 0 0.0 

Nitrosomonadaceae 0 0.0 0 0.0 0 0.0 

Nocardiaceae 0 0.0 0 0.0 0 0.0 

Nocardioidaceae 0 0.0 0 0.0 0 0.0 

Oxalobacteraceae 45 0.7 123 2.0 0 0.0 

Paenibacillaceae 3 0.0 0 0.0 0 0.0 

Peptococcaceae 67 1.1 98 1.6 174 2.9 

Phyllobacteriaceae 0 0.0 1 0.0 0 0.0 

Planctomycetaceae 0 0.0 0 0.0 0 0.0 

Planococcaceae 0 0.0 0 0.0 0 0.0 

Polyangiaceae 0 0.0 0 0.0 0 0.0 

Porphyromonadaceae 13 0.2 105 1.7 10 0.2 

Propionibacteriaceae 0 0.0 0 0.0 1 0.0 

Pseudomonadaceae 1053 17.3 497 8.2 25 0.4 

Rhizobiaceae 0 0.0 0 0.0 0 0.0 

Rhodobacteraceae 0 0.0 0 0.0 0 0.0 

Rhodocyclaceae 0 0.0 0 0.0 0 0.0 



 

124 

Family 
No Substrate Core H2/CO2 Core VFA Core 

No. ReadsA PercentB No. ReadsA PercentB No. ReadsA PercentB 

Rikenellaceae 4 0.1 28 0.5 9 0.1 

Ruminococcaceae 1 0.0 8 0.1 2 0.0 

Saccharomycetaceae 0 0.0 0 0.0 0 0.0 

Shewanellaceae 0 0.0 0 0.0 0 0.0 

Sinobacteraceae 0 0.0 0 0.0 1 0.0 

Sphingobacteriaceae 0 0.0 0 0.0 0 0.0 

Sphingomonadaceae 0 0.0 5 0.1 2 0.0 

Spirochaetaceae 63 1.0 103 1.7 30 0.5 

Staphylococcaceae 12 0.2 0 0.0 0 0.0 

Streptococcaceae 0 0.0 0 0.0 1 0.0 

Synergistaceae 59 1.0 80 1.3 29 0.5 

Syntrophaceae 0 0.0 0 0.0 0 0.0 

Syntrophobacteraceae 0 0.0 0 0.0 0 0.0 

Syntrophomonadaceae 28 0.5 54 0.9 131 2.1 

Syntrophorhabdaceae 0 0.0 0 0.0 0 0.0 

Veillonellaceae 0 0.0 0 0.0 0 0.0 

Vibrionaceae 0 0.0 0 0.0 0 0.0 

Victivallaceae 0 0.0 4 0.1 0 0.0 

Xanthomonadaceae 0 0.0 0 0.0 0 0.0 

Unidentified 505 8.3 827 13.6 2235 36.7 

Total 6089 100.0 6089 100.0 6089 100.0 
A
 The total number of reads were normalized to the average number of reads from each sample (6089 

reads). 
B
 Percent of total reads per family as determined with the normalized data. 
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Chapter Five: Biogenic Shale Gas Reservoirs: Kilometer Scale Biogeochemical 

Reactors 

 

Cokar, M., Kallos, M.S., and Gates, I.D.  “Biogenic Shale Gas Reservoirs: Kilometer 

Scale Biogeochemical Reactors,” submitted to the American Institute of Chemical 

Engineering ID: AIChe-12-14652, 2012. 

 

5.1 Abstract 

Methane gas can be found in many different biological and non-biological settings.  

Methane gas can be produced either thermogenically or biogenically.  Thermogenic 

methane gas is found deep within the subsurface and is a result of high temperature and 

pressure fractionation of kerogen and organic compounds.  Biogenic methane gas on the 

other hand is produced by anaerobic microorganisms and can be found in any organic-

rich anaerobic environment, which includes shallow shale reservoirs, landfills, rice fields 

and swamps.  Biogenic methane gas accounts for about 20% of the world’s methane 

(Rice and Claypool, 1981; Rice, 1993), yet little is known about the kinetics of its 

production and transport.  In the current study, a fixed bed reactor model based on a 

biological shale gas reservoir was modeled to shed light on these processes.  The model 

used experimental methane generation kinetics and was calibrated against field data to 

obtain a range of values for amounts of new biogenic methane that could be produced 

from a shallow shale gas well.  The amount of methane was dependent on the amount of 

amenable total organic carbon (TOCA) that was present within the reservoir.  The 

maximum amount of TOCA was determined from the theory to be about 8.9 volume%.  

The TOCA was then varied, from a value slightly below the maximum, between 8.5 
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volume percent down to 1 volume percent to obtain a range of biogenic gas produced 

during the steady state production period of a well.  The results show that between 11% 

(TOCA = 1 volume percent) and 96% (TOCA = 8.5 volume percent) of gas produced at 

steady state can be attributed to new biogenic gas produced within the reservoir during 

the stable gas production rate period observed beyond the initial transient declining rate 

period of the well.  Also, the amount of gas produced after substrate addition to the 

reservoir was also determined using experimental methane production data.  The results 

reveal that with addition of volatile fatty acids (VFA) the amount of gas produced can 

double.  This has a significant implication – if biogenic gas generation can be enhanced 

within the reservoir by adding nutrients or rate-limiting minerals to the reservoir, then the 

total gas rate that could be realized from shallow biogenic shale gas reservoirs could be 

enhanced.   

 

5.2 Introduction 

Biogeochemical reservoirs are found in underground systems where biochemical 

reactions convert a substrate to a set of products over geological length scales (usually of 

order of kilometers to tens of kilometers) and time scales (typically over millions to tens 

of millions of years).  These systems – for example shallow biogenic shale gas reservoirs, 

shallow heavy oil reservoirs, coal beds, and sediments at the bottom of water bodies and 

oceans – abound on the planet.  However, little is understood about length and time 

scales for mass transport, fluid flow and bioconversion especially when we attempt to 

extract the products of the reactions for our own uses over time scales much smaller than 

that of the system itself.  The focus here is on shallow biogenic shale gas reservoirs 

where the product is natural gas.  Biogenic shale gas reservoirs are typically shallow with 
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temperatures lower than 80°C and consist of finely distributed organic matter (kerogen), 

which is buried remains of what was once algae and other plant-based organic materials.  

Anaerobic microbes, typically buried with the organic matter, evolve and survive in these 

anoxic environments and convert a fraction of the organic matter through complex 

reaction pathways eventually to carbon dioxide and methane (Gieg et al., 2008): 

 

Amenable Organic Matter in Shale + H2O  CH4 + CO2      (5.1) 

 

The methane generated from this microbial action over millions of years is the natural gas 

which we produce to the surface.  A similar process occurs in many petroleum systems 

including coal beds (which yield on production, coal-bed methane) and heavy oil 

reservoirs.   

 

Currently, very little is known about methane generation kinetics in shallow shale gas 

reservoirs.  Research has been done in the past which examined methane generation 

kinetics of oil biodegradation (Larter et al., 2006; Gieg et al., 2008).  Simulation and 

modelling of gas transport within the tiny pore structures of kerogen and shale gas has 

also been studied by many researchers in North America (Akkutlu and Fathi, 2011; 

Kalantari-Dahaghi, 2010; Ambrose et al., 2010; Javadpour et al., 2007).  Currently, 

research is focused on understanding the reservoir storage capacity in terms of gas 

molecules on organic and inorganic surfaces within shale gas materials to determine the 

fraction of gas considered free gas, adsorbed gas on surfaces as well as absorbed gas.  

Shale systems with a high percentage of organic carbon are very complex because the gas 
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can be found within a) isolated pores, b) connected pores and c) within the oil or water 

phase.  In a study by Ambrose et al. (2010), it appears that a significant portion of the 

total gas in place is found within large inter-connected nano-pores which are found 

within the organic matter (kerogen).  They proposed a modified gas material balance 

equation that took into consideration the free gas volume taken up by the sorbed gas.  

 

Modelling of gas within these systems becomes more complicated because of the nano-

pore sizes.  Darcy flow is not always the most accurate way to model flow through nano-

pores. Knudsen diffusion is an important transport process in shales and siltstones, 

because the mean free path of the molecule is the same order of magnitude as the size of 

the pore.  Roy et al. (2003) proposed a model of gas flow in nano-pores by using a 

diffusive transport regime with a constant diffusion coefficient and negligible viscous 

effects.   

 

A new gas material balance which estimated current biogenic gas generation rates was 

developed by Cokar et al. (2012).  In this study both gas adsorption onto organic and 

inorganic surfaces was taken into consideration using Langmuir isotherms as well as a 

new biogenic gas amount.  For the shallow biogenic shale gas reservoirs studied by 

Cokar et al. (2012), it was assumed that approximately 19 to 37% of the total gas 

produced during the resource lifetime of the well could be attributed to recently (during 

production period) or currently generated biogenic gas. 
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At present, it remains unknown how to deal with these large systems where transport in 

the natural system has very large time scale (hundreds of thousands to millions of years) 

whereas for gas production operations (years to tens of years), the time scale is hundreds 

of thousands to millions of times smaller.  Here, we describe a novel simple model to 

describe the shale gas biogeochemical reaction system with the focus on evaluating 

bioreaction rate constants and the fraction of produced gas that is being currently 

generated biogenically.   

 

5.3 Methodology 

5.3.1 Methane Production Data - Experimental 

Reaction rate data was obtained through experimentally measured methane production 

from cores as described previously in Chapter 4.  Briefly, core and produced water 

samples were obtained from productive biogenic shallow gas zones in the Alderson 

Member that the oil and gas industry commonly refers to as the Abbey Field within the 

Milk River Formation.  The productive zones of the Abbey Field are thought to be the 

leading edges of a prodelta plume of fine-grained sediment deposited in a deeper water 

marine environment.  Core samples from five productive intervals labeled B, C, D, E, and 

F were added to each serum bottle.  Produced water samples (1.0 mL) that were enriched 

with H2/CO2 were used to inoculate all of the five intervals, and the methane production 

was monitored on a monthly basis for 146 days (details of experimental methods and raw 

data from experiments see Chapter 4).   The field production data from the same well is 

shown in Figure 5.1. 
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Figure 5.1. Monthly gas production rate (m

3
/day) of well 16-3-22-18W3 perforated 

in the Abbey Field shale gas reservoir that was modeled and history matched in this 

study.  This is a typical gas profile of a shallow shale gas well within this region.  

There is a tail region at the end that represents a constant gas production rate after 

about 2,250 days. 

 

There were three sets of experiments set up for the core inoculations at each depth B, C, 

D, E and F.  The first set of experiments is referred to as No Substrate, because it only 

contains the core, the second set of experiments is called H2/CO2, because H2/CO2 at a 

ratio of 80:20 was added to the mixture, and the last set of experiments is referred to as 

VFA because it contains 0.1 mL of a 1M VFA solution that consisted of equimolar 

concentrations of acetate, butyrate and propionic acid as described in Chapter 4.  The 

methane produced for all of the serum bottles was monitored on approximately a monthly 

basis for 146 days, however, the data contained in his chapter is for the initial 64 days, 

since after this the amount of methane produced becomes dependent on nutrient supplies 
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within the serum bottles, whereas in the reservoir, it is assumed that there is an unlimited 

amount of nutrients supply for the microorganisms. 

 

5.3.2 Initia Zero Order Rate Constant  

For a zero order reaction, the rate of production of methane would be given by: 

 

  

  
          (5.2) 

 

where C is the methane concentration (methane (kg)/(core (m
3
) x volume fraction of 

TOC )), 
  

  
 is the change in concentration of methane per unit time (methane (kg)/(core 

(m
3
) x volume fraction of TOC x s)), and    is the zero order reaction rate constant 

(methane (kg)/(core (m
3
) x volume fraction of TOC x s)).  Equation 5.2 can be integrated 

given an initial condition.  Given initial concentration    and concentration   at time t, 

the result is:   

 

              (5.3) 
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Figure 5.2. Model geometry with differential element: the model area is 1m
2
 with a 

length equal to 250m.   

 

5.3.3 Biogeochemical Model Geometry 

The bioreactor reservoir model consisted of a rectangle that was 250 m long with cross-

sectional area equal to 1 m
2
 as displayed in Figure 5.2.  The production well was placed 

at x = 0 whereas the far field boundary condition is taken to be at x = 250 m.  Within the 

model domain were both kerogen and organic matter  and sandstone particles with 

diameter 0.01 mm with porosity and effective permeability as listed in Table 5.1.   

 

  

x x + Δx

250 m

1 m

1 m
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Table 5.1. Reservoir and gas properties. 

Property Value Source 

Temperature (K) 288.15 (Cokar et al., 2012) 

Viscosity (Pa·s) 1.16 x 10
-5

 (CRC Handbook) 

Porosity 0.20 (Cokar et al., 2012) 

Pressure (Patm) (kPa) 101.325 (Field Data) 

Pressure (Pe) (kPa) 3200 (Field Data) 

Density of Kerogen (kg/m
3
) 1180 (Okiongbo, 2005) 

Density of Rock (kg/m
3
) 2300 (CBM Solutions, 2011) 

Permeability with TOCA = 1% (mD) 5.02 x 10
-2

 (Calibrated to Field Data) 

Permeability with TOCA = 2% (mD) 4.38 x 10
-2

 (Calibrated to Field Data) 

Permeability with TOCA = 4% (mD) 3.11 x 10
-2

 (Calibrated to Field Data) 

Permeability with TOCA = 8.5% (mD) 2.47 x 10
-3

 (Calibrated to Field Data) 

Zone B (251.75 - 277.17m)  

TOC (wt% / vol%) 
1.01 / 1.95 (CBM Solutions, 2011) 

Zone C (288.60 - 298.80m)  

TOC (wt% / vol%) 
1.01 / 1.95 (CBM Solutions, 2011) 

Zone D (306.05 - 313.48m)  

TOC (wt% / vol%) 
0.90 / 1.73 (CBM Solutions, 2011) 

Zone E (328.11 - 342.5m)  

TOC (wt% / vol%) 
0.92 / 1.78 (CBM Solutions, 2011) 

Zone F (345.51 - 347m)  

TOC (wt% / vol%) 
1.06 / 2.05 (CBM Solutions, 2011) 

 

  

5.3.4 Governing Equations 

For flow in porous media, Darcy’s law is given by:   

 

   
  

 

  

  
            (5.4) 

 

where q is the flow rate, k is the reservoir permeability, P is the pressure,   is the 

methane viscosity, x is the distance, and A is the cross sectional area.  The Darcy velocity 

is given by q/A.   
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5.3.5 Zero Order Reaction Methane Material Balance 

For steady-state flow, the mass balance reduces to in + generation = out.  Given a 

differential element as shown in Figure 5.2, the rate of mass flowing into the element is 

equal to:   

 

(   )  (  
 

 

  

  
 )      (5.5) 

 

whereas the rate of mass flow out of the element is given by:   

 

 (   )     (  
 

 

  

  
 )         (5.6) 

 

The bioreaction generation term is given by: 

 

     (   )(    )      (5.7)  

 

where TOC is the total organic carbon content (expressed as a volume fraction) within the 

reservoir and TOCA is the volume fraction of the TOC that is amenable TOC (i.e. the 

fraction of the organic matter that is consumed by microbes).  The governing equation is 

then given by:   
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By applying the same boundary conditions as described above, the pressure is then given 

by:   
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      (5.9) 

 

The well rate is given by Darcy’s law applied at x = 0: 
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The fraction of gas produced from the well that is derived biogenically is then given by: 
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5.3.6 Bioreactor Reservoir Model Assumptions 

a. Isothermal Conditions 

The reservoir is assumed to be at a constant temperature equal to 288.15K (15ºC).  Given 

that the temperature is set by the geothermal gradient, this assumption is reasonable.   

b. One Component Model 

In a typical shale gas well in this field, there are three main components in the gas phase -  

methane, nitrogen, and carbon dioxide.  The composition of methane at the wellhead is 

approximately 95%, therefore in the models developed here, it was assumed that methane 

was the only gas component in the reservoir, and the other gas components were 
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neglected.  Since the reservoir temperature was constant within the model domain, 

methane viscosity was assumed to be constant.   

c. Steady State Assumption 

It was assumed that the reservoir was operating at steady state and the pressure within the 

reservoir was not changing with time.  This implies that the production rate of gas at the 

well location was equal to the gas flow rate into the far field boundary.   

d. Laminar Flow Assumption 

A particle Reynold’s number was calculated for this porous system since this was a fixed 

bed reactor model.  The particle was taken as the sandstone grain, since the sandstone is 

the most abundant type of material in this system. To determine if the assumption to use a 

single effective Darcy flow given typical gas flow rates within the reservoir was valid, 

the particle Reynold’s number was evaluated, given by:  

 

    
   

 (   )
    (5.12) 

 

where      is the particle Reynold’s number,   is the density,   is the particle diameter, 

  is the fluid viscosity and   is the reservoir porosity.  Darcy’s law only applies to 

laminar flow.  For a radial geometry, since the maximum flow velocity occurs at the well, 

and given a maximum flowrate of approximately 15,000 m
3
/day which is observed in the 

Abbey Field, the particle Reynold’s number was determined to be 0.13 (assuming gas 

density 0.7 kg/m
3
, particle size equal to 0.01 mm, gas viscosity 1.16x10

-5
 Pa·s, flow area 

is 1 m
2
 and porosity 0.2).  Since the Reynold’s number was less than 1, the flow in the 
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system was laminar, and it was governed by viscous forces thus Darcy’s law applies and 

a single effective permeability was used. 

e. Reservoir Porosity and Effective Permeability 

It was assumed that the reservoir had constant porosity and effective permeability.  To 

estimate the effective permeability of the reservoir, constant boundary conditions far 

from the wellbore (at 250 m was equal to 3,200 kPa) and at the wellbore (wellbore 

pressure was equal to 101.325 kPa) were maintained and the flow rate was calibrated to 

the field gas production during the steady state period as shown in Figure 5.1 after about 

2,250 days.  The values of the porosity and effective permeability used in the models 

developed here are listed in Table 5.1.   

f. Ideal Gas Assumption 

In the bioreactor reservoir model, methane in the gas phase was treated as an ideal gas.  

To verify this was reasonable, the ideal gas compressibility factor of methane gas was 

calculated by using the Redlich-Kwong equation of state.  The critical temperature and 

pressure of methane are equal to 190.7 K and 45.8 atm, respectively.  The compressibility 

factor of methane was found to be equal to 0.95, 0.982, and 0.998 at 3,200, 1,200, and 

101 kPa, respectively.  Thus, the assumption of ideal gas behavior was reasonable.   

g. Constant Pressure Boundary Condition 

Since the reservoir was operating at steady state conditions, it was assumed that the 

pressure at the edge of the reservoir was constant equal to 3,200 kPa.  Given the low 

permeability of shale gas formations, the length scale of flow and transport over well 

operation time periods was of the order of several tens of meters.   
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h. Homogeneity of Total Organic Carbon and Amenable Organic Carbon Content 

In real shale gas reservoirs the distribution of organic matter is random.  In this model 

however, it was assumed that the kerogen was homogeneously distributed within the 

reservoir.  As listed in Table 5.1, the total organic carbon content (in weight percent) of 

the field that was studied ranged between a value of 0.9 and 1.06%.  It was known that 

not all of the hydrocarbon present was consumed by the microorganisms within the shale, 

however, there was significant uncertainty as to how much was actually consumed by the 

microbes within the literature (Gieg et al., 2008; Clayton, 1992).  Since this amount was 

unknown, the impact of the amenable TOC on methane production was evaluated in a 

sensitivity study.  The amenable TOC amount was varied between 1 and 8.5 vol% based 

on the maximum physically possible TOCA as determined from the theory.  

 

5.4 Results and Discussion 

5.4.1 Bioconversion Rates 

In the research documented here, a bioreactor reservoir model was developed to simulate 

the amount of biogenic gas produced in a reservoir at the end of a seven year period of 

gas production.  The gas production profile from the chosen well, which is typical for 

shallow gas wells, is shown in Figure 5.1.  The model treated the entire shale gas 

reservoir as a single compartment with uniform geological, transport, and bioreaction 

properties.  In this manner, all of the different transport mechanisms including bulk, 

surface, and Knudsen diffusion and flow in matrix, fractures and faults governed by 

Darcy’s law were combined into an effective Darcy flow governed by a single effective 

permeability which was calibrated by using field data.   
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This effective permeability was unknown and had to be determined from tuning the 

model to field data.  Geological properties of the reservoir are listed in Table 5.1.  Other 

key uncertainties were the bioreaction rate constants for conversion of kerogen in the 

shale to gas (typically a combination of mostly methane with small amounts of carbon 

dioxide and other components) and the fraction of the TOCA.  Under optimal conditions 

it is estimated that about 10% of the TOC within the shale can be converted into methane 

(Clayton, 1992).  For oil systems, other studies have estimated that only about 1% of the 

hydrocarbons present in an oil reservoir can be biologically converted into methane in 

situ (Gieg et al., 2008).  Thus, the value of the TOCA content is uncertain, and was 

determined from the theory.   

 

To establish the bioconversion rate law and overall kinetic parameters, a bioreactor 

model was developed that included an effective porous media model with flow governed 

by Darcy’s law in addition to zero order reaction kinetics with respect to methane 

generation.  In addition, a sensitivity study was also conducted to examine the effect of 

TOCA content on methane production rates.  All of the models at different TOCA 

percentages were calibrated to field shale gas operation data (shown in Figure 5.1) and 

therefore each model had a different effective permeability as shown in Table 5.1.  Thus, 

the models span the spectrum of transport (effective permeability) to bioreaction rate.   

 

The experimental core production data from Chapter 4 was reported as methane mass 

produced over time per gram of core.  This methane produced in grams per gram of core 

was first converted on a core volume basis then divided by the fraction of TOC present 
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within the core and plotted over time for the three different sets of experiments which 

included No Substrate, H2/CO2 and VFA (Figure 5.3 to 5.7) for the first 64 days.  Only 

the initial data points were considered because after about 64 days the rate begins to 

decrease due to limited nutrient supply in the serum bottles, whereas in the field it is 

assumed that there is an abundance of nutrients.   All of the intervals are capable of 

generating methane although the gas generation rates for each interval were different.  

This could be the result of different organic materials within the TOC, inorganic carbon 

sources, or that the inoculum into each sample was not identical. The serum bottles that 

were enhanced with H2/CO2 and VFA show an increased amount of methane produced.  

These figures also show best fits of the experimental data with Equation 5.3 for the initial 

methane gas production curves up to day 64.  The slope of the lines yielded the zero order 

initial reaction rate constants, listed in Table 5.2, for each interval B, C, D, E, and F with 

different substrates added.  As shown in Figure 5.3 to Figure 5.7 the correlation 

coefficient (r
2
) for the difference between the theoretical rate constant and the actual data 

show a strong correlation between the zero order reaction rate model and the laboratory 

data, except for the r
2
 values for the No Substrate samples for depth B and C were below 

0.4. 
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Figure 5.3. Zero order initial reaction rate constants for methane generation curves 

for depth B.  

 
 

Figure 5.4. Zero order initial reaction rate constants for methane generation curves 

for depth C.   
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Figure 5.5. Zero order initial reaction rate constants for methane generation curves 

for depth D.   

 

Figure 5.6. Zero order initial reaction rate constants for methane generation curves 

for depth E.   
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Figure 5.7. Zero order initial reaction rate constants for methane generation curves 

for depth F. 
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Table 5.2. Zero order reaction rate constants and average zero reaction rate 

constants for each interval in the shale gas reservoir. 

Substrate Case 

Methane (kg)/(core (m
3
) x 

volume fraction of TOC x 

day) 

Methane (kg)/(core (m
3
) x 

volume fraction of TOC x s) 

No 

Substrate 

Depth B 9.77 x 10
-2

 1.13 x 10
-6

 

Depth C 3.97 x 10
-1

 4.59 x 10
-6

 

Depth D 2.78 x 10
-1

 3.22 x 10
-6

 

Depth E 3.54 x 10
-1

 4.10 x 10
-6

 

Depth F 2.37 x 10
-1

 2.74 x 10
-6

 

Average 2.73 x 10
-1

 3.16 x 10
-6

 

H2/CO2 

Depth B 7.95 x 10
-1

 9.20 x 10
-6

 

Depth C 8.89 x 10
-1

 1.03 x 10
-5

 

Depth D 1.10 1.27 x 10
-5

 

Depth E 1.10 1.28 x 10
-5

 

Depth F 3.92 x 10
-1

 4.54 x 10
-6

 

Average 8.55 x 10
-1

 9.90 x 10
-6

 

VFA 

Depth B 1.04 1.20 x 10
-5

 

Depth C 1.14 1.32 x 10
-5

 

Depth D 1.14 1.31 x 10
-5

 

Depth E 1.44 1.67 x 10
-5

 

Depth F 1.11 1.28 x 10
-5

 

Average 1.17 1.36 x 10
-5

 

 

The fixed bed zero order reactive model for methane production in shallow shale gas 

reservoirs described above was used to simulate the steady state gas production period of 

the well, which occurs beyond about 2,250 days of production as shown in Figure 5.1.  

The model was calibrated to the field value for gas production near the end of the well 

life of 1,000 m
3
/day and different TOCA values were simulated to understand the amount 

of current biogenic gas generated as a fraction of the total gas produced during this steady 

state period.  In order to do this, a TOCA value was chosen and a permeability was fitted 

to the model so that the well production rate was equivalent to 1,000 m
3
/day.  The model 

also shows that the maximum amount of TOCA that is physically possible is 8.89 volume 
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percent, which is similar to what Clayton (1992) estimated.  In that study it was estimated 

a maximum conversion amount of 10%.  As shown in Figure 5.8, any value for TOCA 

above this value yields physically impossible (negative) reservoir permeability values. 

 

 
 

Figure 5.8.  Physical range of TOCA fraction for this field.  The results show that a 

TOCA fraction of 0.0889 (8.89%) or less is physically possible in this field, any value 

of TOCA above this value yields a physically impossible permeability.  The TOCA 

values were varied between 0% all the way up to 12% and the model permeability 

was obtained by setting the gas production rate to 1,000 m
3
/day and plotted as 

shown.   

 

Figure 5.9 shows the results for the biologically reactive models with zero order reaction 

rate constants.  As the amount of TOCA within the model decreased from a value slightly 

below the maximum of 8.5% to about 1%, the fraction of recent biogenic gas generation 

that occurred during the production life of the operation also decreased.  For a TOCA 
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reservoir model was equal to 96%, 45%, 23% and 11%, respectively.  These results 

reveal that a significant fraction of the gas produced within the reactive reservoir model 

was attributable to recent biogenic gas generated from microbes.  This has important 

implications for production.   

 
 

Figure 5.9. Steady state gas flow rate in (m
3
/day) for the different models.  Biogenic 

Gas refers to recent gas generated biogenically over the life of the well operation 

whereas Free Gas refers to gas generated over the past few million years that has 

been stored in the reservoir (adsorbed on shale solid surfaces, dissolved in shale, 

water, and free gas).   

 

In the experiments described in Chapter 4, various media ingredients were added to the 

core and produced water incubations, including volatile fatty acids (VFA) and hydrogen 

and carbon dioxide (H2/CO2), and the methane production was again measured over time. 

The initial rates for these experiments were used (as shown in Figures 5.3 - 5.7) to 
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free gas production was fixed and the biogenic new gas rate was calculated from the 

model.  As shown in Figure 5.10, when H2/CO2 and VFA were added as a substrate in 

addition to the core the reactive model yields much higher rates of biogenic gas 

production.  With a TOCA value of 2 volume percent, the amount of biogenic gas 

produced from the No Substrate, H2/CO2 and VFA models was 225 m
3
/day, 698 m

3
/day, 

and 970 m
3
/day, with a free gas rate for all three models equal to 775 m

3
/day (Figure 

5.10).  This shows that with additional substrates, the amount of gas produced within the 

model can be easily doubled.   If biogenic gas generation can be enhanced within the 

reservoir by adding nutrients or minerals that may be limiting microbe metabolism to the 

reservoir, for example, in the proppant used to maintain the hydraulic fracture open after 

the well is stimulated, then the total gas rate that could be realized from shallow biogenic 

shale gas reservoirs could be enhanced.  As shown in the Chapter 4, as well as in this 

chapter, the addition of VFA and H2/CO2 into enriched core samples yielded higher 

amounts of methane.   
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Figure 5.10.  Steady state gas flow rate in (m
3
/day) for the three different models 

with No Substrate, H2/CO2 and VFA added to them at a TOCA volume fraction of 

0.02. 
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In a study by Gieg et al. (2008), methane generation rates were found from core samples 

inoculated with oil.  The researchers suggested that microorganisms could potentially be 

added into oil reservoirs which contain residual oil and these microorganisms could 

convert this immobile oil into methane gas, which would then be produced.  They also 

estimated that approximately 1 to 5 Tcf of CH4 could be produced each year in the United 

States by biological transformation.  This accounts for approximately 3 to 16%, 

respectively, of the total methane produced per year within the United States.   

 

If it is biologically possible to stimulate the microbes to produce more methane, then the 

only factor that could limit production would be the mass transfer of this new methane to 

the production well.  The Damköhler number (dimensionless) represents the ratio of the 

time scale of the rate of reaction to the time scale of the convective flow within the 

system, in other words, it compares the time scale of reaction versus that of transport.  

For continuous flow reactors, the Damköhler number, Da, is defined by the ratio of the 

reaction rate multiplied by the volume over the mass flow rate (Fogler, 1999).  We have 

defined a modified Damköhler number for our system: 

 

   
     (   ) (    )

   
                         (5.13) 

 

where    is the zero order reaction rate constant (methane (kg)/(core (m
3
) x volume 

fraction of TOC x s)), V is the volume of the reactor model (m
3
), TOC is the volume 

fraction of TOC present within the model, TOCA is the volume fraction of TOCA present 

within the total organic carbon,   is the flowrate of gas through the system (m
3
/s) (taken 
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at the well), and   is the density of the gas (kg/m
3
).  The Damköhler numbers at different 

volume fractions of TOCA and reservoir permeabilities are listed in Table 5.3.  The 

Damköhler number for the four TOCA models were 0.04, 0.02, 0.009 and 0.004 for the 

8.5%, 4%, 2% and 1% TOCA models, respectively.  These results reveal that the biogenic 

shale gas system is essentially controlled by bioconversion rate within the system rather 

than the transport within the system.  In other words, in the stabilized gas rate period, 

within the connected hydraulically fractured region surrounding the well, transport is not 

the rate-limiting step for gas production.  This is a significant result for increased gas 

production by enhancing biogenic gas generation since it implies that if the limiting step 

for bioconversion can be found, providing transport was enhanced to allow it to act with 

the microbes, then the bioconversion rate could be enhanced.  In the stabilized gas 

production period of the well (after about 2,250 days for the well displayed in Figure 

5.1), the system is biogenically controlled.  During the initial part of gas production the 

gas flow rates are much higher because gas is being depleted from connected fractures 

and silty/sandy beds within the shale gas formation, and at the end of the wells 

production period the gas production rate has decreased.  We have shown here that this 

long-term steady-state rate has the ability to increase substantially if the biogenic gas 

generation rate can be increased.  The overall recovery of hydrocarbons can be enhanced 

through more detailed studies on the biology of subsurface shale gas reservoirs coupled 

with detailed reservoir modelling of bioreaction rates and transport.   
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Table 5.3.  Damköhler numbers, Da, for all three models with different TOCA and 

permeabilities. 

Amenable TOC 

(Volume Fraction) 
Da Permeability (mD) 

0.085 3.72 x 10
-2 2.47 x 10

-3 

0.04 1.75 x 10
-2 3.11 x 10

-2 

0.02 8.75 x 10
-3 4.38 x 10

-2 

0.01 4.38 x 10
-3 5.02 x 10

-2 

 

5.5 Conclusions 

The bioreaction model developed in this study is the first of its kind to predict the amount 

of recent biogenic gas that is generated within a shallow biogenic shale gas reservoir 

during the lifetime of the well operation.  The zero order reaction rate constants were 

determined from experimental methane gas generation data obtained from core and 

produced water from a field shale gas operation.  The bioreactor model used the reaction 

rate constants and calibrated the effective permeability of the model against field data for 

a given TOCA, which was also estimated from this model.  The results reveal the fraction 

of produced gas that is currently generated biogenically.  Additionally, the amount of 

TOCA was varied to determine the effect of this variable on new biogenic gas production.  

The main conclusions of this research are as follows: 

   

 This model predicts that the amount of TOCA within a reservoir in western Canada is 

less than 8.89 volume percent.  This results shows the maximum amount of TOCA 

that can be converted to methane gas through microbial activity. 

 The amount of currently generated biogenic gas produced was 96%, 45%, 23% and 

11% of the total produced gas for TOCA values of 8.5%, 4%, 2% and 1%, 

respectively. 
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 The assumption of a zero order reaction rate model for the production of methane was 

reasonable because there was general agreement between the zero order reaction rate 

model and the laboratory model. 

 As the amount of TOCA increased, the fraction of biogenic gas increased.   

 Given TOCA estimates approximately 2% TOCA for shallow shale gas reservoirs in 

western Canada, approximately 23% of the total produced gas during the stabilized 

gas production period was estimated to be generated recently (over the time scale of 

the operation of the well) by microbes.   

 The results suggest that the total gas produced could be enhanced if the rate of 

bioconversion of the TOCA could be enhanced.  Future studies should focus on the 

rate-limiting step of bioconversion of shale gas kerogen to methane.   
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Chapter Six: Reactive Reservoir Simulation of Biogenic Shallow Shale Gas Systems 

enabled by Experimentally Determined Methane Generation Rates 

 

Cokar M., Ford, B., Kallos, M.S., and Gates, I.D.  “Reactive Reservoir Simulation of 

Biogenic Shallow Shale Gas Systems enabled by Experimentally Determined Methane 

Generation Rates,” revisions submitted to Energy and Fuels ID: ef-2012-018223, 2012. 

 

6.1 Abstract 

As conventional gas resources in Canada decline, more interest is being given to 

unconventional shale gas reservoirs.  Natural gas also has the potential to overcome other 

petroleum sources such as coal, heavy oil and conventional oil as the fuel of choice 

because it is a cleaner source of energy with lower carbon emissions.  As the world 

slowly shifts towards cleaner energy sources it becomes more and more important to 

study unconventional shale gas reservoirs.  Shallow biogenic shale gas reservoirs 

generate gas by microbial activity implying that current production to surface consists of 

ancient adsorbed gas as well as recent biogenerated gas.  Approximately 20% of all of the 

methane generated is generally thought to be of microbial origin.  Most shallow shale gas 

reservoirs are less than 80°C and given the supply of carbon, water, and minerals, they 

are essentially multi-kilometer scale bioreactors.  In this study, the reaction rate kinetics 

for methane production were determined from experimental data by using produced 

water and core samples from a shallow shale gas reservoir.  This data along with 

Langmuir desorption data was used to model a heterogeneous shale gas reservoir by 

using reactive reservoir simulation.  The results show that biogenic shale gas generation 

accounts for about 12% of the total gas produced during a period of 2,678 days.  This is a 
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significant percentage of the total gas production and therefore there is great potential to 

enhance methanogenesis within these reservoirs through substrate addition or other 

means.     

 

6.2 Introduction 

Today, approximately 20% of the gas produced in the United States comes from shale 

gas reservoirs (EIA, 2011; Wilson and Dulofsky, 2012).  The proportion of gas coming 

from shale gas reservoirs has increased significantly over the past decade with 

enhancements of hydraulic fracturing procedures, horizontal well drilling, fracture design 

and stimulation, seismic data, and a better understanding of shale gas geology.  Also, a 

significant amount of organic matter must be present within these systems; this provides 

a carbon source for deep thermogenic gas production and a feedstock for biogenic gas 

production (Curtis, 2002).  Due to the size of the gas resource, there is increased focus on 

research to better understand the geological and geochemical nature of these reservoirs.  

For biogenic shale gas reservoirs, the focus of the research documented here, they can be 

thought of as immense bioreactors.   

 

For this study, a reaction model was developed by using core and produced water data, 

along with geological data acquired from log and core analysis obtained from shallow gas 

zones in the Alderson Member that the oil and gas industry commonly call the Abbey 

Field within the Milk River Formation, shown in Figure 4.1.  The main producing zones 

within this field are a laminated fine sand interval interbedded with silty/shaley zones.  

The sandstone acts as a pipeline to produce gas from the other parts of the reservoir.  Gas 

rates within these zones can be initially as high as 20,000 m
3
/day (706,000 scf/day) and 
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fall to less than 1,000 m
3
/day (35,300 scf/day) by the end of the well’s life.  Typical gas 

production profiles of these wells exhibit a steep decline to a stabilized plateau rate which 

slowly declines as the well continues to produce fluids as shown in Figure 5.1.  Gas 

production from these reservoirs is sustained by gas flow from very low permeability 

conduits, desorption of gas from kerogen or clays, diffusive transport through nanometer 

or micron scale pores, pressure maintenance due to water influx, and biogenic gas 

generation within the reservoir.   

 

There has been no public data available for the biogenic contribution for modelling shale 

gas reservoirs at field scale in the past.  There is a great need to have recovery process 

models which include biogenic gas so that these processes can be more accurately 

designed and optimized.  Experimental work has been done in the past to understand 

methane production curves in oil fields and coal (Gieg et al., 2008; Jones et al., 2008a, 

Jones et al., 2008b) but there is currently no published data available for methane 

production rates from a shallow biogenic shale reservoirs in western Canada.  We have 

developed a modified gas material balance theory (Cokar et al., 2012) that included a 

desorption term and a biogenic gas generation term.  This gas material balance 

calculation was the first of its kind to predict the amount of gas within the reservoir 

realized from free gas, biogenic gas, and desorbed gas.  It was assumed that the initial 

reservoir pressure in the field of study (Abbey Field) was 3,200 kPa and that it dropped to 

101.325 kPa by the end of the reservoir life, and at this point the percent of cumulative 

gas produced from free, biogenic, and desorbed gas was 72%, 19%, and 10% 

respectively.    
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In Chapter 4, long-term laboratory experimental data from produced water and core 

samples was used to find bioconversion kinetic parameters.  The kinetics, together with 

Langmuir desorption data from Chapters 3 and 4, was then used to construct a reactive 

reservoir simulation model of the shale gas reservoir. 

 

6.2.1 Biogenic Gas Generation 

The discovery of biological methane dates back to 1776 with Alessandro Volta’s 

discovery of “combustible air” which was being formed in bogs, lakes rich in decaying 

vegetation, and streams (Balch et al., 1979).  Biogenic gas is generated by anaerobic 

microorganisms which live at moderate temperatures below the surface of the earth at 

about 80°C and typically less than 5,000 kPa.  Methane can be produced by 

microorganisms through predominantly two different metabolic pathways.  The first path 

is via CO2 reducing prokaryotes, which use hydrogen as the electron donor or energy 

source and CO2 is the electron acceptor.  The second path is by acetate fermentation.  In 

this case, acetate and hydrogen are used to produce methane and carbon dioxide. 

 

Methanogens can also use some other substrates such as methanol, formate, 

methylamines, dimethyl sulfide, ethanol and isopropanol to produce methane (Gilcrease, 

2007).  For the actual conversion of more complicated organic substrates to methane, 

other microorganisms such as acetogenic bacteria and fermentative bacteria are also 

present (Gilcrease, 2007).  Figure 2.5 displays the overall process of anoxic 

decomposition demonstrating how different anaerobes work together to convert complex 

organic compounds into CH4 and CO2 (Madigan et al., 1997).   
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For the microorganisms, the nutrient supply of vitamins and minerals are believed to be 

provided to them via formation water (Head et al., 2003).  It is believed that the main 

source of organic matter within shallow shale gas reservoirs is derived from kerogen.  

Kerogen is a high molecular weight (>1,000 Daltons), insoluble, polymeric organic 

component of shale.  It is primarily made up of carbon, oxygen, hydrogen, nitrogen and 

sulfur compounds.  Kerogen can be classified into different types depending on carbon 

and oxygen ratios.  The Abbey Field shallow shale gas reservoir is predominantly made 

up of Type III kerogen which originates from land plants.  For Type III kerogen, the 

hydrogen-to-carbon ratio is typically less than 1, and its oxygen-to-carbon ratio is 

generally between 0.03 and 0.3. 

 

6.2.2 Transport and Flow 

As described by Javadpour (2007), the actual mechanisms by which stored gas is released 

and transported to the well are not well understood.  Figure 6.1 shows the proposed gas 

storage and transport mechanisms from deep within the reservoir to the production well.  

The production of gas from these reservoirs depends on how the gas is generated in the 

reservoir, stored within the reservoir, and transported out of the reservoir.  The gas can be 

stored as adsorbed or dissolved gas in kerogen, clay and within the organic matter.  It can 

also be dissolved in formation water.  There are several transport mechanisms each with 

different degrees of connectivity to each other.  At small length scales (nanometers to 

tens of nanometers), Knudsen, surface, and bulk diffusion may dominate transport.  At 

larger length scales (microns to tens of microns), bulk diffusion and Darcy flow in 

interbedded sand layers can occur.  At still larger length scales, there are natural fractures 

and induced hydraulic fractures in the near-well region that increase the effective 
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permeability of fluids immensely over nanometer and micron length scales.  Although 

fractures can have small apertures in the tens of microns to millimeters, their extents can 

range from centimeters to meters.  Gas production into the well and transport to surface is 

at larger length scales from centimeters for the well diameter to hundreds of meters for 

the well length. 

   

 

Figure 6.1.  Storage and transport of gas in a shale gas reservoir from gas trapped in 

nanopores, mesopores, macropores, micro fractures, large fractures, and all the way 

to the production well. 
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6.3 Materials and Methods 

6.3.1 Experimental Data 

Data from three sets of experiments was used to determine kinetic parameters for 

methane generation by using core samples and produced waters from the reservoir.  The 

first set of experiments consisted of cultivation of microorganisms with produced water 

samples, the second set were done with aged core samples, and the third set were done 

with both the produced water and core cultures.  Produced water was obtained from a 

Well 16-7-22-17W3 (Well 2) and it was placed into a flask and enriched with a mixture 

of media and H2/CO2. While the microorganisms in this flask were allowed to grow, the 

second set of experiments was set up using core samples from five different zones from 

Well 16-3-22-18W3 (Well 1).  The core sample was obtained from a core facility where 

the core had been stored at atmospheric conditions since 2002.  The core samples were 

added to individual flasks each containing media and methane generation was monitored 

using a HP Series 5890 gas chromatograph.  Even after 95 days, the core samples 

produced no discernible amounts of methane.  On Day 98, 1 mL of the produced 

water/media mixtures enriched with H2/CO2 was added to the core sample flasks (the 

third set of experiments).  Methane generated from these bottles was recorded for an 

additional 146 days.  Methane levels were measured during the course of all experiments 

and are shown in Figure 6.3 of the results section. 
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6.3.2 Kinetics Model 

The kinetic model derived here assumed first order substrate decomposition.  Since only 

methane generation was measured from the experimental curves, the model that was used 

needed to be able to predict the amount of substrate present within the flask as a function 

of the amount of methane being produced versus time.  Equation 6.1 describes methane 

production rate versus substrate decomposition as follows: 

 

    

  
      

                                    (6.1) 

 

where M is the concentration of methane produced (methane produced (g)/mass of core 

(g)), a1 represents the initial amount of substrate present at time zero (which was 

estimated from TOC data) (mass of substrate (g)/mass of core (g)), b1 is a constant 

(1/day), k is the reaction rate constant (1/day) and t is time (day).  Equation 6.1 can be 

integrated with respect to time with an initial condition that the methane concentration is 

equal to Mo at zero time: 
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A least squares parameter estimation procedure using the generalized reduced gradient 

algorithm (Lasdon et al. 1978) as implemented in Microsoft Excel was used to estimate 

the three unknown parameters, k, a1, and b1.  The results are listed in Table 6.4 and 

displayed in Figure 6.3.   
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6.3.3 Gas Desorption Model 

Gas desorption data for this model was obtained experimentally for Well 1 and is 

described in Cokar et al. (2012).  The data is listed in Table 6.1.  To model this behavior, 

it was assumed that there was a gas component present within a small amount of 

immobile oil phase in the reservoir whose release into the reservoir was governed by 

pressure dependent k-values matched to the desorption isotherm data.  More specifically, 

the experimental data in Table 6.1 was used and converted into a ratio of adsorbed gas 

(cm
3
) to pore volume (cm

3
) and used as the k-values for methane gas adsorbed into an 

immobile oil phase.  To match the experimental desorption data, the immobile oil 

saturation was set equal to 0.0001 with a gas composition equal to 0.1 mole% dissolved 

within the oil phase.  The tuned K-values are listed in Table 6.1.   

 

Table 6.1.  Gas desorption values for shale gas reservoir well 16-3-22-18W3 (Cokar 

et al., 2012) (Milk River E). 

Pressure kPa 
Adsorbed Gas 

(cc/g @STP) 

Adsorbed Gas 

cm
3
/cm

3
 Rock 

Volume   

Adsorbed 

Gas cm
3
/cm

3
 

Pore Volume 

161 0.04 0.10 0.48 

403 0.08 0.18 0.89 

632 0.10 0.22 1.12 

754 0.11 0.27 1.34 

954 0.14 0.33 1.64 

1302 0.15 0.36 1.79 

1738 0.18 0.43 2.16 

2209 0.22 0.51 2.55 

3298 0.25 0.59 2.95 

4611 0.28 0.66 3.31 

7000 0.38 0.89 4.47 
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6.3.4 Geological Model 

A heterogeneous geological model of the shale gas reservoir was created from log and 

core data for 31 wells in the neighborhood of Well 1 (average values from log and core 

data for Well 2 is shown in Table 6.2).  The actual thicknesses of Zones B, C, D, E and F 

are listed in Table 6.3.  A heterogeneous model of the reservoir was created by using 

neutron and density porosity logs (the actual porosity was taken to be equal to the 

average of the two).  The horizontal permeability for each zone was an average of that 

zone as obtained from core data (See Table 6.2).  The vertical permeability was taken to 

be 25% of the value of the horizontal permeability.  Archie’s equation was used to 

determine the water saturation of the field (Archie, 1942).  Formation resistivities were 

obtained from logs and the water formation resistivity was obtained from the water 

resistivity catalogue (Canadian Well Logging Society, 2002).   

 

Another important input parameter for the model was the initial kerogen solid 

concentration within the reservoir that is amenable to the microorganisms.  As described 

below, the amenable TOC content was history matched, and it was found that for this 

model 2% of the total organic carbon (TOC) present in the reservoir can be consumed by 

the microorganisms.  Therefore, at each depth, 2% of the TOC present within that section 

of the reservoir was used as the initial consumable solid concentration within the zone 

(see Table 6.3).   

 

Figure 6.2 shows cross-sectional views of the water saturation, gas saturation, porosity, 

and permeability distributions in the reservoir model.  The length and width of the model 

is 250 m by 250 m, and the height of the model is 114 m.  In the vertical direction, each 
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grid block is 0.5 m thick.  In the horizontal directions, the dimensions of the domain are 

equal to 250 m (30 grid blocks x 8.33 m per grid block) by 250 m (30 grid blocks x 8.33 

m per grid block).  The initial pressure and temperature at the top of the model is equal to 

3,200 kPa and 15°C, respectively. 

 

As was done in field application at all production wells, a hydraulic fracture was created 

in the reservoir model by introducing an enhanced mobility zone as shown in Figure 6.2.  

The fracture aperture was taken to be approximately 1 m and the permeability of this 

zone was enhanced to 200 mD.  The fracture area was approximately 150 m x 80 m with 

a thickness of 1 m.  Table 6.2 and Table 6.3 list other required data of the reservoir 

simulation model.   

 

Table 6.2.  Log and core data from well 16-3-22-18W3 this data was used to create a 

heterogeneous geological model of the reservoir.   

 

Depth 

Zone (m) 

Neutron 

Porosity 

Density 

(g/cc) 

Total 

Carbon 

(wt%) 

Inorganic 

Carbon 

(wt%) 

Organic 

Carbon 

(wt%) 

Air 

Permeability 

(mD) 

B (251.75-

277.17) 
0.4 1.96 1.2 0.19 1.01 0.22 

C (288.60-

298.80) 
0.39 1.62 1.62 0.61 1.01 0.20 

D (306.05-

313.48) 
0.4 1.97 1.31 0.41 0.9 0.27 

E (328.11-

342.5) 
0.38 2.11 1.57 0.64 0.92 3.16 

F (345.51-

347) 
0.4 2.19 1.43 0.37 1.06 0.41 
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6.3.5 History Matching 

The porosity, water and gas saturations were obtained from log data, and the permeability 

within each zone was obtained from core data (see Table 6.2).  The history matching 

parameter in this simulation was the TOCA present within each layer of the reservoir.  

After history matching, it was found that 2% of the TOCA was consumed and this was 

used as the initial solid concentration of kerogen within the model (see Table 6.3). 

 

6.3.6 Reservoir Simulation Model 

The geological model was converted into a reservoir simulation model.  The governing 

equations used in the reservoir simulator for the flowing component j, the mass balance is 

as follows (Bird et al., 1960):   
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        (6.3) 

 

where    is permeability,    is density,    is viscosity,  ̇  is the removal rate (per unit 

volume) of component j,     is the molecular weight,     is the diffusion-dispersion 

coefficient for component j in phase *,    is the specific density,    is pressure,     

concentration,   is porosity,   and   are mole fractions,   is length, * represents the 
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phase and j represents the component.  The flow of each phase is governed by Darcy’s 

law: 

 

    
       

  
                             (6.4) 

 

where qi is the volumetric flow rate of component j, A is the area of flow, kr is the relative 

permeability of component j in the reservoir, kabs is the absolute permeability of the 

formation, μj is the viscosity of component j, and    is the pressure gradient.  The gas 

generated by microorganisms occurs according to the following first order reaction: 

 

    

  
                                  (6.5) 

 

where M is the amount of methane, k1 is the reaction rate constant, t is time and S is the 

substrate concentration.  The reaction rate constant for this reaction is listed in Table 6.4.   

 

Only one well was simulated in this model.  The production well operated at a constant 

minimum flowing bottom hole pressure equal to 1,100 kPa, which is the current reservoir 

pressure of the Abbey Field.  The specific model properties are shown in Table 6.3. 
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Figure 6.2.  Reservoir simulation model (A) porosity, (B) gas saturation, (C) water 

saturation, and (D) permeability in the i direction (mD) (the fracture layer 

permeability is shown by the red zone in the middle, the permeabilities of zones B, 

C, D, E and F can be found in Table 6.2. 

 

 

Table 6.3.  Average values of properties used in reservoir simulation model. 

 

Property Average Value Reference 

Model Size 30 x 30 x 288 N/A 

Block Dimensions 8.3 x 8.3 x 0.5 N/A 

Water Saturation 0.44 Field Data 

Gas Saturation 0.56 Field Data 

Permeability i, j (see Table 6.2) Field Data 

Permeability k 
(0.25 of Table 6.2 permeability 

for each zone) 
Field Data 

Porosity 0.19 Field Data 

Kerogen concentration and 

thickness of B 

1.36 gmol/m
3
 

34 m 
History Matched 

Kerogen concentration and 

thickness of C 

1.15 gmol/m
3
 

19 m 
History Matched 

Kerogen concentration and 

thickness of D 

1.21 gmol/m
3
 

18 m 
History Matched 

Kerogen concentration and 

thickness of E 

1.41 gmol/m
3
 

25 m 
History Matched 

Kerogen concentration and 

thickness of F 

1.59 gmol/m
3
 

18 m 
History Matched 

(A)

(C)

(B)

(D)
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6.4 Results and Discussion 

The results for the rate equations (the kinetic model) for the core inoculations are shown 

in Figure 6.3.  This figure shows the amount of methane produced in grams per gram of 

core present within each flask in zones B, C, D, E and F.  It is interesting to note that the 

amount of methane produced at each depth is different perhaps due to the different 

organic/inorganic components present in the flasks or because of the bacterial consortia 

within each flask.  Although the samples were inoculated from the same produced water 

enrichment sample, they may differ within each flask because of the availability of 

nutrients and different substrates present within each zone.  The largest quantity of 

methane was produced from zones C and E, followed by D and F and finally B.  The 

points in Figure 6.3 represent the experimental data whereas the curved line is the result 

of the kinetic model given by Equation 6.2.  Table 6.4 summarizes the parameters 

obtained from Equation 6.2 that were used for the line curves in Figure 6.3 for each zone 

B, C, D, E and F.  The least squares parameter estimation method was used to determine 

the values for k, a1, and b1, and the r
2
 value is also listed in Table 6.4.  The r

2
 values were 

all above 0.64 and fairly close to 1.   

 

The parameter values in Table 6.4 were then used for the simulation model, which was 

run for 2,678 days on a constant bottom hole pressure of 1,100 kPa.  The monthly gas 

production rate in (m
3
/day) as a function of time closely matches the field data (Figure 

6.4). The results also reveal that 12% of the gas produced in the 2,678 days was of 

biogenic origin generated within the production time frame.  Approximately 13% of the 

gas was desorbed from the different sources within the reservoir and about 75% of the 

gas was free gas that was already present in the reservoir (Figure 6.5).  In the gas material 
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balance presented by Cokar et. al., (2012) we predicted that the biogenic gas amount will 

equate approximately 19% of the total gas production at the end of a resource well life.  

Since these wells are known to produce for decades, and it will take decades to decrease 

the reservoir pressure to about ~100 kPa the results shown in this study are a good match 

to those calculated with the gas material balance theory, since this model was only run for 

about 7.3 years.  The key addition of mass transfer in the model developed here 

demonstrate that it plays a role within the system – 19% of the produced gas was recent 

biogenic gas in the gas material balance (an ideal system with no mass transfer 

limitations) whereas here 12% of the gas produced was recent biogenic gas.   

 

Figure 6.6 shows the cumulative amount of biogenic gas produced (m
3
) as a function of 

time in days for each zone B, C, D, E and F.  The results are for the entire period the 

model was run, and the rate equations were established from Equation 6.2 and the 

experimental results obtained from Figure 6.3.  At the end of the simulation run at 2,678 

days the most amount of gas produced was from zone E, followed by zones C, D, B and 

F.   

 

The findings in this study can potentially have a huge impact in the methane gas industry 

especially in shallow reservoirs that contain microorganisms.  These microorganisms can 

produce a significant amount of methane on their own without any stimulation.  As 

shown in the reservoir simulation model they can account for 12% of the total gas 

production.  Shale deposits in the WCSB contain more than 1,000 Tcf of gas.  On a large 

scale if 12% of all of this gas produced from shale reservoirs comes from biogenic gas 
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this means that 120 Tcf would be coming from microorganisms that are producing 

methane gas during the resource lifetime of the reservoir.  Since all of the organic 

compounds within the reservoir are not consumed, it may be possible to increase the 

biogenic production even more by increasing substrate consumption. 

 

 

Figure 6.3. Experimental methane production curves versus time for core 

inoculations. 

 

 

Table 6.4.  Result table for kinetic model showing the variables found for Equation 

6.2. 
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 0.94 
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 0.92 
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-2
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-4
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Figure 6.4.  Monthly gas production rate (m
3
/day) versus number of days for 

reservoir simulation model.   

 

 

Figure 6.5. Cumulative gas production (m
3
) versus number of days from the 

reservoir simulation model, with free gas present within the reservoir, biogenic gas 

from each depth, and desorbed gas. 
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Figure 6.6. Cumulative gas production (m
3
) versus number of days from the 

reservoir simulation model, for biogenic gas produced from each depth. 
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 Kinetic parameters were determined using first order substrate utilization for a 

shallow shale gas reservoir in western Canada using experimental data.  This 

data was used to history match the TOCA present within these reservoirs.  It 

was found that 2% of the TOC present is amenable for microbial consumption. 

 A heterogeneous reservoir simulation model with gas desorption and biogenic 

gas generation was simulated and history matched to field data.  Using the 

kinetics obtained from the experimental study this model shows that up to a 
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life, the desorbed gas amount is 13% and the free gas accounts for 75% of the 

total gas produced during this time. 

 The history match presented in this study is unique, it is the first history match 

of its kind for a shallow biogenic shale gas field. 

 Further work can be done to determine how to stimulate the microorganisms 

within the reservoir to consume more of the organic carbon, thus increasing the 

percentage of TOCA, so that the microbial gas production rates can increase. 
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Chapter Seven: Conclusions and Recommendations 

 

7.1 Conclusions 

This thesis presents novel data and analysis for biogenic methane generation in shallow 

shale gas reservoirs in the WCSB.  The theory can be extended to other shale gas 

reservoirs if the kinetics of microbial gas production are known.  This study provides 

three new approaches to estimate new biogenic gas generation amounts: (a) new gas 

material balance, (b) bioreactor kinetics transport model, and (c) numerical bioreactive 

reservoir simulation model.  The reaction rate kinetics used in the analysis are supported 

by experimental bioassays which were used to incubate produced water and reservoir 

core samples from which methane production curves as a function of time were obtained.  

The sample bottles were then analyzed using 16S rRNA gene sequencing to determine 

the different microorganisms involved in the production of methane.  Also, hydrocarbon 

utilization by the substrates was studied using a gas chromatograph-mass spectrometer 

(GC-MS) and it was determined that the microbial consortia present within the shale 

samples were indeed consuming the hydrocarbons present within the bottles (which was 

the organics present within the reservoir).   

 

This thesis consists of four main research chapters and a brief summary of each research 

chapter is described below.   

 

Chapter 3 – A novel gas material balance theory was derived which incorporated 

experimental gas desorption data (Langmuir desorption isotherms) along with an 

unknown microbial gas generation amount.  Field data from two different fields, Nexen’s 
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Bigstick Field and Husky’s Abbey field were calculated from field data of total gas 

produced as a function of pressure within the reservoir over a period of several years.  

The results show that if the reservoir pressure was to deplete all the way to approximately 

101.325 kPa, which would essentially take many decades, the amount of new microbial 

gas generated during the production period accounts for about 37% of the total gas 

produced for Nexen’s Bigstick Field and roughly 19% of the total gas produced in 

Husky’s Abbey Field. This chapter also presented gas desorption data obtained from 

Husky’s Abbey Field that followed Langmuir desorption.  The amount of gas desorbed 

from the reservoir was dependent on the reservoir depth (because the reservoir 

composition was different at each depth) and in Nexen’s Bigstick Field the desorption of 

gas ranged between 9% and 7% of total gas production, and in Husky’s Abbey Field the 

amount of gas desorbed from surfaces within the reservoir ranged from 13% to 10%.  

Although the new gas material balance theory was applied to field data from shale gas 

reservoirs in western Canada it can be applied to any reservoir where microbial gas 

production produces methane gas during the production life of a well.  

  

Chapter 4 – This chapter describes experiments and obtained data which supports the 

existence of microorganisms within the reservoir.  Several experiments were conducted 

on both core and produced water samples that were received from Husky’s Abbey Field.  

The data is novel, to the knowledge of the author, because it presents the first methane 

production curves for gas generation in a shale gas reservoir in western Canada.  

Produced water samples were collected from two different wells within the field and four 

experiments were done with the produced water samples: (a) an N2/CO2 headspace with 
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no additional electron donors, (b) H2/CO2 at a ratio of 80:20 was added to the headspace 

with no additional electron donors, (c) N2/CO2 headspace with acetate, and (d) N2/CO2 

headspace with 5 g of core from Site 1.  The samples with no substrate and just core 

produced a small amount of methane however in the 16S rRNA gene sequencing analysis 

for both sites there was a shift towards methanogens when core was added as a substrate 

to the samples.  Also, with the addition of H2/CO2 and acetate to the produced water 

samples there was a definite shift towards higher methane production rates from the 

samples as well as a shift towards methanogenic communities within the samples.  Core 

inoculations and core incubations were carried out at five depths (labelled B, C, D, E and 

F, respectively) within the reservoir.  There was no discernible methane produced in the 

core samples but this was most likely because the core had been exposed to atmospheric 

conditions since 2002.  However, when the Site 1 core was inoculated with 1 mL of Site 

2 enriched H2/CO2 culture there was evidence of methane production.  There were three 

experiments set up for the core inoculation samples: (a) an N2/CO2 headspace with no 

additional electron donors, (b) H2/CO2 at a ratio of 80:20 was added to the headspace 

with no additional electron donors, and (c) N2/CO2 headspace amended with volatile fatty 

acids (VFA’s).  In the core inoculations with only core present and no additional 

substrates there was evidence of methane production from the samples.  When the 

substrates H2/CO2 and VFA were added to the samples, the amount of methane produced 

almost doubled.  This shows that these substrates were most likely being utilized by the 

microbial consortia present within the bottle.  Water soluble substrate and metabolite 

identification was performed by using a GC-MS to determine if there was evidence of 

substrate biodegradation in the inoculated core containing incubation.  The evidence from 
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the GC-MS for Core E samples reveal that many of the alkanes ranging from C22 to about 

C30 were present in the uninoculated samples but were largely absent in the inoculated 

sample suggesting alkanes were indeed consumed by the microbial consortia present 

within the bottle. 

 

Chapter 5 – A bioreaction transport engineering model was developed to quantify the 

percentage of biogenic gas that could be produced within a shale gas reservoir.  Reaction 

engineering principles along with methane production data obtained from Chapter 4 were 

used to create the models.  A zero order reaction rate model with transport governed by 

Darcy flow was developed.  Since the amount of TOCA is not known, a sensitivity 

analysis was performed on the amount of TOCA that is present within the reactor model.  

The TOCA was varied between 1 and 8.5(vol%). The amount of new biogenic gas 

produced within the model was equal to 96% at 8.5% TOCA and 11% at 1%.  The 

Damköhler number, determined for all of the models at different TOCA’s, remained less 

than 0.04.  This is a significant result for increased gas production by enhancement of 

biogenic gas generation since it implies that if the limiting step for bioconversion can be 

found, providing transport was enhanced to allow it to act with the microbes, then the 

bioconversion rate can be enhanced.   

 

Chapter 6 – The final research chapter presented in this thesis is development of a 

detailed numerical bioreactive reservoir simulation model of a biogenic shallow shale 

reservoir.  This chapter is an amalgamation of all the data obtained from the other 

chapters.  The laboratory methane production curves for the core inoculations with only 
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core present and no other additional substrates was used to develop a first order substrate 

consumption reaction model.  The first order reaction kinetic parameters were calibrated 

against experimental data.  All of the reservoir properties such as porosity, permeability, 

water saturations were extracted from well log and core data.  The most uncertain 

parameter of the model was the percentage of TOC that was amenable to the 

microorganisms.  This value was then determined by calibrating the model to the field 

data.  The final matched value for the TOCA within the reservoir was 2%.  This model 

also included methane desorption from organic and inorganic surfaces within the 

reservoir.  The results reveal that after approximately 7.3 years of simulation, 12% of the 

total gas produced was biogenic gas generated during the production life of the reservoir, 

13% was desorbed from the different surfaces within the reservoir, and 75% was free gas 

that was already present within the reservoir.  This is the first shallow biogenic shale gas 

reservoir history match reported in the literature.   

 

The main conclusions of the research documented in this thesis are as follows: 

1. A modified gas material balance, which included a biogenic shale gas term in 

addition to gas a desorption term which accounted for the amount of gas that is 

adsorbed onto surfaces within the reservoir, was used to estimate the percentage 

of biogenic gas that can be produced from a well during the resource lifetime of 

that well.  For the two wells analyzed with field data, it was found that anywhere 

between 37 – 19% of the total gas produced is attributable to new biogenic gas.  

2. Methane production curves for produced water and core enrichments show that a 

discernible amount of methane gas is being produced within the bottles.  16S 

rRNA gene sequencing data further supports these findings by identifying the 
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methane producing archaea at the family level.  Also, an increase in methane 

production was observed in produced water and core samples when additional 

substrates were added.  This shows evidence that methane production from within 

the reservoir could be potentially increased via substrate addition. 

3. A reaction simulation model with experimental methane production kinetics was 

used to model the amount of gas that could be produced in a reservoir.  The 

theory also predicted the maximum amount of TOCA that is physically possible.  

The maximum amount of TOCA was determined to be 8.89 volume percent, and 

biogenic gas generation with a TOCA value ranging from 8.5 volume percent to 1 

volume percent yields a biogenic gas production amount of 96-11%. 

4. A numerical reservoir simulation model was used to determine the amount of 

TOCA present within a shallow shale gas reservoir in western Canada.  It was 

determined that approximately 2% of the TOC could be converted into methane 

gas.  Additionally, a history match of field data with a first order substrate 

utilization kinetic models showed that approximately 12% of the total gas 

produced during a period of approximately 7 years could be attributed to biogenic 

gas generation. 

 

7.2 Recommendations 

The following recommendations arise from the research documented in this thesis: 

1. For the gas material balance model, methane solubility in formation water should also 

be added to evaluate the importance of this storage mechanism.   
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2. Experimental studies should be conducted to determine more conclusively the actual 

amount of hydrocarbons within the organic material that are consumed by the 

microorganisms that live within the reservoir, in other words, the TOCA.   

3. The reservoir simulation model should be used to predict the performance of similar 

wells in the region to determine how robust the model is.   

4. Experimental bioassays have shown that the addition of substrates such as acetate, 

H2/CO2 and VFA’s substantially increase methane production within the laboratory.  

Further research should be done to add substrates containing these chemicals as well 

as other nutrients into reservoirs that are currently producing biogenic gas to 

determine the economic impact of substrate addition on a field scale.  This field study 

would definitely lead towards a better understanding of the direct impact substrate 

and nutrient addition would have on such a field. 

 

All of the above mentioned recommendations should be considered in future research 

work on the topic of biogenic shale gas production from shallow organic matter rich 

reservoirs.  The research and understanding of this economical and environmentally 

friendly source of natural gas is just in its infancy and more research is required to really 

understand the mechanisms of biogenic gas generation as well as the metabolic processes 

by which gas is produced by the microorganisms within the reservoir. 
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Mineral Salts Medium Without Rumen Fluid (McInerney et al., 1979) 

The medium that was added into the samples was prepared as follows per 100.0 mL:  5.0 

mL of Pfennig I, 5.0 mL Pfennig II, 1.0 mL Wolin metals, 1.0 mL Balch vitamins, 0.1 

mL of a 0.1% solution of Resazurin (Sigma-Aldrich, CAS 62758-13-8), 0.005 g of yeast 

extract (Amresco, J850-500G) and 0.35 g of NaHCO3 (NaHCO3 is used as a buffer in the 

solution)(EMD Chemicals Inc., CAS 144-55-8).  All of the ingredients were mixed 

together except the NaHCO3.  The pH of the system was monitored to ensure it was in 

between 7.1 – 7.3. The mixture was boiled on a hotplate at a temperature of 325°C for 

approximately 20 minutes, this helped remove some of the O2 within the system.  The 

medium was then cooled under 20% CO2 in N2.  Then the NaHCO3 was added and it was 

allowed to equilibrate with the gas for a few minutes.  Cysteine sulfide was added to the 

mixture (2.0 mL per 100.0 mL of mixture).  The cysteine sulfide was used to reduce the 

redox potential of the medium to -400 mV.  The bottles were then shaken to evenly 

distribute the cysteine sulfide within the bottles.  The medium was autoclaved and 

sterilized in a 20 min cycle. 

  

http://www.sigmaaldrich.com/catalog/search?term=62758-13-8&interface=CAS%20No.&lang=en&region=CA&focus=product
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Cysteine Sulfide Preparation 

Add 1.25 g of NaOH (EMD Chemicals Inc., CAS 1310-73-2) to 200 mL of H2O.  Boil 

and cool under an N2 headspace.  Now take the mixture into an anaerobic chamber (Vinyl 

Coy Anaerobic Chamber, 90% N2:10%CO2).  Dissolve 5 g of cysteine-HCl (Sigma-

Aldrich, CAS 345909-32-2) in the NaOH solution, then add the sodium sulfide (Sigma-

Aldrich, CAS 1313-84-4) to dissolve. 

The ingredients for the Pfennig I, Pfennig II, Wolin metals and Balch Vitamins are listed 

in Table B1, B2 and B3. 

Table B1. Pfennig Mineral Solutions Ingredients 

Name Chemical Name CAS Per litre 

Pfennig I K2HPO4 7758-11-4 10.0 g 

Pfennig II 

MgCl2 6H2O 7791-18-6 6.6 g 

NaCl 7647-14-5 8.0 g 

NH4CL 12125-02-09 8.0 g 

CaCl2 2H2O 10035-04-08 1.0 g 
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Table B2.  Wolin Metals  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Table B3.  Balch Vitamins  

Chemical Name CAS g/L 

EDTA 6381-92-6 0.5 

MgSO4 6H2O 10034-99-8 3 

MnSO4 H2O 1034-96-5 0.5 

NaCl 7647-14-5 1 

CaCl2 2H2O 10034-04-08 0.1 

ZnSO4 7H2O 7446-20-0 0.1 

CuSO4 7H2O 7758-99-8 0.1 

Na2MnO4 2H2O 10102-40-6 0.01 

H3BO3 10043-35-3 0.01 

Na2SeO4 13410-01-0 0.005 

NiCl2 6H2O 10101-97-0 0.003 

Chemical Name CAS mg/L 

Biotin 58-85-5 2 

Folic Acid 59-30-3 2 

Pyridoxine-HCl 58-56-0 10 

Thiamine-HCl 67-3-8 5 

Riboflavin 83-88-5 5 

Nicotinic Acid 59-67-6 5 

DL Calcium Pantothenate 137-08-6 5 

Vitamin B12 68-19-9 0.5 

PABA 150-13-0 5 

Lipoic Acid 1077-28- 5 

Mercaptoehtane-sulfonic acid (MESA) 19767-45-4 5 
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Organic Extractions for Metabolic Metabolites (Berdugo-Clavijo et al., 2012) 

1. Rinse all clean glassware with acetone, and let air dry in the fume hood.  This 

includes separatory funnels, round-bottom flasks, and glass filter funnels. 

2. Fold the filter paper in 4, and add enough anhydrous sodium sulfate (Sigma-

Aldrich, CAS 7757-82-6) filter paper to ¾ to the top. 

3. Add ethyl acetate (Sigma-Aldrich, CAS 141-78-6) 3 x 10 mL of EtOAc.  To the 

acidified sample and shake, pour it into the separatory funnel.  Allow the aqueous 

and solvent layer to separate.  Ethyl acetate will be the top layer. 

4. Drain the bottom of the aqueous layer back into the same vessel, taking care to 

not drain out the ethyl acetate layer by closing the stopcock when all the aqueo7us 

layer has drained out. 

5. Drain the ethyl acetate layer through the filter paper containing sodium sulfate, 

and allow it to collect into the round-bottom flask. 

6. Repeat the extraction procedure 2 more times, for a total of 3 times.  Rinse the 

sodium sulfate with several pipets-full of fresh ethyl acetate. 

7. Concentrate the collected ethyl acetate layers by rotary evaporation to a volume of 

about the size of a quarter 1- 2 mL. 

8. Quantitatively transfer the concentrated layer into a 4 mL glass vial, rinsing the 

round-bottom flask a couple o f times with fresh ethyl acetate and adding to the 

vial.   

9. For the core sample use Dichloromethane (VWR International, CAS 75-09-02) 

instead of the ethyl acetate. 

 



 

207 

APPENDIX C – CMG STARS
TM

 Simulation Input File 
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CMG STARS .dat file 

** 2012-10-09, 8:52:38 PM, cokarm 
RESULTS SIMULATOR STARS 201110 
 
INUNIT SI 
WSRF WELL 1 
WSRF GRID  10 
WSRF SECTOR TIME 
OUTSRF SPECIAL MATBAL  REACTION 'CH4 bioB' 
OUTSRF SPECIAL MATBAL  REACTION 'CH4 bioC' 
OUTSRF SPECIAL MATBAL  REACTION 'CH4 bioD' 
OUTSRF SPECIAL MATBAL  REACTION 'CH4 bioE' 
OUTSRF SPECIAL MATBAL  REACTION 'CH4 bioF' 
OUTSRF SPECIAL MATBAL  REACTION 'kerogenE' 

OUTSRF SPECIAL MATBAL  REACTION 'kerogenF' 
OUTSRF SPECIAL MATBAL  REACTION 'kerogenD' 
OUTSRF SPECIAL MATBAL  REACTION 'kerogenC' 
OUTSRF SPECIAL MATBAL  REACTION 'kerogenB' 
 
OUTPRN WELL WELLCOMP 
OUTPRN GRID PRES TEMP  
OUTSRF GRID PRES SG SO SW TEMP W X Y Z  
OUTSRF WELL COMPONENT ALL 
**WPRN GRID 0 
**OUTPRN GRID NONE 
 
WPRN GRID 20 
OUTPRN GRID ALL 
 

OUTPRN RES NONE 
RESULTS SUBMODEL_REFSS 27566 
RESULTS SUBMODEL_REFSS 57853 
RESULTS SUBMODEL_REFSS 181 
RESULTS SUBMODEL_REFSS 15 
RESULTS SUBMODEL_REFSS 10 
RESULTS SUBMODEL_REFSS 10 
RESULTS SUBMODEL_REFSS 7 
RESULTS SUBMODEL_REFSS 27566 
**$  Distance units: m  
RESULTS XOFFSET           0.0000 
RESULTS YOFFSET           0.0000 
RESULTS ROTATION           0.0000  **$  (DEGREES) 
RESULTS AXES-DIRECTIONS 1.0 1.0 1.0 

RESULTS SUBMODEL_REFSS 3 
**$ Definition of fundamental corner point grid 
GRID CORNER 15 15 114 
CORNERS 
 682608.4000 2*682625.0667 2*682641.7333 2*682658.4000 
2*682675.0667 
  
(data removed for space) 
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**$  0 = pinched block, 1 = active block 

PINCHOUTARRAY CON            1 
**$  0 = null block, 1 = active block 
NULL CON            1 
POR ALL  
 3*0.2816166 3*0.2820237 3*0.2890894 6*0.3 3*0.2816166 
3*0.2820237 
 
(data removed for space) 
 
*MOD 
  
1:15 1:15 1:114 * 0.66  
PERMI KVAR  
 34*0.218 19*0.197 18*0.269 25*3.155 18*0.407 

MOD 
6:10 4:12 48:48 = 200  
PERMJ EQUALSI 
PERMK EQUALSI * 0.25 
END-GRID 
**$ Model and number of components 
**===============================FLUID 
DEFINITIONS=================================== 
**$ Model and number of components 
 
MODEL 14 9 3 1 
COMPNAME 'H2O' 'C20H42' 'CH4des' 'CH4 bioB' 'CH4 bioC' 'CH4 
bioD' 'CH4 bioE' 'CH4 bioF' 'CH4' 'kerogenE' 'kerogenF' 
'kerogenD' 'kerogenC' 'kerogenB'  
CMM 

0 0.282556 0.01604 0.01604 0.01604 0.01604 0.01604 0.01604 
0.01604 1.0928 1.0928 1.0928 1.0928 1.0928  
PCRIT 
0 1115 4600 4600 4600 4600 4600 4600 4600  
TCRIT 
0 493.85 -82.55 -82.55 -82.55 -82.55 -82.55 -82.55 -82.55  
KVTABLIM 161 4611 5 100  
** 161       403       632       754       954      1302      
1738      2209      3298      4611 
**$ Gas-liquid K Value tables 
 
KVTABLE 'CH4des' 
**$                                                                                                     
        3.315     2.954     2.554     2.161     1.794     
1.638      1.34    1.1197    0.8877     0.478 

        3.315     2.954     2.554     2.161     1.794     
1.638      1.34    1.1197    0.8877     0.478 
GASD-ZCOEF IMPLICIT 
 
SOLID_DEN 'CH4des' 0.66 0 0  
SOLID_DEN 'CH4 bioB' 0.66 0 0  
SOLID_DEN 'CH4 bioC' 0.66 0 0  
SOLID_DEN 'CH4 bioD' 0.66 0 0  
SOLID_DEN 'CH4 bioE' 0.66 0 0  
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SOLID_DEN 'CH4 bioF' 0.66 0 0  

SOLID_DEN 'CH4' 0.66 0 0  
SOLID_DEN 'kerogenE' 1158 0 0  
SOLID_DEN 'kerogenF' 1158 0 0  
SOLID_DEN 'kerogenD' 1158 0 0  
SOLID_DEN 'kerogenC' 1158 0 0  
SOLID_DEN 'kerogenB' 1158 0 0  
MASSDEN 
0 800 320.4  
CP 
0 0 0  
CT1 
0 0 0  
AVG 
0 0 0.00010573 0.00010573 0.00010573 0.00010573 0.00010573 

0.00010573 0.00010573  
BVG 
0 0 0.8126 0.8126 0.8126 0.8126 0.8126 0.8126 0.8126  
VISCTABLE 
**$      temp                               
            5         0      20e7        14 
           10         0      20e7        14 
           25         0      20e7        14 
**$ Reaction specification 
 
 
STOREAC 
0 0 0 0 0 0 0 0 0 0 0 0 0 1  
STOPROD 
0 0 0 68.12967581047380 0 0 0 0 0 0 0 0 0 0  

FREQFAC 4.95E-3 
**$ Reaction specification 
 
 
STOREAC 
0 0 0 0 0 0 0 0 0 0 0 0 1 0  
STOPROD 
0 0 0 0 68.12967581047380 00 0 0 0 0 0 0 0 0  
FREQFAC 2.82E-2 
**$ Reaction specification 
 
 
STOREAC 
0 0 0 0 0 0 0 0 0 0 0 1 0 0  
STOPROD 

0 0 0 0 0 68.12967581047380 0 0 0 0 0 0 0 0  
FREQFAC 2.11e-2 
**$ Reaction specification 
 
 
STOREAC 
0 0 0 0 0 0 0 0 0 1 0 0 0 0  
STOPROD 
0 0 0 0 0 0 68.12967581047380 0 0 0 0 0 0 0  
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FREQFAC 2.38e-2 

**$ Reaction specification 
 
 
STOREAC 
0 0 0 0 0 0 0 0 0 0 1 0 0 0  
STOPROD 
0 0 0 0 0 0 0 68.12967581047380 0 0 0 0 0 0  
FREQFAC 1.74e-2 
 
ROCKFLUID 
RPT 1 WATWET 
**$        Sw       krw      krow 
SWT 
          0.0       0.0       1.0 

          1.0       1.0       0.0 
**$        Sl       krg      krog 
SLT 
          0.0       0.5       0.0 
          1.0       0.0       1.0 
**SWR 0.15 
**SOIRW 0.10 
**SGR 0.10 
 
INITIAL 
VERTICAL DEPTH_AVE 
 
INITREGION 1 
REFPRES 3200 
REFDEPTH -215 

SW ALL  
 3*0.4339034 3*0.4380528 3*0.423582 3*0.4438123 3*0.4339217 
3*0.4339034 
  
 
SO CON       0.0001 
SG ALL  
 3*0.5659966 3*0.5618472 3*0.576318 3*0.5560877 3*0.5659783 
3*0.5659966 
 
  
MFRAC_GAS 'CH4' CON            1 
CONC_SLD 'kerogenB' KVAR  
 34*1.36 80*0 
CONC_SLD 'kerogenC' KVAR  

 34*0 19*1.15 61*0 
CONC_SLD 'kerogenD' KVAR  
 53*0 18*1.21 43*0 
CONC_SLD 'kerogenE' KVAR  
 71*0 25*1.41 18*0 
CONC_SLD 'kerogenF' KVAR  
 96*0 18*1.59 
MFRAC_OIL 'C20H42' CON          0.9 
MFRAC_OIL 'CH4des' CON          0.1 
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NUMERICAL 
**MATBALTOL 1.0E-4 
NORM PRESS 1000 
CONVERGE TOTRES LOOSE 
UPSTREAM KLEVEL 
NORTH 300 
ITERMAX 300 
MINPRES 10 
DTMIN 1E-12 
TFORM ZT 
ISOTHERMAL 
NEWTONCYC 30 
 
 

RUN 
DATE 2004 8 1 
DTWELL 1e-006 
**$ 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  0. 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
    8 8 36  1.  OPEN    FLOW-TO  'SURFACE'  REFLAYER 
    8 8 37  1.  OPEN    FLOW-TO  1 

    8 8 38  1.  OPEN    FLOW-TO  2 
    8 8 39  1.  OPEN    FLOW-TO  3 
    8 8 40  1.  OPEN    FLOW-TO  4 
    8 8 43  1.  OPEN    FLOW-TO  5 
    8 8 44  1.  OPEN    FLOW-TO  6 
    8 8 46  1.  OPEN    FLOW-TO  7 
    8 8 47  1.  OPEN    FLOW-TO  8 
    8 8 48  1.  OPEN    FLOW-TO  9 
    8 8 52  1.  OPEN    FLOW-TO  10 
    8 8 53  1.  OPEN    FLOW-TO  11 
    8 8 54  1.  OPEN    FLOW-TO  12 
    8 8 55  1.  OPEN    FLOW-TO  13 
    8 8 56  1.  OPEN    FLOW-TO  14 
    8 8 57  1.  OPEN    FLOW-TO  15 
    8 8 71  1.  OPEN    FLOW-TO  16 

    8 8 72  1.  OPEN    FLOW-TO  17 
    8 8 73  1.  OPEN    FLOW-TO  18 
    8 8 74  1.  OPEN    FLOW-TO  19 
    8 8 75  1.  OPEN    FLOW-TO  20 
    8 8 78  1.  OPEN    FLOW-TO  21 
    8 8 79  1.  OPEN    FLOW-TO  22 
    8 8 80  1.  OPEN    FLOW-TO  23 
    8 8 81  1.  OPEN    FLOW-TO  24 
    8 8 82  1.  OPEN    FLOW-TO  25 
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    8 8 83  1.  OPEN    FLOW-TO  26 

    8 8 84  1.  OPEN    FLOW-TO  27 
 
time 1.1 
 
(data removed for space) 
 
DATE 2009 1  1.00000 
 
 
**$ 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   

**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1. 
PERF  GEOA  'Producer' 
(data removed for space) 
 
DATE 2009 2  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.1 
PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
    (data removed for space) 
DATE 2009 3  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.2 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
DATE 2009 4  1.00000 
WELL  'Producer'  FRAC  1. 

PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.3 
PERF  GEOA  'Producer' 
(data removed for space) 
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DATE 2009 5  1.00000 

WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.4 
PERF  GEOA  'Producer' 
(data removed for space) 
 
DATE 2009 6  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 

**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.5 
PERF  GEOA  'Producer' 
(data removed for space) 
 
DATE 2009 7  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.6 

PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2009 8  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.7 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2009 9  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.8 
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PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2009 10  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  1.9 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2009 11  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2. 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2009 12  1.00000 
WELL  'Producer'  FRAC  1. 

PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.1 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
WSRF GRID TNEXT 
 
DATE 2010 1  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 

OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.2 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
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DATE 2010 2  1.00000 

WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.3 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 3  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 

OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.4 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 4  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   

**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.5 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 5  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.6 
PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 6  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
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**$          rad  geofac  wfrac  skin 

GEOMETRY  K  0.086  0.249  1.  2.7 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 7  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.8 
PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 8  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  2.9 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
DATE 2010 9  1.00000 

WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3. 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 10  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 

**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.1 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 11  1.00000 
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WELL  'Producer'  FRAC  1. 

PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.2 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2010 12  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 

**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.3 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
WSRF GRID TNEXT 
DATE 2011 1  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   

**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.4 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2011 2  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.5 
PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2011 3  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
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**$          rad  geofac  wfrac  skin 

GEOMETRY  K  0.086  0.249  1.  3.6 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2011 4  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.7 
PERF  GEOA  'Producer' 

**$ UBA     ff  Status  Connection   
(data removed for space) 
 
DATE 2011 5  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.8 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
 

DATE 2011 6  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 
**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
GEOMETRY  K  0.086  0.249  1.  3.9 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
 
DATE 2011 7  1.00000 
WELL  'Producer'  FRAC  1. 
PRODUCER 'Producer' 
OPERATE  MIN  BHP  1100.  CONT 

**$ UBA       ff  Status  Connection   
**$ UBA      ff  Status  Connection   
**$          rad  geofac  wfrac  skin 
 
GEOMETRY  K  0.086  0.249  1.  4. 
PERF  GEOA  'Producer' 
**$ UBA     ff  Status  Connection   
(data removed for space) 
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DATE 2011 8  1.00000 

ALTER 'Producer' 
    1100. 
DATE 2011 9  1.00000 
ALTER 'Producer' 
    1100. 
DATE 2011 10  1.00000 
ALTER 'Producer' 
    1100. 
DATE 2011 11  1.00000 
ALTER 'Producer' 
    1100. 
DATE 2011 12  1.00000 
WSRF GRID TNEXT 
STOP 
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APPENDIX D – Other Journal Papers 
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This section contains three publications that were written during the duration of the thesis 

and include research that was completed that was not directly related to the thesis.  These 

papers have been included because although they are not directly related to the thesis, 

they are loosely related to the topic of both methane generation and unconventional 

reservoirs.  The first paper is a social study on the social impact of an anaerobic 

microdigester with combined thermoelectric heat and power generation to convert human 

excreta to electricity, heat, methane and fertilizer.  The second paper has been accepted 

into the SPE Journal of Reservoir Engineering and Evaluation, and the last paper has 

been accepted with revisions to the SPE Journal.  These last two papers pertain to 

unconventional heavy oil reservoirs in northern Alberta. 
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Cokar M., Kallos, M.S., Gates, I.D.  “The social aspects of designing an anaerobic 

microdigester with combined thermoelectric heat and power generation to convert human 

excreta to electricity, heat, methane and fertilizer,” submitted to the Journal of Water 

Sanitation and Hygiene Development, November 2012. 

 

THE SOCIAL ASPECTS OF DESIGNING AN ANAEROBIC MICRODIGESTER 

WITH COMBINED THERMOELECTRIC HEAT AND POWER GENERATION 

TO CONVERT HUMAN EXCRETA TO ELECTRICITY, HEAT, METHANE 

AND FERTILIZER 
 

 

ABSTRACT  

More than 894 million people do not have access to clean water sources and as a result, 

1.6 million children die each year from diseases caused by fecal-oral contamination.  Due 

to poor sanitation practices worldwide roughly two billion people use non-sewered or 

non-piped sanitation systems that often pollute the water supplies.  The solution to this 

problem is two-fold.  The first and most important part is the social aspect of the 

problem.  This includes establishing an adoption plan for the technology in the target 

community to ensure it is used as intended and not abandoned or scavenged for parts or 

other uses.  Adoption also includes affordability and practicality of the design (local 

manufacture), and spreading knowledge of how to improve existing sanitary practices.  

The second part of the solution is the actual technical design of the unit to fit the 

community where it is to be implemented.  To better understand the social and economic 

aspects of a proposed unit, we interviewed rural and urban individuals in Faisalabad, 

Pakistan.   The results of this survey were used as the basis for a modified engineering 

design we are currently testing.  As a result of the information that was gained from the 

survey, a very simple engineering design of the unit was created that can be built with 

limited technology and is practical for the Asian subcontinent.  The design is of a single 

modular unit that will be able to produce heat, electricity, fertilizer, and methane from 

human excreta.  The unit is small in size so that it may fit in any location within a house 

to enable familial adoption, and it is also simple in design so that it only requires basic 

maintenance for proper use.  Currently there are other more complicated systems that 

convert human excreta to methane gas, however this unit is unique in the sense that it can 

be used at the household level both safely and affordably.  It is evident that the social 

aspects of this project, not the technical, dictate the majority of the engineering design 

constraints of the unit.  Finally, once the unit is implemented on site, social work needs to 

be established to ensure the proper use of the unit and also to determine how well the 

engineered unit is doing on site. 
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INTRODUCTION 

Currently there are 4.2 billion people around the world that are in need of improved 

sanitation (Mara, 2003).  As a result millions of people worldwide are dying because of 

lack of clean drinking water due to human waste entering under water streams, as well as 

the spread of diseases caused by fecal-oral contamination.  Most of the disease causing 

pathogens that are inside drinking water and that are passed on through drinking water 

are principally of fecal origin (Ashbolt et al., 2001; Hunter et al., 2002). Over 2.6 billion 

people worldwide live without access to a clean and safe toilet.  Diarrheal diseases 

caused by poor sanitation kill more children than AIDS, malaria, and measles combined 

(Coombes, 2010).  Fecal-oral diseases are a major killer today and about two children 

under the age of five years dies each minute due to these diseases.  Diarrhea in infancy 

not only can lead to malnutrition, it can also lead to poor cognitive function later on in a 

child’s life (Mara, 2003).   

 

Water and excreta related diseases also have an effect on a countries economy.  It is 

estimated that 360-400 billion working days were lost in developing countries due to 

fecal-oral diseases keeping people away from work (Pearce, 1993).  It is estimated that in 

Pakistan alone loss of sanitation costs the country 3.9% of its GDP.   

 

The types of water sanitation and toilets developed in North America and other 

industrialized nations are inadequate for developing nations.  Flush toilets on average use 

about 70 L/person/day of water (Gleick, 1996).  So for a population the size of Canada 

which is about 34 million people that is approximately 2.38 billion liters of water per day 

just to flush the toilet.  This water usage is not practical in many areas, because water is 

very rare, and there is no infrastructure in place for piping.  Also, the throne architecture 

developed by Thomas Crapper (1884) has been adopted in the Western world but has not 

been largely adopted in Eastern countries such as China, India, Pakistan, and other 

Eastern Asian nations.  Thus, it is required that new technology to deal with handling of 

human excreta must be sensitive to the cultures, history, and current practice of waste 

handling.  A Western solution is not necessarily an Eastern one.   

 

The main purpose of the study reported here was to understand the social needs and 

adoption issues that will be confronted by introducing new toilet technology to people in 

developing nations.  Often times the hardest part of implementing and introducing a new 

technology in a specific environment is not the actual technology but the social 

acceptance of the technology. 
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MATERIALS AND METHODS 

Study Population and Setting 

The survey developed for this research was conducted in five communities in the city of 

Faisalabad, Pakistan shown in Figure 1.  Pakistan is the sixth largest country in the world 

by population, with a population of more than 190 million people.  The median age of the 

citizens is 21.9 years of age with a life expectancy of about 66 years.  About 36% of the 

population lives in urban environments, whereas the majority lives in rural environments.   

The major infectious diseases in Pakistan are often due to poor sanitation practices and 

lack of clean drinking water due to ground water contamination.  Common waterborne 

and food related illnesses are bacterial diarrhea, Hepatitis A and E, and Typhoid Fever.  

Literacy within the country is equal to about 54.9% with a large disparity between men 

and women.  Male literacy rates are equal to about 68.6% whereas female literacy rates 

are around 40.3%.  To better understand the economics of the country, the GDP per 

capita is approximately equal to $2,800 a year, which ranks 174 in the world out of 226 

countries  (CIA-Factbook, 2012).   

 

The population of Faisalabad is approximately equal to 2.8 million; this is the third 

largest metropolis in Pakistan located in the province of Punjab.  The climate can see 

extremes ranging from a maximum temperature of 50 °C during the summer months to a 

minimum of -2°C in the winter.  The mean maximum and minimum temperature in the 

summer months range between 39 to 27°C whereas in the winter they range between 17 

and 6°C (It’s Pakistan, 2012).  Over 91 million people in Pakistan live without improved 

sanitation (UNICEF & WHO, 2012).  Thus, Pakistan is an ideal target nation for new 

technology to safely handle human excreta.  To conduct the survey, a researcher (capable 

of speaking Urdu) was sent to Faisalabad, Pakistan in November 2011.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1:  Map of Pakistan with the city of Faisalabad highlighted above (CIA 

Factbook, 2008). 
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Sampling Procedure 

The survey consisted of 20 simple to answer questions that were written in Urdu which is 

the local language used for reading and writing in Faisalabad.  The survey was translated 

by the researcher that was sent out to Faisalabad, and it was typed in Urdu and 

individually given out to each participant.  Ethics approval from the University of 

Calgary was granted to carry out the survey.  The survey was distributed among middle 

class families of Faisalabad, and no more than one survey per household was given out.  

The participants that took the survey were literate and the survey was completed in 

privacy without any influence of the researcher.  The age of the participants ranged 

between 4 and 70+.  

 

Prior to conducting the survey we had performed a sample size calculation.  Assuming 

we wanted to determine the responses for 91,000,000 Pakistan citizens without access to 

proper hygiene, with 95% confidence with a confidence interval of 8% we would need a 

sample size of 150.  We surveyed 196 people (154 male, 42 female), giving us a 

confidence interval of 7% (results presented as percent of population are +/- 7%).   

 

Questionnaire 

The following is a list of the 20 questions that were asked in the survey. 

1. What is your gender? 

2. What is your age? 

3. Do you live in the city or the village? 

4. What is the name of your city or village? 

5. How many people live in your household? 

6. What type of toilet do you use? 

7. Typically how many times a day do you defecate? 

8. How many hours a day is electricity unavailable in your home? 

9. How many hours a day is gas unavailable in your home? 

10. If you had a toilet that creates electricity, gas and fertilizer without any ongoing 

cost would you use it? 

11. If no why? 

12. Would you be willing to purchase this type of toilet? 

13. If no why? 

14. What is the reasonable cost of this type of toilet? 

15. If you had one electronic device that you cannot live without what would it be? 

16. If you had one device that runs on gas that you cannot live without what would it 

be? 

17. How many animals do you have in your house? And what types? 

18. What do you do with the animal waste? 

19. What do you do with your kitchen scraps like fruit and vegetable peels? 

20. Additional comments? 

 

Out of all of the surveys that were distributed 196 were returned and analyzed.   
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RESULTS AND DISCUSSION 

Demographics and Baseline Data 

The following sections highlight the results of the survey.  Figure 2 shows the number of 

people living in each household for both the city and the village.  As can be seen the 

average family size of people living in a household is typically larger than that found in 

North America.  This is because the family is living as an extended family often with 

grandchildren and grandparents in the house.   Also, on average each woman gives birth 

to about 3 children, as compared to countries like Canada and the United States it is 1.59 

to 2.09 children per mother (CIA Factbook, 2012).  There is no significant difference 

between the number of people living in each household in the city or the village as shown 

in Figure 2.   

 

 
 

Figure 2: The percent of respondents that stated how many people are living in their 

home answering the question: Q5: How many people live in your household? (n = 96 

responses). 

 

Figures 3 and 4 below show the number of defecations per day for males and females.  

As shown in Figure 3 most individuals defecate 2 to 3 times daily, also the number of 

defecations per day between males and females is also approximately the same.  This is 

valuable information that can be used to size out a toilet for this region.   
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Figure 3:  The percent of respondents that answered to the number of defecations 

per day for males and females between the age of 11 and 70 years answering to the 

question: Q7:  Typically how many times a day do you defecate? (n = 151 

responses). 

 

 

 
Figure 4:  Percent of respondents that answered to the number of defecations per 

day for people living in the city and village answering to the question:  Q7:  

Typically how many times a day do you defecate? (n = 196 responses). 
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Figure 5 below shows the methods used for capture of human excreta.  For both city and 

village dwellers it can be seen that preference to a squat toilet, displayed in Figure 6, is 

given over a sitting (Western throne) toilet.  After talking with the participants in the 

survey it is clear that because the social norm is to use a squat toilet participants also feel 

that it is more sanitary because no body parts come into physical contact with the toilet. 

 

It is estimated that in Pakistan over 40 million people still practice open defecation.  

About 4% of the urban population and 34% if the rural population practice open 

defecation (UNICEF and WHO, 2012), and this is a huge sanitary problem.  The data 

presented in this study shows that approximately 25% of village dwellers and < 2% of 

city dwellers practice open defecation.    

 

When survey participants were asked whether they would use a toilet that created 

electricity, gas, and fertilizer, the response was unanimously yes (data not shown).  

People were very responsive to the idea and they were actually quite surprised that a 

toilet could produce so many useable things.   

 

Also, another very important point is that people in this area do not use toilet paper to 

clean themselves as they use the toilets.  Due to cultural and religious practices they use 

water to clean themselves after they have used the toilet to defecate or urinate.  However, 

when water is unavailable then they often resort to leaves or mud.   

 

 
Figure 5:  Percent of respondents answering to the method of human waste disposal 

for the city and village answering to the question:  Q6:  What type of toilet do you 

use? (n =  194 responses). 
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Figure 6:  Typical squat toilet in Pakistan. 

 

The average household income for low income families is less than 100 Canadian dollars 

a month to about 1,000 Canadian dollars for upper middle class families.  About one-fifth 

(22%) of the population lives below the poverty line.  The income disparity is quite large 

and the upper class can make up to several hundred to a few thousand Canadian dollars a 

month.  Figure 7 below shows the amount of money the participants are willing to pay for 

such a toilet if it were to be sold.  This gives an indication of the value perceived for the 

toilet.   

 

 
Figure 7:  Percent of people answering to the price in Canadian dollars people are 

willing to pay for the toilet answering to the question: Q14:  What is the reasonable 

cost of this type of toilet? (n = 188 responses). 
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However, as shown in Figure 10, gas is often unavailable in the villages.  The gas line 

infrastructure is not in place to allow gas into the more remote areas.  Here the locals are 

dependent on using cow patties and other sources of fuel to cook their food and warm 

their houses in the winter.   

 

Figures 9 and 11 reveal which electrical or gas appliance they cannot afford to live 

without.  For electrical device basics, the house fan and motor for the water pump were at 

the top of the list.  Most of the homes in Faisalabad use underground water sources thus 

requiring a water motor to pump the water from underground aquifers to a container on 

the roof or higher up where it can be later used.  For gas appliances, as shown in Figure 

11, a gas stove was the main device that people could not live without since it provides 

them with the ability to cook food. 

 

 
Figure 8:  Percent of people answering to the number of hours each day electricity is 

unavailable in the home answering to the question:  Q8:  How many hours a day is 

electricity unavailable in your home? (n = 196 responses). 
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Figure 9:  The percent of respondents listing a particular electrical device that they 

wrote down answering the question:  Q15: If you had one electronic device that you 

cannot live without what would it be? (n= 252 responses). 

 

 

 
 

Figure 10:  Percent of people answering to the number of hours each day gas is 

unavailable in the home answering to the question:  Q9:  How many hours a day is 

gas unavailable in your home? (n = 196 responses). 
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Figure 11:  The percent of respondents listing a particular electrical device that they 

wrote down answering the question:  Q15: If you had one electronic device that you 

cannot live without what would it be? (n = 191 responses). 

 

Figure 12 shows the types of animals that are owned by people living in the city and the 

village.  Also shown in the bottom plot is that the majority of city dwellers do not have 

animals, whereas a majority of the people living within the villages do have animals.  The 

majority of the animals in the region are goats, water buffalo and cows.  These animals 

provide milk for the people and are still used in farming in rural areas.   

 

 
 

Figure 12:  The percent of respondents that have animals in the city and the village 

that they wrote down answering to the question:  Q16:  How many animals do you 

have in your house? (n = 194 responses) and what types? (n = 97  responses). 
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Most of the waste in urban environments is put away into the landfill sites or is burned.  

However, in the rural environment the animal waste is used as fertilizer in the field or 

made into cow patties, illustrated in Figure 13, for fuel to cook their food or heat their 

homes in the winters.  The end use of animal waste is presented in Figure 14.  Figure 15 

displays the major uses of kitchen organic wastes.  The results show that the majority of 

it is disposed into garbage sites.  A much larger amount is used as fertilizer in the village 

versus that in cities.   

 

 
 

Figure 13:  Cow patties, cow and water buffalo manure used to make cow patties 

that are dried out and used as fuel in rural environments. 

 

 
 

Figure 14:  The percent of respondents listing a method of animal waste disposal 

that they wrote down answering the question:  Q18: What do you do with the 

animal waste?  (n = 68 responses). 
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Figure 15:  The percent of respondents listing a method of kitchen scarp disposal 

that they wrote down answering the question:  Q19: What do you do with your 

kitchen scraps like fruit and vegetable peels?  (n = 190 responses). 

 

Out of the survey participants only 5% commented in writing.  These 5% unanimously 

agreed that a toilet system that generated biogas, water, electricity, and fertilizer would be 

beneficial for the country and population, and there is a great need for this technology in 

the area, due to electricity and gas shortages.   

 

CONCLUSIONS 

The conclusions of the study are as follows: 

 

 The survey respondents appear to believe that a toilet technology that produces 

biogas, water, electricity, and fertilizer would be beneficial.  All respondents 

unanimously agreed that they would want to use such a toilet. 

 Given the majority of respondents use squat-style toilets, the toilet technology 

must use this form of toilet.  

 About 78% of village dwellers have animals as compared to only 22% of the city 

dwellers.  The most common types of animals as found in this study were goats, 

water buffalos and cows.  

 The majority of rural respondents indicated that they use animal wastes for fuel 

and fertilizer whereas respondents from the city stated that they put most of it to 

garbage.   

 For both rural and city respondents, gas stoves was the most needed fuel-based 

appliance in the household whereas a fan and water pump were the most needed 

of electrical appliances.  Nearly 30% of respondents from the rural areas 

suggested that they have no access to gas supplies.   

 Nearly 30% of respondents, both rural and city, indicated that they have 4 or more 

hours per day without gas supplies.  Nearly 70% of respondents, both rural and 
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city, stated that they have 4 or more hours per day without electricity.  This 

suggests that there is a market for these resources.   

 The largest fraction of city dwellers indicated that they would pay between 

CAD$100 and $150 for a toilet capable of generating biogas, electricity, water, 

and fertilizer.  The largest fraction of rural dwellers indicated that they would pay 

between CAD$50 and $100 for such a toilet.   

 Nearly 97% of the kitchen scraps are disposed of in the garbage in the city, and 

only 73% of kitchen scraps are disposed of in the village, the remainder are used 

as fertilizer or fed to the animals. 
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Reservoir Simulation of Steam Fracturing in Early Cycle 

Cyclic Steam Stimulation 
 

 

ABSTRACT 

In Cyclic Steam Stimulation (CSS), steam is injected above the fracture pressure into the 

oil sands reservoir.  In early cycles, the injected steam fractures the reservoir creating a 

relatively thin dilated zone which allows rapid distribution of heat within the reservoir 

without excessive displacement of oil from the neighborhood of the wellbore.  Numerical 

reservoir simulation models of CSS that deal with the fracturing process have difficulty 

simultaneously capturing flowing bottom hole pressure behaviour and steam injection 

rate.  In this research, coupled reservoir simulation (flow and heat transfer) and 

geomechanics models are investigated to model dynamic fracturing during the first cycle 

of CSS in an oil sands reservoir.  In Alberta, Canada, in terms of volumetric production 

rate, CSS is the largest thermal recovery technology for bitumen production with 

production rates equal to about 1.3 million bbl/day in 2008.  The average recovery factor 

from CSS is between 25 and 28% at the economic end of the process.  This implies that 

the majority of bitumen remains in the ground.  Since the mobility of the bitumen 

depends strongly on temperature, the performance of CSS is intimately linked to steam 

conformance in the reservoir which is largely established during steam fracturing of the 

reservoir in the early cycles of the process.  Thus, a fundamental understanding of the 

flow and geomechanical aspects of early cycle CSS is critical.  A detailed, thermal 

reservoir simulation model, including dilation and dynamic fracturing, was developed, 

using a commercially available thermal reservoir simulator, to understand their effects on 

bottom hole pressure and injection rate.  The results demonstrate that geomechanics must 

be included to accurately model CSS.  The results also suggest that the reservoir dilates 

during steam injection due to increases in reservoir temperature, which lead to thermal 

dilation and higher pore pressure.   
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INTRODUCTION 

Oil sands reservoirs in Western Canada hold over 170 billion barrels of recoverable 

heavy oil and bitumen representing a significant source of unconventional oil.  In 2008, 

oil sands production averaged greater than 1.3 million barrels per day of oil making it 

about 43% of the total output of crude oil in Canada.  At in situ conditions, the majority 

of this oil has essentially no initial mobility because of its high viscosity which is 

typically in the hundreds of thousands to millions of cP.  Currently, there are two major 

steam-based bitumen recovery processes in Alberta:  Steam Assisted Gravity Drainage 

(SAGD) and Cyclic Steam Stimulation (CSS).  Both processes use steam injection at high 

pressures to increase bitumen mobility:  at over 200C, the viscosity of bitumen drops to 

less than 20 cP.   

 

In thermal recovery processes, the distribution of steam injected into the reservoir 

depends on the steam injection rate and pressure, permeability of the oil sands, the 

mobility of water and oil in the reservoir, and how changes of the mechanical properties 

of the oil sand formation impact the permeability of the formation during high pressure 

steam injection.  During steam injection, the reservoir temperature and pressure increase 

resulting in poroelastic, thermoelastic, and thermal expansion effects which in turn cause 

formation dilation and compression.  These effects are not limited to the near-wellbore 

region and can extend further into the reservoir depending on the steam injection 

pressure, quality, and rate (Walters et al., 2000).  Hydraulic fracturing, caused by steam 

injection in a reservoir with relatively immobile oil can take on various orientations 

depending on the reservoir fluid properties and reservoir state-of-stress.   The interactions 

between heat transfer, multiphase fluid flow, geomechanical behaviour (fracture 

mechanics, and poroelastic and thermoelastic responses), and gravity override control 

steam injectivity and the extent of reservoir fracturing (Settari, 1992).   

 

CSS can be carried out with vertical, horizontal or deviated wells (Lebel, 2002).  In this 

paper, we have focused on horizontal well CSS.  In CSS, steam injected at high pressure 

into the reservoir fractures it and distributes heat within the reservoir in the neighborhood 

of the injection well.  The reservoir is dilated with consequent increases in porosity and 

permeability.  The oil is thus mobilized by not only heating of the oil which lowers its 

viscosity but also by the enhancement of the permeability of the formation near the 

wellbore.  Additional production mechanisms that are involved in CSS include solution 

gas drive, steam flashing, gravity drainage, fluid expansion, sensible heat from the 

condensate, and formation recompaction.  After the oil production rate has dropped to an 

uneconomic level, steam injection is resumed and another CSS cycle starts.  In a 

comparison study completed by (Scott, 2002) the results revealed that the CSS process 

has a 50% higher bitumen production per m
3
 of external gas consumed compared to 

SAGD processes in the Clearwater oil sands Formation.  CSS is favored in reservoirs 

with high solution gas content resilient cap rock above the oil sands formation to prevent 

losses of high pressure steam and CSS injects at sufficiently high pressures to allow heat 

to move quickly through lower permeability layers.   
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Cyclic Steam Stimulation Processes in the Field 

Cold Lake – Imperial Oil CSS 

In the Cold Lake region of Alberta, bitumen is extracted from the Clearwater Formation.  

The formation top is roughly 450 m deep, and the formation is a thick unconsolidated 

sand (up to 45 m thick), with porosities up to 35% and horizontal permeability between 2 

and 3 D (Boberg, 1990).  The reservoir has an oil saturation of about 11% by weight and 

the initial viscosity of the bitumen at 13°C ranges from 57,000 to 100,000 cP.  Steam 

injection is done at about 11 MPa and after the injection period, the reservoir temperature 

rises to over 260°C.  At this point, the bitumen viscosity is as low as 5 cP.  The majority 

of wells in Cold Lake are deviated wells arranged in 20 well pads.   

 

Cold Lake – CNRL Primrose CSS 

CNRL’s Primrose project is located just North of Imperial Oil’s Cold Lake operation and 

extracts oil from the Clearwater Formation.  Amoco started a single SAGD well in the 

Primrose field in July 1998.  In May 2001 they converted this well to CSS (Scott, 2002).  

The properties of the reservoir and fluids are similar to that of Imperial Oil’s Cold Lake 

resource.  The process uses horizontal wells and in the current practice at Primrose, 

injection occurs at the fracture pressure of the reservoir.  The well lengths in this area are 

600 to 1200 meters with a well spacing of about 60 to 188 meters.   

 

Peace River - Shell CSS 

Shell’s CSS operation is conducted in the Bluesky Formation in the Peace River area of 

Alberta.  This field has been producing for more than 30 years in a sequence of thermal 

pilots and demonstration projects.  The field contains about 8 billion barrels of 7 API oil 

with dead oil viscosities of about 100,000 cP (Brissenden, 2005).  The oil is found 600 m 

below the surface and the net pay is approximately 30 m.  The Bluesky Formation 

consists of estuarine and deltaic zones.  The estuarine zone has poorer quality i.e. lower 

permeability, than the deltaic one.  In current operations, closely spaced multilateral J-

wells are drilled from a central pad facility (Koci, 2007).  Shell is now shifting towards 

an inverted 7-spot pattern where each pattern will cover 3.4 ha within the Bluesky 

Formation (Shell Recovery Process, 2009).   

 

Steam Cycle Design 

The steam cycle design (time intervals for steaming, soaking, and production for each 

cycle) should be optimized to produce the maximum amount of oil from the reservoir for 

the minimum amount of injected steam.  Given that steam fracturing occurs in the first or 

second cycles, the injected volume of steam has to be large enough to contact and 

mobilize an economic amount of bitumen.  However it should not be excessively large 

that it penetrates too far into the reservoir so that mobilized bitumen cannot be moved 

back to the production well.  On initial production, steam and steam condensate is 

produced relatively rapidly over a period of days to weeks.  After some time, oil 

production grows and eventually it peaks and then declines as the pressure in the 

reservoir falls.  In multiwell CSS, the configuration, organization, and timing of steam, 

soak, and production periods is critical given steam generation constraints and pressure 

management in the reservoir (high pressure injection directly adjacent to low pressure 

production is undesirable as it would promote steam production to production wells).  
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Moreover, with each cycle, the steam chambers are growing in the reservoir and thus to 

maintain the same linear growth rate in the chamber with each cycle, the amount of steam 

per cycle increases and the length of the production period grows (since it takes longer 

for mobilized oil to flow back to the production well from a given larger chamber).   

 

Steam Fracturing and Geomechanics 

As steam is injected into the reservoir, several changes occur within the sand matrix.  

These changes include thermal expansion, agitation, and dilation which lead to 

perturbation of the sand matrix because of the increase in both temperature and pressure 

(Walters, 2000).  Dilation of the reservoir creates zones of increased permeability and 

porosity which in turn affects steam injection into the reservoir and production of 

bitumen from the reservoir.  Changes to the state of stress and volumetric strain of the oil 

sand during steam injection are not localized but spread far beyond the steam injection 

area and not only affect hydraulically connected pores but also unconnected zones as 

well.  Physically, high pressure steam injection can be observed at the surface as heaves 

of up to 20 to 30 cm (Walters et al., 2000).   

 

If the steam injection pressure exceeds the reservoir fracture pressure, then the reservoir 

will also steam fracture resulting in steam moving large distances (tens of meters) in short 

times.  The direction and orientation of the fracture depends on the state of in-situ 

stresses: the fractures propagate with time in the direction normal to the smallest 

horizontal compressive stress (Lijun, 2004).  Steam fracturing, as practiced in CSS, has 

several benefits with respect to energy delivery into the reservoir.  The injected steam 

parts the formation creating a large permeability conduit for steam.  As a result, on steam 

injection, energy is distributed quickly into the reservoir, through a small conduit, 

without moving large amounts of bitumen away from the well.  If steam was injected at 

less than fracture pressure, mobilized oil near the injection well could potentially be 

steam flooded away from the injection well, as the steam would be slowly moving 

through large conduits, in contrast to a small area as is the case with fractures.  

Consequently, in the unfractured case, when the well is converted to production, the 

targeted oil will have been moved away from the well on injection.  On the other hand, 

steam fracturing potentially delivers energy to the formation without excessive 

displacement of oil away from what will become the production well.  As production 

occurs, the pressure in the formation drops and at the edges of the steam fracture solution 

gas will evolve and expand thus displacing oil to the production well.  Also, steam 

flashing can occur which leads to further production of fluids from the reservoir.   

 

Figure 1 displays steam conformance zones estimated from seismic data at the end of 

each of the first three cycles of horizontal well CSS operating in the Clearwater 

Formation in the Cold Lake oil sands deposit.  The images reveal that steam injection is 

not uniform along the length of the wells and that the steam conformance zone varies 

significantly along the wells.  Figure 2 displays the injection and production dynamics for 

a typical cycle as reported by CNRL (2007).  This plot shows that the steam injection rate 

ramps up to its maximum value and stabilizes over the injection period.  During this 

injection period the injection pressure also increases, however at a steep rate before 

reaching the maximum value and then stabilizing during the remainder of the injection 
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phase.  Figure 2 also shows the soak period, after which the fluid production rate begins.  

To model the actual physics of the reservoir in terms of heat transfer within the reservoir 

a soak period is not necessary.  A soak period is only important due to the logistics of the 

field in terms of steam distribution between different rows of wells in the field and 

therefore it was not included in this model.    When the fluid production rate is stable, the 

injection pressure is on a decline. After some time, the fluid production rate falls steeply 

and then levels off, and during this period the injection pressure plateaus at what appears 

to be a minimum flowing bottom hole pressure.  This data indicates the general pattern 

that reservoir simulators attempt to replicate during CSS while highlighting the 

complexity of actual field data.  

 

Current reservoir simulation models cannot take into account the complexity of steam 

fracturing together with fluid flow as is encountered in CSS.  It is unclear how 

geomechanics should be modeled to represent steam injection with fracturing in the 

reservoir.  In this research, we examine several geomechanical models in early cycle CSS 

where steam fracturing of the reservoir occurs.  Given the complexity of the process, it is 

not clear what best means is to model this dynamic process. 

 

Previous Work on Numerical Simulation of Steam Fracturing 

Quite a bit of work has been done on trying to improve CSS numerical simulation of the 

Cold Lake area.  As mentioned by Lebel and Moriyama (1997) inclusion of petrophysical 

properties such as bound water, water-oil imbibition relative permeability, increases in 

matrix compressibilities when the reservoir is in shear failure mode, and the use of a 

horizontal fracture, 10cm wide and located at the CSS perforations with an increasing 

transmissibility as a function of pressure, have significantly improved field history 

matches.  In this study, a foamy oil model was also used to obtain a better match of gas 

produced.   

 

In another study conducted by Koci and Mohiddin (2007), for Shell's Peace River 

property, the authors outline two different methods in a widely applied simulator that can 

be used to include geomechanical effects into the model.  The first is a reservoir dilation 

and recompaction model also known as the Beattie-Boberg model, this model is a 

hysteretic rock compressibility model (see Figure 3) that changes the porosity of the 

reservoir depending on the pressure, and what state the reservoir is in i.e. dilation or 

recompaction.  The second method that can be used is by creating a fracture within the 

model.  Since the location, depth, and orientation of these hydraulic fractures are difficult 

to determine, it makes it very difficult to specify the location of these fractures.  In the 

study conducted by Koci and Mohiddin (2007) a horizontal fracture was placed at the top 

of the reservoir, and a pressure-dependent transmissibility modifier was applied to the top 

reservoir layer.  These fractures will then open or close depending on the reservoir 

pressure. 

 

The method of using a predefined fracture layer to model the fracture plane for CSS is 

commonly seen in many previous studies, in another study conducted by Walters et al. 

(2000), the fracturing process was enabled using a predetermined fracture layer that was 

determined by assessing the minimum effective stress within the reservoir. 
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METHODS - RESERVOIR MODEL 

The three-dimensional (3D) reservoir simulation model used in this study is based on a 

geostatistical geological model of the Clearwater Formation in the Cold Lake region of 

Alberta, Canada.  The average porosity, horizontal permeability, and oil saturation are 

equal to 0.31, 2,829 mD, and 0.64, respectively.  Figure 4 displays cross-sections of the 

porosity, horizontal permeability, and oil saturation.  The location of the horizontal well 

is also displayed.  A summary of the properties of the reservoir, including simulation 

input parameters, is listed in Table 1.   

 

Depending on the length scale for steam transport and fracture propagation in the 

reservoir, the dimensions of the grid blocks and the reservoir model size itself can impact 

the pressure evolution and fracture propagation in the reservoir simulation.  All of the 

simulations used a 3D model, and Table 2 describes model dimension and volume.  In the 

reservoir model, the horizontal wellbore is 880 m long.  To simplify the analysis and 

focus on reservoir flow issues, a sink/source well model was used, and this meant that 

frictional losses occurring along the wellbore were not taken into account.   

 

Simulation Cases 

The parameters used for the different simulation cases studied are outlined in Table 3.  A 

thermal reservoir simulator capable of geomechanics was used in this study.  The 

reservoir simulator solves Darcy’s law for oil, water, and gas phases, mass continuity, 

and heat transfer within the reservoir by using the finite volume method.  

Thermodynamic equilibrium between the oil and gas phases is determined by a flash 

calculation based on K-values for the solution gas dissolution in the oil phase.  The cases 

listed in Table 3 describe the evolution of geomechanical modelling in this study, and this 

allows us to understand the ability of the current numerical simulators to accurately 

model the physics within the reservoir.  The cases simulated were as follows:   

 

1. No geomechanics model and no predefined fracture layer,  

2. Dilation-recompaction model,  

a. with predefined fracture layer,  

b. no predefined fracture layer,  

3. Geomechanics with predefined fracture layer,  

a. coupled geomechanics and fluid flow,  

b. pseudo dilation model,  

c. sensitivity of pressure-dependent transmissibility pressure cutoffs,  

d. sensitivity of results to fracture permeability,  

e. sensitivity of results to pressure-dependent transmissibility,  and  

4. Geomechanics with no predefined fracture layer.   

 

The well constraints were as follows:  Injection well:  Maximum injection pressure of 

11,000 kPa with maximum steam rate, expressed as cold water equivalent (CWE), of 

1,000 m
3
/day.  The steam quality equals 0.95.  Production well:  Minimum bottom hole 

pressure (BHP) of 1,000 kPa and a maximum liquid (both oil and water) rate of 750 

m
3
/day.   
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RESULTS 

In this study, all simulations were run for the first cycle only because the majority of 

steam fracturing occurs in this cycle.  Prior to steam injection, the reservoir model was 

run for a period of 61 days with no injection or production to ensure that the variables 

(flow, saturations, pressure, temperature, stresses, etc) in the model were fully 

equilibrated.  Typical of Cold Lake CSS operations, the steam injection period lasted for 

38 days (Denbina, 1991).  After the steam injection period, no soak period was conducted 

and the well was converted directly to production which lasted 76 days.  In total, five 

cases were evaluated as shown in the section below.   

 

Case 1 – No Geomechanics Model and No Predefined Fracture Layer 

Figure 5 displays the well bottom hole pressure and injection and production rates for this 

case.  The results reveal that after steam injection starts, the reservoir pressure at the well 

increases rapidly and reaches the maximum BHP constraint of 11,000 kPa.  The steam 

injection rate increases rapidly but after the BHP constraint is reached, it declines within 

about 2 weeks to less than 100 m
3
(CWE)/day.  After the well goes on production, the 

pressure at the well drops rapidly as fluids are removed from the reservoir.  The liquid 

production rate reaches the constraint rate of 750 m
3
/day.  After 15 days of the production 

period have elapsed, the minimum BHP constraint (equal to 1,000 kPa) is invoked and 

the production rate falls and by the end of the production period, it has declined to less 

than 100 m
3
/day.  Clearly, a comparison of the steam injection pressure and rate from the 

simulation and typical field data (Figure 2), demonstrates that the reservoir model 

without geomechanics fails to represent the injection period dynamics.  A comparison of 

the production dynamics reveals that the simulation results are somewhat similar to the 

field data:  when the pressure is declining, the production rate levels off and when the 

pressure levels off at an effective minimum BHP, then the production rate falls and then 

tends to level off.   

 

Figure 5 also displays the temperature distribution along the wellbore in the plane of the 

well after 31 days of steam injection.  The results show that the heated zone has extended 

about 5 m on each side of the well.  The appears to be somewhat smaller than the steam 

conformance zone displayed in Figure 1 which, in the regions that accepted steam, 

reached up to 30 m.   

 

Case 2 – Dilation-Recompaction Model  

 

In these models, the Beattie-Boberg dilation-recompaction model (parameters listed in 

Table 4) is used to represent the dilation behaviour in the reservoir (Beattie and Boberg, 

1991).  Figure 3 shows a graphical depiction of the Beattie-Boberg dilation-recompaction 

model.   

 

2a.  With Predefined Fracture Layer 

A predetermined fracture layer was placed in the layer containing the horizontal well 

within the reservoir simulation model with enhanced permeability in the layer equal to 10 

D.  Figure 6 displays the results of this model which exhibit more similar behaviour to 

what is seen in the field (Figure 2).  The bottom hole pressure gradually increases to the 
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maximum injection pressure of 11,000 kPa, at which it then plateaus.  Also, the steam 

injection rate increases until the maximum injection rate is reached where it remains for 

the entire injection period, similar to what is observed in the field.  Once the steam 

injection period is over, the bottom hole pressure gradually declines until a minimum 

flowing bottom hole pressure is reached which is set equal to 1,000 kPa in this model.  

After production starts, the fluid production rate increases rapidly until it reaches the 

maximum rate equal to 750 m
3
/day which it remains at for about 45 days after which it 

starts to decline gradually.  Figure 6 also shows the steam conformance along the 

horizontal well.  The results show that the heated zone has extended to about 17 m on 

each side of the well.  This is more consistent with the field conformance results than the 

results obtained with Case 1.  

 

2b.  No Predefined Fracture Layer 

The results for this case are shown in Figure 7.  The BHP does not exhibit a similar trend 

to the behaviour observed in the field.  The BHP profile is more curved than the trend 

seen in the field data.  Also, the pressure does not reach the maximum BHP constraint of 

11,000 kPa.  However, the pressure decline and steam injection rate profiles are similar to 

that of the field data shown in Figure 2.  The injected steam starts to decline sharply, and 

this corresponds with a pressure decrease, that is not sharp but gradual and more 

reflective of what is observed in Figure 2.  Also, if the soak period of Figure 2 is ignored, 

the total fluid production sharply increases at Day 100 when the well is put on 

production, and then starts a decline period that lasts approximately 50 days after 

production starts.  This decline corresponds to when the well bottom hole pressure is near 

the minimum flowing bottom hole pressure value of 1,000 kPa which is similar to the 

field observations shown in Figure 2.  Figure 7 shows the temperature distribution after 

31 days of steam injection along the wellbore in the plane of the well.  The results reveal 

that the temperatures achieved in the reservoir are higher than that realized by Case 1.  

Also, the steam conformance zone is slightly larger (about 12 meters on each side of 

well) but is still much smaller compared to that achieved in the field. 

 

Case 3 – Geomechanics with Predefined Fracture Layer 

In this case, there is also a predetermined fracture layer with enhanced permeability in the 

layer containing the horizontal well where the permeability is set equal to 10 D.  The 

geomechanics are coupled with reservoir flow by using an iterative procedure that 

updates the porosity of the reservoir from the total mean stress, pressures, and 

temperatures within the reservoir.  A finite-element method is used to solve the stress-

strain constitutive equations (Tran et al. 2002).  The variables used for this model are 

listed in Tables 5 and 6.  Five different sensitivity analyses were completed for the 

fracture layer model.  In addition, a pressure-dependent transmissibility multiplier was 

used in the entire reservoir to dynamically alter the permeability of the system as the 

pressure changed within the reservoir.  The multiplying factor for transmissibility in the 

widely applied simulator, F, is given by:   
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where P is the grid block pressure, PUpperCutoff is the pressure at which the fracture opens, 

PLowerCutoff is the pressure at which the fracture closes, Pavg is the average of PUpperCutoff and 

PLowerCutoff, and  is the transmissibility multiplier.  For Cases 3a-d,  is set equal to 100.  

For Cases 3a, 3b, 3d, and 3e the lower cutoff pressure is taken to be 10,500 kPa whereas 

the upper cutoff value was set to 11,000 kPa.  Figure 8 displays the transmissibility 

multiplier versus pressure.  The function essentially models a smoothened step function 

between 1 and .  This means that as the pressure in a gridblock rises from PLowerCutoff to 

PUpperCutoff, the transmissibility, given for example by   effeff
klAT  , where  

eff
lA  is the 

effective area over the effective length, and k
eff

 is an area-weighted harmonic average 

effective permeability between two adjacent grid blocks, is enlarged smoothly from its 

initial value to  times its initial value.  If the pressure declines below PLowerCutoff, then the 

transmissibility returns to its initial value.   

 

3a. Coupled Geomechanics and Fluid Flow 

The well bottom hole pressure, injected steam (CWE) rate, and produced liquid rates are 

shown in Figure 9.  The bottom hole pressure rises quickly to the maximum bottomhole 

pressure however, not as quickly as Case 1.  The steam injection rate does not stay at the 

maximum rate for the entire period, therefore causing a smaller amount of liquid to be 

produced.  In this model there is a ramp up in the pressure in the beginning of the steam 

cycle before the pressure plateaus, similar to what is seen in the field (Figure 2), which is 

more reflective of what is happening in the field.  Figure 9 also displays the steam 

conformance at Day 31 in this run.  The steam conformance is smaller and temperatures 

in the heated zone are lower than that obtained in Case 2 and the conformance zone 

observed in the field displayed in Figure 1.  

 

3b.  Pseudo Dilation Model 

This Case is the same as Case 3a with the addition of a pseudo-dilation-recompaction 

model similar to the Beattie-Boberg model.  The parameters of this model are the same as 

that used in Case 2.  Table 5 lists parameter values used in this model.  Figure 10 

illustrate the results obtained for this Case.  For this Case, the BHP behaviour during the 

injection period obtained is similar to the behaviour observed in the field.  Here, the 

injected steam rate lasts for a longer duration than that exhibited in Case 3a.  In Case 3a, 

the steam rate starts to decline after 9 days of injection whereas in this Case, it starts to 

decline after 26 days.  The current Case 3b behaviour is closer to the behaviour seen in 

the field.  Figure 2 shows that in the field, the steam injection rate declines at about the 

same time as when the injection pressure falls.  During production, unlike Case 3a, the 

pressure in this Case does not decline as fast and better reflects the behaviour exhibited in 

field data.   

 

Figure 9 displays the steam conformance and temperature along the wellbore at Day 31.  

The temperature along the well spreads slightly further away from the well than the 

previous case and the steam zone extends about 7 m on both sides of the well.  This is 

still much less than the conformance zone observed after Cycle 1 in the field (see Figure 

1), however, the steam reaches further away from the wellbore than that seen in Case 3a.   

 

  



 

247 

3c.  Sensitivity of Pressure-dependent Transmissibility Pressure Cutoffs 

This Case is the same as Case 3b but now the lower and upper cutoff pressures are set 

equal to 6,500 kPa and 7,000 kPa, respectively.  Figure 11 shows the results for this Case.  

The injected steam and produced liquid rates are similar to that of Case 3b, however, the 

pressure response of the system is highly dependent on the cutoff pressure values.  The 

temperature along the wellbore is shown in Figure 11.  Similar to the other models, the 

steam conformance zone does not match the extent seen in the field as reflected by Figure 

1. 

 

3d.  Sensitivity of Results to Fracture Permeability 

This Case is identical to that of Case 3b except the value of the fracture permeability is 

raised to 100 D.  The results are shown in Figure 12.  Once again these results are very 

similar to that of Case 3b which demonstrates that a 10 times increase in the fracture 

permeability does not significantly impact the steam injection rate, produced liquid rate, 

and the well bottom hole pressure.  However, the steam conformance in Figure 12 is 

different than what was observed in Figure 10 (Case 3b):  the temperature along the well 

is higher and the steam reaches further into the reservoir.  However, the conformance is 

still less than what is observed in the field (Figure 1).   
 

3e.  Sensitivity of Results to Pressure-dependent Transmissibility 

This Case is identical to that of Case 3b except the transmissibility multiplier, , is 

lowered to 10.  The results for this case are displayed in Figure 13.  Figure 13 reveals that 

the BHP is not affected by a change in the transmissibility multiplier.  However, the 

steam injection rates are different because in Case 3b, the injected steam (CWE) rate 

drops down vertically, then levels off at a slight slope, whereas in Case 3e, the injected 

steam (CWE) rate decreases gradually following a curved profile.  When the injected 

steam is compared to Figure 2, it is clear that the rate is more similar to Case 3b, because 

as shown in Figure 2 the rate drops down vertically without any slope.  The produced 

liquid rate is very similar to that is seen in Case 3b.  However, Figure 13 shows that the 

temperature along the well is much hotter than all of the previous cases.  This is because 

the steam is not penetrating as far into the formation as a result of the reduced 

transmissibility.  Thus, the temperature remains hotter in the near-wellbore region.   

 

Case 4 – Geomechanics with No Fracture Layer 

This Case is identical to Case 3b except the predefined fracture layer with its enhanced 

permeability was removed.  Figure 14 shows the BHP, steam injection rate, and the 

production well liquid rate for this Case.  The BHP does not exhibit a similar trend to the 

behaviour observed in the field.  The BHP profile is more curved than the trend seen in 

the field data.  However, the pressure decline and steam injection rate profiles are similar 

to Figure 2.  The injected steam starts to decline sharply, and this corresponds with a 

pressure decrease, that is not sharp, but gradual and more reflective of what is observed 

in Figure 2.  Also, if the soak period of Figure 2 is ignored, the total fluid production 

sharply increases at Day 100 when the well is put on production, and then starts a decline 

approximately 50 days after production.  This decline corresponds to when the well 

bottom hole pressure is near the minimum flowing bottom hole pressure value of 1,000 

kPa, similar to what is seen in Figure 2.  Also as shown in Figure 14, the temperature 
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along the well is much higher than what was observed in the previous cases, and the 

steam is spreading further away from the well than any other of the previous tested cases. 

 

DISCUSSION 

Previous studies of steam injection in CSS showed that in order to accurately model the 

hydraulic fractures in a CSS process it is necessary to have a predefined fracture layer 

with a pressure dependent transmissibility multiplier or to use the Beattie-Boberg dilation 

recompaction model, however, from this study it is clear that in order to obtain accurate 

bottom hole pressure, steam injection and liquid production matches with the field, a 

predefined fracture layer is not necessary, instead simply the Beattie-Boberg dilation 

recompaction model can be used, or no predefined fracture layer with a transmissibility 

multiplier on the entire reservoir can be used.  This further supports the suggestion that 

the actual reservoir physics in terms of real dynamic fracturing which includes fracture 

formation, location and propagation should be included into the model, instead of just 

defining a specific layer to be fractured. 

 

The results reveal that if no geomechanics are included in the model, the pressure profile 

reaches the maximum injection pressure almost instantaneously and the behaviour of the 

model is quite dissimilar to that observed in the field.  However, as additional 

geomechanical complexity is added, the steam injection rate, injection pressure, and total 

fluid production trends tend towards the behaviour seen in the field.  It is only in the case 

with full geomechanics without a predefined fracture layer  and the dilation recompaction 

simulation cases that the steam conformance at the end of the steam injection period 

approaches the conformance observed in the field.  All of the cases have difficulty 

matching steam conformance, and the heated region around the well does not extend far 

enough away from the well.  Although the models simulated in this study follow the trend 

of what is seen in the field in terms of the steam injection rate, injection pressure and total 

fluid production, they are missing one essential component - the ability to dynamically 

model where steam fracturing occurs.  Moreover, one interesting result from this study is 

that the case without a predefined fracture layer yielded results that were more similar to 

the behaviour observed in the field.  This implies that earlier approaches, as done by 

Lebel and Moriyama (1997), Koci and Mohiddin (2007), Walters et al. (2000), to model 

CSS by using predefined fracture layers should not be used.   

 

In order to model CSS as shown in this study simpler models that do not have a 

predefined fracture layer are better at modelling what is actually happening in the field in 

terms of injection pressures and fluids injected and produced when the dilation-

recompaction model is not used as in Case 4.  However, in the case 2a and 2b when the 

dilation-recompaction model is included in the model along with either no predefined 

fracture layer or defined fracture layer the results are essentially the same.  Therefore, it 

is not recommended to have a higher permeability fracture layer, and instead allow the 

reservoir’s own mechanical properties dictate the flow of steam into the reservoir, and 

production of fluids from the reservoir.  So in general it is recommended not to use a 

predefined fracture layer since the actual physics of the reservoir are not followed and 

instead to get a better match in terms of injected and produced fluids it is recommended 
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to either use a dilation-recompaction model or no fracture layer at all, since Cases 2a, 2b, 

and 4 are all very similar in their results. 

 

CONCLUSIONS AND RECOMMENDATIONS 

In this study, several geomechanical models have been evaluated to attempt to model 

steam fracturing in the first cycle of cyclic steam stimulation.  The conclusions are as 

follows: 

1. Geomechanics must be included for reservoir simulation models of Cyclic Steam 

Stimulation (CSS) that operate above the fracture pressure of the formation:  flow and 

heat transfer alone are not enough.   

2. The models without pre-defined fracture models appear to provide more similar 

trends and steam conformance to that observed in field CSS data.  This is especially 

true if the actual fracture layer within the reservoir and thus the reservoir physics are 

not exactly known.   

3. The outcomes seems insensitive to permeability multipliers and thus should not be 

used since they add further unnecessary complexity and associated often-unknown 

parameters to the geomechanical model.   

4. The results suggest that a dilated steam zone forms in the reservoir around the well 

where the formation fails rather than a thin steam fracture.   

5. As shown in Figure 1, with the two horizontal wells at the top of the figure, there is 

communication between the wells even after the first cycle of cyclic steam 

stimulation.  This suggests that well communication should be taken into 

consideration starting at the first cycle, in order to develop a better history match and 

model. 
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Table 1:  Average reservoir properties of the Clearwater Formation oil sands 

reservoir model. 

 

Variable Average Value 

Porosity 0.31 

Horizontal Permeability 2,829 mD 

Vertical Permeability 942 mD 

Initial Water Saturation 0.36 

Initial Oil Saturation 0.64 

Initial Gas Saturation 0 

 

 

Table 2:  Model grid size, dimensions, and volume. 

 

Grid Size 
Grid Dimensions 

(m) 
Total Volume (m

3
) 

52x45x28 1x20x1 1,298,100 
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Table 3:  Properties of simulation cases.  Injection well constraint: pressure of 

11,000 kPa with maximum steam rate, expressed as cold water equivalent, of 1,000 

m
3
/day.  The steam quality equals 0.95.  Production well:  minimum bottom hole 

pressure (BHP) of 1,000 kPa and a maximum liquid (both oil and water) rate of 750 

m
3
/day. 

 

 

  Case Description Pseudo Dilation 

Fracture 

Permeability, 

mD 

Lower 

Pressure 

Cutoff, 

kPa 

Upper 

Pressure 

Cutoff, 

kPa 

Trans i,j,k 

Case 1: No Geomechanics 

1 No Geomechanics  NA 

Case 2: Dilation-Recompaction Model 

2a 

Dilation-Recompaction 

Model with Predefined 
Fracture Layer 

 

Dilation-Recompaction Model (Beattie et al., 1991) 

 
2b 

Dilation-Recompaction 

Model and No Predefined 

Fracture Layer 

Case 3: Fracture Layer Geomechanics Model 

3a 

Geomechanic Coupling 

with Predefined Fracture 

Layer 

NA 10,000 10,500 11,000 100 

3b 

Pseudo Dilation with 

Predefined Fracture  

Layer 

Yes 10,000 10,500 11,000 100 

3c 

Sensitivity of Pressure-
Dependent 

Transmissibility Pressure 

Cutoffs with Predefined 
Fracture  Layer 

Yes 10,000 6,500 7,000 100 

3d 

Sensitivity of Fracture 

Permeability with 
Predefined Fracture  

Layer 

Yes 100,000 10,500 11,000 100 

3e 

Sensitivity of 

Transmissibility 
Multiplier with 

Predefined Fracture  
Layer 

Yes 10,000 10,500 11,000 10 

 Case 4: No Fracture Layer Geomechanics Model 

4 No Fracture Layer Yes NA 10,500 11,000 100 
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Table 4:  Model properties for dilation-recompaction model used in Case 2.   

 

Variable Value Reference 

Reference Pressure 2,650 kPa 

Gates (2008) 

Dilation Rock Compressibility 
1.016E-04 

1/kPa 

Residual Dilation Fraction 0.45 

Start Dilation 7,300 kPa 

Start Recompaction 5,000 kPa 

Max. Allowed Proportional Increase in 

Porosity 
1.25 

 

 

Table 5:  Model properties for pseudo-dilation model used in Cases 3 and 4.   

 

Variable Value Reference 

Dilation Onset Pressure 7,300 kPa 

Gates (2008) 
Recompaction Onset Pressure 5,000 kPa 

Young’s Modulus Dilation State 100,000 kPa 

Young’s Modulus Recompaction State 200,000 kPa 
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Table 6:  Values for models with geomechanical properties used in Cases 3 and 4.   

 

Variable Value Reference 

σhorizontal 1 (Initial stress state at well 

depth) 
9,000 kPa 

Settari et al. 

(2001) 

 

σhorizontal 2 (Initial stress state at well 

depth) 
9,000 kPa 

vertical (Initial stress state at well depth) 9,700 kPa 

E linear elastic model 500,000 kPa 

Poisson's Ratio 0.2 
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Figure 1:  Interpretation of seismic data to indicate hot and cold regions of the 

reservoir for horizontal well cyclic steam stimulation at the end of the steam 

injection periods of the first cycle (ERCB (Cold Lake Annual Performance Review) 

2008).  There are five horizontal wells in the pad aligned at about 30 to the 

horizontal.  The red zones are zones that have been heated (by steam) whereas the 

blue zones are still cold.  The images reveal that heating is not uniform along the 

wells and that there can be communication between wells after the first steam 

injection period.   
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Figure 2:  Cyclic steam injection rate, injection pressure, total fluid rate, and oil rate 

(CNRL, 2007) for CSS in Clearwater Formation oil sands reservoir.  The maximum 

steam injection pressure is about 10,000 kPa.  The maximum steam injection rate, 

expressed as cold water equivalent volume, is between 800 and 1,000 m
3
/day.   

 
 

Figure 3:  Beattie et al. (1991) dilation-recompaction model.  The permeability is 

modified according to the fluid pressure.   
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Figure 4:  Cross-sections of the (a) porosity, (b) horizontal permeability, and (c) oil 

saturation of the reservoir simulation model in the plane of the horizontal well.  

Number of Gridblocks in i (cross-well), j (downwell), and k (vertical) directions are 

52, 45, 28, respectively.  The grid dimensions in the i, j, k directions are 1, 20, and 1 

m, respectively.   
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Figure 5:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 1.  Steam injection starts on Day 61 and production starts on 

Day 99.  Production continues for 76 days.  On right:  Temperature (in C) profile 

along wellbore for Case 1.  The width of the model is 52 m.     

 

 

 
 

Figure 6:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 2a.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 2a.  The width of the model is 52 m.    
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Figure 7:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 2b.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 2b.  The width of the model is 52 m.   

 

 

 
 

Figure 8:  Transmissibility factor versus pressure ( = 100, PLowerCutoff = 10,500 kPa, 

PUpperCutoff = 11,000 kPa).   
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Figure 9:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 3a.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 3a.  The width of the model is 52 m.   

 

 

Figure 10:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 3b.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 3b.  The width of the model is 52 m.   



 

262 

  
 

Figure 11:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 3c.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 3c.  The width of the model is 52 m.   

 

 

Figure 12:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 3d.  Steam injection starts on Day 61 and production starts 

on Day 99.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 3d.  The width of the model is 52 m.   
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Figure 13:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 3e.  Steam injection starts on Day 62 and production starts 

on Day 100.  Production continues for 76 days.  On right:  Temperature (in C) 

profile along wellbore for Case 3e.  The width of the model is 52 m.   

 

 

 

Figure 14:  On left:  Bottom hole pressure and injection and production rates (for 

injection, steam expressed as cold water equivalent volume and for production, both 

oil and water) for Case 4.  Steam injection starts on Day 61 and production starts on 

Day 99.  Production continues for 76 days.  On right:  Temperature (in C) profile 

along wellbore for Case 4.  The width of the model is 52 m.   
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A New Thermogeomechanical Theory for Gravity Drainage in SAGD 

 

Abstract 
Oil sands reservoirs in Western Canada hold over 170 billion barrels of recoverable 

heavy oil and bitumen representing a significant source of unconventional oil.  At in situ 

conditions, the majority of this oil has essentially no initial mobility because of its high 

viscosity, which is typically in the hundreds of thousands to millions of cP.  In Steam 

Assisted Gravity Drainage (SAGD), steam injected into the formation heats oil at the 

edge of a depletion chamber raising the mobility, ko/o, of bitumen.  Three main effects 

account for the increase of oil mobility.  First, bitumen at steam temperature has viscosity 

typically less than 20 cP.  Second, it is believed that shear caused by thermal expansion 

gradients dilate the oil sand and cause enhanced permeability.  Third, dilation at the 

chamber edge leads to smaller residual oil saturation.  Since the production rate of SAGD 

is directly tied to the drainage rate of mobilized oil at the chamber edge, the 

thermogeomechanics of the oil sand at the chamber edge is a control on the performance 

of SAGD.  In this study, a novel SAGD drainage formula is derived that accounts for 

thermogeomechanical effects at the edge of the chamber.  This paper couples the effects 

of reservoir geomechanics resulting from thermal processes into an analytical model.  

The results reveal that thermogeomechanics at the edge of the chamber play a significant 

role in enabling effective drainage of bitumen to the production well.  This theory is an 

advancement to SAGD analytical theories because it achieves better coupling to the 

geomechanical effects which occur in thermal expansion processes.  
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Introduction 

Steam-Assisted Gravity Drainage (SAGD) is the method of choice for bitumen 

production in the Athabasca oil sands deposit that cannot be mined.  This is because the 

solution gas content of the oil is low and the overburden is not sufficiently competent to 

practice high-pressure cyclic steam stimulation.  Additionally, the SAGD process is 

preferred over cyclical steam stimulation (CSS) even in areas where the overburden is 

competent because it is a more efficient process.  SAGD in general works in a reservoir 

where there are no horizontal barriers, whereas CSS can overcome these horizontal 

barriers by fracturing, and thus enabling transport of steam and oil throughout the 

reservoir.  The viscosity of Athabasca bitumen at original reservoir temperatures between 

7 and 10ºC is typically greater than 1 million centipoise and thus, at original reservoir 

conditions, the oil is essentially immobile.  However, the mobility of the oil increases by 

over five orders of magnitude when its temperature is raised to over 200C.  For example, 

Figure 1 shows the relationship between the viscosity and temperature for a typical 

Athabasca bitumen.  At 7C, the viscosity is approximately over 1 000 000 cP whereas at 

200C, it is under 10 cP.  In a SAGD operation, there are two horizontal wells, referred to 

as a wellpair, located parallel to each other separated by about 5 m in the vertical 

direction.  The top well injects steam into the reservoir whereas the bottom production 

well removes fluids from the reservoir.  The injected steam delivers heat to the bitumen 

which in turn lowers its viscosity which then drains under gravity to the production well 

at the base of the steam chamber.  As oil is produced from the reservoir, the steam 

chamber expands within the reservoir. 

 

In typical practice, SAGD is analyzed by using detailed thermal reservoir simulation 

(Gates and Chakrabarty, 2006; Gates et al., 2008).  These numerical models often use the 

finite volume approach to solve multiphase flow, material and energy balances, phase 

behavior relationships, and finite element method to determine the geomechanical 

behavior of the system.  However, these models are complex and take hours to days to 

months to run depending on the fineness of the grid and transient behavior of the process.  

Under stochastic or response surface optimization, usually tens to hundreds to thousands 

of runs must be completed and as a result, rigorous optimization is not practically 

possible.  One useful means to understand the behavior of these systems is to construct 

surrogate or proxy models, which provide a reasonable representation of the process but 

take little time, relative to the numerical model, to run.  Here, we do this by constructing 

a simple model for SAGD that includes geomechanics based on a simple physical model 

of the system.  

 

Both shear dilation and thermal dilation are known to occur in in situ thermal processes.  

Formation shearing within the Athabasca oil sands formation occurs and this results in 

the enhancement of in situ permeabilities (Collins, 2002).  In this paper a modification to 

Butler’s theory is made which includes thermal expansion effects, and thus encompasses 

more of the physics that occurs within the reservoir. 

 

Thermal recovery processes such as SAGD and CSS induce a significant amount of shear 

dilation on the oil sands formation (Wong and Li, 2001).  High temperature steam 

injection into the reservoir leads to thermoelastic expansion, which in turn leads to large 
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stress changes within the reservoir which lead to an increase in pore volume and reservoir 

permeability (Wong and Li, 2001; Li and Chalaturnyk, 2006).  The absolute permeability 

of the reservoir is what enables the bitumen to flow and thus it directly affects the frontal 

steam advance rate and the rate of bitumen production (Wong and Li, 2001). 

 

Modified SAGD Theory 

SAGD is described by several analytical theories describing oil drainage rate at the edge 

of a steam chamber (Butler, 1985; Ferguson and Butler, 1988; Reis, 1992, 1993; Butler, 

1997; Akin, 2005, Sharma and Gates, 2010).  In these theories the reservoir is considered 

homogeneous, the chamber is 2D and it is symmetric around the wellpair.  In the 

direction orthogonal to the edge of the steam chamber, heat transfer beyond the edge of 

the moving chamber is governed by:  

 

      
1 

 

where   is the thermal diffusivity of the reservoir, defined by =kTH/Cp,  is the 

direction normal to the steam chamber interface, and U is the steam chamber velocity in 

the direction normal to the interface.  The steam chamber is assumed to be expanding in 

quasi-steady state, therefore the following temperature relationship can be derived from 

Equation 1, as shown by Butler (1997): 

 

                
           2 

 
Butler’s applied Darcy’s law for the case where the oil mobility depends on temperature 

and the temperature versus position is given by Equation (2).  Butler’s theory reveals the 

relationship between oil production rate q and other reservoir physical properties such as 

length of the wellpair L, initial permeability k, gravity g, thermal diffusivity of the 

reservoir α, change in oil saturation ΔSo, initial porosity , height of the steam chamber 

h, viscosity dependence on temperature  , and kinematic viscosity of bitumen at steam 

temperature : 

 

        3 

 
where the oil viscosity versus temperature relationship is given by: 

 

                   4 

 
Butler’s model yields non-physical chamber shapes where the production point of the 

chamber translated as it expanded.  Butler and Stephens (1981) altered the theory by 
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pinning the base of the chamber to the production well location.  This model, known as 

the “Tandrain” model, is given by: 

 

                  5 

 
Reis (1992) derived a similar theory with simplifying assumptions on the geometry of the 

steam chamber: he assumed that the steam chamber geometry is an inverted cone, he has 

also included an empirical constant    which was set equal to 0.4: 

 

     6 

 
Sharma and Gates (2010) modified the theory to include relative permeability effects: 

 

                7 

 
where a is the Corey coefficient of the oil relative permeability curve and krocw is the oil 

relative permeability at connate water saturation.  The results of this theory demonstrate 

that the most mobile oil is not at the edge of the steam chamber but rather some distance 

into the oil sands at the edge of the steam chamber.  This is because of relative 

permeability effects.  However, this theory did not include the effect of geomechanics.   

 

It has been established that SAGD performance is influenced by geomechanical effects:  

steam injection and thermal expansion gradients yield enlarged pore pressure and shear 

stresses that dilate the oil sand which in turn raises its porosity which in turn increases its 

absolute permeability (Li and Chalaturnyk, 2006).  A temperature gradient in the oil 

sands at the edge of the chamber leads to a thermal expansion gradient at the edge of the 

chamber.  This means that each layer of oil sand at the chamber edge expands differently 

and thus there is a gradient of the dilated material at the edge of the chamber.  This 

gradient of dilation yields a gradient of the pore pressure, which in turn impacts the 

porosity which in turn impacts the permeability.  Thus, a temperature gradient leads to a 

permeability gradient in the oil sands at the edge of the chamber.  Here, Sharma and 

Gates’ theory has been modified to include dilation due to thermal expansion.   

 

Porosity as a Function of Permeability in Oil Sands Reservoirs 

As steam is injected into the reservoir at high temperatures and pressures, the reservoir 

dilates due to increased pore pressure and thermal expansion gradients at the edge of the 

chamber.  As a result, the porosity and absolute permeability within the reservoir expands 

as steam injection occurs.  As shown above in all gravity drainage theories, the higher the 

absolute permeability, the higher the oil rate.  Figure 3 displays porosity versus 

permeability data originating from core data obtained from three different Athabasca oil 

sand reservoirs where SAGD is currently being used.  The results illustrate that there is a 
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roughly linear dependence between the log of permeability and porosity.  For the data 

shown in Figure 3, linear regression yields ln k(m
2
) = 30.902(fraction) - 37.332 with a 

correlation coefficient equal to 0.7074.   

 

Oil Mobility Profile at the Edge of Steam Chamber 

The oil phase mobility as described by Butler’s model is given by: 

 

                   8 

 
The oil mobility described by the Sharma and Gates (2010) model which includes 

relative permeability effects, is defined as shown below: 

 

                9 

 
In the new model developed here, the relationship between the absolute permeability and 

porosity is taken to be linear as described above: 

 

                 10 

 
The porosity within the system changes as the volume of the reservoir expands due to 

thermal heat expansion: 

 

                 11 

 

where  is the oil sands volumetric thermal expansion coefficient.  This implies that the 

porosity of the system depends on temperature as follows:  

 

        (    )                                                                                   12

              

After inserting Equation 2 into Equation 12, the relationship for porosity and position 

becomes: 

 

    [   (     ) 
 

  

 ]               13 

                 

Equation 13 can now be substituted into Equation 10 to give the following relationship 

between the permeability, porosity, and steam and reservoir temperatures within the 

reservoir: 
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Thus, the oil mobility versus depth into the steam chamber can be re-written to include 

volumetric heat expansion as follows: 

 

            15 

 
The location of the maximum oil mobility within the reservoir can be found by 

differentiating Equation 15 and setting it equal to zero.  The location of the maximum oil 

mobility, max, is given by the solution of the following equation: 

 

                                                                     16 

 
Figure 4 compares the oil phase mobility profiles of the Butler model, Sharma and Gates’ 

model, and Equation 15 versus distance for the case of steam chamber speed equal to 

1cm/day.  The results show that the new model shows a higher oil phase mobility from 

the steam chamber edge than that of the Sharma-Gates’ model.  It also shows that the 

Butler model in this case shows a much higher oil phase mobility than both models.  The 

results demonstrate that relative permeability effects lower the oil phase mobility yet 

geomechanics raise the oil phase mobility.   

 

Oil Flow Rate at the Edge of a Steam Chamber 

Following Butler’s theory and Darcy’s law, the oil drainage rate in a differential element 

is given by the following equation: 

 

       18 

 

A modification of the above equation by Sharma and Gates (2010) which includes 

relative permeability effects is shown below: 

 

         19 

 

Since the permeability within the reservoir is not constant, Equation 15 can be substituted 

into Equation 19 to give Equation 20 below: 

 

         20 
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The oil phase velocity at the edge of the steam chamber is then given by: 

 

 21 

 

and the oil phase velocity as given by Butler is: 

 

    22 

 

The oil phase velocity from the Sharma and Gates (2010) model is: 

 

    23 

 

Equations 21 to 23 are plotted in Figure 5.  This represents the oil phase velocity as a 

function of distance from the edge of the steam chamber.  The results show that the oil 

velocities are lower than Butler’s model but higher than that obtained from the Sharma 

and Gates model.  This is because of the permeability enhancement at the edge of the 

chamber due to thermal expansion.  The maximum oil phase velocity obtained from the 

new model is about 45% higher than that of the Sharma and Gates model.  The peak 

occurs at the same location from the edge of the chamber.   

 

The oil velocity was then numerically integrated by using Simpson’s 3/8 rule to get the 

oil phase flux per unit length and multiplied by two to get the flow rate from both sides of 

the chamber.  For a 500 m length wellpair, this value is then multiplied 500 m.  The 

results are listed in Table 1.   

 

Results 

The following section describes the results that were observed in this study.  All of the 

values used to graph the equations are listed in Table 2.  Figure 4 shows the oil phase 

mobility as a function of the distance from the edge of the steam chamber for Butler’s 

model, the Sharma and Gates (2010) model, which took relative permeability effects into 

consideration, and the new model that has taken both the relative permeability effects and 

the effects of changes in permeability and porosity into consideration.  The linear thermal 

expansion coefficient is determined using an arithmetic average in terms of the initial 

porosity, oil and water saturations, and the individual thermal expansion coefficients of 

the sand, oil and water.  The interesting thing to note is that both the Sharma and Gates 

(2010) and the new model have maximum oil phase mobility away from the edge of the 

steam chamber.  Also the values for the oil phase mobility for these two models are very 

similar, however the oil phase mobility of the new model is slightly higher than the 

Sharma and Gates (2010) model.  This is because this new model also takes into 

consideration the thermal expansion effects of the oil sands reservoir when it is heated.  
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However, as shown in Figures 7 to 9, the oil phase mobility is very sensitive to changes 

in the coefficients in Equation 10 and changes to the linear thermal expansion coefficient. 

 

The next figure that was plotted was the oil phase velocity as a function of the distance 

away from the edge of the steam chamber (Figure 5).  Once again in the Butler model the 

maximum oil phase velocity occurs at the edge of the steam chamber.  The oil phase 

velocity of the new model matches closely to the Sharma and Gates (2010) model, 

however, the velocity in the new model is slightly higher, and this is because of the 

thermal expansion due to heating that is occurring within the reservoir.  

 

Now, to compare the volumetric flow rate of all three models, the results in Figure 5 were 

numerically integrated, and the results are shown in Table 1.  In this table it is clear that 

Butler’s model shows the highest rates followed by the new model and the Sharma and 

Gates (2010) model.  These results are consistent with Figures 4 and 5 since in this new 

model thermogeomechanical effects are taken into consideration, and there is a clear 

enhancement of the permeability and the porosity within the reservoir due to heating. 

 

Figure 6 shows the oil phase mobility as a function of the distance from the edge of the 

steam chamber for the new model, at different steam chamber velocities.  It is clear from 

this model that as the steam chamber velocity decreases the maximum oil phase mobility 

occurs further from the edge of the steam chamber.   

 

Figures 7 to 9 show how the oil phase mobility as a function of the distance from the 

steam chamber changes as the constants in Equation 10 and the linear thermal expansion 

coefficient are changed.  From these figures it is clear that the oil phase mobility changes 

significantly with small changes in these variables.  The values of the constants A and B 

are obtained from core analysis of the maximum permeability and the porosity in oil 

sands core samples, and depend greatly on the quality of data obtained.  Also, since the 

results depend quite extensively on these properties, the best available and representative 

data should be used.  Figure 9 shows the oil phase mobility as a function of the distance 

from the edge of the steam chamber with different values for the linear thermal expansion 

coefficient that is used in the new model.  As mentioned above, an arithmetic average 

was used in conjunction with the volume of the oil, sand and water within the reservoir.  

As the thermal expansion coefficient is increased the oil phase mobility increases much 

more significantly than if this value is decreased.  Therefore it is important to use 

representative field values to obtain the thermal expansion coefficient, because the results 

will vary depending on which value is used. 

 

Conclusion 

A new thermogeomechanical theory was derived for oil sands reservoirs that takes into 

consideration the thermal expansion that occurs at the edge of a SAGD steam chamber 

due to the temperature gradient there. The new theory reveals that the impact of thermal 

expansion on oil rates is substantial:  the peak oil phase velocity is up to 45% higher than 

that of the Sharma and Gates model (takes only relative permeability effects into 

account).  Thus, geomechanical effects should be included in analysis of the flow at the 

edge of steam chambers.   
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Nomenclature 

A Constants for Equation 10 

a, b Corey coefficients (dimensionless) 

aR Temperature coefficient by Reis (dimensionless) 

cP Volumetric heat capacity of oil sands (J/m
3
-˚C) 

B Constant for Equation 10 

g Acceleration due to gravity (m/s
2
)  

h Reservoir thickness (m) 

k Absolute permeability of the reservoir (m
2
)  

kTH Thermal conductivity (J/s m-˚C) 

krocw Relative permeability of oil at connate water saturation (dimensionless) 

krw Relative permeability of water (dimensionless) 

L Length of the production well (m) 

m Temperature viscosity parameter (dimensionless)   

q Volumetric oil flow rate (m
3
/s) 

ΔSo Change in oil saturation from initial condition (dimensionless) 

Swc  Connate water saturation (dimensionless) 

SwD Normalized water saturation (dimensionless) 

So Oil saturation (dimensionless) 

Sor Residual oil saturation (dimensionless) 

Sio Initial oil saturation (dimensionless) 

T Temperature (˚C) 

Ts Steam temperature (˚C) 

Tr Initial reservoir temperature (˚C)  

U      Chamber interface velocity measured normal to the chamber edge (m/s) 

uoil Volumetric oil flux at the chamber edge (m
2
/s) 

z Distance measured parallel to the well direction (m) 

 

Greek 

 

α Thermal diffusivity (m
2
/s) 

β Linear thermal expansion coefficient (1/ºC) 

 Porosity (dimensionless) 

λo Oil mobility (m
3
s/kg) 

μo Dynamic viscosity of oil (kg/m·s) 

νo Kinematic viscosity of oil (m
2
/s) 

νs Kinematic viscosity of oil at steam temperature (m
2
/s) 

θ Angle between the steam chamber edge and the horizontal axis (degrees)  

ρo Density of oil at steam temperature (kg/m
3
) 

ρsteam Density of steam (kg/m
3
) 

 Distance measured from the steam edge in the direction normal to it (m) 

max Distance to the location of maximum oil mobility from chamber edge (m) 
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Conversion Table 

Property Metric Imperial 

Length 1 m 3.28ft 

Temperature 1˚C °C  x  9/5 + 32 = °F 

Mass kg 2.20 lb 

Energy Joules 0.000948 BTU 
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Table 1.  Flow Rates in m3/day for all three models. 

Model Type Flow Rate (m
3
/day) 

Butler's Model 243 

Sharma and Gates (2010) 121 

New Model 162 

 

Table 2.  Typical Athabasca oil sand parameters. 

Property Value Source 

Tr, ˚C 10 (Ito, 2001) 

Ts, ˚C 260 (Ito, 2001) 

ρo, kg/m
3
 998 (Ito, 2001) 

h, m 30 (Ito, 2001) 

L, m 500 (Ito, 2001) 

 0.35 (Butler, 1997) 

α, m
2
/s 7x10

-7
 (Ito, 2001) 

kabs, m
2
 3.05 x10

-12
 Field Data 

krocw 1  

kro, 0.20 (Ito, 2001) 

Sio 0.84 (Ito, 2001) 

Sor 0.14 (Ito, 2001) 

Swc 0.16 (Ito, 2001) 

υs, m
2
/s 4.28x10

-6
 (Ito, 2001) 

m 3 (Ito, 2001) 

Dimensionless temperature coefficient (Reis), aR 0.4 (Ito, 2001) 

Corey’s parameters 

a 

b 

 

2 

4 

(Ito, 2001) 

β oil sands reservoir 1/ºC 2.128x10
-4

 
(Calculated in 

this paper) 

β water 1/ºC 4.5x10
-3

 (Azad, 2009) 

β sand 1/ºC 5x10
-5

 (Azad, 2009) 

β oil 1/ºC 6.2x10
-3

 (Azad, 2009) 
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Figure 1.  Athabasca bitumen viscosity as a function of temperature (Mehrotra and 

Svrcek, 1986). 

 

 

 

Figure 2.  Cross section of steam chamber and differential element used in the 

derivation of the theory. 
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Figure 3. Typical ln(permeability) versus porosity relationship for Athabasca oil 

sands reservoir (available in public databases). 

 

 

Figure 4.  Comparison of oil phase mobility for Butler, Sharma and Gates (2010) 

and the New Model (U=1cm/day).  Parameter values are listed in Table 2. 
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Figure 5.  Comparison of oil phase velocity for all three models.  Parameter values 

are listed in Table 2. 

 

 

Figure 6.  Oil phase mobility as a function of distance from edge of steam chamber 

for different steam chamber velocities, U.  Other parameter values are listed in 

Table 2. 
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Figure 7. Oil phase mobility as a function of distance from the edge of a steam 

chamber:  sensitivity to parameter B.  Other parameter values are listed in Table 2. 

 

 

 

 

 

 

 

Figure 8.  Oil phase mobility as a function of distance from the edge of a steam 

chamber:  sensitivity to parameter A.  Other parameter values are listed in Table 2. 
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Figure 9.  Oil phase mobility as a function of distance from the edge of a steam 

chamber:  sensitivity to parameter β.  Other parameter values are listed in Table 2. 

 

 

 

 

 

 

 

 

 

 

 
 

 

0

200

400

600

800

1000

1200

1400

1600

0 1 2 3 4 5 6

O
il

 P
h

a
se

 M
o

b
il

it
y

, m
D

/
cp

 

Distance from Edge of Steam Chamber, m 

β=2.128E-5 

β=2.128E-4 

β=2.128E-3 


