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Abstract 

I analyzed existing monitoring data of Bank Swallows (Riparia riparia), a 

threatened bird species in California, within a metapopulation context. I tested the relative 

importance of several temporal and spatial factors to the probability of colonization and 

extinction of active sites. I found strong support for a temporal trend in the colonization 

rate and for the importance of river discharge, weather, and the number of burrows at a site 

the previous year to the extinction rates. I conclude that this is not a simple 

metapopulation, because the temporal trend in the colonization rate may reflect habitat 

change, and the importance of within-population indices illustrates a need to understand 

population dynamics of individual colonies. The importance of temperature and 

precipitation may reflect prey availability, and river discharge may reflect erosion of active 

sites. The viability of this population remains unclear because the confidence limits 

around the current rates of colonization and extinction illustrate both, equilibrium and non-

equilibrium dynamics, as well as metapopulation extinction. Most climate change 

scenarios favour the continuing existence of Bank Swallows in California. 
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1. Introduction 

Several factors have been implicated in the decline and extinction of bird species 

throughout the world. Habitat loss in North America has led to the decline of several 

species and to the extinction of the Ivory-billed Woodpecker (Campephilusprincipalis), 

the Carolina Parakeet (Conuropsis carolinensis), and, very likely, Bachman's Warbler 

(Vermivora bachmanii) (BirdLife International 2000, Askins 2002). Predation by 

introduced species has also had an impact on bird assemblages, especially on tropical 

islands (BirdLife International 2000). However, it is often difficult to determine the 

ultimate cause of dçcline and/or extinction in bird populations, especially when several 

proximate factors maybe involved. 

Population decline can be the result of several interacting factors. Much attention 

has been drawn to the decline of some Neotropical migrant populations in North America 

due to an increase in predation and/or cowbird parasitism at forest edges following 

fragmentation of the landscape (e.g. Gates and Gysel 1978, Wilcove 1985, Temple and 

Cary 1988, Yahner and Scott 1988, Paton 1994, Marini et al. 1995, Robinson et al. 1995). 

Other factors that have been linked to periods of decline and/or differences in abundance 

in bird populations include climate variables such as temperature and/or precipitation 

(e.g. Smith 1982, Elkins 1983, Holmes et al. 1986, Thompson et al. 1986, Sauer and 

Droege 1990, Greenwood and Baillie 1991, Blake et al. 1992, Faaborg.and Arendt 1992, 

George et al. 1992, Madhusudan and Price 1996, Lusk et al. 2001, Moss et al. 2001, 

Benton et al. 2002), food resources (e.g. Lack 1966, Morse 1978, Holmes et al. 1986, 

Stuart Simons and Martin 1990, Rodenhouse and Holmes 1992, Madhusudan and Price 
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1996, Benton et al. 2002), competition from other species (e.g. Hunter 1988, Roy et al. 

1998, Bowman et al. 1999, Copley et al. 1999, Kearvell et al. 2002), parasitism (other 

than cowbirds) (e.g. Hudson et al. 1992), as well as disease, accidental deaths, chemical 

contaminants and the exotic pet trade (see BirdLife International 2000, Youth 2003). A 

period of decline may also represent a small portion of a natural population cycle brought 

on by within-population regulation such as density dependent feedback (i.e. lower 

population growth rate at high density) (see Lack 1966, e.g. Greenwood and Baillie 1991, 

Ferrer and Donazar 1996, Fernandez et al. 1998). Although the preservation of essential 

habitat should be of primary importance in any conservation plan, it is important to 

consider all relevant factors of decline because many of them can and do act in concert. 

For example, while an abundant species may normally be able to cope with a sudden, 

temporary change in climate, a population already in decline due to habitat loss may have 

difficulty recovering losses due to a period of severe weather. 

I investigated the decline of Bank Swallows (Rzparia riparia) in California. 

Specifically, I analyzed the relative importance of several temporal and spatial factors for 

past population dynamics and, based on these results, assessed the persistence of this 

species within California under different ecological and management scenarios. 

Extensive population surveys for breeding colonies conducted in 1986 and 1987 

(Humphrey and Garrison 1987) confirmed earlier reports that Bank Swallows had been 

extirpated throughout much of their historical breeding range in California (Remsen 

1978); consequently, the species was listed as threatened in the state in 1989 (California 

Department of Fish and Game 1992). The primary cause of decline was habitat loss, 
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mainly as the result of the channelization of rivers by the State Reclamation Board and 

the U.S. Army Corps of Engineers (Remsen 1978, Humphrey and Garrison 1987, 

California Depai tiiient of Fish and Game 1992). Channelization involves limiting the 

natural meandering pattern of a river by using levees to control flooding and installing 

riprap, a form of bank revetment in which large boulder-sized rocks are placed from top 

to bottom along sections of a river's bank to minimize erosion. 

The Bank Swallow is a colonial bird that requires eroded vertical banks in which 

to dig burrows for nesting; these are often found along meandering waterways or coastal 

cliffs (Garrison 1999). Therefore, any land use activity that involves bank stabilization 

and the curtailment of erosion limits available habitat for this species. Although Bank 

Swallows will use human-made sites such as sand and gravel quarries, especially in 

eastern North America (Garrison 1999), these artificial sites are rarely used by Bank 

Swallows in California (Humphrey and Garrison 1987). As long as their remaining 

nesting habitat is protected, the Bank Swallows that currently occupy several colonies 

along the Sacramento River represent the greatest chance that this species will continue 

to be a part of the California avifauna. 

Bank Swallows along the Sacramento River make up over 70 percent of the 

remaining statewide distribution of this species (Schlorff 1997). Because of the location's 

obvious importance, the California Depaitiiient of Fish and Game has monitored colonies 

along the Sacramento River since 1986. General trends of all colonies combined 

illustrate two distinct periods of decline followed by periods of increase. Overall, the 

total number of active burrows has declined by 36% between 1986 and 2002 (Figure 1). 
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Figure 1. The number of Bank Swallow breeding pairs (calculated from 
the number of active burrows multiplied by a 45% occupancy 
rate) along the Sacramento River from river miles 144 to 243. 
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However, there was no significant linear trend in the data through time and it is unclear if 

1986 and 1987 reflect historical abundances or particularly good breeding years. 

Declines in the early part of the period may be attributed to drought conditions in the 

mid-late 1980's and more recent increases may reflect a delayed response to the relief 

from drought stress, combined with changes in bank protection activities (Schlorff 2001). 

The construction and maintenance of bank stabilization projects during the breeding 

season were identified as a major source of mortality, due to the collapse of active banks 

and the complete loss of reproduction at several colonies; these activities have been 

curtailed during this sensitive period since 1986 (California Department of Fish and 

Game 1992). In the long term, riprap renders that portion of the river uninhabitable for 

Bank Swallow colonies. Although this habitat loss must be minimized to preserve Bank 

Swallows in California, other relevant factors that may affect the dynamics of this 

Sacramento River population have yet to be identified using the full period of monitoring. 

Several temporal and spatial factors may be associated with trends observed 

within the Sacramento River Bank Swallow population. As this bird is intimately tied to 

erosional processes, river discharge likely plays an important role as well as the 

installation of riprap. Other potentially important temporal factors include weather 

variables such as temperature and precipitation. These factors have been associated with 

demographic change or population abundances of several bird species, including 

swallows (e.g. Bryant and Jones 1995, Szep 1995, McCarthy and Winkler 1999, and see 

Hoogland and Sherman 1976). Spatial factors may also be relevant if some of the 

colonies along the Sacramento River are located in less than optimum sites for breeding. 
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Bank Swallows prefer friable soils, characterized by small particle size (Garrison 1999). 

Ideally, however, soil should be sandy but not gravely, compact or high in organic matter 

(Peterson 1955, John 1991). Both Sharrock (1976) and Hjertaas (1984; as cited in 

Garrison 1999) state that Bank Swallows have a preference for sandy soils as opposed to 

clay or silts. Burrows in loose sand are generally deeper than those in compact soils and 

birds nesting in deeper burrows have greater breeding success (Sieber 1980; as cited in 

Garrison 1999). Presumably, protection from predators and climate increases, to some 

extent, with the depth of a burrow. Surrounding land use may also affect Bank Swallow 

population dynamics. Bank Swallow colonies along the Sacramento River are more 

often found adjacent to open areas such as sandy or grassy fields (Humphrey and 

Garrison 1987). However, foraging habitat may include wetlands, open water, 

grasslands, riparian woodlands, agricultural areas, shrublands and upland woodlands 

(Garrison 1999). Cliff Swallow (Petrochelidonpyrrhonota) colony size increased with 

land use diversity and varied inversely with the amount of cultivated cropland (Brown et 

al. 2002). Like Cliff Swallows, Bank Swallows are aerial insectivores that feed on a wide 

variety of flying insects, especially Hymenoptera, Diptera, and Coleoptera, (see Waugh 

1979, Garrison 1999) and land use patterns may affect prey availability (Benton et al. 

2002, Brown et al. 2002). Portions of the Sacramento River are currently undergoing 

restoration to native riparian forests. Thus, it is particularly important to determine if the 

surrounding habitat plays a role in the population dynamics of Bank Swallows. 

I used a metapopulation framework'to investigate factors influencing Bank 

Swallow population dynamics. Although Bank Swallows are migratory, they display a 
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fairly strong affinity to breeding and natal sites while allowing for some interchange 

between colonies. Site fidelity among recaptured birds in several studies ranges from 

55.6 to 92.0% (see Garrison 1999), and most colonies along the Sacramento River persist 

for less than seven years. Bank Swallows occupy habitat that is somewhat ephemeral in 

nature and may, therefore, persist through a balance between local extinction and 

recolonization of sites. Species that live in transient habitats have been described as 

archetypal metapopulations (Harrison and Taylor 1997). Examples include amphibians 

in small ponds, herbs on riverbanks, insects on weedy plants, snails on rocky outcrops 

and butterfly species vulnerable to bad weather or habitat change (Harrison and Taylor 

1997). Metapopulation models have also been applied in the study of bird populations 

(e.g. Lahaye et al. 1994, Akcakaya et al. 1995, Akcakaya and Atwood 1997, Reed et al. 

1998, McCarthy et al. 2000) including Neotropical migrants (e.g. Villard et al. 1992). 

In this study, I used a combination of spatially implicit, discrete time, state-

transition models to evaluate the relative importance of climate, river discharge, riprap, 

surrounding land use, soil, and year on the colonization and extinction dynamics of Bank 

Swallow colonies along the Sacramento River. In addition, I tested whether colonization-

extinction dynamics depended on within-population dynamics, a key assumption of 

metapopulation models. Finally, I used models fit through statistical analyses to explore 

consequences of further change in environmental and habitat variables. This study is 

limited to proximate factors linked to the breeding ground. However, since the primary 

concern is the continued return of this species to the State of California, any relevant 

factors herein will have important implications for management. 
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2. Methods 

2. 1. Study system 

The Sacramento River is the longest and one of the most important rivers in 

California; its drainage represents 17% of the state's land area and yields 35% of its water 

supply (Buer et al. 1989). The river runs for approximately 483 kilometres through 

California's Central Valley between the foothills of the Sierra Nevada and the Coast 

Mountain ranges. It winds its way from volcanic bedrock in the north to a more sinuous 

alluvial system and finally into delta mudflats in the south (Sacramento River Advisory 

Council 1998). The Sacramento/San Joaquin Delta is the interface between two 

meandering rivers and the San Francisco Bay estuary (Mount 1995). The Sacramento 

River drains 62,156 square kilometres and supplies approximately 80% of the delta in-

flow (Nature Conservancy of California 1999). 

Historically, bank erosion and lateral migration across the floodplain were natural 

processes (Buer et al. 1989). Currently, the watershed is intensely modified by dams, 

reservoirs, diversions, levees, flood control channels and land use change (CALFED Bay-

Delta Program, 2000), which reduce the size and quantity of sediment supply, decrease 

peak and total discharges, and alter the timing and source of water released back into the 

river (Mount 1995). Levees now span approximately 2,092 kilometres along the 

Sacramento River (Sacramento River Advisory Council 1998). 

Several initiatives have been undertaken since the 1980's to restore and enhance 

riparian habitat and associated wildlife along major sections of the Sacramento River. 

Management plans by both the Upper Sacramento River Fisheries and Riparian Habitat 
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Advisory Council, created in 1986 under Senate Bill 1086, and the CALFED Bay-Delta 

Program, a joint effort among state and federal agencies established in 1994, recognize 

the importance of restoring dynamic processes along the Sacramento River (Sacramento 

River Advisory Council 1998, CALFED Bay-Delta Program 2000). The Nature 

Conservancy, along with its partners, the United States Fish and Wildlife Service, 

California State University, Chico, and area farmers and ranchers, have also taken an 

active role by protecting over 8,094 hectares and restoring 1200 hectares of native 

riparian vegetation within the floodplain (Nature Conservancy of California 1999, D. 

Jukkola, pers. comm.). 

2.2. Monitoring data 

The California Department of Fish and Game has monitored the banks of the 

Sacramento River for the presence of Bank Swallow colonies in almost every year since 

1986. The most consistent and uniform portion of the data involves the monitoring 

between river mile 243, just below the Red Bluff Diversion Dam and Colusa at river mile 

144 (Figure 2). This area was surveyed in late May to early June in all years between 

1986 and 1992, and between 1996 and 2002. In total, this research represents 263 Bank 

Swallow colonies and 14 years of monitoring. 

Observations were made from ajet boat travelling downstream with the river 

current. When active colonies were located, the boat was positioned 10 to 20 metres 

from the site and two observers counted the number of active burrows (Schlorff 1997). 

The average of both counts was taken once they were within 10% of each other and then 
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Figure 2. The location of monitoring for Bank Swallow colonies along the 
Sacramento River in California. 
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rounded to the nearest ten. Active burrows are described by the presence of nesting birds 

and indications of recent burrowing activity or occupancy such as scratch marks, lack of 

spider webs and sufficient depth to indicate that it was not an abandoned excavation (R. 

Schlorff, pers. comm.). This method has been used as an index of population in other 

Bank Swallow studies (Szep 1991, Bryant and Jones 1995). One of the observers, Ron 

Schlorff, has taken part in the monitoring in all years, minimizing, to some extent, the 

observation error encountered when using different observers. Burrow counts, which 

represent one breeding pair, are then multiplied by a 45% occupancy rate (Schlorff 1997). 

The occupancy rate is based on earlier studies in which a random sample of colonies was 

selected and the occupancy of active burrows was determined by investigating each 

burrow directly using a flashlight. 

2.3. GIS analyses and landscape variables 

2.3.1. Colony location and site positioning 

During monitoring by the California Department of Fish and Game, the location 

of Bank Swallow colonies was determined to within one tenth of a river mile using aerial 

atlases and a river mile marker system assigned by the California Department of Water 

Resources-Northeth District. Throughout my analyses, I referred to each 0.1 mile 

sighting as a "colony" or site. These counts represented what observers in the field 

deemed one interacting colony (R. Schlorff, pers. comm.). I assumed that each site that 

had a Bank Swallow colony for at least one year during the period of monitoring was 

available habitat during all years. 
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I assigned sites for GIS analyses onto ArcView landscape coverages by dividing 

the length of the river between two river mile markers by ten and placing the sites along 

the river bank to the nearest tenth of a mile, based on the California Department of Water 

Resources (CDWR) river mile markers (2000). I assumed that areas categorized as 

gravel and having the appearance of low sandbars immediately adjacent to the river 

would generally not have Bank Swallow colonies. Therefore, I positioned those sites 

adjacent to gravel further back onto the nearest vegetation (see Appendix A). For GIS 

analyses, I used points to represent the center of colonies, even though colonies can range 

between two and 336 metres in length (Humphrey and Garrison 1987). The length of the 

actual bank used in each year was not available. 

The Sacramento River is an active, meandering and migrating channel; therefore, 

it is highly probable that a site located in 1986 may occupy a different location at that 

tenth of a river mile in 2002. To alleviate some of this displacement, I conducted two 

separate GIS analyses by placing all of the 263 sites on river channel maps from 1991 

and 1999 for the early and late monitoring periods respectively. I used a 1991 river 

channel map (CDWR 2000) to locate available sites for the 1986 to 1992 period; this 

river was nearest in time to this subset of the monitoring data. I used the existing river 

channel digitized within the 1999 riparian vegetation coverage (discussed below) to 

locate sites for the 1996 to 2002 time period. 

To test the accuracy of site placement, I used GPS data, which were available for 

29 of the sites in 2001 and 40 of the sites in 2002. I measured the distance between these 

GPS locations and the placement of colonies using methods described above, and found 
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that sites were displaced on average by 287 metres ± 200 SD but that the direction of 

displacement was not biased in any particular direction. To test how much this 

displacement might affect land use analyses, I conducted correlation analyses between 

the land use data calculated from these GPS sites and the land use data using my method 

of placement. All land use factors (described below) were positively and significantly 

correlated (riparian vegetation, r=0.64, p<O.001; developed land, r=0.68, p<O.001; and 

distance to nearest grassland, i- 0.53 p<0.001). However, the correlation factors indicate 

that a high degree of variation remains unexplained. Therefore, my measures of the 

surrounding land-use within the foraging range are somewhat "noisy". 

2.3.2. Land use analyses 

I categorized the landscape as riparian (i.e. riparian forests, oak forests, and 

gravel), grassland, or developed land (i.e. crops, orchards, and urban) using two separate 

vegetation layers mapped by the Geographical Information Center at California State 

University in Chico in conjunction with the California Department of Water Resources 

and the California Department of Fish and Game (2000, 2001). The earlier GIS layer 

was digitized from various aerial photographs taken between 1991 and 1998 (the areas in 

my analyses were mostly from 1993 to 1995) and was used to represent the landscape 

surrounding burrows between 1986 and 1992. No earlier riparian vegetation coverages 

are available. The second layer was digitized from aerial photographs taken in 1999 and 

was used to represent the landscape surrounding burrows between 1996 and 2002. 

I separated grasslands from other undeveloped land because they are structurally 

quite different from the riparian vegetation category and may be important for Bank 
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Swallows if they prefer to forage over open, natural areas (Humphrey and Garrison 1987, 

Schlorff 1997). I included all developed land in one category because transitions 

between crops and orchards were likely quite common during the study period (Greco 

1999). Similarly, I included gravel bars with the riparian vegetation because the 

transition of gravel to riparian habitat can occur within the time frame that I assumed land 

use was stable (Greco 1999). Greco (1999) calculated the transitions among land cover 

types for a smaller reach of the river between river miles 196 and 219. He found that no 

riparian vegetation was converted to crops or orchards, or vice a versa, between 1987 and 

1997, supporting my assumption that broad land use categories were constant during both 

7-year time periods. To evaluate the broad habitat types surrounding each colony, I 

placed a circle with a 200-metre radius around each site; Bank Swallows tend to forage 

within 50-200 metres of the colony when feeding nestlings (Garrison 2002). Grassland 

habitat was limited within the foraging area itself so I calculated the distance to grassland 

as a measure of its role in Bank Swallow population dynamics, instead of the area within 

the foraging range. 

To align river channel and land cover maps for the 1986 to 1992 data, I subtracted 

any land from the riparian vegetation layer that fell within the 1991 river channel and 

extrapolated from the remaining land the amount of land that would have been present in 

areas where the river channel on the riparian vegetation coverage was not contained 

within the 1991 river channel (see Appendix A). For example, if after removing the 

amount of land taken up by the 1991 river channel, the land remaining within the 200-

metre radius was comprised of an equal proportion of riparian and developed, I assumed 
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that the land which eroded away (as indicated by the 1995 river channel on the riparian 

vegetation file) was comprised of equal proportions of riparian and developed. The only 

exception occurred when a site was located adjacent to a riparian forest where the river 

simply migrated laterally. I assumed that the eroded area consisted of riparian vegetation 

in the past since a small patch of agriculture is not likely to have been present on the river 

side of a riparian patch (see Appendix A). 

I converted developed areas undergoing restoration to the land type that was 

planted (mixed riparian or grassland) three years after the initial planting to allow for a 

more accurate representation of the surrounding vegetation. I grouped restoration sites 

with disturbed lands during their first three years because restoration sites are actively 

managed for three years following planting and management practices may include 

herbicide spraying (Griggs and Golet 2002). 

2.3.3. Bank revetment 

To test the importance of riprap (or rock revetment), I used the Sacramento River 

Bank Revetment Inventory from the Center for Design Research at the University of 

California, Davis (Greco and Tuil 2002). Because the date of installation is not available 

for any rock revetment installed after 1983, I placed the riprap into two separate 

categories: old for installations prior to 1983 and new for any installed after this date. 

Old riprap would have definitely been in place prior to the Bank Swallow monitoring 

period, whereas new riprap may have been installed during the monitoring period. 

Riprap was categorized as present when it was located along the same bank and within 
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287 metres of a site (287 metres was used because this is the average displacement of 

sites using my methods when compared to the GPS sites, see above). 

2.3.4. Soil analyses 

To characterize the soil at each colony, I used a GIS coverage mapped by the 

Natural Resources Conservation Service in which aerial photos were overlain with soil 

type as determined by soil surveys conducted by the U.S. Department of Agriculture. I 

placed soil into four categories based on previous studies of soil used by Bank Swallows: 

clay and silty soils, strictly loam soils, all sandy soils (including four gravely loam sites) 

and strictly sand and gravel soils. 

I measured the soil along the bank, following the outline of the river, from each of 

the sites to 100 meters on either side. Since the average colony length was 66 metres ± 

12 SD in a previous study (Humphrey and Garrison 1987), 100 metres should be a good 

representation of the majority of colonies. The depth of an average burrow is 

approximately 62 ciii and all sites had consistent soil classifications that extended at least 

twenty metres back from the bank, justifying the use of a length measurement (as 

opposed to area) to categorize the soil. Since the soil surveys represented only the first 

stratum of deposited material, they may not represent the entire vertical face of the 

habitat. However, the prime location for burrows is near the tops of banks (Petersen 

1955, Sieber 1980 as cited in Jones 1987) where reproductive success is greatest 

(Hoogland and Sherman 1976). Burrows typically occupy only 15% of a bank's vertical 

face with 20% of the bank above and 65% of the bank below the colony (Humphrey and 

Garrison 1987). Therefore, the top portion of a bank's soil composition may play a 
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relevant role in the quality of a site, as long as the sedimentary layer is consistent 

throughout the bank. 

Soils were mapped using aerial photos taken from 1967 to 1996, so the river 

channel did not always align with the assigned colony sites. If the bank from one of my 

sites was located in water on the soil coverage, I extrapolated from whatever soil was 

present on the nearest bank on the same side of the river as the colony (see Appendix A). 

2.3.5. Correlation and Principal Components analyses 

To alleviate the problems incurred by correlations among landscape variables 

during the interpretation of the results, and to potentially reduce the number of variables, 

I conducted correlation and principal component analyses (Manly 1994). Since the 

models and the data that I used to predict the probability of colonization are different 

from those that I used to predict the probability of extinction (see Statistical Analyses), I 

analyzed the landscape variables for each data set separately. Landscape variables were 

often correlated, particularly between different kinds of land use (p<O.001) and different 

soil variables (p<O.0001), using both the colonization data set (Table la) and the 

extinction data set (Table lb). This was expected between the soil variables since these 

variables represent the entire range of possible soil textures for the area. This is also true 

of the riparian and developed variables since most of the surrounding land use was of 

either one or the other type. The negative and positive relationships between distance to 

grass and riparian and developed, respectively, are also not surprising since you would 

expect natural grasslands to be in closer proximity to natural riparian areas than to 

developed agricultural lands. The location of old riprap was not significantly correlated 



Table 1. Correlation coefficient (r) between landscape variables in the colonization (n2697) and extinction (n-459) data sets. 

riparian area dev. area dist. to grass old riprap new riprap clay-silty loam sandy gravely 

a. colonization data 

riparian area 
developed area 
dist. to grass 
old riprap 
new riprap 
clay-silty 
loam 
sandy 
gravely 

b. extinction data 

riparian area 
developed area 
dist. to grass 
old riprap 
new riprap 
clay-silty 
loam 
sandy 
gravely 

i.00 
-0.71 
-0.10 
-0.16 
-0.18 
-0.24 
0.03 
-0.09 
0.32 

1.00 
-0.68 
-0.16 
-0.10 
-0.16 
-0.16 
-0.01 
-0.07 
0.28 

-0.71 
1.00 
0.37 
0.20 
0.19 
0.25 
0.01 
0.06 
-0.33 

-0.68 
1.00 
0.44 
0.07 
0.19 
0.22 
0.10 
-0.05 
-0.33 

-0.10 
0.37 
1.00 
-0.02 
0.08 
0.12 
0.08 
-0.10 
-0.14 

-0.16 
0.44 
1.00 
-0.05 
0.17 
0.17 
0.13 
-0.18 
-0.21 

-0.16 
0.20 
-0.02 
1.00 
0.02 
0.05 
0.05 
0.11 
-0.19 

-0.18 
0.19 
0.08 
0.02 
1.00 
0.09 
0.10 
-0.01 
-0.18 

-0.10 -0.16 
0.07 0.19 
-0.05 0.17 
1.00 -0.07 
-0.07 1.00 
-0.03 0.04 
-0.06 0.05 
0.19 0.08 
-0.10 -0.18 

-0.24 
0.25 
0.12 
0.05 
0.09 
1.00 
-0.35 
-0.37 
-0.46 

0.03 
0.01 
0.08 
0.05 
0.10 
-0.35 
1.00 
-0.24 
-0.28 

-0.09 
0.06 

-0.10 
0.11 
-0.01 
0.37 
-0.24 
1.00 
-0.27 

0.32 
-0.33 
-0.14 
-0.19 
-0.18 
-0.46 
-0.28 
-0.27 
1.00 

-0.16 -0.01 -0.07 0.28 
0.22 0.10 -0.05 -0.33 
0.17 0.13 -0.18 -0.21 

-0.03 -0.06 0.19 -0.10 
0.04 0.05 0.08 -0.18 
1.00 -0.41 -0.45 -0.39 
-0.41 1.00 -0.23 -0.22 
-0.45 -0.23 1.00 -0.25 
-0.39 -0.22 -0.25 1.00 
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with the location of new riprap. However, both riprap categories were positively 

associated with developed land and negatively associated with riparian land. This simply 

reflects the propensity to riprap agricultural land. The most significant trends and 

strongest correlations between land use and soil texture illustrated a negative relationship 

between clay-silty soils and riparian areas and a positive relationship between gravely 

soils and riparian areas. The opposite trends were found between the same soil variables 

and developed areas and probably reflect a selection of clay-silty sites, as opposed to 

gravely sites, for agriculture. All other correlations, whether significant or not, likely do 

not make biological sense and were conducted simply to indicate any problematic 

correlations in the interpretation of the results. 

Principal components analyses indicated that I could explain more than 95% of 

the variation in the nine variables using seven principal components. I decided reduction 

from nine to seven variables was not sufficient to justify analyzing complex principal 

components over untransformed variables. However, I repeated PCA analyses, within 

land use and soil variables separately, to test whether interpretable patterns emerged. I 

did not succeed in reducing the number of variables in a principal component analysis of 

the three land use types in either the colonization or extinction data; the proportions 

explained by the third principal component were 0.0790 and 0.0854, respectively. 

However, I reduced the four soil factors to three principal components that cumulatively 

explained 99.87% of the variance in the original variables for the colonization data 

(Table 2a) and 99.75% of the variance in the extinction data (Table 2b). Thus, I used the 

three soil PCA variables, in subsequent analyses. 
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Table 2. The eigenvectors for the first three principal components in analyses 
including all four soil variables. 

Soil type PCi PC2 PC3 

a. colonization data 

clay-silty -0.7956 -0.2158 -0.0262 
loam 0.1590 0.5196 0.7056 
sandy 0.2155 0.4931 -0.7072 
gravely 0.5435 -0.6636 0.0356 

b. extinction data 

clay-silty -0.8039 -0.0888 0.0107 
loam 0.3328 0.1139 0.8168 
sandy 0.4262 -0.6761 -0.3521 
gravely 0.2476 0.7225 -0.4569 

2.4. Temporal environmental variables 

2.4.1. Year and river discharge 

I used several temporal factors as predictors in most of the models. I added year 

as a parameter in case a temporal trend is currently affecting Bank Swallow population 

dynamics. I also used the maximum river discharge before and during the breeding 

season, and weather variables such as temperature and precipitation. 

River discharge has a direct effect on erosional processes and, therefore, available 

habitat. High flows are beneficial before the breeding season (August 1 to February 28) 

because Bank Swallows prefer freshly eroded, vertical banks (Garrison 1999); the 

accumulation of scree can provide access to predators (Mead 1979a). However, high 
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flows during the breeding season (March 1 to July 31) would be detrimental since 

undercutting may lead to the sloughing off of an active colony (Humphrey and Garrison 

1987) and bankfull flows (approximately 2406 ems) could potentially drown nestlings. 

Since hydrographs of river discharge throughout the year are characterized by distinct 

periods of high flows and because one day of exceptionally high flow can have a 

significant impact on both the habitat and nesting Bank Swallows directly, I used the 

maximum river discharge (ems) during each of these two time periods, rather than a 

measure of average discharge over each period. Average discharge may mask the 

importance of peak events represented by maximum discharge and lead to less variation 

in river dynamics among years. Both rainfall and snowmelt contribute to the hydrology 

of the Sacramento River with greater importance likely placed on the former. Peak 

floods during the snowmelt are much smaller than peak floods during winter storms and 

have been attributed to the fact that the Sacramento River watershed is at a lower 

elevation than adjacent rivers that drain higher elevations (CALFED Bay-Delta Program 

2000). 

I obtained the river discharge data from the USGS Water Resources-California 

website. I used the river discharge data from the Sacramento River Bend Bridge station 

because it is located upstream of all the study sites and downstream of the Shasta Dam, 

and because available data covered the period of the present study. Several water 

diversion areas for irrigation and flood control located south of this monitoring station 

have an obvious impact on discharge downstream. However, discharge from the Bend 
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Bridge station should at least reflect yearly variations in flow for the entire monitoring 

area. 

2.4.2. Weather 

Survival and fecundity are both likely to decline during years with colder (or 

warmer) than average temperatures and/or higher (or lower) than average rainfall. One of 

the major inferences made in the literature for this relationship is the effect of weather on 

food resources (Lack 1966, Elkins 1983). Aerial insectivores are especially limited by 

poor weather conditions because cold, wet weather, for example, not only decreases the 

number of flying insects but also compromises the birds' foraging ability (Elkins 1983). 

The direct effect of extreme cold (or heat) and drought on survival also cannot be 

overlooked. I chose the average of the maximum daily temperatures during the breeding 

season (i.e. March 1 to July 31) to avoid the inclusion of nightly temperature readings 

included in average daily temperatures. Bank Swallows feed from dawn until dusk and 

nightly temperatures would not be relevant, especially since burrows would likely 

provide relief from colder temperatures. Nightly temperatures may also be more 

"forgiving" and may not accurately represent the level of heat stress experienced by birds 

during the day in this area of North America. The precipitation data includes 

precipitation for the entire twenty-four hour period and may, therefore, not reflect 

changes in behaviour for either birds or insects if most of the recorded precipitation 

occurred at night. However, the total amount of precipitation will have an affect on 

insect populations (i.e. if conditions are too dry, insect larvae may desiccate). The 

precipitation data represent monthly totals, averaged over the five months when the birds 
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are present. I obtained the weather data from the Northern California Climate Summaries 

posted on the Western Regional Climate Centre-Desert Research Institute website. I used 

the weather stations along the river that were closest to each sit and had records for the 

entire monitoring period; they include, from north to south, the stations at Red Bluff, 

Chico, Willows and Colusa. 

2.4.3. Correlation and Principal Components analyses 

I included temperature, precipitation and river discharge during the breeding 

season in the extinction models only (these factors did not apply to the colonization 

models since colonization implied the colonization of a previously unused site; weather 

variables cannot have an impact on a non-existent population). Year and river discharge 

before the breeding season, the only two temporal factors in the colonization models, 

were significantly, positively correlated (p=<O.0001) (Table 3a); it's possible that flows 

during the months of August and February have been regulated to run at a higher level 

over the course of the monitoring period. This trend was also present in the extinction 

data (p<O.000l). The only other temporal trend in the extinction data was a decrease in 

temperature through time (p<O.000l), although the strength of the correlation was fairly 

weak (Table 3b). River discharge before and during the breeding season was 

significantly correlated (p=O.006), which is not surprising since the regulation of flow at 

one point during the year is likely related to the regulation of flow later in the year. The 

significant correlation (p=O.0003) between river discharge before the breeding season and 

precipitation during the breeding season is likely spurious since precipitation measured 



Table 3. Correlation coefficient (r) between temporal variables in the colonization (n=2697) and extinction (n=459) data sets. 

Year River discharge (B) River discharge (D) Temperature Precipitation 

a. colonization data 

Year 

River discharge (B) 

b. extinction data 

Year 

River discharge (B) 

River discharge (D) 

Temperature 

Precipitation 

1.00 0.52 NA NA 

0.52 1.00 NA NA 

NA 

NA. 

1.00 0.54 -0.00 -0.22 -0.02 

0.54 1.00 -0.13 0.07 -0.17 

-0.00 -0.13 1.00 -0.19 0.22 

-0.22 0.07 -0.19 1.00 -0.69 

-0.02 -0.17 0.22 -0.69 1.00 

B = before the breeding season, D = during the breeding season 
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after the discharge has occurred should be irrelevant. River discharge during the 

breeding season was negatively related with temperature (p<O.0001) and positively 

related with precipitation (p<O.000l). Since temperature and precipitation were 

negatively related (p<O.000l) (as is often the case since it's generally colder on rainy 

days), the relationships between each of the weather variables and river discharge are 

self-evident. The strength of the correlation is greatest for an increase in river discharge 

before the breeding season through time and the negative relationship between 

temperature and precipitation (Table 3). 

I conducted principal components analyses with the temporal variables in the 

extinction data set only. I did not succeed in reducing the number of variables. In the 

first analysis, with all five temporal variables, the fifth principal component explained 

5.25% of the variance in all variables. In a second analysis, in which I removed year as a 

factor, the fourth principal component explained 7.69% of the variance in all variables. I 

decided to include all of the original variables, regardless of correlations, and discuss the 

implications in analyzing the results. 

2.5. Within-population indices 

To test the potential importance of within-population dynamics, I tested whether 

colonization and extinction probabilities depended on the number of burrows (an index of 

population size) the previous year, at three different distances: within-site, one kilometre 

and the entire monitoring area. The within-site variable applied to the extinction models 

only since sites available for colonization would be empty the previous year. For the 

colonization models, I used the number of burrows within one kilometre; this distance 
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has sometimes been suggested as representing one active colony (Humphrey and 

Garrison 1987). The importance of this variable may indicate a high level of dispersal 

within this range. I used the total of all active burrows within the monitoring area in both 

sets of models in case birds are exchanged along this entire length of river. Because the 

river is a meandering system, I used radial distances as opposed to an "as the crow flies" 

along the river distance. Although both variables were significantly correlated in both 

sets of analyses (Table 4), I chose not to run principal components analyses on these 

variables since there were only two of them in each set. The strength of the correlation 

was fairly weak, therefore, there still exists a fair amount of unexplained variation 

between these two variables to justify using both in my analyses. 

Table 4. Correlations between population indices. 

number of burrows within 
the entire monitoring area 

number of burrows 
within one kilometre 
(colonization only) 

number of burrows 
at individual colonies 
(extinction only) 

0.22 

0.16 
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2.6. Statistical analyses 

I analyzed the colonization and extinction dynamics of Bank Swallow colonies 

using logistic regression models (SAS LOGISTIC Procedure, 2000). Logistic regression 

models quantify the colonization and extinction rates as a function of the spatial, 

temporal, and population variables described above (Morris and Doak 2002). I used the 

turnover of sites to mark both colonization and extinction events. 

Before proceeding with model selection, Burham and Anderson (1998) suggest 

testing the fit of the "global" model, which is the most parameterized model in the 

candidate set. I analyzed the fit of the global model, as well as the selected "best" 

models, using logistic regressions of the observed versus the fitted values for that 

particular model (McCarthy et al. 2000). Specifically, if a model provides a good fit, the 

slope of the logistic regression should be equal to one and the intercept should be zero. 

2.6.1. Model selection using the information theoretic approach 

I used the information theoretic approach to test the importance of suites of 

variables for extinction and colonization rates. I grouped the variables into 7 categories: 

temporal trend, land use, bank revetment, soil, river discharge, weather, and population 

indices (Table 5). Since my objective was to understand Bank Swallow population 

dynamics with regard to these general categories, testing each variable separately, and in 

every possible combination, would likely be confusing and futile. Rather, I looked at all 

of the possible combinations among these "groups" of factors. The 64 models that I fitted 

to the colonization data and the 128 models that I fitted to the extinction data are listed in 

Tables 6 and 7, respectively. Variables were normalized to a mean of zero and a variance 
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of one to allow comparison of coefficients and to obtain an average rate of colonization 

and extinction from the intercepts of the models. 

Table 5. The broad categories and the individual variables included in them for both 
the colonization and extinction models. 

Category Variables in Variables in 
colonization models extinction models 

temporal trend 

land use 

bank revetment 

soil texture 

river discharge 

weather 

population burrows within 1 km 
total number of burrows 

year 

riparian area 
developed area 
distance to grassland 

old riprap 
new riprap 

principal component 1 
principal component 2 
principal component 3 

max. cms before breeding 

year 

riparian area 
developed area 
distance to grassland 

old riprap 
new riprap 

principal component 1 
principal component 2 
principal component 3 

max. cms before breeding 
max. cms during breeding 

avg. max. temp-breeding 
avg. mo. precip-breeding 

burrows at site 
total number of burrows 

Total in global model 
(plus intercept) 

13 16 
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Table 6. The models that were fit to the data to predict the probability of colonization 
using logistic regression. 

Groups of variables included Number of parameters 

NULL-Intercept only 1 
soil PCs, land use, year, discharge, riprap, burrows 13 
soil PCs, land use, year, discharge, riprap 11 
soil PCs, land use, year, discharge, burrows 11 
soil PCs, land use, year, riprap, burrows 12 
soil PCs, land use, discharge, riprap, burrows 12 
soil PCs, year, discharge, riprap, burrows 10 
land use, year, discharge, riprap, burrows 10 
soil PCs, land use, year, discharge 9 
soil PCs, land use, year, riprap 10 
soil PCs, land use, discharge, riprap 10 
soil PCs, year, discharge, riprap 8 
land use, year, discharge, riprap 8 
soil PCs, land use, year, burrows 10 
soil PCs, land use, discharge, burrows 10 
soil PCs, year, discharge, burrows 8 
land use, year, discharge, burrows 8 
soil PCs, land use, riprap, burrows 11 
soil PCs, year, riprap, burrows 9 
land use, year, riprap, burrows 9 
soil PCs, discharge, riprap, burrows 9 
land use, discharge, riprap, burrows 9 
year, discharge, riprap, burrows 7 
soil PCs, land use, year 8 
soil PCs, land use, discharge 8 
soil PCs, year, discharge 6 
land use, year, discharge 6, 
soil PCs, land use, riprap 9 
soil PCs, year, riprap 7 
land use, year, riprap 7 
soil PCs, discharge, riprap 7 
land use, discharge, riprap 7 
year, discharge, riprap 5 
soil PCs, land use, burrows 9 
soil PCs, year, burrows 7 
land use, year, burrows 7 
soil PCs, discharge, burrows 7 
land use, discharge, burrows 7 

cont... 
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Table 6. The models that were fit to the data to predict the probability of colonization 
using logistic regression. 

Groups of variables included Number of parameters 

year, discharge, burrows 5 
soil PCs, riprap, burrows 8 
land use, riprap, burrows 8 
year, riprap, burrows 6 
discharge, riprap, burrows 6 
soil PCs, land use 7 
soil PCs, year 5 
soil PCs, discharge 5 
soil PCs, riprap 6 
soil PCs, burrows 6 
land use, year 5 
land use, discharge 5 
land use, riprap 6 
land use, burrows 5 
year, discharge 3 
year, riprap 4 
year, burrows 4 
discharge, riprap 4 
discharge, burrows 4 
riprap, burrows 5 
soil PCs 4 
land use 4 
year 2 
discharge 2 
riprap 3 
burrows 3 
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Table 7. The models that were fit to the data to predict the probability of extinction 
using logistic regression. 

Groups of variables included Number of parameters 

NULL-Intercept only 1 
soil PCs, land use, year, discharge, riprap, weather, burrows 16 
soil PCs, land use, year, discharge, riprap, weather 14 
soil PCs, land use, year, discharge, riprap, burrows 14 
soil PCs, land use, year, discharge, weather, burrows 14 
soil PCs, land use, year, riprap, weather, burrows 14 
soil PCs, land use, discharge, riprap, weather, burrows 15 
soil PCs, year, discharge, riprap, weather, burrows 13 
land use, year, discharge, riprap, weather, burrows 13 
soil PCs, land use, year, discharge, riprap 12 
soil PCs, land use, year, discharge, weather 12 
soil PCs, land use, year, riprap, weather 12 
soil PCs, land use, discharge, riprap, weather 13 
soil PCs, year, discharge, riprap, weather 11 
land use, year, discharge, riprap, weather 11 
soil PCs, land use, year, discharge, burrows 12 
soil PCs, land use, year, riprap, burrows 12 
soil PCs, land use, discharge, riprap, burrows 13 
soil PCs, year, discharge, riprap, burrows 11 
land use, year, discharge, riprap, burrows 11 
soil PCs, land use, year, weather, burrows 12 
soil PCs, land use, discharge, weather, burrows 13 
soil PCs, year, discharge, weather, burrows 11 
land use, year, discharge, weather, burrows 11 
soil PCs, land use, riprap, weather, burrows 13 
soil PCs, year, riprap, weather, burrows 11 
land use, year, riprap, weather, burrows 11 
soil PCs, discharge, riprap, weather, burrows 12 
land use, discharge, riprap, weather, burrows 12. 
year, discharge, riprap, weather, burrows 10 
soil PCs, land use, year, discharge 10 
soil PCs, land use, year, riprap 10 
soil PCs, land use, discharge, riprap 11 
soil PCs, year, discharge, riprap 9 
land use, year, discharge, riprap 9 
soil PCs, land use, year, weather 10 
soil PCs, land use, discharge, weather 11 
soil PCs, year, discharge, weather 9 

cont... 
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Table 7. The models that were fit to the data to predict the probability of extinction 
using logistic regression. 

Groups of variables included Number of parameters 

land use, year, discharge, weather 9 
soil PCs, land use, riprap, weather 11 
soil PCs, year, riprap, weather 9 
land use, year, riprap, weather 9 
soil PCs, discharge, riprap, weather 10 
land use, discharge, riprap, weather 10 
year, discharge, riprap, weather 8 
soil PCs, land use, year, burrows 10 
soil PCs, land use, discharge, burrows 11 
soil PCs, year, discharge, burrows 9 
land use, year, discharge, burrows 9 
soil PCs, land use, riprap, burrows 11 
soil PCs, year, riprap, burrows 9 
land use, year, riprap, burrows 9 
soil PCs, discharge, riprap, burrows 10 
land use, discharge, riprap, burrows 10 
year, discharge, riprap, burrows 8 
soil PCs, land use, weather, burrows 11 
soil PCs, year, weather, burrows 9 
land use, year, weather, burrows 9 
soil PCs, discharge, weather, burrows 10 
land use, discharge, weather, burrows 10 
year, discharge, weather, burrows 8 
soil PCs, riprap, weather, burrows 10 
land use, riprap, weather, burrows 10 
year, riprap, weather, burrows 8 
discharge, riprap, weather, burrows 9 
soil PCs, land use, year 8 
soil PCs, land use, discharge 9 
soil PCs, land use, riprap 9 
soil PCs, land use, weather 9 
soil PCs, land use, burrows 9 
soil PCs, year, discharge 7 
soil PCs, year, riprap 7 
soil PCs, year, weather 7 
soil PCs, year, burrows 6 
soil PCs, discharge, riprap 8 
soil PCs, discharge, weather 8 

cont... 
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Table 7. The models that were fit to the data to predict the probability of extinction 
using logistic regression. 

Groups of variables included Number of parameters 

soil PCs, discharge, burrows 8 
soil PCs, riprap, weather 8 
soil PCs, riprap, burrows 8 
soil PCs, weather, burrows 8 
land use, year, discharge 7 
land use, year, riprap 7 
land use, year, weather 7 
land use, year, burrows 7 
land use, discharge, riprap 8 
land use, discharge, weather 8 
land use, discharge, burrows 8 
land use, riprap, weather 8 
land use, riprap, burrows 8 
land use, weather, burrows 8 
year, discharge, riprap 6 
year, discharge, weather 6 
year, discharge, burrows 6 
year, riprap, weather 6 
year, riprap, burrows 6 
year, weather, burrows 6 
discharge, riprap, weather 7 
discharge, riprap, burrows 7 
discharge, weather, burrows 7 
riprap, weather, burrows 7 
soil PCs, land use 7 
soil PCs, year 5 
soil PCs, discharge 6 
soil PCs, riprap 6 
soil PCs, weather 6 
soil PCs, burrows 6 
land use, year 5 
land use, discharge 6 
land use, riprap 6 
land use, weather 6 
land use, burrows 6 
year, discharge 4 
year, riprap 4 
year, weather 4 

cont... 
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Table 7. The models that were fit to the data to predict the probability of extinction 
using logistic regression. 

Groups of variables included Number of parameters 

year, burrows 4 
discharge, riprap 5 
discharge, weather 5 
discharge, burrows 5 
riprap, weather 5 
riprap, burrows 5 
weather, burrows 5 
soil PCs 4 
land use 4 
year 2 
discharge 3 
riprap 3 
weather 3 
burrows 3 

Parameter estimates in the logistic regression analyses were obtained by 

maximum likelihood. I compared the models using AIC, an extension of AIC adjusted 

for small sample sizes (Burham and Anderson 1998). AIC is based on maximum log-

likelihood values and the number of parameters in the model and, therefore, discriminates 

against over-parameterized models: 

AIQ = -2 log ((0)) +2K ± [2K(K+1)/n-K-1] 

where ((0)) is the likelihood of the parameters given the data, K is the number of 

parameters in the model, and n is the number of data points (Burham and Anderson 

1998). The model with the lowest AIC (or AIC) value is best supported by the data. 

One of the great advantages of using AIC is that it allows you to rank models from best to 

worst using the difference in AIC values and gives you an indication of the relative 



35 

support for different models. No such formal framework to compare multiple models 

exists using classical hypothesis tests. Models that may be equally valid using hypothesis 

testing, where models are individually compared to a null model, can be ruled out based 

on their AIC rankings. However, models may be equally valid using AIC values as well. 

If the difference between a candidate model and the "best" model is two or less, both 

models must be considered as the "best" approximating models. Models with AIC values 

within two to four of the best model show weak evidence that they are not the best 

models, whereas models with AIC values within four to ten of the best model show 

increasingly strong evidence that they are not the best models. If the AIC difference is 

greater than ten, there is very strong evidence that that model is not the best model 

(Burnham and Anderson 1998). 

I estimated both model selection uncertainty and the contribution of each category 

of factors to the models using Akaike weights (Burham and Anderson 1998). Akaike 

weights describe the relative likelihood of a model, or the weight of evidence in favour of 

a model being the actual best model (Burham and Anderson 1998); basically, it is the 

relative likelihood of a model given the data and the set of candidate models. I assessed 

the relative contribution of each group of factors by adding the Akaike weights for all of 

the models containing that group of variables (Burham and Anderson 1998). For 

example, to assess the contribution of the weather factors, I added the Akaike weights of 

all the models that had both temperature and precipitation as variables. If a group of 

variables had a combined weight of more than 0.25, 1 assumed that it was an important 
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group. This is an arbitrary cut off; since these numbers represent a relative weight, 

readers may draw their own conclusions. 

To assess the contribution of each individual variable, I multiplied the 

standardized coefficients, obtained in each logistic regression model, by the weight of 

that model and summed these values over all candidate models within ten AICc of the 

best model. I applied the same principle to the standard error of each coefficient and 

multiplied this model-averaged standard error by two to obtain a confidence limit around 

the coefficient. I used these model-averaged coefficients to make predictions under 

different ecological and management scenarios. If model-averaged confidence limits for 

a factor did not overlap zero, I concluded that there was support for a positive or negative 

relationship with colonization or extinction. Otherwise, I concluded that a factor's effect 

could not be determined, even if it was part of a well-supported category of factors. 

To test the importance of error in linking colonies and landscape data, I created 

reduced data sets in which I removed all of the most questionable sites (i.e. sites in areas 

of active meandering, or where factors such as land use or soil had to be extrapolated; see 

Appendix B for the location and reason behind the removal of each site). Iran all of the 

above analyses a second time using these reduced data sets in case any signal from the 

land use, soil or riprap factors would be made clearer when the more questionable sites 

were removed. Since the importance of these groups of factors did not increase 

appreciably, and because their influence on the colonization and extinction dynamics is 

undetermined in either case (see Results), I chose to present the results from the full data 

set only. In addition, the reduced data set was biased towards the later years of the data 
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because most of the sites that I found questionable to place onto the GIS layers were from 

the earlier part of the data set. Therefore, the full data set depicts a clearer representation 

of the temporal variability. I present relevant exceptions in the Results section. 

2.7. Metapopulation model 

I used model-averaged colonization and extinction parameters to model 

metapopulation dynamics using an internal colonization model (Levins 1969): 

Aft = jft(lft)iDeft 

where f is the fraction of sites that are occupied in year t, i is a constant that measures 

how the probability of local colonization of empty sites increases with the number of 

available sites (i = pa/f), p,, is the probability of local colonization and p. is the 

probability of local extinction. Setting the equation to zero, the fraction of occupied sites 

at equilibrium, F*, becomes: 

F*=1pdi 

I then used exploratory models of statistically supported factors to assess the fraction of 

occupied sites under various conditions of climate change. 
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3. Results 

3.1. Model fit 

The global colonization model fit the data reasonably well. In a logistic 

regression analysis of the observed versus expected values from the global model, the 

parameter estimate and confidence limits for the intercept and the slope were 

-0.0674 (-0.8498, 0.715) and 0.9995 (0.6375, 1.3615), respectively. The global 

extinction model also fit the data. The estimate and confidence interval of the intercept 

was 0.00308 (-0.2123, 0.2185) and the estimate and confidence interval of the slope was 

0.9891 (0.7171, 1.2611). All of the intercepts overlapped zero and all of the slopes 

overlapped one for the selected best models, the models within ten AIC, for both the 

colonization and extinction data. 

3.2. Colonization model selection 

Overall, I found strong support only for increased colonization probability over 

time. The "best" model, the model with the lowest AICC value, indicated that the 

probability of colonization increased over time and with maximum river discharge before 

the breeding season. Since the model with just year as the predictor variable was within 

two AICC of the best model it could not be ruled out as the best model. The AICc values 

and Akaike weights of all the models within ten AIQ of the best model are listed in 

Table 8. 
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Table 8. The results of the logistic regression models predicting the probability of 
colonization, including the number of parameters, the AICC value, the Akaike 
weight, and the AICC difference between each model and the "best" model. 

Model Parameters AIC 

year, discharge 3 1671.558 0.000 0.2993 
year 2 1672.360 0.802 0.2003 
year, discharge, land use 6 1674.078 2.520 0.0849 
year, discharge, riprap 5 1674.530 2.972 0.0677 
year, burrows 4 1674.939 3.381 0.0552 
year, discharge, burrows 5 1675.032 3.474 0.0527 
year, riprap 4 1675.329 3.771 0.0454 
year, land use 5 1675.397 3.839 0.0439 
year, discharge, land use, riprap 8 1676.737 5.179 0.0225 
year, discharge, soil PCs 6 1677.231 5.673 0.0175 
year, discharge, land use, burrows 8 1677.597 6.039 0.0146 
year, land use, burrows 7 1677.893 6.335 0.0126 
year, burrows, riprap 6 1677.943 6.385 0.0123 
year, soil PCs . 5 1678.015 6.457 0.0119 
year, discharge, burrows, riprap 7 1678.045 6.487 0.0117 
year, land use, riprap 7 1678.071 6.513 0.0115 
year, discharge, land use, soil PCs 9 1679.795 8.237 0.0049 
year, discharge, riprap, soil PCs 8 1680.144 8.5.86 0.0041 
year, discharge, land use, riprap, burrows 10 1680.290 8.732 0.0038 
year, land use, riprap, burrows 9 1680.589 9.031 0.0033 
year, burrows, soil PCs 7 1680.603 9.045 0.0033 
year, discharge, burrows, soil PCs 8 1680.714 9.156 0.0031 
year, riprap, soil PCs 7 1680.923 9.365 0.0028 
year, land use, soil PCs 8 168 1.060 9.502 0.0026 

difference between model i and the best model, w1 Akaike weight for model i. 

The Akaike weights for the individual models were not exceptionally strong. The 

best model, with year and discharge as predictor variables, was only about one and half 

times as likely as the next best model with just year as the predictor variable. However, 

the best model was over one hundred times more likely than the last of the twenty-four 

models selected. The summed Akaike weights for groups of variables supported the 
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importance of a temporal trend (0.9970) and perhaps river discharge (0.5927) with less 

emphasis on the surrounding land use (0.208 8), riprap (0. 1893), the number of burrows at 

different distances (0.1763) and soil (0.0556). The value of the weighted standardized 

coefficient for year (Table 9) further illustrated the importance of a temporal trend in the 

colonization dynamics. However, the role of river discharge before the breeding season 

and of all the other variables in the analyses, were not strongly supported because all of 

their confidence iniervals overlapped zero. 

Table 9. The weighted standardized coefficients and their confidence limits in order of 
their influence on the colonization rate calculated from the best models. The 
95% confidence limits were calculated from the weighted standard errors of the 
variables. 

Variable coefficient lower C. L. upper C. L. 

Intercept -2.2851 -2.4214 -2.1488 
Year 0.3003 0.1514 0.4493 
Max. river discharge (before) 0.0703 -0.0135 0.1540 
Distance to grass 0.0284 -0.0021 0.0588 
New riprap -0.0110 -0.0364 0.0143 
Number of burrows (m) -0.0108 -0.0371 0.0156 
Developed land -0.0076 -0.0544 0.0391 
Old riprap 0.0072 -0.0170 0.0314 
Number of burrows (1 km) 0.0070 -0.0159 0.0298 
Soil PC  -0.0019 -0.0086 0.0048 
Riparian land -0.0008 -0.0430 0.0413 
Soil PC3 -0.0005 -0.0071 0.0062 
Soil PC2 0.0002 -0.0066 0.0070 

m represents the entire monitoring area used in these analyses 
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3.3. Extinction model selection 

I found strong support for relationships between river discharge, the number of 

burrows, and weather and extinction. Out of the one hundred and twenty eight models 

that I fit to the extinction data, nineteen cannot be entirely ruled out as the selected "best" 

model (Table 10). There was strong support for the first three models, all of which 

included river discharge, the number of burrows, and weather factors as predictor 

variables. The Akaike weights indicated that the best model, with river discharge, the 

number of burrows, weather, and riprap was only a little over one and half times more 

likely than the second model without riprap, and over twice as likely as the third model 

that included the additional variable of year. However, the best model was almost one 

hundred times more likely than a model that did not include the number of burrows (third 

last model selected in the group of nineteen) and over one hundred times more likely than 

a model with just discharge and the number of burrows (second last model selected) or 

discharge and weather (last model selected). Therefore, I concluded that all three groups 

of variables, river discharge, weather, and population indices, in combination, are 

important to the extinction dynamics of Bank Swallow colonies along the Sacramento 

River. 

I explored the role of these variables further by examining their summed Akaike 

weights and the weighted standardized coefficients. The Akaike weight for river 

discharge (0.9966), the number of burrows (0.9866), weather (0.9753), riprap (0.63 12) 

and year (0.3023), are all fairly high and indicated a strong influence on the extinction 

rate. The summed Akaike weights for soil (0.1502) and land use (0.0568) showed that 
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Table 10. The results of the logistic regression models predicting the probability of 
extinction, including the number of parameters, the AICc value, the Akaike 
weight, and the AICc difference between each model and the "best" model. 

Model Parameters AIC w1 

discharge, burrows, weather, riprap 9 582.019 0.000 0.3433 
discharge, burrows, weather 7 583.130 1.111 0.1970 
discharge, burrows, weather, riprap, year 10 583.806 1.787 0.1405 
discharge, burrows, weather, year 8 584.700 2.681 0.0898 
discharge, burrows, weather, riprap, soil 12 585.417 3.398 0.0628 
discharge, burrows, weather, soil 10 586.554 4.535 0.0356 
discharge, burrows, weather, riprap, year, 13 587.450 5.431 0.0227 
soil 
discharge, burrows, weather, riprap, 12 587.593 5.574 0.0212 
land use 
discharge, burrows, weather, year, soil 11 588.486 6.467 0.0135 
discharge, burrows, weather, land use 10 588.880 6.861 0.0111 
discharge, burrows, weather, riprap, year, 13 589.264 7.245 0.0092 
land use 
discharge, burrows, riprap, year 8 589.987 7.968 0.0064 
discharge, burrows, riprap 7 589.999 7.980 0.0064 
discharge, burrows, weather, year, 11 590.484 8.465 0.0050 
land use 
discharge, burrows, year 6 591.021 9.002 0.0038 
discharge, burrows, weather, riprap, soil, 15 591.074 9.055 0.0037 
land use 
discharge, weather, riprap 7 591.159 9.140 0.0036 
discharge, burrows 5 591.691 9.672 0.0027 
discharge, weather 5 591.940 9.921 0.0024 

iAIC difference between model i and the best model, w1=Akaike weight of model i. 

these factors are of less importance. The weighted standardized coefficients, and 

the confidence limits for the variables within these groups, are listed in Table 11. 

Individually, temperature appeared to have the greatest effect on the extinction rate, 

indicating that the probability of extinction increased with colder temperatures during the 

breeding season. The extinction rate also appeared to increase with maximum river 
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discharge before the breeding season and decreased with the number of burrows present 

at a site the previous year and with the average amount of precipitation during the 

breeding season in the previous year. The confidence limits of all other variables 

overlapped zero, which made their contribution to the extinction rate ambiguous. 

Table 11. The weighted standardized coefficients and their confidence limits in order of 
their influence on the extinction rate, calculated from the best models. 

Variable coefficient lower C. L. upper C. L. 

Intercept 0.3496 0.1494 0.5498 
Temperature -0.5163 -0.8317 -0.2009 
River discharge (before) 0,4932 0.2497 0.7366 
Number of burrows (site) -0.3705 -0.5904 -0.1506 
Precipitation -0.3503 -0.6424 -0.0582 
Old riprap 0.1079 -0.0255 0.2413 
Number of burrows (m) 0.0972 -0.1929 0.3873 
New riprap -0.0921 -0.2175 0.0333 
River discharge (during) 0.0535 -0.2090 0.3161 
Year 0.0223 -0.0508 0.0954 
Soil PC2 0.0220 -0.0077 0.0518 
Soil PCi 0.0096 -0.0186 0.0379 
Riparian land 0.0067 -0.0084 0.0218 
Distance to grass 0.0041 -0.0076 0.0158 
Soil PC3 -0.0037 -0.0343 0.0270 
Developed land -0.0023 -0.0185 0.0138 

m represents the entire monitoring area used in these analyses 

3.4. Full versus reduced data sets 

I obtained very similar results using both data sets to predict the probability of 

colonization with one notable exception. The importance of the number of burrows 

increased substantially (0.6592), leading to a decrease in the probability of colonization 
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with an increase in the number of active burrows within the entire monitoring area the 

previous year. It may be reasonable to assume that when the overall number of active 

burrows is up, colonizing birds are very likely more attracted to some of these larger 

colonies than they are to empty, available sites. However, since the reduced data is 

biased towards the later years of the data and therefore, towards lower abundances, this 

relationship likely levels off at high abundances and may explain why the signal 

deteriorated in the full data set. 

The general findings were also similar for both data sets predicting the probability 

of extinction. The only notable exception was a decrease in the importance of riprap 

(0.2 190). However, since the confidence intervals for both of the riprap variables 

overlapped zero, using either the full or reduced data set, I could not determine the effect 

of these variables on the extinction dynamics. 

3.5. Exploratory models to depict changes in metapopulation dynamics 

This population did not represent a stable metapopulation. Although the average 

colonization rate exceeded the average extinction rate, the confidence intervals for the 

two rates overlapped (Table 12). I calculated a 95% confidence interval using model-

averaged standard errors for the intercept. It is possible, under current conditions, that 

the extinction rate could exceed the colonization rate, driving the entire population to 

extinction. The equilibrium fraction of sites occupied predicted from the average rates 

(0.06) is less than what was actually observed during monitoring (0.15). Thus, the 

metapopulation has not yet reached equilibrium, there were fluctuations in the rates, or I 

have not accurately captured the average rates. However, when I explored all 
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combinations within the confidence limits of the average rates, the fraction of occupied 

sites varied between -0.15 and 0.24, overlapping the average occupancy rate observed 

during the study. 

Table 12. The estimate and confidence limits of the average maximum colonization 
and extinction rate using the weighted coefficients and their weighted standard 
errors. 

Maximum colonization rate Extinction rate 

average coefficient 
lower confidence limit 
upper confidence limit 

0.624 
0.551 
0.706 

0.587 
0.537 
0.634 

In addition, I explored the consequences of changes in statistically-supported 

factors that are at least partially under human control: river discharge, controlled at 

Shasta Dam, and temperature and precipitation, both predicted to change due to 

anthropogenic climate change. Although it is extremely difficult to predict the exact 

course of future weather conditions, it is possible to examine the effect of various 

scenarios on the equilibrium metapopulation. I used the predictions of global climate 

change models (Gleick 1987, Walther et al. 2002) to examine the effects of shifts in 

precipitation and temperature patterns on the equilibrium metapopulation. Global climate 

models consistently predict a general increase in the overall temperature for California 

(Gleick 1987, U. S. Environmental Protection Agency 2000, Intergovernmental Panel on 

Climate Change 2001, Krotz 2002, Snyder et al. 2002, Walther et al 2002, Union of 
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Concerned Scientists 2003). Changes will be greatest during the winter months and 

could range between a 0.3 to a 1.0 degree Celsius increase per decade in the Central 

Valley (Walther et al. 2002). Precipitation predictions are more variable, but most 

models predict that precipitation will increase in the winter, leading to more frequent 

flooding along the river, and will decrease in the summer, leading to an increase 

occurrence of drought (Gleick 1987, U. S. Environmental Protection Agency 2000, 

Intergovernmental Panel on Climate Change 2001, Krotz 2002, Snyder et al. 2002, 

Walther et al 2002, Union of Concerned Scientists 2003). 

I used various combinations of a zero, 0.3, 0.7 and 1.0 degree Celsius increase per 

decade in temperature, a zero, ten and twenty percent decrease in summer precipitation 

per decade, and a zero, ten and twenty percent increase per decade in river discharge 

before the breeding season. After adjusting colonization and extinction rates for these 

changes, I calculated the equilibrium metapopulation ten and twenty-five years into the 

future. At ten years into the future, most scenarios (22 out of 31) predicted a larger 

fraction of occupied sites at equilibrium than that predicted from the average rates, but 

nine scenarios predicted a lower fraction. Conditions appeared to deteriorate slightly 

twenty-five years into the future as eleven of the scenarios predicted a lower fraction of 

sites, seven of which predicted extinction (fractions equal to zero or less) (Table 13). At 

the lowest predicted temperature change of 0.3 Celsius per decade, the negative effects of 

changes in river discharge and/or precipitation begin to outweigh the positive effects of a 

change in temperature. 
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Table 13. The fraction of occupied sites at equilibrium ten and twenty-five years into the 
future using the average weighted coefficients and different combinations of 
predicted trends in climate variables. 

Conditions fraction of sites occupied 

actual average from data 
predicted from models 

Temperature Precipitation River discharge 10 years 
(°C) 
same down 10% 
same down 20% 
same same 
same same 
up 0.3 same 
up 0.3 down 10% 
up 0.3 down 20% 
up 0.3 same 
up 0.3 same 
up 0.3 down 10% 
up 0.3 down 20% 
up 0.3 down 10% 
up 0.3 down 20% 
up 0.7 same 
up 0.7 down 10% 
up 0.7 down 20% 
up 0.7 same 
up 0.7 same 
up 0.7 down 10% 
up 0.7 down 20% 
up 0.7 down 10% 
up 0.7 'down 20% 
up 1.0 same 
up 1.0 down 10% 
up 1.0 down 20% 
up 1.0 same 
up 1.0 down 10% 
up 1.0 same 
up 1.0 down 20% 
up 1.0 down 10% 
up 1.0 down 20% 

0.15 
0.06 

25 years 

same 0.03 -0.01 
same 0.01 -0.07 

up 10% 0.03 -0.02 
up 20% 0.00 -0.09 
same 0.12 0.19 
same 0.09 0.12 
same 0.06 0.05 

up 10% 0.08 0.11 
up 20% 0.05 0.03 
up 10% 0.06 0.04 
up 10% 0.03 -0.03 
up 20% 0.03 -0.04 
up 20% 0.00 -0.10 
same 0.17 0.34 
same 0.14 0.27 
same 0.11 0.20 

up 10% 0.13 0.26 
up 20% 0.10 0.18 
up 10% 0.11 0.19 
up 10% 0.08 0.12 
up 20% 0.07 0.11 
up 20% 0.05 0.04 
same 0.22 0.46 
same 0.19 0.39 
same 0.16 0.33 

up 10% 0.18 0.38 
up 10% 0.15 0.31 
up 20% 0.16 0.32 
up 10% 0.13 0.24 
up 20% 0.12 0.23 
up 20% 0.10 0.16 
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4. Discussion 

Bank Swallows along the Sacramento River in California did not conform to a 

simple metapopulation structure. Simple models assume that all patches are equal and 

that the probabilities of colonization and extinction are constant through time and space 

(Hanski 1997). In my study, the colonization rate tended to increase over time and the 

extinction rate depended on the number of burrows at the site the previous year, 

indicating the possibility of ecological differences among sites. The probability of 

extinction also varied with weather and river discharge. These fluctuating rates may 

explain why this metapopulation may not be at equilibrium. Below, I discuss possible 

mechanisms for different correlates of colonization and extinction dynamics. 

'1.1. Temporal trend 

The cause for a temporal increase in the probability of colonization is unknown, 

but could be related to a decrease in available habitat, leading to a greater number of 

smaller colonies. For example, in assuming that a site occupied in one year was available 

in all years, I also assumed that sites did not change from one year to the next. If half of 

an existing site were riprapped, the length of available bank at that site would be shorter, 

thereby accommodating a smaller number of burrows. If this were to occur at a number 

of sites, and if the number of birds in one year along the entire Sacramento River were to 

return the next year, following such habitat change, they would need to distribute 

themselves across a greater number of smaller colonies. However, simple regression 

analyses of the number of colonies through time and the size of colonies through time 
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showed no significant trends (p=0.85 and p=0.86, respectively). Alternatively, this 

temporal trend in the probability of colonization may simply reflect unrecorded changes 

in site quality such as the removal of accumulated scree at the bottom of banks by natural 

hydrological processes, meaning that a bank which became colonized later in time might 

not have been attractive in previous years, contrary to my assumption that all sites were 

equally attractive in all years of the monitoring period. The number of colonizations that 

occurred on "new" sites, as opposed to sites that had been occupied at some time in the 

past, did show a significant linear increase in time (p=0.05, r=O.63). 

4.2. Weather variables 

The effect of temperature and precipitation on bird populations has been well 

documented (Lack 1966, Elkins 1983). Weather factors have been linked to several 

demographic variables as well as overall population abundance. Cold, wet weather 

caused increased mortality of Tanagers (Piranga sp.) and other aerial-foraging species in 

New Hampshire (Holmes et al. 1986), and a decrease in hatching success of Greenshanks 

(Tringa nebularia) in North-west Scotland (Thompson et al. 1986). Also in Scotland, 

hens (Capercaillie sp.) reared more chicks during years of warmer spring temperatures 

with fewer rain days (Moss et al. 2001), while in the grasslands of North America, 

Vesper Sparrows (Pooecetes gramineus), Horned Larks (Eremophila alpestris) and 

Western Meadowlarks (Sturnella neglecta) abandoned nests during a period of extremely 

hot weather (George et al. 1992). Since my study was purely correlative, processes are 

strictly inferred based on general knowledge about bird populations. Nonetheless, I will 
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speculate about possible mechanisms by which temperature and precipitation could affect 

colonization and extinction rates. 

High or low temperatures could plausibly lead to an increase in extinction rates 

through direct effects on individual birds. The temperature range over which normal 

activities can be maintained without an increase in metabolic energy is called the 

thermoneutral zone (Gill 1990). At temperatures above or below this thermoneutral zone, 

animals must spend energy to maintain their body temperature. For example, in cold 

weather, birds may achieve this by shivering. Alternatively, an animal may seek refuge, 

such as roosting in burrows, and, thereby, suspend other activities, such as feeding, until 

conditions improve. Whether a response to temperature conditions outside the 

thermoneutral zone is behavioural or physiological in nature, cold and heat stress 

generally cost energy. Over the course of this study, Bank Swallows may have 

experienced periods of unfavourable temperatures leading to an overall decrease in the 

survival rates of either or both adults and fledglings, resulting in an increase in the 

probability of extinction at lower temperatures. 

Lower than average temperatures would also have implications for the 

physiological requirements of invertebrate prey, and colder temperatures may have led to 

a decrease in their abundance in certain years. Insect activity increases with increasing 

temperature (Haskell 1966, Taylor 1963) and trap catches show an increase in insect 

abundance and species richness with temperature (Taylor 1963, Turner 1983). These 

studies were conducted in temperate climates and may not be as relevant to the 

Mediterranean climate of the Central Valley of California, where it is generally hot and 
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dry in the summer. However, insects are adapted to local conditions and extreme 

fluctuations in weather have the potential to affect the level of insect activity. Therefore, 

not only would Bank Swallows require a greater amount of food to maintain normal 

metabolic requirements due to colder temperatures, but they may also need to spend 

additional energy in acquiring it if food resources are reduced. Bank Swallows tend to 

make longer foraging trips when food conditions are poor, and foraging distances have 

been negatively correlated with both insect abundance and temperature (Bryant and 

Turner 1982). It is possible that adults must forage greater distances or for longer periods 

during bad weather at a cost to both themselves and developing fledglings. Bank 

Swallows spend more metabolic energy in poor weather, likely related to changes in 

foraging strategy and food supply (Westerterp and Bryant 1984). High stress during cold 

spring weather, when insects have not yet accumulated, may be the reason that mortality 

declines over the breeding period (Mead 1979b). 

Bank Swallows also delay breeding during periods of bad weather (Cowley 

1979). Svensson (1986) detected a critical temperature range below which temperatures 

deterred the onset of egg-laying and suggested that the abundance of flying insects was 

likely the critical factor. This could lead to declines in overall population growth rate 

since productivity also declines during the breeding season (Hjertas et al. 1988) and the 

survival ofjuveniles is often linked to the date of fledging (Cowley 1979, Persson 1987). 

However, even though Turner (1982) found that foraging rates were depressed during 

bad weather, to the point where females could not meet their daily energy requirements, 

she suggested that Bank Swallows may be less likely to delay breeding, compared to 
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some swallow species, since both the male and female Bank Swallow share in the 

incubation duties. 

Variation in precipitation can also lead to fluctuations in bird population size. 

Dry years during the monitoring period may have reduced population size, increasing the 

probability of extinction. Some of the studies described above link productivity to both 

temperature and precipitation (Westerterp and Bryant 1984, Holmes et al. 1986, 

Thompson et al. 1986, Moss et al. 2001). Additionally, breeding is often delayed after 

dry winters in Mediterranean areas while wet winter and spring conditions lead to an 

increase in populations (Elkins 1983). The annual variation in abundance of several bird 

species in Wisconsin and Michigan were correlated with a period of severe drought 

(Blake et al. 1989), while the density of six common bird species declined significantly 

during a period of drought in North Dakota (George et al. 1992). In examining the long-

term declines of winter resident warblers in Puerto Rico, Faaborg and Arendt (1989) 

found that the period with the lowest recorded populations corresponded to severe 

drought conditions on the breeding grounds. Located along a constant water source, 

Bank Swallows are not likely to experience the effects of low precipitation directly. 

However, the region has experienced a period of drought over the course of the study, 

which may have had an impact on the insect prey community. In warmer climates, insect 

development is often limited by high temperatures and moisture stress. For example, hot, 

dry conditions in the summer reduce populations of aphids(Drake 1994). Several studies 

have linked population declines of European Bank Swallows (Sand Martins) to drought 

conditions on their wintering grounds in Africa, although, the direct mechanism of 
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decline was not determined (Cowley 1979, Persson 1987, Bryant and Jones 1995, Szep 

1995). 

Bird populations can be limited by prey availability (Lack 1966, Elkins 1983, 

Martin 1987, Boutin 1990, Stuart Simons and Martin 1990, Rodenhouse and Holmes 

1992), and a relationship to food resources is often inferred from correlations between 

weather conditions and population fluctuations or demographic parameters (Lack 1966, 

Elkins 1983, Holmes et al. 1986, Thompson et al. 1986, Greenwood and Baillie 1991). 

More elaborate studies have measured both the abundance of prey as well as recorded 

climate conditions and related them to variation in bird populations. The density of 

farmland birds in Scotland was significantly related to insect abundance, agriculture and 

climate (Benton et al. 2002). In a study of over-wintering warblers in India, rainfall 

affected both vegetation and arthropod production, which were then associated with 

differences in body mass and population density of warblers (Madhusudan and Price 

1996). At times, it is likely impossible to separate the effects of food and weather due to 

the strong interaction between the two (Rodenhouse and Holmes 1992). It is also 

difficult to separate the effects of precipitation and temperature since these variables are 

often correlated. The general pattern of all of these studies also illustrates that 

populations appear to be limited by cold, wet weather in temperate climate, and hot, dry 

weather in and and Mediterranean climates. 
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4.3. River discharge 

Assuming that maximum river discharge is positively correlated with erosion, it is 

not surprising that the probability of extinction increased with river discharge. Sites used 

the previous year may wash out, and returning birds may choose to join nearby colonies 

or establish new colonies nearby. However, if the latter were true, maximum river 

discharge should have influenced the probability of colonization as well as extinction. 

Perhaps some banks used the previous year simply slough off in the first year of high 

discharge and it is not until this accumulated scree is washed away during consecutive 

years of erosion that a bank becomes suitable once more for colonization. Sites with an 

accumulation of scree at the base are generally avoided by Bank Swallows (Ghent 2001) 

as it provides easy access to predators from below (Mead 1979a). 

4.4. Within-population indices 

Although the number of burrows the previous year did not play a major role in 

colonization dynamics, larger colonies were less prone to extinction. This may either 

reflect a greater probability of one bird returning to an existing site when more birds 

occupy it, or it could be indicative of greater site fidelity to more favourable areas. Bank 

Swallows return more consistently to successful breeding sites (Freer 1979). 

Alternatively, these results may indicate that within-site dynamics are important to 

understanding the dynamics of this threatened population. For example, larger colonies 

would be less susceptible to extinctions through demographic, genetic, and environmental 

stochasticity. Also, population growth rates within these smaller colonies may be lower, 
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compared to larger colonies, due to inefficiencies related to group foraging and predator 

defense at smaller colonies. 

4.5. Land use 

I have shown that the surrounding land use within the foraging range is not 

appreciably relevant to colonization and extinction dynamics. Although the data for 

these factors were somewhat noisy due to the displacement of sites, these findings reflect 

the general consensus of researchers in the area. Bank Swallows nest adjacent to a 

variety of vegetation types (Humphrey and Garrison 1987, Garrison et al. 1987). 

However, the importance of the surrounding land use cannot be ruled out based solely on 

these analyses. It is possible that responses to surrounding land use extend beyond the 

200 metre foraging range that I used in my analyses. In addition, data to conduct finer 

grain analyses that would include transitions within the broad land use groups that I used 

(i.e. crops vs. orchards vs. fallow within the developed category and gravel vs. willow vs. 

mature forest within the riparian category) were not available. 

4.6. Soil 

I was surprised that soil did not play a larger role in the colonization process. It 

could be that soil would differentiate more between used and unused sites. As I only 

looked at sites that have had colonies at some point in time, the variation within these 

colonies may not be great enough to make an overall difference on colonization and 

extinction processes. It is also possible that soil analyses conducted for agricultural 
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purposes (<0.5 metres deep) are not indicative of soil conditions for the entire site since 

the average height of banks where colonies are found is 3.3 m ± 1.7 SD and the average 

distance of the top burrow to the bank top is 0.7 m ± 0.1 SD (Humphrey and Garrison 

1987). In my general observations of the river, the soil at the top of most colonies looked 

fairly consistent throughout the bank. There is also the issue of the displacement of sites. 

However, the soil classification should have been fairly accurate; although soil texture 

differed among sites, it was uniform across large areas of the landscape. 

4.7. Riprap 

I was also surprised that riprap did not play a larger role in both colonization and 

extinction rates. Again, it is possible that the displacement of sites may have introduced 

a level of noise to these data. I included all riprap within 287 metres of a site to ensure 

that, if riprap were installed at a site, it would be included, even if the placement of the 

site was inaccurate. This may have had the effect of including riprap on sites when in 

actuality it was placed over two hundred metres away. It is also possible that, even 

though riprap has destroyed colonies along the Sacramento River since the 1960s 

(S.chlorff 1997) and was instrumental in the reduction of habitat and population loss 

across the state (see Introduction), it has not had a detectable effect on the Sacramento 

River population within this period of monitoring. Colonies were lost due to bank 

protection between 1986 and 1988 (Garrison 1991, as cited in Schlorff 1997), but most 

new bank protection projects in the early to mid nineties were installed downstream of 
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major colonies (Schlorff 1997). More accurate data of the exact timing of the installation 

of riprap would increase the efficiency of these analyses. 

4.8. Other factors 

Other factors, not measured in this study, could also be important to the 

probability of colonization, although some of these maybe difficult to measure, at least 

on a regular basis. For example, if an activity requiring heavy machinery occurred along 

the bank at the time of arrival, a potential colonizer may chose to keep looking, 

regardless of the physical conditions of the bank itself. Perhaps one of the greatest 

attractors for a colonial species is the presence of other birds. However, that still leaves 

the question of what attracted those initial colonizers to that particular site along the river. 

Bank height and slope have been positively correlated with the number of burrows 

(Humphrey and Garrison 1987) and are likely important factors in the colonization 

process, but data were not available for my analyses. 
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5. Management implications 

It is difficult to determine whether this population is viable based on my results. 

The confidence limits around the average rates of colonization and extinction indicate the 

possibility of metapopulation extinction, a system that is at equilibrium, and a system that 

is not at equilibrium. Overall, climate change models suggest the continuing existence of 

Bank Swallows in California. However, the risk of extinction due to climate cannot be 

dismissed, especially since current temperature trends seem to be opposite to those 

predicted from most climate change models. A regression analysis using temperature 

data over the past 97 years (Northern California Climate Summaries posted on the 

Western Regional Climate Centre-Desert Research Institute website) indicated a 

significant decline in spring/summer temperature (i.e. temperature over the breeding 

season; p=O.000'7, r=O.34). 

The only potential Bank Swallow management directives related to this study 

involve riprapping of the riverbank, changing river flow, and altering the surrounding 

land use. Although the presence or absence of riprap did not appear to play a significant 

role in the colonization and extinction of Bank Swallow colonies over the course of this 

monitoring period, it could not be entirely ruled out based on these analyses. Also, 

common sense suggests that there is a limit as to how much of the existing river can be 

covered up and still maintain a healthy Bank Swallow population. If no eroding banks 

are exposed for colonization, Bank Swallows cannot occupy the river. There is currently 

approximately 102 km of riprap within the Bank Swallow monitoring area (derived from 

GIS layers) and Schlorff (2001) claims that if all planned new bank protection sites were 
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riprapped, the habitat could be severely affected. As proposed in a 1992 Bank Swallow 

Recovery Plan, it would be extremely beneficial to investigate where along the river this 

riprap has been proposed and whether or not it will affect sites used over the course of the 

monitoring period: 

"In order to accomplish the goals of Bank Swallow habitat protection and species 
recovery, the Department recommends that a critical review and analysis of 
existing and proposed bank stabilization projects be initiated. The heart of Bank 
Swallow conservation and recovery strategy must include the option to avoid 
impacts to habitat. An important step in this process will be the critical evaluation 
of all proposed projects that will impact known Bank Swallow colonies and 
potential habitat" (California Department of Fish and Game 1992, p.9). 

Earlier studies indicated that there is a surplus of habitat so that not all available 

banks are occupied every year (Garrison 2002). It would be worthwhile to determine the 

role of this surplus by documenting the available versus the used habitat each year. 

Metapopulations require a surplus of habitat and if this surplus disappears, it may become 

necessary to create habitat more quickly than natural erosion rates allow. Presumably, if 

most land adjacent to agricultural areas is eventually riprapped and becomes unavailable 

(worst case scenario), natural, protected areas will have to provide the bulk of Bank 

Swallow habitat. If these natural areas do not consistently provide habitat every year, due 

to the sloughing of banks, increasing river discharge before the breeding season could 

wash away scree along banks in these areas (alternatively, it could just create more 

sloughing). Hopefully, this would ensure that steep, vertical banks are available in all 

natural areas year after year. This would put excessive strain on riprap along agricultural 

areas, but this may be negated by more upkeep of the bank revetment itself. 
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Another potential problem would involve an increase in the repeated use of sites, 

leading to an increase in parasite load within the burrows. In two separate studies, on the 

effect of parasites on Bank Swallows, ectoparasites, in general, decreased the body mass 

of nestlings (Santos Alves 1997), while ticks, in particular, reduced the reproductive 

success of adults (Szep and Moller 1999). However, sometimes blood loss is not 

sufficient to actually kill nestlings (Whitworth and Bennett 1992) and the cost of 

parasitism in colonial species may be countered by an increased investment in 

antiparasite defenses (Moller et al. 2001). Also, although burrows are reused, the actual 

nesting material is replaced at the start of each breeding season (Garrison 1999), which 

may reduce the potential increase in parasite loads if burrows are used year after year. 

Generally, a better understanding of the processes of erosion along the Sacramento River 

and how quickly new banks are created would help elucidate long term habitat needs. 

Plans to restore natural processes will undoubtedly benefit these Bank Swallows but it 

would be valuable to link any current studies of erosional processes to population trends. 

With respect to the surrounding land use, it does not appear that restoration of 

natural habitat will interfere with the current population or that planting herbland cover as 

opposed to riparian tree species is warranted at this time. However, the importance of the 

surrounding land use also cannot be ruled out based solely on my analyses. 

In addition to the re-introduction of natural hydrological processes and the 

maintenance of existing sites (or at least the number of available sites), further, in-depth 

study of this population is warranted. It would be beneficial to determine exactly how 

weather factors affect this population. Because temperature and precipitation were highly 
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correlated, I could not separate these effects. However, given the climate of the area, it is 

likely that precipitation and the occurrence of drought played a greater role than a decline 

in temperature. As precipitation predominantly occurs before the breeding season, 

including precipitation data during this time period (as opposed to simply when the birds 

are present) may better reflect the effect of drought conditions on invertebrate prey. 

Obtaining Bank Swallow demographic data from a few key sites, along with data on 

insect availability and weather would be ideal, given personnel time and adequate 

funding. Based on such findings, alterations in pesticide use may be important in years 

of drought in order to maintain prey populations. 

Determining the extent to which colonies interact by measuring dispersal would 

help validate whether or not this population is actually a metapopulation or simply 

reflects a population in a patchy habitat. Return rates (barring mortality) would likely be 

high given the level of site fidelity in other studies, but determining them would depend 

on capturing most birds along the entire 160 km stretch of the river where most colonies 

are located. Mist netting along a flowing river has inherent difficulties. Most 

demographic studies of Bank Swallows are conducted in sand quarries where researchers 

are able to capture birds as they exit burrows at first light. 

In the meantime, determining what influences within-population dynamics, the 

number of breeding pairs within a colony (determined from burrow counts), is a valuable 

avenue for future research. For example, models that describe trends at individual 

colonies may help explain why there are yearly fluctuations in the entire population. One 

could examine the relative importance of density independent, density dependent with a 
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time lag, and random noise models (with and withOut temporal variables) using the 

number of burrows at individual sites that have been active for three consecutive years or 

more. 
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Appendix A. Illustrations of GIS site placement and extrapolations. 

:.: riparian 
developed 
grassland 

r  gravel 
water 

a. Example illustrating the placement of a site behind what I assumed was a sandbar. 

river channel = from land-use 
layer 

IE1flh1 clay and silt 
loam 
sand 
gravel 
river on 
soil layer 

b. Example of a site located in the river on the soil GIS. I used the 
nearest bank for the soil measurement. 
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rea requiring 
extrapolation 

1991 river 
channel 

. riparian 
developed 

B grassland 
iffiillii gravel 
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c. Example of the extrapolation of the land that has eroded away since 1991. I assumed 
that the eroded land consisted of both riparian and developed since both are adjacent 
to the river on the GIS land use file. 

area requiring 
extrapolation 

Site 158.8 

D 

foraging range 

1991 river 
channel 
riparian 
developed 
grassland 
gravel 
water 

d. This example is similar to example c. with the exception that I assumed that the 
surrounding land-use that eroded away consisted of riparian only since there is no 
developed land adjacent to the riverbank on the GIS land use file. 
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Appendix B. List of sites that were removed (due to difficulties in extrapolating 
GIS information) to create the reduced data set. 

River mile Years Major meander Sandbar Landscape Soil 
or cutoff extrapolation extrapolation 

144 1L '86-'92 X 
1443L '86-'92 X 
144.3L '96-'02 X 
1449R '86-'02 x 
1454R '86-'92 X 
1464L '86-'92 X 
1465L '86-'92 X 
147 OL '86-'92 X 
1472L '86-'92 X 
1472L '96-'02 X 
1472R '86-'92 X 
1474R '86-'92 X 
1505L '86-'92 X 
1540L '86-'92 X 
1546L '86-'92 X 
1547L '86-'92 X 
155 OL '86-'92 X 
155. 1L '86-'92 X 
155.7R '86-'02 X 
1559R '86-'02 X 
156.3L '86-'92 X 
1563L '96-'02 X 
1564R '86-'92 X 
156.5R '86-92 X 
1566L '86-'92 X 
156.6L '96-'02 X 
156.8L '86-'92 X 
1569L '86-'92 X 
1570L '86-'92 X 
157 OR '86-'92 X 
157.1L '86-'92 X 
157.3L '86-'92 X X 
157.3L '96-'02 X 
157.6L '86-'02 X 
162.2L '86-'02 X 
164.8L '86-'92 X 

cont... 
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River mile Years Major meander Sandbar Landscape Soil 
or cutoff extrapolation extrapolation 

165.5L '86-'92 
1657L '86-'92 
165.8L '86-92 
166.5R. '86-92 
1666R '86-'92 
1672L '86-'92 
167.9L '86-'92 
168.5R. '86-'92 
1686R '86-'92 
168.8L '86-'92 
169.9R '86-'92 
171.2R. '86-'92 
171 4R '86-'92 
171.5R. '86-'92 
171.8L '86-'92 
171.8L '96-'02 
1720L '86-'92 
173 1L '86-'02 
173.6L '86-'92 
173.6L '96-'02 
173.8R. '86-'92 X 
173.8R. '96-'02 X 
1740L '86-'92 X 
1740L '96-'02 X 
174.OR '86-'02 X 
174.2L '86-'92 
1742R '96-'02 X 
1744L '86-'92 
1744L '96-'02 
1745L '86-'92 
1745L '96-'02 
1770L '86-'92 
1775L '86-'92 
1776L '86-'92 
179.0R. '86-'02 
1794R '86-'92 
1825L '86-'92 
182.6R '96-'02 

X 

x
x
x
x
x
x
x
x
x
 

x 

x 

x 

x 
x 

cont... 
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River mile Years Major meander Sandbar Landscape Soil 
or cutoff extrapolation extrapolation 

182.8L '86-'92 X 
183.OL '86-'02 X 
185.OL '86-'92 X 
185.1L '86-'92 X 
185 1R '96-'02 X 
185.5L '86-'92 X 
185.5L '96-'02 X 
185.5R '86-'92 X 
185.7R '86-'92 X 
186.2R '86-'02 X X 
1865R '86-'02 X 
187.4R '86-'02 X X 
187.6R '86-'02 X 
1898R '86-'92 X 
191.2L '86-'92 X 
1912L '96-'02 X X 
191.5L '86-'02 X 
191.8R '86-'92 X 
1920L '86-'92 X 
192.4L c86c92 X 
193.OR '86-'02 X 
194.5L 96-'O2 X 
194.5R '86-'02 X 
1952L '86-'92 X 
195.5R '86-'02 X 
195.6L c8692 X 
1960L '86-'02 X 
2008L '86-'92 X 
201 OR '86-'92 X 
201.3R '86-'92 X 
201.4R '86-'92 X 
201.5L '86-'02 X 
201.5R '86-'92 X 
202.3R '86-'92 X 
202.5R '86-'92 X X 
203.OL '96-'02 X 
2034L '86-'92 X X 
203.4L 96-'O2 X X 

cont... 
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River mile Years Major meander Sandbar Landscape Soil 
or cutoff extrapolation extrapolation 

205.5R '86-'92 
205.7R '86-'92 
205.8L '86-'92 
205.8L '96-'02 
207.2R '86-'92 
207.5R '86-'92 
208.9L '86-'92 
208.9L '96-'02 
2095L '86-'02 
209.8R '86-92 
210 OR '86-'92 
211 OL '86-'92 
211.4R '86-'92 
212.OL '86-'02 
213 OL '86-'92 
213.5L '86-'02 X 
217.2L '86-'92 
2183R '86-'92 
2184L '86-'92 
2184L '96-'02 
219.8R '86-'92 
221.OL '86-92 
221.OR '86-'92 
221.4L C96O2 
221.5L '86-'92 
223 OR '86-'92 
225 1L '86-'92 
225.5R '86-'92 
2260L '86-'02 
226.1L '86-'02 
2262L '86-'02 
228.8L '86-'92 
2309L '86-'02 
231.2R '86-'92 
231.3L '86-'92 
231.9R '96-'02 
232 OR '86-'02 
2322L '86-'92 
232.2L '96-'02 
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x 

x 
x 

x 

x 
x 

x 
x 

x 

x 

x 

x 

x 

cont... 
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River mile Years Major meander Sandbar Landscape Soil 
or cutoff extrapolation extrapolation 

2324R '86-'92 X 
2328L '86-'92 X X 
232.8L '96-'02 X 
232.8R '86-'92 X 
2334L '86-'92 X 
233.5R '86-'92 X X 
233.5R '96-'02 X 
234 1L '86-'92 X X 
234.1L '96-'02 
234.3L 86-'O2 X X 
2343R '86-'92 X X 
234.3R '96-'02 X X 
2349R '86-'92 X 
235 OR '86-'92 X 
235 1R '86-'92 X 
2364R '86-'92 
236.5R '86-'92 
2366R '86-'92 
2369R '86-'92 X 
2369R '96-'02 
2372R '86-'92 X 
2372R '96-'02 X 
238.OR '86-'92 
238.5R '86-'92 
239.OR '86-'92 
239.2R '86-92 
239.5L '86-'92 X 
239.5R '86-'92 X 
241.5L '86-'92 
241.6L '86-'92 
242.8L '86-'92 x

x
x
x
x
x
x
x
x
 

x 

x 

X 

R = right side of river travelling downstream, L = left side of river travelling downstream 


