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Abstract

Motivated by the underlying desire to identify novel, physically reasonable resource states

for measurement-based quantum computation (MBQC), this thesis explores two seem-

ingly unrelated topics in some detail. The first is a study of the circumstances under

which multiqubit quantum states that are equivalent to cluster states of the same size

under stochastic local operations and classical communication (SLOCC) are either deter-

ministic or probabilistic resource states, with the aim of identifying new resource states

that are related to, but non-trivially different from, the cluster states. The second is

an analysis of the properties of the ground state of a potentially physically realisable

coupled-cavity quantum electrodynamics model called the Jaynes-Cummings-Hubbard

(JCH) model. The hope is that the ground state of the model can in fact serve as a

universal resource for MBQC.

In the first study, I identify two classes of 1D states in the SLOCC-equivalence class

of 1D cluster states that constitute resources for random-length single-qubit rotations,

in one case quasi-deterministically (N − U − N states) and in another probabilistically

(B− U− B states). In contrast to the cluster states, the N− U− N states exhibit spin

correlation functions that decay exponentially with distance, while the B−U−B states

can be arbitrarily locally pure. I also show that a two-dimensional square N−U−N lattice

is a universal resource for quasi-deterministic measurement-based quantum computation,

and that cubic B−U−B states can be locally converted to 2D universal resource states.

In the second study, the Density Matrix Renormalization Group (DMRG) algorithm

is used to characterize the ground states of the 1D JCH model in the regime of low

photon densities, and compare it to the 1D ground state of the Bose-Hubbard (BH)

model. Numerical results indicate that a Tonks-Girardeau regime, in which the photons

are strongly fermionized, appears between the Mott-insulating and superfluid phases as
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a function of the intercavity coupling.

The final chapter of the thesis outlines the initial progress that I have made in deter-

mining whether the 1D JCH ground state can serve as a resource for universal single-qubit

rotations in the MBQC picture, as well as directions for future investigation.
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Chapter 1

Introduction to Measurement-Based Quantum

Computing and Stochastic Local Operations and

Classical Communication

1.1 Abstract

In Ch. 2 of this thesis, I present a publication concerning Measurement-Based Quantum

Computation with cluster states that have been transformed by Stochastic Local Op-

erations and Classical Communication. The paper contains an extensive introduction

providing most of the background that is necessary to understand the technical details.

Nevertheless there is still much that is assumed in terms of background information,

which is necessary in order for the reader to appreciate the motivation of the work and

put the results in context. This chapter is therefore intended as an introduction to the

different fields covered by the paper: quantum information science, Measurement-Based

Quantum Computing (MBQC), Matrix Product States (MPS) and equivalence of states

under Stochastic Local Operations and Classical Communication (SLOCC).

1.2 A Whirlwind Introduction to Quantum Information

1.2.1 Quantum computers

Quantum computing is the field of computing using quantum mechanics (I will make

this statement more precise shortly). Computation is fundamentally a physical process;

computers represent and manipulate information using electronic components (transis-
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INTRODUCTION TO MBQC AND SLOCC 1.2. Quantum Information

tors, resistors, capacitors, diodes, etc.) under conditions that can generally be described

adequately using classical mechanics. Ordinarily, circuit component sizes, currents, en-

ergies and so on are macroscopic, and the Bohr correspondence principle [8] applies. I

will refer to computing devices for which this is true as a classical computer from now

on. Classical computers have been getting ever more powerful over time, with larger

memories and faster processors requiring a constantly increasing number of electronic

components [9]. In order for computers to remain a reasonable size, the components

themselves have to become smaller and smaller over time. Eventually, integrated circuits

will likely be so small that the correspondence principle will no longer apply, and they

will behave quantum mechanically.

That being said, the prospect of computers using quantum devices is tremendously

exciting. Such computers, which I shall henceforth call quantum computers, appear to be

significantly more powerful than their classical counterparts. Algorithms have been de-

veloped for quantum computers that are better than the best-known classical methods,

for wide-ranging applications including factoring [10] and other algebraic or number-

theoretical problems, graph problems [11], database searching [12], efficient simulation of

quantum systems [13, 14], unbreakable cryptography [15] and so on. By ’better,’ I some-

times mean that the quantum algorithm requires fewer time steps than the equivalent

classical algorithm (e.g. factoring), and sometimes that the task is not even known to be

possible classically (e.g. unbreakable cryptography). Not even mentioned are the quan-

tum algorithms that simply have no classical analogue. The applications and associated

citations given here are by no means exhaustive, and providing a truly comprehensive

list would be both impossible and outside the scope of this thesis. Fortunately, extensive

references exist on these subjects; see, for example, Refs. [16, 17, 18].

If a quantum algorithm can solve a problem more efficiently (i.e. with fewer timesteps)

than the best possible classical algorithm, the algorithm is often said to provide a quan-
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tum speedup. In fact, although as mentioned above there are several known quan-

tum algorithms that are more efficient in this sense than the best known classical algo-

rithm, there is actually no proof that there fundamentally exists any quantum speedup!

More formally, computer scientists divide problems into complexity classes, based on the

asymptotic dependence of the number of timesteps for the solution on the size of the

input. The complexity class of problems of input size n that can be solved with poly(n)

timesteps on a classical computer is called P, and for those that can be solved with

poly(n) timesteps and bounded error on a quantum computer is called BQP. It is clear

that BQP contains P, because any classical algorithm can be efficiently simulated on a

quantum computer with a qubit register that remains always in a computational basis

state. It is not known, but rather strongly suspected and fervently hoped, that BQP is

strictly larger than P [19].

1.2.2 Qubits, qudits and single-qudit (pure) states

The basic unit of information for a quantum computer is a two-level quantum system,

called a qubit. A qubit can be realised in a variety of two-level systems (see Ch. 7

of Ref. [19] for an introduction). It is the quantum analogue of the classical bit, a

system that has two possible states (for example, a circuit that is either open or closed),

traditionally labelled ‘0’ and ‘1’. The natural basis states of the two-level system encoding

the qubit are traditionally labelled |0〉 and |1〉, and the basis set {|0〉, |1〉} is called the

computational basis. Qudits are the natural generalisation of qubits to d-level systems;

a qubit is the special case of a qudit for which d = 2, and the computational basis states

for a qudit are denoted {|i〉}d−1
i=0 . Similarly, I will refer to classical systems with d possible

states as dits.

One key difference between dits and qudits is the superposition principle. A qudit can

exist not just in a computational basis states, but also in an arbitrary linear combination,
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or superposition, of them. The state of a qudit in an arbitrary such superposition is

written as

|ψ〉 :=
d−1∑
i=0

ai|i〉, (1.1)

with {ai} ∈ C. Actually, Eq. 1.1 is the most general representation of a particular type

of quantum state called a pure state. There is another kind of state called a mixed state,

which usually arises in the context of open quantum systems, or systems with multiple

qudits, which I will discuss shortly. Information represented by fundamentally quantum

systems, such as qudits, is called quantum information. I will defer the discussion of the

physical significance of the numbers {ai} until I introduce measurements.

The space in which |ψ〉 is defined is a subspace of d-dimensional complex space Cd,

called a d-dimensional Hilbert space, Hd. Hd is equipped with an inner product f :

Hd × Hd 7−→ C. Consider two states |ψ1〉 and |ψ2〉 in Hd, defined as |ψ1〉 =
∑d−1

i=0 ai|i〉

and |ψ2〉 =
∑d−1

i=0 bi|i〉. The inner product is then given by

f(|ψ1〉, |ψ2〉) := 〈ψ1|ψ2〉 =
d−1∑
i=0

a∗i bi. (1.2)

The magnitude of the inner product between two vectors can be interpreted geomet-

rically as the length of the projection of one of these two vectors on the other. The norm

of |ψ〉 is then naturally defined to be the square root of its inner product with itself,

‖|ψ〉‖ :=
√
〈ψ|ψ〉. Two vectors whose mutual inner product is 0 are called orthogonal,

and a vector with norm 1 is said to be normalised (to 1). The computational basis vec-

tors {|i〉} are normalised and mutually orthogonal, so the basis is called an orthonormal

basis. The technical difference between Hd and Cd is that Hd is a complete metric space

under this norm, while Cd is not; the practical consequence of this distinction to quantum

mechanics is that only vectors from Cd with finite norm are in Hd.

According to one of the basic postulates of quantum mechanics, the vector |ψ〉 repre-
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sents the same physical state as λ|ψ〉 for any finite, non-zero complex number λ. Thus,

|ψ〉 can always be normalised by dividing the coefficients by
√∑

i |ai|
2. Therefore, the

state of a qudit can be thought of as a ray in the complex plane, or formally an element

of a d-dimensional projective Hilbert space P (Hd). As a consequence |ψ〉 can always be

regarded as normalised. In the qubit case, d = 2, |ψ〉 can be written in the form

|ψ〉 = cos

(
θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉, (1.3)

with θ ∈ [0, π] and φ ∈ [0, 2π). The angles θ and φ can be interpreted respectively as the

polar and azimuthal angles parametrising the unit sphere, and this construction is called

the Bloch sphere. The Bloch sphere is useful for visualising single-qubit states, but does

not generalise to the higher-dimensional case d > 2.

1.2.3 Multiple qudits

The state of a system comprising n > 1 qudits exists in a space that is the tensor product

of the Hilbert spaces of the individual qudits. Denoting the Hilbert space of qudit i byHd
i ,

the space of the total system is the dn-dimensional Hilbert spaceHdn = Hd
1⊗Hd

2⊗· · ·⊗Hd
n.

A convenient basis for Hdn is the n-fold tensor products of the computational basis states

of the individual qudits:

|00 . . . 0〉 ≡ |0〉1 ⊗ |0〉2 ⊗ · · · ⊗ |0〉n;

|00 . . . 1〉 ≡ |0〉1 ⊗ |0〉2 ⊗ · · · ⊗ |1〉n;

...

|d− 1 d− 1 . . . d− 1〉 ≡ |d− 1〉1 ⊗ |d− 1〉2 ⊗ · · · ⊗ |d− 1〉n.

This basis is called the computational basis for the n-qudit system.
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Considering the n-dit strings labelling the n-qudit computational basis states as bi-

nary representations of the numbers 0 to dn− 1, a completely general n-qudit pure state

|ψn〉 can be given the state vector representation

|ψn〉 =
dn−1∑
i=0

ci|i〉, {ci} ∈ C. (1.4)

The inner product generalises in the natural way, 〈ψn|ψn〉 :=
√∑dn−1

i=0 |ci|
2. There are dn

computational basis states, so the dimensionality of the total Hilbert space is dim(H) =

dn. Now, the dimension of the logical space of n classical dits is also dn, but crucially,

only d numbers are required to specify an n dit state, since each dit is definitely in

one of d states. By contrast, the superposition principle requires one to specify all dn

coefficients {ci} from Eq. 1.4, an exponentially larger number. Statements of this nature

are usually formulated precisely using big O notation: a function f(n) defined on a subset

of the real numbers is said to be O(g(n)) if there exist constants c > 0 and n0 such that

|f(n)| ≤ c |g(n)| for all n > n0. In this notation, one says that O(dn) classical dits are

required to faithfully represent the state of n qudits. The precise number of dits required

depends upon the precision to which the complex numbers {ci} are to be specified, but

that is not important here; the key is that for any fixed precision, the number of dits

scales exponentially in the number of qudits.

1.2.4 Single-qubit quantum logic gates

In order to process information, computers need not only to be able to represent the

information, but to manipulate it as well; this is done via logic gates. A classical n-dit

logic gate is a device implementing a map G : {0, 1, . . . , d}n 7−→ {0, 1, . . . , d}n, while

a quantum n-qudit logic gate implements U : Hdn 7−→ Hdn . In this thesis, I will use

the term gate to refer to both the device and the logical map it implements. Again, the

6



INTRODUCTION TO MBQC AND SLOCC 1.2. Quantum Information

precise physical implementation of a quantum logic gate depends upon the system chosen

to represent the qudits. As before, I will keep the description of logic gates completely

abstract. In this subsection, I will only consider single-qubit gates, i.e. the case n = 1

and d = 2. I will discuss multi-qubit gates in the next subsection, and I will not discuss

single- or multi-qudit gates for d > 2 at all. This is principally because the action of

single-qubit gates can be nicely visualised using the Bloch sphere, but this is not the

case for higher-dimensional qudits. Fortunately, this is not an important restriction; a

simple counting argument shows that the state of a qudit can be faithfully represented by

O(log2(d)) qubits, a constant cost. In this case, the qudit and the system of qubits have

Hilbert spaces of the same dimension, allowing a one-to-one mapping between them.

I will therefore assume without loss of generality that quantum information is always

represented by qubits.

The state of a qubit can be transformed from one point on the surface of the Bloch

sphere to another, via a rotation operator defined on elements of H2, corresponding to

elements of the group SU(2). Unsurprisingly, this is the group that is used to give the

spin-1/2 representation of the quantum angular momentum operators; after all, spin-1/2

particles are physical representations of qubits. These are the most general operations

that can be performed on an arbitrary single-qubit state while preserving its norm.

Time-evolution of single-qubit quantum states is generally unitary, meaning that given

some initial qubit state |ψ(t0)〉, the state of the qubit |ψ(t)〉 at some later time t > t0

can be written as

|ψ(t)〉 := U(t, t0)|ψ(t0)〉, (1.5)

where U(t, t0) ∈ SU(2) is unitary. In quantum mechanics, U(t, t0) is called the time

evolution operator; its form depends upon the physical implementation of the qubit.

This picture provides the basic insight as to how a logic gate is physically implemented;
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Gate 00 01 10 11
AND 0 0 0 1
OR 0 1 1 1

XOR 0 1 1 0

(a) Two input bits.

Gate 0 1
NOT 1 0

(b) One input bit.

Figure 1.1: Definitions of basic logic gates. The gates take (a) two bits and (b) one
bit as input, and produce one bit as output.

a device implementing the time-evolution operator U is switched on for some time t such

that the time-evolution operator U(t, t0) corresponds to the desired logical map. An

important exception to unitary evolution is the effect of a measurement on the qubit,

which will be described later. Any known element of SU(2) acting on a qubit transforms

its state in a predictable way, so in the context of quantum information science, they

are called single-qubit logic gates. They are the quantum analogues of classical logic

gates such as AND, OR, XOR, NOT and so on. These classical gates are standard and

well-known, but for reference, their definitions are given in Fig. 1.1.

The group SU(2) has three generators comprising its Lie algebra. The generators are

called the single-qubit Pauli operators; they are denoted X, Y and Z respectively and obey

the standard angular momentum commutation relations. Suppose the computational

basis vectors are represented by column vectors:

|0〉 ≡
[

1
0

]
; (1.6)

|1〉 ≡
[

0
1

]
. (1.7)

The single-qubit Pauli operators can then be given the concrete representation
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X ≡
[

0 1
1 0

]
; (1.8)

Y ≡
[

0 −i
i 0

]
; (1.9)

Z ≡
[

1 0
0 −1

]
. (1.10)

They are all Hermitian, and have eigenvalue spectrum {1,−1}. Each of these operators

has two mutually orthogonal eigenvectors, defined by the relations Z|j〉 ≡ (−1)j|j〉 (where

j ∈ {0, 1}), X|±〉 ≡ ±|±〉 and Y| ± i〉 ≡ ±| ± i〉. The eigenvectors of X and Y are

|±〉 ≡ 1√
2

(|0〉 ± |1〉); (1.11)

| ± i〉 ≡ 1√
2

(|0〉 ± i|1〉), (1.12)

while the eigenvectors of Z are by definition the computational basis vectors. Orthogonal

states are antipodal on the Bloch sphere; one can thus assign x−, y− and z−axes to the

Bloch sphere, passing through the eigenvectors of the X, Y and Z operators respectively.

The Pauli operators can then be interpreted geometrically as rotations by an angle π

about their corresponding axes. In fact, they are the generators of arbitrary rotations

about these axes: a rotation operator by a real angle θ about the m-axis is given by

Rm [θ] ≡ e−iθM/2, where m = x, y, z and M = X,Y,Z.

The elements of SU(2) can be parametrised by three Euler angles. For example,

an arbitrary element of SU(2) (neglecting the physically irrelevant global phase) can be

written as O(ξ, θ, ζ) ≡ Rz(ξ)Rx(θ)Rz(ζ) [19]. Any pair of orthogonal axes can be used

in place of z and x. Since arbitrary elements of SU(2) can be generated via products

of Rx and Rz operators, these gates constitute a universal set of gates for single-qubit

rotations. Of course, they are actually single-parameter families of gates since the rotation

angles are arbitrary. However, there is a useful theorem that any two rotation operators
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{Rl(α), Rm(β)} about non-parallel rotation axes l and m by angles α and β that are not

rational multiples of π form a universal set [20]. For example, the gate Rz(π/4) together

with the very important Hadamard gate

H ≡ 1√
2

 1 1

1 −1

 (1.13)

constitutes a universal set. It is not an efficient set, in the sense that a possibly infinite

number of these gates may be needed to implement a particular Bloch sphere rotation.

Fortunately, a result called the Solovay-Kitaev theorem shows that it is possible to find

efficient finite approximately universal sets of gates if one is willing to tolerate some

error [21].

1.2.5 Measurements

Qubits would not be useful information carriers if there were no way to read out the

information they carried. Fortunately, there is a way, which is to measure the qubits.

The precise technology required to implement a physical measurement depends on the

physical system used to represent the qubit. However, this subject is not of concern to

this thesis, so I will stick to describing measurements in a purely abstract way.

The simplest and most familiar kind of measurement is a projective measurement.

Consider a system corresponding to a Hilbert space of dimension D (it could be a single

qudit with d = D, or log2(D) qubits, or something else). It is a probabilistic operation

that maps a qudit state to a classical dit. A single-qubit projective measurement is

described by a set of operators {Mi}D−1
i=0 . The operators Mi must obey the following

conditions:

1. they are Hermitian: M †
i = Mi;
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2. they are orthogonal and idempotent: M †
iMj = δi,jMj.

3. they are complete (or undercomplete):
∑D−1

i=0 M †
iMi ≤ ID.

Here, ID refers to the D-dimensional representation of the identity operator. Given some

pure state |ψ〉 ∈ HD, the measurement M returns one of a set of possible final states

{|ψi〉}D−1
i=0 , given by

|ψi〉 =
Mi|ψ〉√
〈ψ|M †

iMi|ψ〉
, (1.14)

with |ψi〉 occurring with probability 〈ψ|M †
iMi|ψ〉.

Here, the first two conditions ensure that each operator Mi is a projector (hence the

term projective measurement). This means that it can be written as Mi ≡ |φi〉〈φi| for

some pure state |φi〉. With this notation, the action of the Mi operators is to annihilate

any state that is orthogonal to |φi〉, and map any other state to |φi〉 (up to a normalisation

factor). The orthogonality requirement of condition 2 ensures that the possible states

{|φi〉} are mutually orthogonal. They can also be normalised, so {|φi〉} constitutes an

orthonormal basis for HD, and the measurement is said to be performed in this basis.

Every physical observable O is a Hermitian operator, and therefore has a complete,

orthonormal eigenbasis
{
|φOi 〉

}
with corresponding eigenvalues

{
λOi
}

. A measurement of

the operator O is a projective measurement in the basis
{
|φOi 〉

}
. After this measurement,

the system is in one of the basis states |φOi 〉, and the corresponding eigenvalue λi is called

the outcome of the measurement. The third condition ensures that the sum of the

probabilities of the different outcomes i corresponding to projector Mi is less than or

equal to 1.

There are also more general kinds of measurements than projective ones. The only

condition for projective measurements that is necessary for measurements in general

is the third, the (under)completeness condition. A completely general D-dimensional

measurement is defined by a set of measurement operators {Mi}D
′−1

i=0 , where D′ can be
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less than, greater than or equal to D, satisfying just the (under)completeness condition.

For example, destructive measurements (e.g. detection of a photon), or measurements in

a non-orthogonal basis, are physically admissible; yet, they cannot be described directly

as projective measurements.

Notice that the determination of the probability of each outcome of a projective mea-

surement can be determined even if rather than {Mi}, only
{
Fi := M †

iMi

}
are given. In

this case, however, the post-measurement state cannot be determined. The Fi operators

are Hermitian and positive semi-definite, and give rise to a class called positive operator

valued measure measurements, or POVMs for short. A POVM is specified by such a set

{Fi}, and can model more general situations than projective measurements (for example,

measurements in a non-orthogonal basis). General measurements (and POVMs) are per-

haps harder to interpret than the more familiar projective measurements. Fortunately, an

important theorem called Neumark’s dilation theorem [22] guarantees that any general

measurement can be modelled as a projective measurement on a larger Hilbert space.

1.2.6 Density matrices and mixed states

In fact, Eq. 1.3 is not really the most general expression for a single-qubit state. This kind

of state is called a pure state, and is postulated to provide the most complete possible

description of a single qubit, in the sense that every physical fact that can be known

about the qubit can be extracted from |ψ〉. But what about states for which not enough

information is known to construct this complete description? An artificial example of

this scenario is one in which some state preparation device flips a fair coin, and then

prepares a qubit in state |0〉 if the result is heads and |1〉 otherwise, but does not publish

the result of the coin toss. A more physically motivated example is one in which the

qubit has interacted with its in environment (say, for example, a heat bath) in such a

way that the microscopic details of the interaction are not known, and therefore neither
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is the state of the qubit. In these scenarios, the qubit must be described as a mixed state,

which requires a tool called the density matrix.

The density matrix corresponding to a D − dimensional state is an operator ρ :

HD 7−→ HD, satisfying the following properties:

1. Hermiticity: ρ† = ρ;

2. Positive-semidefiniteness: ρ ≥ 0;

3. Normalisation: Tr(ρ) = 1.

For a pure state |ψ〉 ∈ HD, the corresponding density matrix is ρ = |ψ〉〈ψ|. The defining

mathematical property of a pure-state density matrix is that it is a rank-1 projector; that

is, it is a projector whose eigenvalue spectrum comprises a single one and D − 1 zeros.

However, as can be seen from the list of density matrix properties, the rank need not be

1. A density matrix defined on HD, having rank r satisfying 1 < r ≤ D, corresponds to

a D-dimensional mixed state.

Every density matrix ρ defined on HD (indeed, every Hermitian operator) can be

written in terms of its spectral decomposition, ρ =
∑D−1

i=0 pi|vi〉〈vi|, where the {pi} and

{|vi〉} are the eigenvalues and eigenvectors of ρ respectively. Without loss of generality,

I will assume the eigenvalues to be sorted: p0 ≥ p1 ≥ · · · ≥ pD ≥ 0. By the positive-

semidefiniteness condition on ρ, we have pi ≥ 0 for all i. The normalisation condition

gives pi ≤ 1. Therefore, the {pi} values can be interpreted as probabilities. For ρ a pure

state, p0 = 1 and the rest are zero.

A mixed state can be viewed as a classical mixture (specifically a convex combination)

of the pure states {|vi〉}, with each |vi〉 weighted by the probability pi. More generally,

a density matrix ρ can be written as a convex combination of density matrices {ρi}

weighted by probabilities {pi}: ρ =
∑D−1

i=0 piρi, where the ρi are not necessarily pure

states. The set {pi, ρi} is called an ensemble realising ρ; it is not unique.
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To gain some understanding into the meaning of the ensemble, consider the artificial

example from the beginning of this section, of a machine that prepares a qubit in either

|0〉 or |1〉, in each case with probability 1/2, but without making known which state was

prepared. Because of our ignorance, the best description we can give the state is a mixed

state corresponding to an equally weighted mixture of |0〉 and |1〉

ρ =
1

2
|0〉〈0|+ 1

2
|1〉〈1|. (1.15)

Suppose more generally that the machine prepares one of two orthonormal states |ψ〉 and

|ψ⊥〉 with probability p and p⊥ respectively. In this case, the mixed state would be

ρ = p|ψ〉〈ψ|+ p⊥|ψ⊥〉〈ψ⊥|.

As an illustration of the non-uniqueness of the ensemble realising a density matrix,

consider ρ from Eq. 1.15. This state can also be viewed as an equally weighted mixture

of the eigenstates of X:

ρ =
1

2
|+〉〈+|+ 1

2
|−〉〈−|. (1.16)

It can easily be verified that the density matrices from Eqs. 1.15 and 1.16 have the same

effect on any single-qubit state, and therefore represent the same single-qubit density

matrix.

1.2.7 Entanglement

Perhaps the most uniquely quantum characteristic of quantum systems is their ability to

be entangled. Consider a two-qubit system, and suppose that qubit 1 is in some state

14
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|ψ〉, and qubit 2 in some state |φ〉. The state of the joint system can be written as

|Ψ〉12 = |ψ〉1 ⊗ |φ〉2. (1.17)

The state in Eq. 1.17 is called a product state, because the individual constituent particles

are each in independent pure states.

The mathematical structure of Hilbert spaces allows for the existence of states that

cannot be described as product states. Consider, for example, the set of states

|Φ+〉 :=
1√
2

(|00〉12 + |11〉12);

|Φ−〉 :=
1√
2

(|00〉12 − |11〉12);

|Ψ+〉 :=
1√
2

(|01〉12 + |10〉12);

|Ψ−〉 :=
1√
2

(|01〉12 − |10〉12).

Suppose one wishes to factor the state into a product |Φ+〉 = (a0|0〉+a1|1〉)⊗(b0|0〉+b1|1〉).

It is readily apparent that there is no solution for the coefficients a0, a1, b0 and b1 that

gives the right result. In fact, this is true for all four states |Φ±〉 and |Ψ±〉 above. These

states are examples of entangled states. One can verify that these states constitute

a complete, orthonormal basis for H4; this basis is called the Bell basis, and is very

important in quantum information processing. To be more precise, a state |ψ〉12 ∈

H1⊗H2, whereH1,2 are Hilbert spaces of dimension greater than 1, is said to be entangled

with respect to the bipartition of the total system into H1 and H2 if there is no way to

write |ψ〉12 as a product |ψ〉1 ⊗ |φ〉2, where |ψ〉1 ∈ H1 and |φ〉2 ∈ H2.

The method given in the preceding paragraph for showing that the Bell basis states

are entangled is simple because of the fact that the Hilbert spaces of the individual qubits

are only two-dimensional. In this case, one only needs to show that a system of four non-
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linear equations in four unknowns has no solution, but in the general case, the number of

unknowns is dim(H1) + dim(H2), and the number of nonlinear equations to be satisfied

is dim(H1) × dim(H2); for large-dimensional H1 and H2, this method quickly becomes

unwieldy.

A more convenient and physically insightful description of an entangled pure state is

that the states of the individual subsystems can only be described as mixed states, not

pure. To make this precise requires one additional, important theoretical concept: the

reduced density matrix. Consider a bipartite pure state described by a density matrix

ρ12 =
∑dim(H1)

i,j=1

∑dim(H2)
k,l=1 ρij;kl|i〉〈j|1 ⊗ |k〉〈l|2 defined on H1 ⊗H2. The partial trace of ρ

with respect to subsystem 2 is defined as

Tr2(ρ12)

dim(H1)∑
i,j=1

dim(H2)∑
k,l=1

ρij;kl|i〉〈j|1 ⊗ 〈k|l〉2, (1.18)

which, in the case of an orthonormal basis for H2 simplifies to

Tr2(ρ12)

dim(H1)∑
i,j=1

dim(H2)∑
k=1

ρij;kk|i〉〈j|1. (1.19)

The result of the partial trace is an operator acting on states in H1, and is called

the reduced density matrix ρ1 := Tr2(ρ12) for subsystem 1. ρ1 is a density matrix

describing the first system alone, and if ρ12 is a pure state but ρ1 is mixed, then ρ12

must be entangled. This method only tells you whether a state is entangled or not, but

entanglement is not merely a binary concept; it comes in continuous amounts that can

be quantified in various ways; this point is discussed further in Sec. 1.2.8 below.
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1.2.8 Schmidt decomposition and related entanglement measures

Any quantum pure state |Ψ〉 defined on a Hilbert space H that can be separated into the

tensor product of two subspaces HA and HB, i.e. H = HA ⊗HB, can be expressed in a

form known as the Schmidt decomposition [19]:

|Ψ〉 =

χA,B∑
α=1

λα|Φ[A]
α 〉|Φ[B]

α 〉, (1.20)

where {λα} > 0 ∈ R,
{
|Φ[A(B)]

α 〉
}
∈ HA(B),

∑χA,B
α=1 λ

2
α = 1 and 〈Φ[A(B)]

α |Φ[A(B)]
β 〉 = δα,β.

The number χA,B is called the Schmidt rank of |ψ〉 with respect to the bipartition defined

by A and B, and satisfies χA,B ≤ min
{

dim(HA), dim(HB)
}

. The quantities {λα} are

called the Schmidt coefficients, and I will assume without loss of generality that they are

sorted in descending order:

λ1 ≥ λ2 ≥ · · · ≥ λχA,B . (1.21)

The basis sets
{
|Φ[A]

α 〉
}

and
{
|Φ[B]

α 〉
}

are called the Schmidt bases for HA and HB

respectively. The Schmidt rank χA,B determines whether |Ψ〉 is entangled or separable

with respect to this bipartition; a pure state is separable if and only if χA,B = 1, so any

state satisfying satisfy χA,B > 1 is entangled.

The Schmidt decomposition allows the calculation of a measure of entanglement

known as the von Neumann entropy of entanglement EA,B(|Ψ〉), given by the formula

EA,B(|Ψ〉) = −
χA,B∑
i=1

λ2
i log2λ

2
i . (1.22)

This quantity has a minimum value of 0 when |Ψ〉 is a product state, which is true iff

λ1 = 1, λk>i = 0, and a maximum value of log2(χA,B) satisfied when λi = 1/
√
χA,B for all

i = 1, . . . , χA,B. On the basis of this, a related entanglement measure called the Schmidt
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rank width can be defined. Let χ := max
A,B

χA,B be the maximum Schmidt rank of |Ψ〉

over all possible bipartitions. Then, the Schmidt rank width is given by

Eχ(|Ψ〉) := logd(χ), (1.23)

and corresponds to the largest possible von Neumann entropy of entanglement of |Ψ〉 over

all bipartitions. Clearly, the largest possible value of χ occurs when the two subspaces

contain n/2 qudits each (or (n − 1)/2 and (n + 1)/2 if n is odd), so χ ≤ log2(dbn/2c) =

bn/2c log2 d.

1.2.9 Multi-qubit gates

Multi-qubit gates are those maps U : H2n 7−→ H2n where n ≥ 2. Clearly there are an

uncountably infinite number of n-qubit gates (even if n = 1). One might reasonably

demand that an n-qubit quantum computer should be able to implement an arbitrary

n-qubit unitary transformation, as one would like the computer to be able to take its

n-qubit register from any allowed state to any other. A set of gates that can be combined

to produce an arbitrary unitary operation on any number of qubits is called a universal

set of gates.

Consider first the two-qubit gates, n = 2. One easy way to construct them is via the

tensor product of two single-qubit gates. Suppose we have two qubits, with U (1), U (2) ∈

SU(2) acting on qubits 1 and 2 respectively. One can consider the joint effect of these

two gates as a single gate U (1)⊗U (2) ∈ SU(4) acting on the two-qubit system. However,

this is a rather trivial example; what about gates that are fundamentally two-qubit ones,

and cannot be decomposed into single-qubit gates?

A two-qubit entangling gate U (12) is one that maps some product state |ψ〉(1)⊗ |φ〉(2)

of two qubits into an entangled state |Φ〉. This gate is truly a two-qubit gate, for if it
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could be decomposed into a tensor product of two single-qubit ones, U (12) = U (1)⊗U (2),

then we would have

U (12)(|ψ〉(1) ⊗ |φ〉(2)) = (U (1) ⊗ U (2))(|ψ〉(1) ⊗ |φ〉(2))

= (U (1)|ψ〉(1))⊗ (U (2)|φ〉(2)),

which is manifestly separable (and therefore not entangled).

1.2.10 Universal set of gates

In a classical computation with n input bits and m output bits, one would like to be able

to compute an arbitrary function f : {0, 1}n 7−→ {0, 1}m. Building a unique device for

every possible f on every possible n and m is cumbersome, to say the least. In practice,

it would be useful to be able to compute an arbitrary f by stringing together a number

of standard gates chosen from a small, finite set of gates. Such a set is called a universal

set of gates. For example, assuming one has the ability to add ancilla bits in standard

states to the initial input register, the set {FANOUT,CROSSOVER,AND,XOR,NOT}

is universal [19]. Here, FANOUT is an operation that takes an input bit and produces

two copies of it as output, and CROSSOVER exchanges the values of two bits.

Analogously in quantum computation, one would like to be able to implement an

arbitrary unitary gate U : H2n → H2n on a system of n qubits (in general, some input

qubits and some ancillae). In the quantum context, a universal set of gates is one whose

elements can be composed to implement an arbitrary unitary operation on an arbitrary

number of qubits. Actually, this is quite a strict definition of universality that can be

relaxed in various useful ways. One way is to allow the gate set to be approximately

rather than exactly universal, by simply requiring that any unitary U be implementable

with arbitrary precision (which allows for universal gate sets to be finite, as per the

19



INTRODUCTION TO MBQC AND SLOCC 1.2. Quantum Information

Solovay-Kitaev theorem [21]). Specifically this means that for any ε > 0, it is possible

to implement a unitary operation V exactly by composing gates from the set, such that

max
|ψ〉
‖(U − V )|ψ〉‖ ≤ ε. Another is to weaken the requirement that the computer must

be able to accept an arbitrary quantum input state or produce an arbitrary quantum

output state; I will return to this subject in Sec. 1.7.2.

It is a well-known and very useful fact that the set of all single-qubit rotations,

together with any two-qubit entangling gate, is a universal set (see, for example, p. 69

of Ref. [20]). Recalling from earlier that only two single-qubit rotations are necessary

to generate the entire set of single-qubit rotations (either exactly but inefficiently, or

approximately but efficiently), it thus follows that one can construct a universal set of

gates from as few as three elementary gates!

In light of the preceding paragraph, it is reasonable to omit any discussion of n-qubit

gates for n > 2. I will thus end this subsection with a description of an important class

of two-qubit gates. Consider a single-qubit gate U ∈ SU(2). The two-qubit controlled-U

gate, or CUct for short, is a gate that uses qubit c as a control and qubit t as a target,

doing nothing if qubit c is in state |0〉, and applying U to qubit t if qubit c is in state |1〉.

More explicitly, its effect on the two-qubit computational basis states is

CUct|00〉ct ≡ |00〉ct;

CUct|01〉ct ≡ |01〉ct;

CUct|10〉ct ≡ |1〉c ⊗ U |0〉t;

CUct|11〉ct ≡ |1〉c ⊗ U |1〉t.

Two extremely important, canonical examples of two-qubit gates are the controlled ver-

sions of the Pauli X and Z gates, CX and CZ (the c and t subscripts are omitted unless

absolutely necessary). The CX gate (also called CNOT, since X is the quantum general-
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isation of the classical NOT gate), is used in the quantum teleportation procedure that

I discussed in Sec. 1.2.11, and the CZ gate is central to MBQC with cluster states, the

main topic of Sec. 1.3.

1.2.11 Application: quantum teleportation

Suppose Alice possesses a single-qubit quantum state |ψ〉, and wishes to send the state

to Bob. One potential method is for Alice to use a classical channel (such as a telephone)

to transmit the computational basis coefficients of |ψ〉 to Bob. However, since these

are general complex numbers (except that their amplitude is upper-bounded by 1), she

cannot accomplish this with perfect precision by communicating only a finite number of

classical bits. To accomplish this task Alice and Bob must share a quantum channel (the

quantum analogue of a telephone line) that allows them to transmit quantum messages

by exchanging only a finite number of bits and qubits.

A protocol called quantum teleportation [23] provides just such a channel, and also

serves as a fascinating demonstration of the power of entanglement as a resource for

quantum information processing. This protocol is of central importance to this thesis be-

cause it is one of the basic building blocks of MBQC. The steps of quantum teleportation

are as follows:

1. Alice and Bob share in advance a maximally-entangled state |Φ〉23 =

1√
2

(|0〉2|0〉3 + |1〉2|1〉3).

2. Alice prepares a qubit in some state |ψ〉1, and measures qubits 1 and 2

jointly in the Bell basis. It is easy to check that the Bell basis states |Φ±〉

and |Ψ±〉 can all be written as (I ⊗Xm2Zm1)|Φ+〉 with (m1,m2) ∈ {0, 1}×2

labelling the measurement outcome.

3. Bob’s qubit is now in the state U(m1,m2)|ψ〉3, where U(m1,m2) = Xm2Zm1
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is a unitary operator determined by Alice’s two bit measurement outcome.

4. Alice sends m to Bob using a classical channel, and Bob then applies

U−1(m) to his qubit to recover Alice’s original state |ψ〉.

Quantum teleportation thus allows Alice to communicate an arbitrary single-qubit pure

state to Bob by sending him one qubit (his half of |Φ〉23) and two classical bits (the result

of her Bell basis measurement).

1.2.12 Circuit model of quantum computing

All of the ingredients previously discussed in this chapter can be assembled together

into a paradigmatic model of quantum computing called the circuit model. I will now

describe how a computation on an n-qubit quantum computer is done. First, consider

a classical computer executing a classical algorithm on an n-bit input string. Imagine

that the n bits are all initialised in the state 0. The actual bit string constituting the

input to the algorithm is then prepared by flipping some of the bits of the input register

via the NOT gate. The effect of executing a classical algorithm on the input string is

to compute some function f : {0, 1}n 7−→ {0, 1}m on the input and produce an m-bit

string as the output. In order to do this, the classical computer uses a register of at least

max(n,m) bits, but possibly more. In practice, the function can be computed by applying

a sequence of classical logic gates to this register, in such a way that m predetermined

bits of the register are (either definitely or with a greater probability than for any other

configuration) in states encoding the bits of the output string. The sequence is completed

by the computer reading out the states of the m output bits.

The quantum circuit model is essentially the generalisation of this idea to quantum

computers. The idea is to use qubits and quantum circuits to execute a quantum algo-

rithm computing the same function as some classical algorithm would have computed,
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but hopefully more efficiently in some respect (runtime, memory, etc.). I should note

here that an important conjecture in computer science called the Church-Turing thesis,

widely believed to be true, implies that any function that can be computed by a quantum

computer can also be computed by a suitable classical computer, and vice-versa.

Now consider the function f : {0, 1}n 7−→ {0, 1}m. In the circuit model, this function

is computed as follows.

• An n′-qubit register, with n′ ≥ m, is initialised in some fiducial state, for

example |0〉⊗n.

• For each possible classical input string x ∈ {0, 1}n to the function f , there

is a corresponding state |ψin〉 of the n′-qubit input register. A sequence of

logic gates is performed on the input register to produce |ψin〉.

• A sequence of quantum logic gates (which can in general be just single- and

two-qubit gates), composing a unitary operation U ∈ SU(n′), is applied to

|ψin〉; this sequence is called a quantum circuit. This produces another

n′-qubit state

|ψout〉 = U |ψin〉. (1.24)

|ψout〉 has the property that when m predetermined qubits of the register

are measured, the result is an m-bit string that is (with high probability)

equal to f(x).

• The relevant m predetermined qubits of the register are measured in the

computational basis, and the resulting m-bit string is taken to be the

output of the quantum algorithm.

If the algorithm is probabilistic, it may in general have to be repeated several times in

order to give an acceptably high probability that f(x) has been correctly computed.

23



INTRODUCTION TO MBQC AND SLOCC 1.3. MBQC

1.3 Early Measurement-Based Quantum Computing

The reason I introduced quantum computing using the quantum circuit model is because

it is conceptually the most straightforward; describing its core features does not require

any technical machinery beyond the concepts of qubits, quantum logic gates and mea-

surements. Of course, there are many more details that must be addressed in order to

determine whether any particular implementation of quantum information processing is

experimentally viable, notably the DiVincenzo criteria [24], but the conceptual core is

simple. But is this really the only model one can have of quantum computation?

The answer is a resounding no; there are several other models that are fundamentally

different, but are nevertheless equivalent, in the sense that all of these models are able to

simulate each other efficiently. For example, the topological model encodes information

in systems whose excitations obey anyonic (i.e. neither bosonic nor fermionic) statistics

under exchange, thereby introducing a level of native fault tolerance (see [25] for a review).

Similarly, quantum walk-based methods [26] allow for universal quantum computation via

particles evolving under a constant (either continuous- or discrete-time) Hamiltonian, and

such approaches have led to the discovery of previously unknown quantum algorithms.

The topic of the rest of this chapter, and indeed much of this thesis, is yet another distinct

model: Measurement-Based Quantum Computation (MBQC). In complete contrast to

the circuit model, MBQC features no unitary evolution of any physical quantum systems

whatsoever. Rather, information is encoded into a many-body entangled state, and

computation proceeds solely via local measurements of the quantum systems comprising

this state.

The origin story of MBQC is a rather interesting one; although it is a fundamentally

different model of quantum computation from the circuit model that provides a unique

perspective on the role of entanglement in the process, it arose from staunchly practical
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considerations. The first proposal for universal quantum computing in which measure-

ment plays a larger role than simple readout of information was due to Knill, Laflamme

and Milburn [27]. This was a linear optical scheme for quantum computing that solved

the biggest problem shared by its predecessors: scalability. Linear optical quantum com-

puting in turn arose from the technical difficulties of implementing entangling gates for

photons with non-linear optical elements. The remainder of this section will lay out the

story in some detail.

1.3.1 Optical Quantum Computing with Non-Linear Entangling Gates

Optical schemes for quantum computing are particularly appealing, for two principal rea-

sons. Firstly, quantum effects are particularly easy to observe with photons, compared to

other physical systems. Secondly, virtually every viable scheme for distributed quantum

computing and quantum key distribution (requiring satisfaction of the sixth and seventh

DiVincenzo criteria) encodes the quantum information in some degree of freedom of a

photon. As a result, there were several proposals for optical quantum computing in the

early days of the field. For example, in 1989 Milburn demonstrated a method for im-

plementing a Fredkin gate, shown to be universal for reversible classical computing [28]

(and therefore quantum computing), by purely optical means [1]. The Fredkin gate is

also known as the controlled SWAP, or CSWAP gate. It acts on three qubits, with the

first a control and the other two the targets. Its effect is to act like the identity gate if

the control qubit is in state |0〉, and to swap the states of the target qubits if the con-

trol qubit is in state |1〉. The basic design of Milburn’s gate is that of a Mach-Zehnder

interferometer, with a nonlinear optical element, such as a crystal, inserted into each of

the arms (see Fig. 1.2). The essential role of this nonlinear medium is to mediate an

interaction between photons; two photons passing simultaneously through the medium

experience a different phase shift from what one photon alone would. Provided that the
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Figure 1.2: Milburn’s Fredkin gate, figure reproduced from Ref. [1]. The qubits are
encoded in a dual-rail representation, with modes a and b corresponding
to the two target qubits and mode c the control qubit. A nonlinear crystal
placed in the upper arm of the interferometer causes the control qubit to
interact with the target qubits, with an intensity-dependent interaction
strength.

input modes ai and bi contain at most one photon, they can each encode a qubit in the

dual-rail representation, where state |0〉 (|1〉) corresponds to the absence (presence) of

a photon in the mode. Thus, if there is a photon in the input control mode ci, then a

photon passing through the upper arm of the interferometer experiences a larger phase

shift than one passing through the lower arm; if ci is instead empty, then the phase shift

associated with either arm is the same.

The Fredkin gate is locally equivalent to a CZ gate with a phase that is dependent

upon the parameters of the non-linear medium. If there is a photon in both the control

mode and the other mode passing through the non-linear medium, the net result is a

phase shift that is proportional to both the intensity of the beams and the length of the

medium [19]. In order to implement a perfect CSWAP gate, which is locally equivalent

to a CZ gate, this phase shift must be equal to π. If the intensities of the incoming

modes are very low, such as at the single-photon level, then the medium must be very
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long to compensate. But in this case, there is a non-negligible chance that the photons

will be absorbed or scattered before traversing the medium, in which case the gate is

probabilistic. If instead a sufficiently short length is chosen such that the phase shift is

π/r where r is an integer greater than 1, then r of these gates must be composed in order

to effect a perfect maximal entangling gate, a scheme that is destined to fail since each

of the individual gates are error-prone. In short, implementing a circuit that simulates

a maximally entangling logic gate for two qubits encoded in the dual-rail representation

with non-linear media is problematic.

1.3.2 Linear Optical Quantum Computing and the Scalability Problem

The difficulties intrinsic to entangling photons with non-linear optical elements motivated

the search for a scheme using only linear elements, in which interactions between photons

were not required. A number of such schemes were quickly developed [29, 30, 31], based

on single-photon interferometry. The basic idea was to change the encoding of the qubits;

rather than the dual-rail representation, which requires one photon per logical qubit (and

photon-photon interactions), n qubits could be encoded in 2n degrees of freedom of a

single photon. For example, one could arrange a network of beam splitters and mirrors

in such a way that there are 2n different possible optical paths for a single photon, and

encode the quantum information corresponding to n-qubits in the “which-path” degree

of freedom. Unfortunately, this idea suffered from a fundamental problem of scalability:

the number of linear optical elements required to produce 2n optical paths for a single

photon is itself an exponential function of n.

The importance of scalability is strikingly illustrated by one of the most industrially

relevant quantum information processing applications: Shor’s factoring algorithm [10].

The factoring problem is commercially motivated by public-key cryptography, the stan-

dard method for secure transmission of messages. Suppose somebody, call her Alice,
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needs to send a bit b ∈ {0, 1} to a recipient, Bob, securely. This means that an eaves-

dropper Eve must be unable to learn the value of b even if she intercepts the message.

Using the most common commercial public-key cryptosystem, RSA encryption [32], Al-

ice can succeed under the assumption that nobody except Bob can determine the prime

factors of a very large integer (the public key) chosen and published by Bob. While this

assumption appears reasonable, it fails if Eve has a quantum computer that can execute

Shor’s algorithm and thereby factorise the public key. The size of the public key is typ-

ically 512 or 1024 bits; Eve would thus need a quantum computer having thousands of

qubits. If Eve wanted her computer to be capable of error correction [33], that would

increase the number of qubits needed by roughly an order of magnitude, to potentially

tens of thousands. There are, of course, other problems of legitimate practical interest

for quantum computation requiring a smaller number of qubits; an early example was

a method for finding the eigenvalues and eigenvectors of a local Hamiltonian [34], but

even here, approximately 100 unencoded qubits are needed to solve problems of practical

interest, with an order of magnitude more if error correction is desired.

Thus, any proposed physical implementation of a quantum computer must be scal-

able to large numbers of qubits in order to be useful. The linear optical proposals based

on which-path information would need approximately 21000, or roughly 10300 optical ele-

ments, over 200 orders of magnitude larger than the number of atoms in the observable

universe. Thus, the dream of LOQC appeared to be foundering. However, a brand new

idea due to Gottesman and Chuang was to come to the rescue, not only resuscitating

the viability of linear optical setups for quantum computing, but also founding the field

of MBQC.
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1.3.3 Gate teleportation I: gate-dependent resource states

The basic idea of Gottesman and Chuang [2] (henceforth referred to as GC) was to

implement logic gates via a generalisation of the quantum teleportation procedure I

discussed in Sec. 1.2.11. Suppose that Alice does not communicate the result of her Bell

measurement to Bob, and Bob does not apply any corrections to the state of his qubit.

In this case, rather than having the state |ψ〉, Bob has the same state, but subjected

to a unitary operation. Thus, it is possible to teleport quantum information in such a

way that it has been transformed by a logical gate U 6= I during transit; in fact, in the

absence of classical communication between Bob, it is impossible for Alice to ensure she

transmits the state |ψ〉 faithfully.

The gate U(m1,m2) that would normally have to be inverted by Bob is a random

element of the single-qubit Pauli group

C
(1)
1 := {I,X, Y, Z} ; (1.25)

the process is much more transparently useful for quantum information processing if the

unitary transformation is deterministic, even if the measurement outcome m is random.

This is why Alice and Bob resort to classical communication of Alice’s measurement

result; it allows Bob to apply a correction for the unwanted random Pauli gate, thereby

ensuring that the net result is to have teleported |ψ〉 deterministically, subject to the

identity gate. Thus, the question is: can Alice deterministically teleport |ψ〉 to Bob,

subject to U 6= I?

GC showed that this is indeed possible. The process, in which quantum information

is teleported subject to specific unitary transformation is called gate teleportation. Their

key observation was that the teleportation procedure above, implementing the identity

gate, relied on Alice and Bob sharing the Bell state |Φ〉 in advance, meaning that |Φ〉 is
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a resource for teleportation, which is consumed during the process. But what happens if

the state that is used as a resource is not a Bell state? The major result of this work was

that, for certain choices of entangled resource states, the information can be teleported

through a gate U 6= I. In fact, they found an entire hierarchy of single- and multi-qubit

gates that can be generated with the right resource state. Consider the n-qubit Pauli

group C
(n)
1 , comprising all the n-fold tensor products of the single-qubit Pauli operators

{I,X, Y, Z}. The n-qubit Clifford group C
(n)
2 is defined as the normaliser of the n-qubit

Pauli group, namely all the unitary operators that map the n-qubit Pauli group to itself

under conjugation:

C
(n)
2 :=

{
U | UC(n)

1 U † ⊆ C
(n)
1 , U ∈ U(2n,C)

}
. (1.26)

This definition can be generalised: the group C
(n)
k for k ≥ 2, k ∈ Z, is defined to be the

normaliser of the group C
(n)
k−1. Here, C

(n)
1 is the n-qubit Pauli group, and the case where

k = 2 gives the n-qubit Clifford group. GC demonstrated that any gate in C
(n)
k could be

teleported via a suitable choice of resource state. This result is important because the

union C :=
⋃

k,n∈Z+

C
(n)
k contains a universal set of gates! In particular, the Hadamard gate

H ∈ C(1)
2 is a single-qubit Clifford gate and the π/4 rotation about the z-axis T ∈ C(1)

3

is in the normaliser of the single-qubit Clifford group — these two gates are a famous

example of a generating set for the single-qubit unitaries SU(2,C) (see, for example,

Ref. [20]). Similarly, the maximally entangling gate CZ ∈ C
(2)
2 is a two-qubit Clifford

gate. Therefore, these three gates are universal for quantum computing.

It turns out that the resource state |ΨU
n 〉 necessary to teleport an n-qubit gate

U ∈ C
(n)
k is the 2n-fold tensor products of Bell states |Φ〉, with the operation U act-

ing collectively on the second qubit of each Bell pair. Defining |Φn〉 to be the n-fold

tensor product of Bell states, |Φ〉⊗n, with the labels rearranged so that the first n regis-
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ters correspond to the first qubits of each of the Bell pairs, and the last n to the second

qubits, the resource state is

|ΨU
n 〉 := (In ⊗ U) |Φn〉. (1.27)

The gate U can then be performed on n qubits in an arbitrary state |α〉 by doing pairwise

Bell-basis measurements between these qubits and the first n qubits of the resource state

|ΨU
n 〉, followed by local Pauli corrections that are determined by the outcomes of the

measurements. The circuits for implementing an arbitrary single-qubit gate U ∈ C
(1)
k

and CNOT, taken from Ref. [2], are depicted in Fig. 1.3 as examples. Note that the

scheme for teleporting U reduces exactly to the quantum teleportation protocol if the

U = I. Of course, the argument can be made that creating |ΨU
n 〉 is just as difficult

as implementing U directly in the first place, since its constructive definition explicitly

involves an application of U. But in fact there are reasonable circumstances under which

this is not the case. For example, suppose that one has access to an experimental im-

plementation of the gate U, but it is non-deterministic. If one were to incorporate this

gate in a traditional quantum circuit, then failure of the gate would be catastrophic, and

the entire computation would have to be restarted. However, with the gate teleportation

method of GC, the probabilistic U gate need only be operated in advance, offline, in the

creation of the resource state. Then, when simulating the quantum circuit, at the time

when U needs to implemented, one can use the gate teleportation method together with

the pre-prepared resource state, thereby performing U deterministically.

In fact, the first scheme for (near-)deterministic, scalable LOQC incorporated the

teleportation idea as a crucial ingredient. The scheme is due to Knill, Laflamme and

Milburn [27], henceforth referred to as KLM, but a detailed description of their achieve-

ment is beyond the scope of this thesis. The main point of interest for the present
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(a) H gate (b) CNOT gate

Figure 1.3: Procedures for teleporting an arbitrary single-qubit gate U ∈ C
(1)
k and

the controlled-NOT gate CNOT ∈ C(2)
2 according to the GC protocol [2].

The figures are taken from Ref. [2]. In each case, the states |ΨU
n 〉 and |χ〉

are resource states for the teleportation that do not depend on the state
|α〉 to be teleported through U. It can therefore be prepared offline, in
advance of executing the teleportation protocol.

discussion is that KLM showed how to implement a deterministic entangling gate in the

dual-rail representation using only linear optics. They first showed how to construct a

CZ gate that is non-deterministic (in fact, it succeeds only with probability 1
16

, but its

failure is heralded). They then used their non-deterministic CZ gate to create a resource

for teleporting CZ, requiring on average 8 attempts in order to produce the state suc-

cessfully. Finally, they used their resource state together with the teleportation protocol

to teleport CZ. The original KLM paper [27] phrased the protocol as a linear optical

network, but I have reproduced their design (in turn based on the idea by GC) in the

quantum circuit notation in Fig 1.4. Consider two qubits in the states |ψ〉 and |φ〉.

Rather than acting a non-deterministic CZ gate on them, one first teleports the states

of these qubits to two ancillary qubits, using the standard protocol. In Fig. 1.4, the

ancilla qubits are the third and fourth wires for |ψ〉 and |φ〉 respectively. This requires

creation of two Bell states, indicated by the red boxes with solid outlines, followed by two

Bell-basis measurements (indicated by B) and Pauli correction operations depending on

the measurement outcomes (C1 and C2), shown in the blue boxes with dashed outlines.
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Finally, the CZ gate is performed on the ancillary qubits instead of the original ones.

Obviously, this is not helpful at all! The CZ gate is just as likely to fail on the ancillary

qubits as it was on the original. However, an important trick can be played here. The

CZ gate is an element of the two-qubit Clifford group C
(2)
2 , which maps Pauli operators

to Pauli operators. This means that it obeys a useful commutation relation with the

Pauli correction operations C1,2. The effect of conjugating the corrections by CZ (using

the fact that CZ is idempotent) is

CZ (C1 ⊗ C2) CZ = C′1 ⊗ C′2 ∈ C(2)
1 .

Therefore,

CZ (C1 ⊗ C2) = (C′1 ⊗ C′2) CZ,

meaning that CZ can be pushed through the Pauli correction operators in the circuit,

with the only effect being that they are changed to different Pauli operators.

I have indicated the effect of pushing CZ through the correction operators in Fig. 1.4,

together with some other simplifications: the notation H|0〉 ≡ |+〉, the circuit for Bell

measurements re-expressed in terms of CZ and H gates followed by computational basis

measurements, and the fact that H is idempotent as well. Essentially this process looks

like one where you prepare a resource state (indicated in the dotted green box), followed

by (locally rotated) Bell-basis measurements and Pauli corrections, giving the same re-

sult. Provided the resource state has been prepared properly in advance, the procedure

implementing CZ on the logical qubits is now deterministic (assuming the Bell-basis mea-

surements are deterministic). The particular resource state indicated in the green dotted

box is called a cluster state, an extraordinarily important resource that is at the heart of

most of the discussions of this thesis.

I would like to close this section by returning briefly to the discussion of the KLM
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|ψ〉
|0〉 H H

|0〉 H C1

|0〉 H C2

|0〉 H H

|φ〉

B

B

(a) CZ gate.

|ψ〉 H

|+〉 H

|+〉 C′
1

|+〉 C′
2

|+〉 H

|φ〉 H

(b) Modified CZ.

m1

m2

|ψ〉 H

|+〉 H

|+〉 C′
1

(c) Standard teleportation
circuit.

|ψ〉 H m

|+〉 XmH |ψ〉

(d) Two-qubit gate
teleportation.

|ψ〉 Rz(ξ) H m

|+〉 XmHRz(ξ) |ψ〉

(e) Generalised two-qubit gate tele-
portation.

Figure 1.4: Quantum circuits for gate teleportation. Fig. (a) is the circuit for tele-
porting CZ; solid red boxes represent Bell state preparations, and dashed
blue boxes Bell-basis measurements. Fig. (b) is a slightly modified ver-
sion of Fig. (a), where (in addition to some simplifications), the CZ gate
on qubits 3 and 4 from (a) has been pushed through the Pauli correction
procedure and incorporated into the resource state preparation (dotted
green box). Fig. (c) is the standard state teleportation circuit, which
is divided into two identical stages: stage 1 (solid red area) and stage
2 (dotted blue area). Fig. (d) is stage 1 of Fig. (c), showing the out-
put of performing just the first step of the teleportation procedure, with
the measurement of the first qubit done in the eigenbasis of X. Finally,
Fig. (e) shows a generalisation of (d) in which the first qubit is measured
in one of a single-parameter family of measurement bases, resulting in the
teleportation of one of a single-parameter family of single-qubit gates.
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CZ gate, even though it is not directly relevant to the discussion at hand. It turns

out that this gate, using the teleportation method, is not deterministic either, but only

succeeds with probability 1
4
. The reason is that the basic teleportation procedure itself

is probabilistic in linear optics. There is no easy way to implement a Pauli X gate in this

setting [27], so if the outcome of the measurement of the first qubit in the teleportation

procedure is 1, the gate fails. Thus, the teleportation succeeds only with probability 1
2
,

and since there are two such teleportations in the KLM implementation of CZ, the overall

success probability of the gate is only 1
4
. Nevertheless, this is still significantly better

than the original success probability of 1
16

. Furthermore, KLM gave a method, using a

modified teleportation protocol, to boost the success probability arbitrarily close to 1.

1.3.4 Gate teleportation II: gate-independent resource states

I have now established that there exists a protocol for simulating a universal set of logic

gates for quantum computing using the teleportation protocol with an entangled resource

state that depends upon the gate to be teleported. But, is there a way to teleport gates

using a resource state that is independent of the gate in question? For example, recall

that any single-qubit gate U ∈ SU(2,C) can be teleported, provided one has access to the

resource state |ψU1 〉. An arbitrary single-qubit gate can be expressed in terms of its Euler

decomposition in terms of three real parameters (neglecting a possible overall phase):

U ≡ U(ξ, ζ, η) = Rz(ξ)Rx(ζ)Rz(η), (1.28)

where ξ, ζ, η ∈ R and Rx(z)(θ) is a unitary that rotates a single-qubit state by an angle

θ about the x(z) axis of the Bloch sphere. Does there exist a resource state |R〉 that

enables teleportation of an arbitrary U while itself being independent of U? Since |R〉 is

independent of U, we must find a way to introduce some degrees of freedom somewhere
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else in the teleportation circuit. Why not allow some freedom in the bases in which we

measure the first two qubits?

A measurement basis for a projective single-qubit measurement is completely speci-

fied by two real parameters, because the single-qubit state corresponding to measurement

outcome 0 can be parametrised in terms of its two Euler angles, and then the state for

outcome 1 is its unique orthogonal complement (up to an irrelevant global phase). The

teleportation circuit features two projective measurements, which allows for potentially

up to four degrees of freedom in the unitary that is teleported, more than the three

required. Is it possible, therefore, to adapt the teleportation circuit to teleport an ar-

bitrary U with U-independent resource state by allowing the two projective single-qubit

measurements to be in arbitrary bases?

Consider the state of the system in Fig. 1.4c, after the CZ and H gates have been

applied, but before the single-qubit measurements. Suppose that instead of measuring

the qubits in the computational basis, we project qubit 1 onto the normalised state

|χ〉 := a|+〉+ b|−〉, and qubit 2 onto |µ〉 := c|0〉+ d|1〉, thereby disentangling them from

qubit 3. It is easy to verify, using the formalism of quantum measurements, that the

resulting state on qubit 3 is M|ψ〉, where

M ∝
[
ac bd
ad bc

]
. (1.29)

Suppose we write a = |a| eiθa , b = |b| eiθb , c = |c| eiθc , and d = |d| eiθd . Imposing that

MM† = M†M = I, i.e. that M is unitary, one finds the constraints |a| = |b| and θd− θc =

±π/2. So, |χ〉 only has one remaining degree of freedom, the relative phase between the

|0〉 and |1〉 components. We must thus have |χ〉 = 1√
2
(|0〉 + eiφ|1〉), and its orthogonal

complement |χ⊥〉 = 1√
2
(|0〉 − eiφ|1〉), leaving one degree of freedom in the measurement

basis for qubit 1. Similarly, the phase difference must be π/2 for one basis state for the
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measurement of qubit 2 and −π/2 for its orthogonal complement. The only degree of

freedom is the amplitude of, say, the |0〉 component of the first state, with the other three

amplitudes fixed by orthonormality of the basis. So, if we demand the teleported gate to

be unitary, it can only have two real degrees of freedom, as opposed to the completely

general case of three.

Consider the standard teleportation protocol for transmitting a state faithfully. I

have depicted the circuit for doing this in Fig. 1.4c, but having expressed the creation of

the Bell states in terms of CZ and H operators, and the measurement in the Bell basis in

terms of these same operators and local computational basis measurements. Evidently,

this procedure can be split into two stages, stage 1 (indicated by a solid red box in

Fig. 1.4c) and stage 2 (dotted blue box), followed by the Pauli correction operations can

be performed. Stage 1 and stage 2 are procedurally identical; the input is some generally

unknown state in the first wire, and |+〉 in the second, the two qubits are entangled via

CZ, and then the first qubit is measured in the basis {H|0〉 ≡ |+〉,H|1〉 ≡ |−〉}, which is

the eigenbasis of the Pauli X operator. The output of stage 1 on the bottom register is

used as the input for stage 2 on the top register; thus, it is worth examining the effect of

the operations in stage 1 (equivalently stage 2) independently.

The circuit for stage 1 alone is presented in Fig. 1.4d. The outcome of the measure-

ment of the top register is denoted by m ∈ {0, 1}. By analysing this circuit step-by-step,

it is trivially shown that the resulting output state on the bottom wire is

|ψ′〉 = XmH|ψ〉. (1.30)

|ψ′〉 is then used as the input state for stage 2; suppose the measurement outcome is

denoted by m′ ∈ {0, 1}. Then, the final outcome of the two-stages, before the Pauli
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correction operators are applied, is

|ψ′′〉 = Xm′H|ψ′〉

= Xm′HXmH|ψ〉

= Xm′Zm|ψ〉,

which is the familiar result for the standard teleportation algorithm. Now, to show how

to teleport a single-parameter family of gates, consider measuring the first qubit in the

basis
{

1√
2

(
|0〉 ± eiξ|1〉

)}
, which can be obtained by acting the operator Rz(−ξ)H on

the computational basis. This measurement can be implemented by implementing the

transformation HRz(ξ) on the qubit, which maps the states of the desired measurement

basis back to the computational basis states, and then measuring in the computational

basis. The circuit implementing this procedure is shown in Fig. 1.4e. What is the output

of this protocol? To see this, notice that Rz(ξ) commutes with CZ, and can thus be

pushed through the CZ gate to act directly on the initial state of qubit 1. The protocol

is then precisely the same as the one from Fig. 1.4d with the input state Rz(ξ)|ψ〉, and so

the output is clearly XmHRz(ξ)|ψ〉. Thus, we now have the ability to teleport an entire

single-parameter family of gates with a fixed resource state, by introducing a single-

parameter family of measurement bases. To clarify, when I say “fixed resource state”,

I mean that it is prepared in the same way, by applying CZ to the input state |ψ〉|+〉,

independent of the value of ξ that is desired. This is the germ of the idea behind the

one-way quantum computer, to whose basic description I now turn.

1.4 Universal MBQC: the One-Way Quantum Computer

The one-way quantum computer (1WQC) of Raussendorf and Briegel [35, 36] was the

first ever proposal of a scheme for universal MBQC with a uniform resource state. The
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proposal takes the simple idea of gate teleportation and shows how to use this scheme to

implement a universal set of logic gates with a suitable resource state. The resource states

in question are called the cluster states, also known as graph states [37]. A cluster state

can always be identified with a simple, undirected graph G = {V , E}, comprising a set of

vertices V and a set of edges E , each element of which connects a pair of vertices. The

number of vertices, |V|, is equal to the number of qubits in the cluster state. The state

is constructively obtained by identifying the vertices of G with qubits initialised in the

state |+〉, and then applying CZ gates between all pairs of qubits whose corresponding

vertices are connected by edges. The gate-independent resource states that I show in the

previous section are all special cases of cluster states on small one-dimensional lattices of

a few qubits. Typically, G describes a d-dimensional rectangular lattice with d ≥ 1, but

this is not necessarily the case.

I provide a detailed description of the 1WQC in Ref. [38], which is Chapter 2 of

this thesis; thus, I will not do so here. However, the key points of the 1WQC scheme

are as follows. An arbitrary quantum circuit can be simulated by the 1WQC with a

suitable cluster state, for example, one defined on a 2D rectangular (square) lattice.

Single-qubit operations are implemented by measurements along a one-dimensional chain

within the cluster state. The basis in which measurements are to be performed is the

single-parameter family of measurement bases given in Sec. 1.3.4 above, and the choice

of the parameter depends both upon the Euler angles of the single-qubit gate being

simulated AND the results of previous measurements. Two-qubit entangling gates can

be implemented via suitable local measurements on a two-dimensional subpart of the

cluster state. Since universal quantum computation can be achieved with a single perfect

entangling gate, it is sufficient to show how to simulate, for example, CZ; the method is

closely related to the circuit for teleporting CZ shown in Fig. 1.4b.
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1.5 Resource States for MBQC

In Sec. 1.4, we have seen that cluster states comprise a family of universal resource states

for MBQC, via the 1WQC scheme. One question arises immediately: are there any

other families of resource states that allow for universal MBQC via local measurements?

There are at least two important reasons to be interested in this question. The first is a

practical one: the existence of a variety of universal resource states would provide some

flexibility to experimentalists, and some resources may be easier to prepare than others

within particular physical implementations. However, the second is a more fundamental

question: what are the requirements for quantum computing that allow for a speedup

over classical computing? It is not proven that this speedup exists, but it is strongly

suspected. Therefore, assuming it exists, what could possibly be the reasons?

One clear difference between classical and quantum computers is the ability for qubits

to exist in superposition states, in contrast to classical bits. Superposition is clearly

helpful to quantum computing; for example, Grover’s algorithm [12], which allows one to

find a marked item in an unordered database containing n entries, runs in O(
√
n) time,

as compared to the provably optimal classical runtime of O(n). However, this is only

a quadratic speedup, and therefore does not separate BQP from P. Another important

feature of quantum computers that is not available classically is the ability of multiple

qubits to be entangled. Entanglement too is of obvious help; quantum teleportation [23]

and quantum key distribution [15], among other communication-related tasks, would be

impossible without it. But is entanglement a necessary part of the explanation for the

quantum speedup? And if so, how?

There are circumstances under which a quantum computer is known to be no more

powerful (in the sense of a speedup) than classical computers. By this I mean that, under

certain circumstances, a quantum computer QC that can execute some circuit C with
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O(tC) timesteps can be simulated by a classical computer with O(poly(tC)) timesteps.

When this is the case, I will say that QC can be efficiently classically simulated. An

efficient classical simulation of a quantum computation on n qubits will generally involve:

(a) finding an efficient representation, requiring O(poly(n)) bits, of the quantum state

at each time step;

(b) finding an efficient way of effecting the dynamics, in other words the effect of a

unitary operation appearing in the quantum computation on the state.

Whenever a quantum computation can be efficiently simulated classically, it cannot be

said to provide a quantum speedup.

For example, a quantum computer whose n qubits are restricted to remaining in

computational basis states at all times can be trivially classically simulated. The rep-

resentation of the state is via n classical bits, each encoding a qubit, whose state 0(1)

corresponds to the qubit state |0(1)〉. Assuming without loss of generality that the quan-

tum circuit contains gates acting on no more than two qubits, the dynamics can be

determined by computing for each gate U acting on k qubits, where k ∈ {1, 2}, the func-

tion fU : {0, 1}×k 7−→ {0, 1}×k on the relevant classical registers. A famous result called

the Gottesman-Knill theorem [39] shows that any quantum computer executing a circuit

composed entirely of gates in the Clifford group C
(2)
2 can also be classically simulated;

in this case, it turns out that the state and the dynamics can be efficiently represented

using the stabiliser formalism [33]. This means that access to neither superposition nor

entanglement can by themselves explain the quantum speedup, as both superpositions

and entanglement can be produced by Clifford gates.

In the MBQC context, the underlying resource state (assuming it is defined on qubits

for convenience) can always be constructed via the action of some universal set of gates,

including entangling gates, on an initially uncorrelated register of qubits. What fol-
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lows is nothing but local (adaptive) measurements. The entire MBQC process can thus

be represented in the quantum circuit model; whenever this circuit can be efficiently

classically simulated, the MBQC cannot provide a quantum speedup. Therefore, the

dynamics of a MBQC on a true universal resource state must not be classically simulat-

able. I will explain very shortly that, for example, the dynamics of local measurements

on 1D cluster states can be efficiently simulated via the Matrix Product State (MPS)

representation [40, 41, 42]; 1D cluster states are therefore not universal resources. Never-

theless, they are resources for universal logical single-qubit rotations, and are still worth

considering. In many circumstances, such 1D resources can be coupled together into

higher-dimensional structures that are indeed universal; the MPS description then al-

lows for a convenient description of the method by which single-qubit rotations on the

1D resources are implemented.

Since the existence of entanglement alone does not explain the quantum speedup, the

precise flavour of entanglement that is present must be important to the real explanation

(I will clarify what this means over the course of the rest of the chapter). A step towards

providing a fuller explanation, in the form of another negative result, was provided by

Vidal [40], who showed that quantum computers generating a restricted amount of en-

tanglement (in a sense that I will make precise in Sec. 1.5.1) could also be efficiently

classically simulated, using the MPS formalism. Vidal also showed how the dynamics

of an algorithm running on a quantum computer whose state is always efficiently rep-

resented as a MPS can be efficiently classically simulated, thereby completing the proof

that quantum computations whose entanglement is suitably restricted can be efficiently

classically simulated. I will take a brief interlude to introduce the MPS representation,

as it is extraordinarily useful for demonstrating that certain quantum states can be uni-

versal resource states for MBQC; I will then discuss how to simulate the dynamics of

quantum circuits with MBQC on MPS.
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1.5.1 Matrix Product States

The matrix product state (MPS) representation is an extraordinarily useful form in which

to express states that are not very entangled, in the following sense. Consider an n-qudit

state |Ψ〉, defined on a Hilbert space H, whose qudits are labelled from 1 to n in some

way. |Ψ〉 can be written as

|Ψ〉 =
d∑

i1,i2,...,in=1

ψi1i2...in|i1〉|i2〉 . . . |in〉, (1.31)

where each {|iq〉} is a complete, orthonormal basis for the Hilbert space of qudit q, and

d denotes the dimension of each such Hilbert space. This state is “not very entangled”,

and can therefore be efficiently represented with a MPS representation, if there exists a

labelling of the qudits from 1 to n such that the von Neumann entropy of entanglement

with respect to any bipartition 1, 2, . . . , k|k + 1, . . . n is bounded, i.e.

E1...k,k+1...n ≤ E ∀ k ∈ {1, . . . , n} , (1.32)

where E is a constant that is independent of the size of the system. This property is not

satisfied by a generic quantum state; the bipartition 1 . . . bn/2c|bn/2c+ 1 . . . n yields two

Hilbert subspaces at least one of which has dimension dbn/2c, in which case E1...k,k+1...n

can be as large as bn/2c log2 d, a monotonically increasing linear function of the system

size n. Nevertheless, it turns out that a wide assortment of interesting quantum states

in nature do satisfy this property, which I will discuss further in Ch. 3. The reason why

this restriction on the entanglement leads to an efficient classical description of the state

will become clear after I derive the MPS representation, which I will now do following

the original presentation of Vidal [40].

The matrix product state representation can be derived by applying repeated Schmidt
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decompositions to |Ψ〉. Let us assume the qudits are labelled from 1 to n. First, choose

the bipartition having qudit 1 by itself in one partition, and the remaining qudits in the

other. This bipartition induces the Schmidt decomposition

|Ψ〉 =
d∑

α1=1

λ[1]
α1
|Φ[1]

α1
〉|Φ[2...n]

α1
〉 (1.33)

=
d∑

α1=1

λ[1]
α1

(
1∑

i1=0

Γ[1]i1
α1
|i1〉
)
|Φ[2...n]

α 〉 (1.34)

=
d∑

α1=1

d∑
i1=1

Γ[1]i1
α1

λ[1]
α1
|i1〉|Φ[2...n]

α1
〉, (1.35)

where Γ
[1]i1
α1 is the d×d-dimensional unitary transformation relating the local and Schmidt

bases for qudit 1, i.e.

|Φ[1]
α1
〉 :=

d∑
i1=1

Γ[1]i1
α1
|i1〉. (1.36)

So far, we have introduced λ[1] from the Schmidt decomposition in terms of the bipartition

1|2 . . . n, and then Γ[1] by relating the Schmidt basis of qudit 1 to its local basis. Now, we

want to repeat this process, so that in the end we obtain an expression for |Ψ〉 containing

an analogous λ[q] and a Γ[q] for each qudit q. To introduce λ[2], we use the Schmidt

decomposition of |Ψ〉 with respect to the bipartition 1, 2|3 . . . n:

|Ψ〉 =
d∑

α1=1

λ[2]
α1
|Φ[2]

α1
〉|Φ[3...n]

α1
〉, (1.37)

Consider the Schmidt basis states
{
|Φ[2...n]

α1 〉
}

for qudits 2 to n. Rewrite each of them

such that qudit 2 is expressed in its own local basis,

|Φ[2...n]
α1
〉 =

d∑
i2=1

|i2〉|τ [3...n]
α1,i2
〉, (1.38)
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and then write the vectors
{
|τ [3...n]
α1,i2
〉
}

in terms of the Schmidt basis vectors and coefficients

for qubits 3 . . . n:

|τ [3...n]
α1,i2
〉 =

d2∑
α2=1

Γ[2]i2
α1,α2
|Φ[3...n]

α2
〉. (1.39)

Notice that the sum over α2 in Eq. 1.39 goes from 1 to d2, whereas the one over α1 in

Eq. 1.35 only goes from 1 to d. This is because the smaller of the two parts of the system

in the bipartition 1, 2|3 . . . n has a Hilbert space of dimension d2 rather than d. The next

step is to substitute Eq. 1.39 into Eq. 1.38, and then the result of that back into Eq. 1.35,

giving

|Φ[2...n]
α1
〉 =

d∑
i2=1

d2∑
α2=1

Γ[2]i2
α1,α2

λ[2]
α2
|i2〉|Φ[3...n]

α2
〉 (1.40)

and thus

|Ψ〉 =
d∑

i1=1

d∑
i2=1

d∑
α1=1

d2∑
α2=1

Γ[1]i1
α1

λ[1]
α1

Γ[2]i2
α1,α2

λ[2]
α2
|i1〉|i2〉|Φ[3...n]

α2
〉. (1.41)

This process can be repeated on |Φ[3...n]
α2 〉, and so on until all of the qudits have been

treated, resulting in a final expression for the coefficients ψi1i2...in

ψi1i2...in =
∑

α1,α2,...,αn

Γ[1]i1
α1

λ[1]
α1

Γ[2]i2
α1,α2

λ[2]
α2
. . .Γ[n]in

αn , (1.42)

where the sums over αk for k ∈ {1, . . . , bn/2c} go from 1 to dk, and those for

k ∈ {bn/2c+ 1, . . . , n} go from 1 to dn+1−k. This expression can be interpreted as a

multiplication of n matrices of varying dimensions; defining the d row vectors Γ[1][i1] :=

(Γ
[1]i1
α )α, column vectors Γ[n][in] := (Γ

[n]in
α )α, non-square matrices Γ[k][ik] := (Γ

[k]ik
α,β )α,β

and diagonal square matrices Λ[k] := (λ
[k]
α )α,α, we obtain the MPS representation of the
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coefficients of |Ψ〉 (with the dimensions of the matrices indicated):

ψi1i2...in =

1×d︷ ︸︸ ︷
Γ[1][i1] Λ[1]︸︷︷︸

d×d

d×d2︷ ︸︸ ︷
Γ[2][i2] Λ[2]︸︷︷︸

d2×d2
. . .

d2×d︷ ︸︸ ︷
Γ[n−1][in−1] Λ[n−1]︸ ︷︷ ︸

d×d

d×1︷ ︸︸ ︷
Γ[n][in] . (1.43)

Eq. 1.43 is a useful expression for the MPS representation of |Ψ〉, as its Schmidt coeffi-

cients with respect to any bipartition 1, . . . , k|k+1, . . . n can be read off from the diagonal

elements of Λ[k]. However, for ease of notation (and another reason I shall shortly de-

scribe in the context of MBQC), the ΓΛ products are often collapsed into a single matrix.

Defining A[k][ik] := Γ[k][ik]Λ
[k] for k ∈ {1, 2, . . . , n− 1} and A[n][in] := Γ[n][in], the MPS

representation for |Ψ〉 becomes

ψi1i2...in =
d∑

i1,i2,...,in=1

1×d︷ ︸︸ ︷
A[1][i1]

d×d2︷ ︸︸ ︷
A[2][i2] . . .

d2×d︷ ︸︸ ︷
A[n−1][in−1]

d×1︷ ︸︸ ︷
A[n][in] . (1.44)

This particular form is referred to as the open boundary conditions MPS (OBC-MPS)

representation, but other forms exist; see e.g. Ref. [41]. Now, specifying the form of a

general n-qudit state requires dn parameters; how many are required to give the MPS

representation of the state? Since the derivation of Eq. 1.44 did not place any additional

restrictions on the state, we should not expect to do significantly better (and indeed,

we do not). Assume for simplicity’s sake that n is even, and consider the set
{
A[k][ik]

}
,

with k ≤ bn/2c. There are n/2 such sets (labelled by k), and each set contains d

matrices (labelled by ik) with d2k−1 matrix elements, requiring a total of
∑n/2

k=1 d
2k free

parameters to be specified. The largest dimension of any of the MPS matrices in a MPS

representation of a state is called the bond dimension of the MPS, and for this completely

general qudit state, it is equal to dbn/2c. To describe the whole state, one needs twice as
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many parameters to include the cases n/2 < k ≤ n, for a total of

2

n/2∑
k=1

d2k =
2

d− 1
(dn/2+1 − 2d+ 2). (1.45)

This is a minor improvement on the dn parameters normally required, but is still an

exponentially growing function of n. On the other hand, what if the maximum num-

ber of non-zero Schmidt coefficients (i.e. Schmidt rank) with respect to any bipartition

1 . . . k | k + 1 . . . n of the system is some constant χ that is independent of the number

of qudits in either partition? In that case, considering Eq. 1.43, the dimension of each

matrix Λ[k] is, as before, dk × dk provided dk ≤ χ. However, if the index k is sufficiently

close to the middle index bn/2c, such that logd(χ) < |k − n/2|, then the dimension of Λ[k]

becomes χ×χ instead. In this case, the bond dimension of the MPS is χ, a constant, and,

the maximum von Neumann entropy of entanglement with respect to any bipartition is

log2(χ). In other words, the entropy of entanglement no longer scales with the size of the

subsystems. It turns out to be the case (and I will elaborate on this in Ch. 3) that the

ground states of many physically realistic one-dimensional lattice Hamiltonians share this

property [42], where the qudits are labelled in the natural way according to their spatial

coordinates. This is a special case of what is known as an area law for the entanglement

entropy. In general, the entanglement entropy of a quantum state on a z-dimensional

lattice is said to obey an area law if it scales like O (nz−1), corresponding to the surface

area of the subsystems induced by the bipartitions, rather than the volumes [43].

1.5.2 MBQC in Correlation Space via MPS Representation

The MPS representation of a resource state often allows for a nice interpretation of

MBQC as occurring in correlation space, the name for the vector space in which the

MPS matrices are defined. To see this, consider a slight modification of Eq. 1.44: instead
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of having the matrices A[k][ik] for the end points k = 1, n be vectors of dimension 1× d

and d × 1 respectively, imagine defining the constant vectors 〈L| and |R〉 such that

A[1][i1] = 〈L|B[1][i1] and A[n][in] = B[n][in]|R〉 for some matrices
{
B[1][ii]

}
and

{
B[n][in]

}
.

Also define the renaming B[k][ik] := A[k][ik] for all sites in the bulk, 2 ≤ k ≤ n−1. Then,

we can write the modified form of Eq. 1.44 as

ψi1i2...in = 〈L|B[1][i1]B[2][i2] . . . B[n][in]|R〉. (1.46)

Suppose that |Ψ〉 satisfies an area law, with χ ≤ d. Then, the dimensions of 〈L| will

be 1 × χ, of 〈R| will be χ × 1, and of each of the B[k][ik] will be χ × χ. In this case,

even though the physical system is a chain of qudits with dimension d, we can view the

effect of a MBQC in which qudits are measured sequentially along the chain as being to

process a virtual qudit of dimension χ in correlation space. To see this, observe the effect

of a projective local measurement on the first qudit in the chain. In particular, suppose

the state of the qudit is collapsed to |Φ[1]〉 =
∑d

i1=1 φ
[1]
i1
|i1〉. Consider the effect of the

projector PΦ[1] := |Φ[1]〉〈Φ[1]| acting on the first qudit of |ψ〉:

PΦ[1] |Ψ〉 =
d∑

i1,i2,...,in=1

〈L|B[1][i1]B[2][i2] . . . B[n][in]|R〉
(
|Φ[1]〉〈Φ[1]|i1〉

)
|i2 . . . in〉

=
d∑

i2,...,in=1

〈L|
(

d∑
i1=1

〈Φ[1]|i1〉B[1][i1]

)
B[2][i2] . . . B[n][in]|R〉|Φ[1]〉|i2 . . . in〉

= |Φ[1]〉 ⊗
d∑

i2,...,in=1

〈L|B[1][Φ[1]]B[2][i2] . . . B[n][in]|R〉|i2 . . . in〉,

where I have defined B[1][Φ[1]] :=
∑d

i1=1〈Φ[1]|i1〉B[1][i1], which is a linear combination of

the MPS matrices corresponding to site 1 with coefficients determined by the result of

the measurement on that site. This can be interpreted logically in correlation space as

initialisation of a χ-dimensional qudit 〈L|, followed by a logical operation represented
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by the χ-by-χ matrix B[1][Φ[1]] on that qudit. Carrying on in this manner all the way

along the chain and defining
{

Φ[k]
}

and B[k][Φ[k]] analogously for the remaining sites

k = 2, . . . , n, the effect in correlation space is the logical mapping

〈L| 7−→ 〈L|B[1][Φ[1]]B[2][Φ[2]] . . . B[n][Φ[n]], (1.47)

and the probability of this particular sequence of measurement outcomes to occur is given

by the overlap of this vector with |R〉.

Note that this MPS representation, with a fixed bond dimension independent of sys-

tem size, is only accurate for systems obeying an entanglement area law in one dimension,

and does not generalise to higher dimensions. A general state in any dimension can be

represented exactly with MPS, but the bond dimension required will generally be an

increasing function of the system size. For systems obeying an entanglement area law

in higher dimensions, a generalisation of MPS called the Projected Entangled Pair State

(PEPS) representation [44, 45] is needed. The coefficients of a state in the PEPS rep-

resentation are expressed as a contraction of a tensor network whose ranks depend on

the dimensionality of the system. In 1D, the tensors in the tensor networks are all rank

two; they can therefore be interpreted as matrices and the contraction as a sequence of

matrix multiplications – PEPS reduces to MPS in 1D.

I will now provide some examples of how to interpret local measurements on 1D

resource states as processing a logical qudit in correlation space.

1.5.3 Example: 1D Cluster State as a MPS

The one-dimensional cluster state with open boundary conditions (i.e. on a chain) obtains

an extraordinarily convenient representation as an OBC-MPS in the form of Eq. 1.46.

Not only does the 1D cluster state obey an area law satisfying χ = 2, the matrices B[k][ik]
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are translationally invariant, i.e. they can be chosen to be independent of the site index

k. The description of the functioning of the 1D cluster state as a resource for universal

single-qubit rotations I give in Ch. 2 is in terms of the quantum circuit model; however,

the MPS description is also illuminating. One choice of the matrices for the 1D cluster

state with open boundary conditions is given in Ref. [46]. Dropping the site label k

because of the translational invariance, the MPS representation is given by

〈L| := 〈+|; (1.48)

|R〉 := |0〉; (1.49)

B[0] := |0〉〈+|; (1.50)

B[1] := |1〉〈−|. (1.51)

Thus, we interpret the qubit in correlation space as being initialised in the state 〈+|. The

effect of projecting a physical qubit on to a state in the x− y plane of the Bloch sphere,

i.e. the state |Φ〉 := 1√
2
(|0〉+ e−iξ|1〉) is to act in correlation space with the operator

B[Φ] =
1√
2

(
|0〉〈+|+ e−iξ|1〉〈−|

)
(1.52)

≡ 1√
2

([
1 1
0 0

]
+

[
0 0
e−iξ −e−iξ

])
(1.53)

≡ Rz [−ξ] H. (1.54)

Similarly, projecting the physical qubit on to the orthogonal complement of |Φ〉, given

by |Φ′〉 := 1√
2
(|0〉 − e−iξ|1〉) gives

B[Φ′] ≡ Rz [−ξ] HX. (1.55)
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Bearing in mind that these operators act on a vector to the left in correlation space, the

effect in correlation space is exactly the same as the one in real space: measuring a qubit

in the basis {|Φ〉, |Φ′〉} teleports the virtual qubit in correlation space through the logical

gate XmHRz [ξ], where m = 0(1) corresponds to the outcome |Φ〉 (|Φ′〉).

1.5.4 Example: Ground State of a Quantum Spin Network as a Quantum Wire

One example of a universal resource for single-qubit operations, from Refs. [46, 47], is a

computational wire based on a modification of a famous 1D, nearest-neighbour, two-body

lattice model on spin-1 particles, the Affleck-Kennedy-Lieb-Tasaki (AKLT) model [48].

A generalised version of the AKLT model on a chain of N spin-1 particles is given by

the Hamiltonian

HHaldane = J
N−1∑
j=1

[Sj · Sj+1 − β (Sj · Sj+1)2], (1.56)

with J > 0. The case where β = 1/3 corresponds to the AKLT model, whereas β = 0

is the more familiar Heisenberg model. The Hamiltonian is gapped within the entire

regime −1 < β < 1 containing both the Heisenberg and AKLT points, called the Haldane

phase [49]. The ground state of the AKLT model (i.e. β = 1/3) can be exactly represented

as a MPS with bond dimension χ = 3, making it convenient to check for the possibility

of its suitability as a universal computational wire for MBQC.

The MPS representation of the AKLT ground state is available [48, 47], but for

convenience of analysis the AKLT-type state of Refs. [46, 47] has a slightly different

MPS representation. The logical qubits are encoded in 1D logical AKLT-like wires,
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which are composed of qutrits rather than qubits. The MPS representation is

B[0] := H; (1.57)

B[1] := 2−1/2|0〉〈1|; (1.58)

B[2] := 2−1/2|1〉〈0| (1.59)

(for the real AKLT ground state, the only difference is B[0] := Z, but the state here is

also the ground state of a nearest-neighbour frustration-free gapped spin-1 Hamiltonian).

First consider the implementation of an identity gate (i.e. faithful teleportation) via

measurement in the basis
{
|0〉, 2−1/2 (|1〉 ± |2〉)

}
. The three possible measurement out-

comes yield the correlation space operators H, X and ZX respectively, and the measure-

ment outcomes have equal probability. These three operators can all be considered to be

unwanted byproduct operators. The operators {H,X,Z} generate a finite group called

the byproduct group B. By stringing together a sequence of measurements in the same

basis, each time one teleports the logical information through a random member of B.

The net effect after m such measurements is to have teleported the initial information

through some gate Bm ∈ B. After a finite expected number of measurements m′, we

will obtain Bm′ = I. Thus, faithful teleportation is accomplished with a random but

finite number of steps; the same technique will be used in Ch. 2 when discussing the

universality of N− U− N states.

Now consider a universal set of single logical qubit rotations. To implement Rz(φ), one

can measure in the basis
{
|0〉, 2−1/2

(
|1〉 ± eiφ/2|2〉

)}
. If the outcome is 2−1/2

(
|1〉+ eiφ/2|2〉

)
,

the operation is successful; otherwise, some byproduct from B acts after Rz(φ), which can

be removed by the random walk technique. Similarly, one can implement H by measuring

in the computational basis {|0〉, |1〉, |2〉}, removing byproducts as needed. The full group

SU(2) is generated by {H,HRz(φ)H}.
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In fact, it has subsequently been shown how to compute via MBQC in the degenerate

ground state space of the 1D AKLT model, supplemented by two spin-1/2 particles

coupled to either end of the chain [50]. The AKLT model itself has a four-fold degenerate

ground state space, which is reduced to 2 by the spin-1/2 particles, and a logical qubit

is encoded in this space. Later, it was shown [51] that a similar modification of the

generalised AKLT model in 1D from Eq. 1.56 yields a universal quantum wire as its

ground state for any value of β in the Haldane phase, even though away from the AKLT

point the Hamiltonian is not frustration-free, and an analytical expression for the MPS

representation of the ground state is not known. For completeness, I also mention that

in Refs. [50, 51], it is discussed how to produce a true universal resource by coupling

together parallel wires laid out horizontally via interactions in the vertical direction.

1.6 Projected Entangled Pair States Representation and 2D Universal

Resources

So far, I have only discussed MBQC in correlation space with 1D states, which cannot be

true universal resources for MBQC. A generalisation of the MPS representation allowing

for efficient descriptions of higher-dimensional states exists, and is called the Projected

Entangled Pair States (PEPS) representation [52, 53]. While it is not necessary for

the purposes of Ch. 2 to describe this in detail, I include a brief description here for

completeness.

The PEPS representation of a state is specified by giving the coefficients of the state

in the computational basis as a tensor contraction, much like in the MPS case; the

difference here is that the rank of the tensors appearing in the tensor network can be

greater than two. For example, the 2D cluster states admit a simple PEPS representation

with tensors of rank four. As in the MPS case, one specifies two tensors for each qubit,
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and in general d tensors for each d-level system. It is rather cumbersome writing down

the tensor contraction by listing all of the indices of each tensor and indicating which

ones are summed over. Conveniently, there is a graphical representation that makes this

much easier [46, 47]. In the tensor network, each tensor is represented as a box, with a

number of legs emerging from the box that corresponds to the rank of the tensor. An

index is contracted by joining two legs together, either from two different boxes or from

the same box.

Rank-four tensors can be naturally interpreted as two-qubit operators in correlation

space. A rank-four tensor is drawn as a box with four legs. One could imagine putting

arrows on the legs, so that two of the legs become “inputs” to the box, and the other two

become “outputs”. The operation in correlation space can then be viewed as acting on the

information coming in from the input legs, which is modified by the action of the tensor,

and then transmitted to the two output legs. Refs. [46, 47] provide a much more detailed

description, and also use this representation to describe how to implement entangling

gates in correlation space for the 2D cluster states. Furthermore, they construct a 2D

version of the AKLT-like wires from above. The resource is a family of 2D states, each

consisting of some number of AKLT-like chains with equal lengths, laid out side-by-side

and vertically. Neighbouring qutrits in the horizontal direction are then coupled using a

generalisation of the CZ gate, which applies a phase of eiπ whenever both qutrits are in

state |2〉.

1.7 Identifying and Characterising Resource States

Certain quantum states can act as a consumable resource for quantum information pro-

cessing protocols, e.g. Bell states for quantum state teleportation, or cluster states for

MBQC. As I have already discussed, the cluster states are a family of resource states
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for universal MBQC. However, they are not the only possible resource state; for exam-

ple, the AKLT-based resource state from the previous section [54], or indeed the AKLT

state itself on spin−3/2 particles on a hexagonal lattice [55], are resources for universal

MBQC as well, as indeed are the natural generalisations of cluster states from square to

hexagonal, triangular or Kagome lattices [56]. However, the property of being a universal

resource state appears to be extremely rare; several no-go results are known that elim-

inate a state or family of states from being a suitable MBQC resource. Unsurprisingly,

these results generally focus on the type and quantity of entanglement present in the

candidate resource state. The notions of “type” and “quantity” of entanglement need to

be formalised, which I will now do.

1.7.1 Quantifying entanglement: Entanglement Monotones and LOCC

The amount of entanglement present in a multipartite quantum state |ψ〉 is often quanti-

fied via functions called type-I entanglement monotones (see Ref. [57] for an excellent re-

view). These are functions of |ψ〉 having the property that the parties holding |ψ〉 cannot

increase their values (on average) by acting locally on their part of |ψ〉, and communicat-

ing classically with each other. This set of allowed operations is called Local Operations

and Classical Communication (LOCC). Suppose n parties share a single quantum state,

represented by a density matrix ρ. The effect of performing LOCC operations on ρ is to

map it to an ensemble {pi, ρi}, where

ρi :=
(Ai1 ⊗ · · · ⊗ Ain)ρ(Ai1 ⊗ · · · ⊗ Ain)†

pi
;

pi := Tr((Ai1 ⊗ · · · ⊗ Ain)ρ(Ai1 ⊗ · · · ⊗ Ain)†).

Here, the
{
Aij
}

are all invertible (not necessarily unitary) operators acting locally on

the jth subsystem, and satisfy (Aij)
†Aij ≤ I. Furthermore, the {ρi} can be chosen to
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be pure states, and I will assume without loss of generality that they are. Since each

party can act conditionally based on messages received from other parties, and since local

measurements with random outcomes may be involved in the LOCC protocol, there may

be a number of different branches the protocol can take; one can think of i as labelling

the branch, ρi as the output of that branch and pi as the probability of that branch

occurring. If the precise branch followed is known, then the outcome is actually the pure

state ρi; if it is completely unknown, then the outcome is the mixed state ρ′ :=
∑

i piρi.

The LOCC concept can be used to define measures of entanglement. A function E(ρ) :

Cm 7−→ R+ from an m-dimensional quantum state to the non-negative real numbers is

defined to be a type-I entanglement monotone if

1. E(ρ) = 0 iff ρ is separable;

2. it is non-increasing on average under LOCC [58]; that is, if for every pos-

sible ensemble {pi, ρi} resulting from a LOCC protocol on ρ, E(ρ) satisfies

E(ρ) ≥
∑
i

piE(ρi). (1.60)

If it is possible to guarantee the output state ρ′ resulting from a LOCC protocol on

an input state ρ (such as, for example, if each party merely performs a local unitary),

the protocol is called deterministic. In this case, ρ is said to be convertible to ρ′ under

deterministic LOCC, sometimes denoted as ρ ≥LOCC ρ
′. A function that is non-increasing

under deterministic LOCC, i.e. E(ρ) ≥ E(ρ′) whenever ρ ≥LOCC ρ′, is called a type-II

entanglement monotone.

The reader is advised that type-I entanglement monotones are more commonly re-

ferred to as simply “entanglement monotones” in the literature; my choice of nomencla-

ture is intended to emphasise the distinction between the type-I and type-II versions,

as is done in Ref. [56]. Each of these two types of measures has been used to prove
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some powerful results regarding the (non-)suitability of quantum states as resources for

MBQC. I will next formalise the notion of universality in MBQC, and discuss how type-I

and type-II entanglement monotones rule out the vast majority of quantum states as

resources for universal MBQC.

1.7.2 Entanglement requirements for universal MBQC: resource states are rare

In Ref. [56], the authors consider a form of universality they call CQ-universality, which

refers to a measurement-based quantum computer that is able to accept an arbitrary

classical state as input and produce an arbitrary quantum state as output. There are

other forms of universality: CC-, QC- and QQ-, with the obvious meanings, but CQ-

universality is the most general kind that is possible within the MBQC model. It is worth

pointing out that CC-universality is generally the most that is strictly necessary, since

the readout phase of a quantum algorithm ensures the final output is a classical string

of bits, and that CQ-universality is a stronger requirement. In this work, universality

is a property that is ascribed not to a particular quantum state but to a family of

states, in order to avoid having to explicitly consider infinitely large states. The authors

define a universal resource for MBQC to be a family of states Ψ = {|ψ1〉, |ψ2〉, . . .} with

|Ψ| =∞, such that for every n-qubit quantum state |φout〉, there exists a resource state

|ψi〉 ∈ Ψ such that |ψi〉 ≥LOCC |φout〉. The motivation for this definition is that the

local measurements and classical feed-forward of measurement results allowed within

MBQC constitute a LOCC protocol on the state (an element of the resource) acting

as a substrate for the computation; therefore, if an arbitrary quantum state must be

preparable as output, there must exist an element of the resource that is convertible to

the desired output state under deterministic LOCC.

Type-II entanglement monotones have been used [56] to prove some powerful negative

results regarding the usefulness of families of quantum states as resources for MBQC. One
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of the major results of this work is that if a family of states Ψ constitutes a resource for

universal MBQC, then every type-II entanglement monotone must reach its supremum

over Ψ. The key observation required to prove this is that it is true for the family of

n × n square cluster states on n2 qubits. Any (CQ-)universal resource must be capable

of producing any quantum state, including the cluster states, as its output. The result

then follows because the MBQC protocol cannot increase the value of any type-II entan-

glement monotone. Therefore, if some type-II entanglement monotone does not reach

its supremum on Ψ, then there must be cluster states that are not preparable from any

state in Ψ.

In addition to this entanglement-based requirement for universality, the same work

provides a necessary condition for a family of states to be an efficient resource. In this

context, efficient means essentially that the number of particles, qubits and amount of

classical side-processing required to implement some algorithm via MBQC with this re-

source state are all polynomial in the size of the input. In order for a family of states to be

an efficient resource, certain scaling relations of various type-II entanglement monotones

must be obeyed. More specifically, efficient universality of a resource Ψ (which is a family

of states with different system sizes) requires every type-II entanglement monotone to

grow faster than logarithmically in the system size on Ψ. Another useful quantity called

the geometric measure of entanglement, defined by

Eg(|ψ〉) := max
|φ〉∈H1⊗H2⊗···⊗Hn

|〈ψ|φ〉|2 (1.61)

is the square of the maximum overlap of an n-partite state |ψ〉 with a product state,

introduced in Ref. [59] and shown to be an entanglement monotone in Ref. [60]. The

closely related quantity π(|ψ〉) := − log2Eg(|ψ〉) is a type-II entanglement monotone [56],

and can be used to rule out the family of W-states as constituting a universal resource for
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MBQC [56]. Very similar results hold for weaker types of MBQC resources, namely those

that are only required to be universal for approximate and/or stochastic MBQC [61].

These no-go theorems indicate that families of states that are insufficiently entangled

(as measured by type-II entanglement monotones) are not CQ-universal resources for

efficient MBQC. It is tempting to assume that the converse is also true, namely that

non-universal resources are necessarily ones that are insufficiently entangled. If this

were the case, it would be wonderful news, for generic multipartite quantum states are

highly entangled, in several senses. For example, the entropy of entanglement of a single

subsystem with respect to the rest of the state is typically close to maximal [62, 63,

64], random 2l-qubit states are resources for teleportation of O(l) qubits [65], and have

near-maximal entropy of entanglement with respect to any bipartition [66]. Sadly, this

assumption turns out to be false; in fact, most quantum states are in a sense “too

entangled” to be resources.

One can view measurements on the resource state as a tool to augment the power

of the classical computer doing the side-processing. It turns out that generic states

can in fact be replaced by an unbiased random number generator with no change in

overall computational power [67, 68]. In fact, in Ref. [67], it is shown that the very

same geometric measure of entanglement π(|ψ〉) from the previous paragraph that must

reach its supremum on any universal resource. For a family of states whose elements are

labelled by the number of qubits n to be a resource, the geometric measure must thus be

an increasing function of the number of qubits n and must also increase no faster than

linearly in n. The fraction of n-qubit states (for n ≥ 11) for which this is true is less than

e−n
2
. Furthermore, while the results of Ref. [56] are valid in the case of CQ-universality,

which is arguably more than is required for useful MBQC, the conclusions of Refs. [67, 68]

are valid in the less stringent case of CC-universality as well.

In summary, states that are insufficiently entangled, too entangled, or whose dynamics
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under LOCC can be efficiently simulated (via, for example, the stabiliser formalism or

the MPS or PEPS representations) are all useless for MBQC. Clearly the property of

being a universal resource is uncommon amongst quantum pure states.

1.7.3 Physically interesting universal resource states for MBQC

Despite the scarcity of universal resource states, a variety of them beyond the cluster

states have been discovered [69, 54, 47, 50, 70, 71, 51, 72, 55]. The work of Gross and

Eisert [54, 47], beyond developing the framework for interpreting MBQC in correlation

space via the MPS representation, also provided several examples of resource states that

differ materially from the cluster states in various physically relevant respects.

One example of relevance to this thesis concerns correlations present within the state.

One characteristic feature of cluster states is their spin-spin correlation functions. Let

the operator Sα,i = ~Si · α̂ denote the component of the spin ~Si of particle i with total

spin s in the direction α̂ ∈ R2s+1. Then, the spin-spin correlation function

Ci,j(Sα, Sβ) = 〈Sα,iSβ,j〉 − 〈Sα,i〉〈Sβ,j〉 (1.62)

is non-zero for cluster states only if qubits i and j are adjacent, irrespective of the spin

projection axes α̂ and β̂ chosen. This feature is actually utilised in the original proof of

universality of the cluster states for MBQC; the fact that distant measurement results

are uncorrelated allows the computation to be broken up into small pieces corresponding

to the simulation of individual circuit model gates, with each of these pieces analysed

separately. The work in Refs. [54, 47] were the first to provide an example of a resource

state in which these correlation functions are not strictly nearest-neighbour, but instead

are slowly decaying functions obeying a power law in |i− j|. The state is exactly the 2D

AKLT-like state discussed in Sec. 1.6. The resulting 2D state has power-law correlations
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in the horizontal direction.

Another example concerns the local entanglement properties of the individual par-

ticles. Each qubit in a 2D square cluster state shares 1 ebit of entanglement with the

rest of the state; in other words, each local reduced density matrix is maximally mixed.

This property too could be conjectured to be necessary for a multipartite state to be

a universal resource; after all, one ebit of shared entanglement is necessary for perfect

state teleportation, with any lesser amount resulting in imperfect teleportation fidelity.

However, it turns out that even states where each qubit shares arbitrarily little entangle-

ment with respect to the rest of the state can still be universal resources, as again shown

in Refs. [54, 47]. In Chapter 2, I describe two different classes of resource states; the

first features non-vanishing correlation functions beyond nearest-neighbour (though they

decay exponentially rather than as a power law), while the second has qubits sharing less

than a full ebit of entanglement with the rest of the state (though not arbitrarily little;

there is a critical threshold below which the state ceases to be universal).

The AKLT-based example of Refs. [54, 47] is especially appealing as it is the unique

ground state of a two-body, nearest-neighbour, gapped spin Hamiltonian (albeit one

corresponding to an artificial toy model with unphysical interactions). Imposing the

requirement that the resource state be the ground state of some naturally occurring

system has led to the discovery of further resource states. The main desiderata usually

cited for the system in question are that it should

(I) have a ground state that is universal for MBQC;

(II) have a unique, non-degenerate ground state;

(III) exhibit a finite energy gap between the ground state and the first excited manifold;

(IV) be 2-local, i.e. have only terms featuring interactions between at most 2 particles;
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(V) be frustration-free, i.e. have the global ground state also be the ground state of

each term in the Hamiltonian separately.

The reason for condition (I) is obvious. Conditions (II-III) are desirable to protect the

state against thermal errors. Condition (IV) is motivated by the lack of intrinsic k > 2-

body interactions in nature. Condition (V) ensures that as the computation proceeds,

the portion of the resource state that remains unmeasured is still in its ground state

configuration. I should mention that conditions (II) and (V) are actually violated by

the AKLT resource of Refs. [50, 51], but in those cases the information is encoded in a

non-trivial global symmetry degree of freedom with topological protection from thermal

errors. A natural first step is to target the cluster state on a suitable d > 1-dimensional

lattice as the ground state. Unfortunately, it was shown that no Hamiltonian satisfying

conditions (I-V) can have the cluster state [73], or indeed any graph state [56] as its

unique ground state. For the cluster states in particular, the condition that is violated is

number (IV); in [73], it is shown that Hamiltonians having d-dimensional cluster states

as their ground states must be at least (2d+ 1)-local; this corresponds to 3-local for 1D

cluster states and 5-local for 2D ones. The various conditions can, of course, be relaxed;

I will now discuss progress that has been made along these lines.

An early approach was to relax the requirement that the ground state be exactly a

cluster state, and instead design a Hamiltonian that approximates the low-energy sector

of the five-body parent Hamiltonian for the square cluster states with two-body oper-

ations. Approaches along these lines include schemes that utilise ancilla particles to

(approximately) mediate effective k > 5-body interactions [74, 75], or that have ground

states approximately encoding logical n-qubit cluster states on n′ > n physical qubits [69].

Another possible idea is to seek Hamiltonians whose ground states encode resources other

than graph/cluster states, and this has proven to be a fruitful direction of research. Ad-

ditionally, there is the previously discussed AKLT-based example of Refs. [54, 47]. The
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MPS representation of the 1D AKLT chain has been exploited to develop schemes for

using the ground state space of the AKLT [48] model to encode computational wires with

dynamical coupling between adjacent wires used to simulate two-qubit operations [50].

The proof of universality was later extended to the entire Haldane phase [76, 51], though

not using the MPS representation, since it is only efficient for this model precisely at the

AKLT point.

Of course, it would be more desirable to produce the 2D universal resource state di-

rectly as the ground state, and exciting progress has been made on these fronts as well.

A legitimate 2D resource with a Hamiltonian satisfying conditions I-V was identified by

Chen et al. [70], with the system comprising spin-5/2 particles on a honeycomb lattice.

While this proposal constitutes a promising first step, it suffers from two major draw-

backs. The first is that the Hamiltonian in question has a rather complicated form and

would be implausible to engineer with current technology; the second is the requirement

of spin-5/2 particles, which are not as easily available as lower-spin particles. Two more

proposals partially address these problems; one uses the simpler AKLT model [55] and

the other a slight variation [72], and both can be implemented with spin-3/2 particles.

Further reductions of the spin are still desirable. It remains an open question whether

there is a spin-1 Hamiltonian satisfying conditions I-V, but it has unfortunately been

ruled out for spin-1/2 Hamiltonians [77].

1.8 Stochastic Local Operations and Classical Communication

As was established in Sec. 1.7.2, universal resource states for MBQC are rare. However,

they do exist: besides the cluster states, Sec. 1.7.3 introduced several examples. While a

few general ideas, such as the MPS and PEPS formalisms, have assisted in the identifi-

cation of these states, the process has so far been ad hoc. The no-go theorems described
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in Sec. 1.7.2 rule out certain families of states, but do not provide a constructive method

for finding resources. Such a constructive method would be valuable.

It is therefore worth considering whether there is a wide class of pure states, defined

in some systematic way, whose members are all universal resources. Furthermore, this

class would be most useful if it contained every possible universal resource, and no non-

resource. The identification of this class, were it to exist, would be tantamount to

providing a set of necessary and sufficient conditions for a family of states to be a resource.

This would then exhaustively answer the question of which physical properties a family

of pure states must possess in order to be a universal resource.

The identification of such a class would be a triumph, and the accomplishment of

Ch. 2 [38] is to make some modest progress in this direction. If such a class exists, then

it obviously must include the family of cluster states, as well as any other previously

identified universal resource states. The idea of Ch. 2 is to define a family of useful

resource states by means of its relation to the cluster states, and the specific relationship

chosen utilises a particular case of the LOCC concept discussed in Sec. 1.7.1, called

Stochastic Local Operations and Classical Communication (SLOCC).

Two n-qubit pure states |ψ〉 and |φ〉 are said to be LOCC-equivalent if and only if

|ψ〉 can be obtained from |φ〉, and |φ〉 from |ψ〉 with certainty under LOCC. Now, if

|ψ〉 is an element of a universal family of resource states, then it is clear that |φ〉 is as

well. Any quantum circuit C that can be simulated via local unitary operations and local

computational basis measurements on the state |φ〉, together with classical feed-forward

of measurement results, can just as well be simulated on |ψ〉 under the same conditions.

In fact, one simply needs to execute the relevant deterministic LOCC protocol to convert

|ψ〉 to |φ〉 with unit probability, and then proceed as usual. Therefore, the orbit of |φ〉

under deterministic LOCC, also known as the LOCC-equivalence class of |φ〉, contains

only states on which C can be simulated perfectly via some MBQC protocol.
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Suppose |φ〉 is a cluster state on n qubits with the appropriate geometry to simulate C.

Does that mean that the LOCC-equivalence class of |φ〉 is precisely the class containing

all of the pure n-qubit resources that can simulate C? It would be rather disappointing

for this to be the case, because it turns out that the LOCC-equivalence class is precisely

equal to the LU-equivalence class, those states that can be reached from |φ〉 by applying

only local unitary operations [78, 58]. For all intents and purposes, any state that is

LU-equivalent to the cluster state is identical to it; no entanglement properties of the

state can be modified via LU operations. Thus, we should turn our attention to a larger

class of states encompassing |φ〉; a natural one to consider is the SLOCC-equivalence

class.

Two n-qubit pure states |ψ〉 and |φ〉 are said to be SLOCC-equivalent if and only

if |ψ〉 can be converted to |φ〉, and |φ〉 to |ψ〉, via LOCC with a non-zero probability

of success [79]. The SLOCC-equivalence class first arose in the context of entanglement

classification, an attempt to sort quantum states into equivalence classes on the basis

of whether they can be interconverted by restricted classes of protocols, such as LU

or (deterministic) LOCC. In fact, LOCC-equivalence classes do not have a very rich

structure, because of the fact that the notions of LOCC- and LU-equivalence coincide [78,

58]. There are thus an infinite number of LOCC-equivalence classes even for bipartite

states. On the other hand, using SLOCC-equivalence instead results in a significant

coarse-graining; there are precisely two classes for two-qubit pure states, the product

states in one class and all other states in the other. In other words, it is always possible to

convert any two-qubit entangled pure state to any other under LOCC with a probability

exceeding 0.

The result for two qubits suggests that there is only one fundamental kind of en-

tanglement for two-qubit states. It turns out that there are two inequivalent kinds of

entanglement for three-qubit pure states. In particular, there are two SLOCC-equivalence
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classes for fully-entangled three-qubit states, those that cannot be factorised into a tensor

product of a single-qubit pure state and a two-qubit pure state [79]. These classes have

the canonical representatives

|GHZ〉 :=
1√
2

(|000〉+ |111〉) ;

|W〉 :=
1√
3

(|100〉+ |010〉+ |001〉) .

For four or more qubits, the number of SLOCC-equivalence classes is not enumerable [79,

80, 81, 82]. Nevertheless, the important point here is that two n-qubit states with

different entanglement properties, such as for example, differing entropies of entanglement

with respect to any bipartition, can still be SLOCC-equivalent. Therefore, the SLOCC-

equivalence class of cluster states of various sizes seems like a promising candidate for a

large class of resource states differing materially from the cluster states themselves.

Of course, any state that is SLOCC-equivalent to a cluster state can be used as a

stochastic, or probabilistic resource for MBQC; indeed, it can be locally converted to a

cluster state with non-zero probability. The question of interest in Ch. 2 is which class of

multiqubit states on n-qubits that are SLOCC-equivalent to a cluster state of a particular

geometry suitable for simulating an arbitrary quantum circuit C of an appropriate size,

can be used to simulate C deterministically themselves. There are two compelling (and

related) reasons to consider this class of states. The first is that many multiqubit resource

states have been shown to be locally equivalent to cluster states [83, 55]. Indeed, for some

of these resources, the proof of universality itself is via this method. The second is that

presently (to my knowledge), no qubit resource states are known that are not SLOCC-

equivalent to some cluster state. For some resources, the proof of universality was via

some method such as the MPS or PEPS representation, but they were later shown to

be locally equivalent [83]. This is in some sense a trivial statement if one only considers
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CQ-universality, as then there must exist some state from the family that can be used to

prepare any particular cluster state via a series of adaptive local measurements (which

clearly constitutes a LOCC protocol). However, it is not guaranteed that the cluster

state will possess the same number of physical or logical qubits as the initial resource

state. Furthermore, if one considers CC-universality instead, which is arguably sufficient

for simulating the circuit model via MBQC, then it is not clear at all a priori whether it

should be possible to prepare a cluster state locally from the resource. To clarify what

I mean by ‘locally equivalent’: it is the same as SLOCC-equivalent if the resource state

is itself on qubits. If the candidate resource is instead on d-level qudits, then it is the

same as SLOCC-equivalent to a cluster state on d-level qudits as well, where only two

local degrees of freedom per particle are used to encode the information.

The definition of SLOCC-equivalence I gave earlier is not very mathematically con-

venient, as it does not place any restrictions on the number of Kraus operators that may

be necessary to describe the protocol. Fortunately, a much more convenient condition

for SLOCC-equivalence was found by Dür et al. [79], namely that two n-qubit states |ψ〉

and |φ〉 are SLOCC-equivalent if and only if they are connected by an invertible local

operator, meaning that

|φ〉 = A1 ⊗ A2 ⊗ · · · ⊗ An|ψ〉, (1.63)

where Ai ∈ GL(2,C) for each i. In Ch. 2, I consider cluster states of several useful

geometries, and determine certain sufficient (though not necessary) conditions on the

{Ai} such that the result of applying the invertible local operators on the cluster state is

a state on which the same useful set of circuits that could be simulated by the original

cluster can also be performed with the new state. In particular, I show that qubit states

having long-range correlations, rather than cluster-style nearest-neighbour ones, can be

produced via the action of appropriate invertible local operators on cluster states. This
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provides further evidence that, perhaps, the SLOCC-equivalence class of the cluster states

(or more colloquially, states having cluster-like entanglement) are the only candidates for

universal MBQC resources.

1.9 Preamble to Chapter 2

Chapter 2 is a reproduction of a journal article that has been published in Physical

Review A. The article is c© American Physical Society (APS), 2011. The full citation

to the article can be found in the Bibliography; it is Ref. [38]. The content is identical

in every respect to the manuscript, except that the formatting has been changed to

comply with University of Calgary thesis formatting requirements rather than those of the

journal, and the bibliography has been stripped from the manuscript, with the references

incorporated into the bibliography for the thesis as a whole. According to APS guidelines,

it is acceptable to include an APS-published manuscript in a thesis without receiving

explicit permission in writing; see http://publish.aps.org/copyrightFAQ.html#thesis. A

preprint of the article has been placed on the arXiv (arxiv.org), with the article identifier

arXiv:1108.4909.

I am the first author of this article, and my contribution was to perform all of the

primary research whose results appear in the article, as well as write and edit a complete

draft of the paper. My co-author Dr. David L. Feder, who is my supervisor, provided

scientific advice and input regarding the nature of the research to be performed and

the goals of the project. Additionally, Dr. Feder was heavily involved in editing the

manuscript prior to submission to the journal upon receipt of a full draft from me.
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Chapter 2

Strategies for measurement-based quantum

computation with cluster states transformed by

stochastic local operations and classical

communication

2.1 Abstract

We examine cluster states transformed by stochastic local operations and classical com-

munication, as a resource for deterministic universal computation driven strictly by pro-

jective measurements. We identify circumstances under which such states in one di-

mension constitute resources for random-length single-qubit rotations, in one case quasi-

deterministically (N−U−N states) and in another probabilistically (B−U−B states).

In contrast to the cluster states, the N−U−N states exhibit spin correlation functions

that decay exponentially with distance, while the B − U − B states can be arbitrarily

locally pure. A two-dimensional square N − U − N lattice is a universal resource for

quasi-deterministic measurement-based quantum computation. Measurements on cubic

B− U− B states yield two-dimensional cluster states with bond defects, whose connec-

tivity exceeds the percolation threshold for a critical value of the local purity.

2.2 Introduction

In the Measurement-Based Quantum Computation (MBQC) model [35, 36], one starts

with a highly entangled many-qubit quantum state called a resource state, and processes
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logical information via single-qubit measurements on the physical qubits of the resource

state. In order to compensate for the randomness of the measurement outcomes, the bases

in which measurements are performed must be conditioned on the outcomes of previous

measurements. Proceeding in this way, one can teleport logical quantum information

situated on one part of the state to another part, but having been subjected to some

desired unitary transformation. If the basic unitary transformations that can be applied

via single-qubit measurements on the resource state generate a set that is dense in SU(2),

then the resource is said to be universal (in the terminology of Ref. [56], this is the notion

of CQ-universality, and such a resource state would be called a universal state preparator).

The archetypal family of resource states known to be universal for efficient MBQC

is the so-called cluster state [35, 36]. This state is special in several ways: all spin

correlation functions are strictly nearest-neighbor [54, 47], the localizable entanglement

between any pair of qubits is maximal [54, 47], it is the only state (up to local unitaries)

on small system sizes that saturates the Tsallis and Renyi entropies of entanglement [82],

it cannot be the non-degenerate ground state of a two-body spin Hamiltonian [73, 84],

and so on. One might expect that one or more of these properties would be necessarily

satisfied by any universal resource state. This has turned out not to be the case; several

authors in recent years have identified resources that differ materially from the cluster

states [69, 54, 47, 50, 70, 71, 51, 55].

The newly discovered richness in the landscape of resources notwithstanding, the

property of universality is exceedingly rare; not only must a family of universal resource

states saturate various measures of entanglement in the thermodynamic limit [56, 61],

but the entanglement with respect to other measures must not be too high [67, 68].

Therefore, it is highly unlikely that a random pure state will be universal, so a search

for new resources must be heavily constrained in order to have a reasonable chance of

success.
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Recently, a number of new resources [54, 47, 50, 85] have been proven to be univer-

sal by means of reduction to a known resource state [83]. The reduction strategies of

interest are those composed purely of local operations, possibly augmented by classical

communication. They are typically stochastic, in the sense that the known resource

state is smaller than the original state. In other words, these resources all appear to be

within the equivalence class of the cluster states under Stochastic Local Operations and

Classical Communication (SLOCC). The SLOCC-equivalence class of an n-qubit pure

state is known to be its orbit under GL (2,C)⊗n, the group of n-fold tensor products of

two-by-two invertible matrices over the complex numbers. In other words, two n-qubit

states |ψ〉 and |φ〉 are equivalent under SLOCC if and only if

|ψ〉 = S(1) ⊗ S2 ⊗ · · · ⊗ Sn|φ〉 (2.1)

where the {Si} ∈ GL (2,C) are invertible, two-by-two complex matrices.

A natural question thus arises: are all universal MBQC resources SLOCC-equivalent

to the cluster states? More precisely, is any n-qubit element of a family of universal

resource states SLOCC-equivalent to an n-qubit cluster state?

In this paper, we tackle a related question, namely: what states in the SLOCC-

equivalence class of the two-dimensional cluster states are universal for MBQC? It is clear,

by construction, that each state in this class can be stochastically reduced to a cluster

state, but what is not clear is whether it is possible to compute directly on the image of a

cluster state under some invertible, local map. We show that there is a restricted subclass

of invertible local transformations, strictly including the local unitaries, whose image is

a set of quasi-deterministic resources for MBQC, where in general the computation is of

random length and ‘repeat-until-success’ strategies must be employed (c.f. Refs. [47, 85]).

In particular, we identify two types of SLOCC operators whose action can in certain
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cases preserve the usefulness of the cluster state as a resource. The first type, which

we call N-type operators, comprises those operators that preserve the relative norms of

the computational basis states. The second type, called B-type operators, are those that

preserve their orthogonality (i.e. are in a sense basis-preserving).

In particular, we show that when N-type operators act on alternating qubits in a 1D

cluster state, the state remains a quasi-deterministic resource for single-qubit rotations.

We refer to such 1D states as N − U − N chains. In contrast to the cluster state, the

number of measurements required to implement an arbitrary single-qubit rotation with

an N − U − N chain is random rather than fixed. Furthermore, the state exhibits non-

zero spin-spin correlations that decay exponentially with distance. These properties are

shared by other resources previously appearing in the literature [54, 50, 76, 76], notably

those based on the so-called AKLT model [86, 48]. We also how 1D N−U−N chains can

be coupled together to produce a quasi-deterministic 2D resource for universal MBQC.

Next, we show that when B-type operators act on alternating qubits in a 1D cluster

state, the result is in general a probabilistic resource for single-qubit rotations. We call

these states B−U−B chains. We find that under a restricted subset of B-type operators,

the three-dimensional analogs of B−U−B chains constitute quasi-deterministic resources

for MBQC under strictly projective measurements. A similar result was exhibited in

Ref. [61], in which a 2D cluster state deformed by B-type operators was shown to be

reducible to a percolated 2D cluster state [87] by the action of three-element POVMs.

The B − U − B states have the interesting property that each qubit can be arbitrarily

locally pure, or alternatively that an individual qubit can be arbitrarily weakly entangled

with the rest of the state, as measured by the von Neumann entropy of entanglement.

Like the cluster states, they also exhibit vanishing long-range correlations, with no spin-

spin correlation functions beyond second-nearest-neighbor surviving.

The structure of the paper is as follows: in Section 2.3, we briefly review the theory
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of measurement-based quantum computation using cluster states, and introduce the var-

ious definitions and notation used in the technical part of this paper. In Section 2.4, we

describe the effects of invertible local operators acting on a cluster state on the class of

linear transformations that can be logically implemented via adaptive single-qubit mea-

surements on this new state, and outline some strategies for dealing with these effects.

In Section 2.5, we provide explicit examples of some structures of SLOCC-transformed

cluster states that are universal for either probabilistic or deterministic single-qubit ro-

tations or full MBQC. Finally, in Section 2.6, we discuss the relationship of our resource

states with previously known quasi-deterministic resources, and outline the prospects of

identifying hitherto unknown resource states by this method.

2.3 Background

An n-qubit cluster state can be defined in terms of the stabilizer formalism [33] as the

unique n-qubit pure state |Cln〉 satisfying the n conditions

Xi

⊗
j∈N (i)

Zj|Cln〉 = |Cln〉, (2.2)

where i ∈ {1, . . . , n} labels a qubit, N (i) denotes the spatial neighbourhood of qubit i,

and Xi and Zi denote the standard single-qubit Pauli operators, given in the computa-

tional basis by

X =

[
0 1
1 0

]
; (2.3)

Z =

[
1 0
0 −1

]
, (2.4)

acting on qubit i. Alternatively, the cluster state can be identified as the result of a

dynamical process in which
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1. n qubits are initialized in the state |+〉⊗n, where |+〉 ≡ 1√
2

(|0〉+ |1〉) is the

+1-eigenstate of X;

2. CZ entangling gates, whose action on the computational basis states is

given by

CZi,j|x, y〉i,j = (−1)x·y |x, y〉i,j, (2.5)

are applied between each pair of neighbouring qubits (i, j). Thus,

|Cln〉 =
∏
〈i,j〉

CZi,j|+〉⊗n, (2.6)

where 〈i, j〉 indicates that i and j label neighbouring qubits.

For notational convenience, define a global entangling operation on a lattice,

Gk,l :=
l−1∏
j=k

CZj,j+1, (2.7)

to be the tensor product of CZ gates acting between all nearest-neighbour pairs of vertices

on a line with labels between k and l. Now consider a modified one-dimensional n-qubit

cluster state,

|Cl1Dn 〉′ = G1,n|ψ〉1|+〉⊗n−1
2,...,n . (2.8)

where the first qubit was encoded in some general pure state |ψ〉 before the global en-

tangling operation G1,n was performed. The effect of projectively measuring the first

qubit, the one on which |ψ〉 was initially encoded, is to teleport the quantum information

corresponding to the state |ψ〉 to the next qubit, subject to some linear transformation

depending upon the basis and outcome of the measurement. To see this, assume that
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|ψ〉 = a|0〉+ b|1〉. We then find that

|Cl1Dn 〉′ = G2,nCZ1,2 (a|0+〉1,2 + b|1+〉1,2) |+〉⊗n−2
3,...,n

= G2,n (a|0+〉1,2 + b|1−〉1,2) |+〉⊗n−2
3,...,n

= G2,n (a|0〉1I2 + b|1〉1Z2) |+〉⊗n−1
2,...,n . (2.9)

Projecting the first qubit via an arbitrary rank-1 projector |m〉〈m|, the state of the

system (neglecting the projected qubit and overall normalization) becomes

|Φ〉 = G2,n (a〈m|0〉I2 + b〈m|1〉Z2) |+〉⊗n−1
2,...,n

= G2,n (a〈m|0〉|+〉2 + b〈m|1〉|−〉2) |+〉⊗n−2
3,...,n

= G2,nH2 (a〈m|0〉|0〉2 + b〈m|1〉|1〉2) |+〉⊗n−2
3,...,n

∝ G2,nH2 (〈m|+〉I2 + 〈m|−〉Z2) |ψ〉2|+〉⊗n−2
3,...,n ,

where the Hadamard operator Hi = (Xi + Zi)/
√

2. In other words, the quantum in-

formation has been teleported to the second qubit through the linear transformation

M = H (〈m|+〉I + 〈m|−〉Z) . (2.10)

Without loss of generality, the single-qubit state acting as the projector can be written

as

|m (ξ, φ)〉 = cos
ξ

2
|+〉+ eiφ sin

ξ

2
|−〉 (2.11)
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for some 0 ≤ ξ < 2π, −π ≤ φ < π. Thus, the linear transformation through which the

quantum information is teleported can be written as

M = H

(
cos

ξ

2
I + eiφ sin

ξ

2
Z

)
. (2.12)

In the special case that φ = ±π, corresponding to |m〉 lying on the x − y plane of

the Bloch sphere, this transformation becomes the (familiar from cluster state MBQC)

unitary transformation HRz [±ξ]. Thus, there is an entire single-parameter family of

unitary gates through which the initial state |ψ〉 can be teleported, each corresponding

to a projection of the first qubit on to some state lying in the x− y plane. This family is

universal for single-qubit rotations: via four projections, corresponding to ξ = 0, ξ2, ξ3, ξ4

respectively, one teleports the transformation

U (ξ2, ξ3, ξ4) = HRz [ξ4] HRz [ξ3] HRz [ξ2] HRz [0]

= Rx [ξ4] Rz [ξ3] Rx [ξ2] , (2.13)

which is an arbitrary single-qubit unitary decomposed in terms of Euler angles.

To this point, we have not discussed how to compensate for the randomness associated

with the measurements. If one were to drive the gate teleportation described above via

projective measurements, measurements must be made in an orthonormal basis contain-

ing |m (ξ, φ = π)〉. For a single qubit, this basis would be B (ξ, φ) =
{
|m (ξ, φ)〉, |m⊥ (ξ, φ)〉

}
,

where

|m (ξ, φ)〉 = cos
ξ

2
|+〉+ eiφ sin

ξ

2
|−〉; (2.14)

|m⊥ (ξ, φ)〉 = sin
ξ

2
|+〉 − eiφ cos

ξ

2
|−〉. (2.15)
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From Eq. (2.10), the teleported gate associated with the application of the projector

|m⊥〉〈m⊥| on the first qubit would be

M⊥ = H

[
sin

ξ

2
I− eiφ cos

ξ

2
Z

]
(2.16)

≡ XH

[
cos

ξ

2
I− e−iφ sin

ξ

2
Z

]
,

where in the last step we have made use of the identity XH = HZ, and have dropped an

unimportant overall phase. Once again considering the special case that φ = ±π, this

reduces to

M⊥ = XHRz [±ξ] = XM.

The teleported gate can be summarized succinctly as follows: measuring in the basis{
|m〉, |m⊥〉

}
defined by Eqs. (2.14,2.15) with φ = π, and denoting the measurement

outcome by m = 0 for state |m〉 and m = 1 for |m⊥〉, then the teleported gate is

XmHRz [ξ]. The operator X can be thought of as a byproduct operator that occurs as a

result of obtaining measurement outcome 1.

If the aim is to teleport the operator U (ξ2, ξ3, ξ4) defined in Eq. (2.13), then apparently

one runs into a problem should a measurement outcome of 1 be obtained for any of the

four measurements needed to teleport this gate. In fact the X byproduct operators can

be pushed through the rotations because Rz [ξ] X = XRz [−ξ]. Suppose then that one

performs four projective measurements on a one-dimensional cluster state, with the ith

measurement being a projective measurement of qubit i in the orthonormal basis B (θi, π),

θ1 = 0 and the measurement outcome denoted mi ∈ {0, 1}. The quantum information

originally situated on qubit 1 before the global entangling operation is then teleported
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through the gate

M = Xm4HRz [θ4] Xm3HRz [θ3] Xm2HRz [θ2] Xm1H

= Xm4Zm3Xm2Zm1Rx

[
(−1)m3+m1 θ4

]
× Rz [(−1)m2 θ3] Rx [(−1)m1 θ2] . (2.17)

Comparing Eq. (2.13) and Eq. (2.17), the choices θ2 = (−1)m1 ξ2, θ3 = (−1)m2 ξ3, and

θ4 = (−1)m3+m1 ξ4 make the implemented teleported gate

M = Xm4Zm3Xm2Zm1U (ξ2, ξ3, ξ4) . (2.18)

Thus, any gate can be implemented by conditioning each of the last three measurement

bases on the results of previous measurements, up to an overall Pauli byproduct operation.

The byproduct is of no concern, as Z has no effect on computational basis states while X

merely swaps them; this means that the effect of the byproduct can be taken into account

simply by appropriate reinterpretation of the final measurement outcomes of the circuit,

contingent on the intermediate measurement outcomes.

An equivalent description of this universal gate teleportation can be obtained within

the Matrix-Product State (MPS) representation [54, 47] of the one-dimensional cluster

state:

|Cln〉 =
∑
~i

A[1][i1]A[2][i2] . . . A[n][in]|i1i2 . . . in〉, (2.19)

where ~i is an n-bit string and the site matrices
{
A[j][ij]

}
are all two-by-two, except for

the boundaries; the
{
A[1][i1]

}
are row vectors and the

{
A[n][in]

}
are column vectors.

The site matrices are not unique, but it is particularly convenient if they are chosen

to satisfy the relation
∑

ij
A[j][ij]A

[j]†[ij] = I for each j, corresponding to the canonical

form of the MPS [41]. For the left and right boundaries one obtains A[1][0] = 1√
2
〈+|,

78



MBQC WITH SLOCC 2.3. Background

A[1][1] = 1√
2
〈−|, A[n][0] = |0〉, and A[n][1] = |1〉; for the bulk sites 1 < j < n they are

A[j][0] = 1√
2
H and A[j][1] = 1√

2
HZ = 1√

2
XH. The ‘always-on’ operator H is teleported

on each measurement of a qubit, and the X gate serves as the byproduct operator. In

general, an MPS state is a universal resource for measurement-based single-qubit gate

teleportation (a ‘computational wire’) if the bulk site matrices can be chosen to be

proportional to unitaries [85]. In this case they can be written as A[j][0] = 1√
2
W and

A[j][1] = 1√
2
WRz(φ) with W ∈ SU(2) and φ ∈ R.

In the context of the calculations presented in the next two sections, it is worth

pointing out that there are two special features associated with the projective single-

qubit measurements on one-dimensional cluster states presented above. The first is that

the linear transformation M on the quantum state |ψ〉 is guaranteed to be unitary; in

practice, this means that the effect of such a measurement is not dependent on the input

state |ψ〉. If the linear transformation is not unitary (for example projections of the local

system outside the x− y plane, as discussed below), then there is an equivalent unitary

transformation resulting in the same final state vector; however, the equivalent unitary

will depend on |ψ〉. The second feature is that the byproduct operator resulting from

measurement outcome 1 is always X. This is beneficial as X operators can be pushed

through Rz operators with an easily characterized effect, as discussed above. These

properties can be summarized as follows:

• Property IA: the teleported gate is in general of the form HRz [ξ] where

ξ ∈ R, i.e. a unitary gate corresponding to a z-axis rotation by a real

angle, followed by a Hadamard gate.

• Property IIA: the byproduct operator is always X ≡ Rx [π].

The above two features do not hold for single-qubit projective measurements outside

the x− y plane. In general,
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• Property IB: the teleported gate is in general of the form HRz [ξ] where

ξ ∈ C, i.e. a non-unitary gate corresponding to a z-axis rotation by a

complex angle, followed by a Hadamard gate.

• Property IIB: the byproduct operator is in general Rx [η] where η 6= π

in general, i.e. an x-axis rotation not corresponding simply to Pauli X.

Another way to view this is that in x−y plane, one always teleports HRz [ξ + δm,1π] with

ξ ∈ R, whereas in any other plane, one teleports HRz [ξ + δm,1ε] where ξ ∈ R corresponds

to the angle of the z-rotation in the desired gate, and ε ∈ C is a complex error that occurs

on measurement outcome 1.

Single-qubit gates alone are not sufficient for universal computation; at least one

multiqubit entangling gate is required as well. In the cluster state model, multiqubit

gates are accomplished via measurement patterns on 2D structures. Logical qubits are

processed by horizontal 1D wires, while entangling operations are mediated by vertical

links between them. An entangling gate that is locally equivalent to controlled-NOT can

be achieved by measuring a link qubit in the Y basis [35, 36].

As with the case of single-qubit rotations, local Pauli byproduct operators may exist

as well, depending on the measurement outcomes. As before, these byproduct operators

are of no concern computationally. Thus there exists for cluster states a measurement

pattern that deterministically implements a two-qubit unitary entangling gate, with any

byproducts that occur being of the local Pauli type. It is not immediately clear that this

will be the case for states other than the cluster state; in general, the teleported two-qubit

gate may be non-unitary and the byproduct may be non-local. Any candidate resource

state for MBQC must be shown to be amenable to a measurement pattern implementing

some suitable two-qubit entangling gate. In Section 2.4, we describe some 1D structures

that are resources for single-qubit rotations and then in the examples of Section 2.5, we
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demonstrate how to perform entangling gates with natural 2D or 3D extensions of the

1D structures, and how to compensate the randomness associated the measurements.

2.4 Projective measurements on SLOCC-transformed cluster states

As discussed in the previous section, the distinguishing feature of MBQC with regular

cluster states is that there exists a plane of the Bloch sphere onto which successive,

adaptive, single-qubit projective measurements drive an arbitrary computation that is

deterministic and of fixed length. No matter which single-qubit gate is desired, it will be

implemented with certainty up to an unimportant Pauli byproduct with four measure-

ments. For an SLOCC-transformed cluster state, it is not obvious that there exists any

such plane: in general it is not possible to simultaneously satisfy both Properties IA and

IIA (or for the latter any another convenient Clifford gate). A natural question to ask is

then: under what circumstances can either property IA or IIA be satisfied by itself? And

if only one property is satisfied, does there remain a deterministic protocol for universal

quantum computation? Sec. 2.4.1 and Sec. 2.4.2 discuss the circumstances under which

it is possible to independently satisfy Property IA and IIA, respectively.

2.4.1 Strategy I: Guaranteed Unitary Evolution

Derivation of N-type Operators

For convenience, define

Sk,l :=
l⊗

j=k

S
(j)
j (2.20)

where S(j) ∈ GL (2,C). From Eq. (2.9), it is clear that the SLOCC-transformed cluster

state encoding quantum information can be written in the form

S1,n|Cln〉′ = S2,nG2,n

(
aS

(1)
1 |0〉1I2 + bS

(1)
1 |1〉1Z2

)
|+〉⊗n−1

2,...,n . (2.21)
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Following the procedure discussed in Sec. 2.3, applying the projector |m〉〈m| to the first

qubit yields the resulting state on the remaining qubits:

|Φ〉 = S2,nG2,n

(
a〈m|S(1)

1 |0〉I2 + b〈m|S(1)
1 |1〉Z2

)
|+〉⊗n−1

2,...,n

= S2,nG2,nH2M2|ψ〉2|+〉⊗n−2
3,...,n ,

where

M2 = H2

[〈m|S(1)|+〉√
2

I2 +
〈m|S(1)|−〉√

2
Z2

]
. (2.22)

The only way for this to correspond to a unitary gate is if

1√
2
〈m|S(1)|+〉 = eiα cos

ξ

2
;

1√
2
〈m|S(1)|−〉 = −ieiα sin

ξ

2
,

where 0 ≤ ξ < 2π, and therefore

S(1)†|m〉 =
√

2e−iα
[
cos

ξ

2
|+〉+ i sin

ξ

2
|−〉
]
, (2.23)

or equivalently

|m〉 =
√

2
(
S(1)†)−1

e−iα
[
cos

ξ

2
|+〉+ i sin

ξ

2
|−〉
]

= e−iα
(
S(1)†)−1

Rz [ξ] |+〉. (2.24)

Eq. (2.24) is the condition on the state |m〉 such that measurement outcome 0 yields a

unitary teleported gate. Note that there is a family of states characterized by a single

parameter ξ fulfilling this condition, not including the unimportant overall phase α.

To ensure that the measurement yields a unitary teleported gate independent of the
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measurement outcome, a similar condition must follow for the orthogonal complement

|m⊥〉. Orthogonality requires

〈m⊥| ∝ 〈−|Rz [−ξ]S(1)†, (2.25)

and therefore

|m⊥〉 = cS(1)Rz [ξ] |−〉 (2.26)

for some constant c ∈ C. Repeating the procedure that led to Eq. (2.23), but with |m⊥〉

instead of |m〉, one obtains

S(1)†|m⊥〉 =
√

2e−iβ
[
cos

ξ

2
|+〉+ i sin

ξ

2
|−〉
]
. (2.27)

Substituting Eq. (2.26) into Eq. (2.27) yields

√
2e−iβ

[
cos

ξ

2
|+〉+ i sin

ξ

2
|−〉
]

= cS(1)†S(1)Rz [ξ] |−〉

= cS(1)†S(1)

[
cos

(
ξ

2

)
|−〉 − i sin

(
ξ

2

)
|+〉
]
. (2.28)

Rewriting Eq. (2.28) in the computational basis results in the expression

|0〉+ e−iξ|1〉 = c′S(1)†S(1)
(
|0〉 − eiξ|1〉

)
(2.29)

for a suitably defined constant c′. Defining Tk := S(k)†S(k) and T i,jk := 〈i|Tk|j〉, we can

see from Eq. (2.29) that

c′
(
T 0,0

1 − eiξT 0,1
1

)
= 1; (2.30)

c′
(
T 1,0

1 − eiξT 1,1
1

)
= e−iξ. (2.31)
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From here, it is easily deduced that

∣∣T 0,0
1 − eiξT 0,1

1

∣∣ =
∣∣T 1,1

1 − e−iξT 1,0
1

∣∣ . (2.32)

Making use of the Hermiticity of Tk, simple algebra yields

T 0,0
1 = T 1,1

1 . (2.33)

Eq. (2.33) above has a very simple geometric interpretation: it means that S(1) must

preserve the relative norm of the computational basis states. There is no requirement

for S(1) to preserve their orthogonality, however, which means that S(1) is allowed to

differ quite drastically from a unitary transformation; in fact, it can be made arbitrarily

close to singular, as the relative angle between the computational basis states under the

transformation by S(1) can be vanishingly small. We will refer to operators obeying this

norm-preservation restriction as N-type operators.

Definition 2.4.1. A GL (2,C) operator S satisfying 〈0|S†S|0〉 = 〈1|S†S|1〉 is called an

N-type operator.

The singular value decomposition is helpful for characterizing N-type operators. An

arbitrary SLOCC operator S can be written in terms of its singular value decomposition

as S = UDV, where U is an arbitrary two-qubit unitary, D is a positive-definite diagonal

matrix

D = κ

[
cos θ 0

0 sin θ

]
, (2.34)

where 0 < θ < π
2
, and V is an arbitrary unitary matrix parametrized via the Euler

decomposition as V = HRz [α] Rx [β] Rz [γ], 0 ≤ α, β, γ < 2π, and any global phase has
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been absorbed into U. It is then straightforward to determine that

〈0|S†S|0〉 =
1

2
κ2 (1 + cos 2θ sinα sin β) ; (2.35)

〈1|S†S|1〉 =
1

2
κ2 (1− cos 2θ sinα sin β) . (2.36)

So, if S is an N-type operator, we must have θ = π
4

(in which case S is proportional to a

unitary), α = 0 or β = 0. The case where β = 0 still allows us to assume α = 0 without

loss of generality. Doing so, the Rx [β] operator can be commuted past the H to turn into

a z-rotation, and then absorbed into U. Thus we have the following characterization of

N-type operators.

Lemma 2.4.2. Every N-type operator S must either be proportional to a unitary oper-

ator, or of the form S = UDV, where U is an arbitrary two-by-two unitary operator, D

is defined as in Eq. (2.34) and V = HRz [γ] with 0 ≤ γ < 2π.

It is straightforward to obtain an expression for the byproduct angle µ′ in the case

of measurement outcome 1 in terms of the parameters θ, γ and ξ (recall that this is the

degree of freedom in the measurement basis). Using Eq. (2.22), it can easily be checked

that the teleported gate when |m〉 ∝
(
S†
)−1

Rz [−ξ] H|0〉 is M = HRz [ξ], and when

|m〉 ∝ SRz [−ξ] H|1〉 is M⊥ = Rx [µ′] HRz [ξ], where the byproduct angle µ′ obeys

tan
µ′

2
=

1− cos 2θ cos (γ − ξ)
cos 2θ sin (γ − ξ) . (2.37)

The probabilities of the two measurement outcomes can also be easily calculated in terms

of the same parameters, and are found to be

p(0) =
1

2
(1 + cos 2θ cos 2ξ) ; (2.38)

p(1) =
1

2
(1− cos 2θ cos 2ξ) . (2.39)
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This differs from the case of gate teleportation with a perfect cluster state, where the

two measurement probabilities are always exactly 1
2
. That said, the expected probability

of obtaining a byproduct here, averaged over all ξ, is

〈p(1)〉ξ =
1

2
, (2.40)

irrespective of θ. We can thus generically expect to obtain an unwanted byproduct

operator that we must compensate on half of our single-qubit measurements. This point

will be discussed in Sec. 2.5.

Properties of N-Transformed Cluster States

Cluster states locally transformed by N-type operators can exhibit remarkably different

properties from perfect cluster states. Nevertheless, as will be shown later in Sec. 2.5.2,

they can under some circumstances serve as universal resources for MBQC of random

length.

Consider for the moment the Schmidt decomposition of an n-qubit cluster state on

some set of qubits V with respect to a bipartition separating qubit k from the rest:

|Cln〉V =
1√
2

(
|0〉k|Cln−1〉V\k + |1〉kZN (k)|Cln−1〉V\k

)
, (2.41)

where |Cln−1〉V\k refers to the cluster state resulting from deleting qubit k and ZN (k) is

the tensor product of Z operators acting on all the neighbors of k. This can be checked

by verifying that this state satisfies the stabilizer conditions (2.2). The Schmidt basis for

the multiqubit component can be further decomposed if desired by the same technique.

The equality of the Schmidt coefficients in Eq. (2.41) demonstrates that any individual

qubit in a cluster state has a maximally mixed local reduced density matrix, or in other

words that it is maximally entangled with the rest of the cluster with respect to the von

86



MBQC WITH SLOCC 2.4. Measurements on SLOCC-transformed clusters

Neumann entanglement entropy. Likewise, exactly one ebit of entanglement is shared

across any bipartition of the cluster state.

One effect of N-type operators is to change the local reduced density matrices of

individual qubits within the state. In the canonical representation, the site matrices

of the MPS representation [cf. Eq. (2.19)] are A[j][0] = 1√
2
W = HRz

[
−(γ(j) + 2θ(j))

]
and A[j][1] = 1√

2
WRz

[
4θ(j)

]
, which are both unitary. This immediately implies that

the channel having these matrices as Kraus operators is unital, and like the ordinary

cluster state one ebit of entanglement is shared across any bipartition. That said, the

entanglement between any given qubit and the rest of the system need not be unity.

Consider for example the local reduced density matrix of a qubit adjacent to an

endpoint of a 1D cluster state with n qubits, numbered 1 to n from left to right. Singling

out first qubit 2 and then qubit 3, this state can be written as

|Cl1Dn 〉1...n =
1√
2

(|0〉2|+〉1I3 + |1〉2|−〉1Z3) |Cl1Dn−2〉3...n. (2.42)

Now consider the action of an N-type operator, N (2) = DHRz [γ] on qubit 2, where the

leading U operator is dropped because it can be absorbed into the measurement basis.

It is easy to check that

N (2)|Cl1Dn 〉1...n =
1√
2

(
cos θ|0〉2|Φ〉 − i sin θ|1〉2|Φ⊥〉

)
, (2.43)

where |Φ〉 and |Φ⊥〉 are γ-dependent states for qubits 1, 3, . . . , n such that 〈Φ|Φ⊥〉 = 0.

Thus, Eq. (2.43) remains a Schmidt decomposition. The local reduced density matrix of

qubit 2 is

ρ2 =

[
cos2θ 0

0 sin2θ

]
,
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revealing that qubit 2 is no longer maximally entangled with the rest of the state. A sim-

ilar calculation can be performed for qubits further from the boundary, with qualitatively

similar results.

Another property of these states is the long-range behavior of two-point correlation

functions, those of the form Ci,j(A,B) := 〈AiBj〉−〈Ai〉〈Bj〉 for some operators A and B.

Two-point correlation functions of large 1D cluster states with periodic boundary condi-

tions can be efficiently calculated using the Matrix Product State (MPS) representation.

For an n-qubit ring, calculation of the correlation functions amounts to taking traces of

products of n 4 × 4-dimensional matrices. Consider therefore a 1D cluster state with

periodic boundary conditions (i.e. a ring), with the operation N (i) acting on qubit i. For

this state, calculations show that all two-point Pauli correlation functions vanish except

for the second-nearest-neighbour correlation function Ci−1,i+1(Z,Z) = cos 2θ sin γ. This

is in contrast to the perfect cluster state with periodic boundary conditions, for which

all two-point correlation functions identically vanish.

As another example, the relevance of which will become clear in Sec. 2.5.1, consider a

ring with an even number of qubits, with N acting on every alternate qubit; say, the ones

with even labels. In this case, the magnitude of the same two-point correlation function

between odd-numbered qubits decays exponentially:

|C1,2j+1(Z,Z)| ∼ exp

(
−2j

L

)
. (2.44)

The length scale L depends on θ and γ. The same correlation function between pairs of

qubits with at least one even label is zero. The numerically obtained behavior of L for a

ring of 1000 qubits is shown in Fig. 2.1 as a function of γ for several values of θ between

0 and π/4. As can be seen from the figure, the length scale increases with decreasing

θ over this range, i.e. as the N-type operators approach the singular limit θ = 0. The
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length scale is symmetric about θ = π/4 between 0 and π/2. Viewed as a function of γ

with θ held constant, the correlation function is convex and non-negative in γ over the

interval from 0 to π/2 and is symmetric about π/4. For π/2 ≤ γ < π, the magnitudes

behave the same way as in the previous interval, but the signs alternate. The γ-behavior

is periodic with period π. We note in passing that these non-zero correlation functions

provides a lower bound for the localizable entanglement [88] between that pair of qubits

in the state via projective measurements, with respect to the concurrence [89].

Note that a number of resources for MBQC with non-vanishing long-range correlation

functions have been pointed out in the literature [47, 50, 51, 76, 55], based on the so-

called spin-1 AKLT model [86, 48]. These states are quasi-deterministic resources, in the

sense that measurement-based computations using these states can be made arbitrarily

likely to succeed, either by reduction of the resource state to a deterministic resource or

by a repeat-until-success strategy with each elementary gate requiring a random number

of measurements. In Secs. 2.5.1 and 2.5.2, we describe resource states called N− U− N

states that are based on cluster states transformed by N-type operators; these states

share the properties of quasi-determinism and non-vanishing long-range correlations.

2.4.2 Strategy II: Guaranteed Pauli Byproduct

Derivation of B-Type Operators

Another possible strategy is to attempt to ensure that the byproduct operator is guaran-

teed to be Pauli-X, whether or not the teleported linear transformation is unitary. The

advantage of this approach is that X has nice commutation properties through rotation

operators about the z-axis, whether they be by real or complex angles, leading to the hope

that the randomness inherent in the measurement process can be easily compensated.

When projectively measuring in the orthonormal basis
{
|m〉, |m⊥〉

}
, the two possible
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Figure 2.1: (Color online) Correlation length scale L associated with the correlation

function |C1,2j+1(Z,Z)| ∼ exp
(
−2j
L

)
for a N − U − N ring with all N-

type operators identical, on a ring of 1000 qubits, as a function of the
parameters of γ and θ, the parameters of N . The length scale increases
as N approaches the singular limit, i.e. as θ gets close to 0 or π/2.
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operations that can occur are

M = H

[〈m|S(1)|+〉√
2

I +
〈m|S(1)|−〉√

2
Z

]
; (2.45)

M⊥ = H

[〈m⊥|S(1)|+〉√
2

I +
〈m⊥|S(1)|−〉√

2
Z

]
= XH

[〈m⊥|S(1)|−〉√
2

I +
〈m⊥|S(1)|+〉√

2
Z

]
.

Since I and Z are linearly independent, it follows that for the byproduct to be guaranteed

to be proportional to Pauli-X, one must have

〈m|S|+〉 = c〈m⊥|S|−〉; (2.46)

〈m|S|−〉 = c〈m⊥|S|+〉, (2.47)

or equivalently,

〈m|S|0〉 = c〈m⊥|S|0〉; (2.48)

〈m|S|1〉 = −c〈m⊥|S|1〉, (2.49)

for some non-zero constant c ∈ C. Suppose S = UDV where U is an arbitrary single-

qubit unitary, D is defined in Eq. (2.34), and V = Rz [β] Rx [γ] Rz [δ]. Further suppose

that |m〉 = UU ′|0〉 and |m⊥〉 = UU ′|1〉, with U ′ = Rz [β′] Rx [γ′] Rz [δ′]. The reason

for the appearance of U in the definitions of |m〉 and |m⊥〉 is to compensate for the

appearance of U in the singular value decomposition of S. The only effect of the Rz [δ′]

operation is to multiply the teleported gate by a global phase, so we can choose δ′ = 0

in what follows without loss of generality (it remains a free parameter for the applied
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unitary U ′). Having done so, Eqs. (2.48-2.49) can be rewritten as

〈0|Q|0〉 = c〈1|Q|0〉; (2.50)

〈0|Q|1〉 = −c〈1|Q|1〉, (2.51)

where we have defined

Q := (U ′)†DV (2.52)

= Rx [−γ′] Rz [−β′]DRz [β] Rx [γ] Rz [δ]

= Rx [−γ′] Rz [β − β′]DRx [γ] Rz [δ]

:= Rx [−γ′] Rz [b]DRx [γ] Rz [δ] ; (2.53)

in the last line above we have defined b := β − β′. In the expression above, γ′ and b are

free parameters, while D, γ and δ are determined by the SLOCC operator S.

Return now to the constraints, Eqs, (2.50-2.51). Denoting Qij := 〈i|Q|j〉, one finds

that Q00/Q10 = −Q01/Q11. Note that neither Q10 nor Q11 can be zero; if either were zero,

then the constraints would force Q and therefore S to be singular, which by assumption

is not the case. This in turn means that

Det(Q) = 2Q00Q11. (2.54)

From the definition of Q, Eq. (2.53),

Det(Q) = sin 2θ;

2Q00Q11 = sin γ′ sin γ (cos γ − i cos 2θ sin b)

+ sin 2θ (1 + cos γ cos γ′) . (2.55)

92



MBQC WITH SLOCC 2.4. Measurements on SLOCC-transformed clusters

Substituting the above expressions into Eq. (2.54) and equating real and imaginary parts

gives us the two conditions

sin γ′ sin γ sin b cos 2θ = 0; (2.56)

cos γ (sin γ′ sin γ + cos γ′ sin 2θ) = 0. (2.57)

Recall that since S is invertible, we cannot have sin 2θ = 0 and since S is non-unitary,

we cannot have cos 2θ = 0. The only ways to satisfy Eq. (2.56) are if sin γ′ sin γ = 0 or

sin b = 0. In the first case, Eq. (2.57) immediately implies that cos γ′ cos γ = 0, leaving

b as a free parameter for our measurement basis. In the second case, γ′ is fixed in terms

of θ and γ, leaving no freedom in the measurement basis we are using. Furthermore,

if we choose sin γ′ = 0, i.e. γ′ ∈ {0, π}, then the measurement basis we are using is

restricted to being the computational basis acted on by U (completely specified by S);

again, no freedom. Therefore, the only solutions available to us that leave freedom in the

measurement basis, and thus the teleported gate, are γ ∈ {0, π} and γ′ ∈
{
π
2
, 3π

2

}
. Note

that

S†S =

[
1 + cos γ cos 2θ −ieiδ sin γ cos 2θ
ie−iδ sin γ cos 2θ 1− cos γ cos 2θ

]
. (2.58)

Thus, demanding that the SLOCC operators allow for a guaranteed Pauli by-product,

assuming the SLOCC operator is not unitary and thus cos 2θ 6= 0, is equivalent to

demanding that S†S be diagonal. Geometrically, this means that S must preserve the

overlap of the computational basis states (the transformed computational basis is still

orthogonal). We will refer to this kind of basis-preserving operator as a B-type operator.

Definition 2.4.3. A GL (2,C) operator S satisfying 〈0|S†S|1〉 = 〈1|S†S|0〉 = 0 is called

a B-type operator.
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A B-type operator can therefore be written

B =


UDRz[β]Rz[δ], γ = 0

UDRz[β]XRz[δ], γ = π,

ignoring overall phases. The two possibilities above can be simplified and collapsed into

one. First, note that Rz [β] can be commuted past D and absorbed into U. Next, note

that XDX is itself a diagonal matrix that results from swapping the diagonal entries of

D. This means that the case where γ = π can be written instead as U′D′Rz [δ], where

U′ = URz [β] X and D′ = XDX. Of course, Rz [δ] can also be absorbed into U′; thus, a

simple and completely general expression for a B-type operator is

B = UD. (2.59)

The diagonal matrix D in the singular value decomposition can be expressed as

D ∝ diag (cos(θ), sin(θ)) =
√

sin(θ) cos(θ)Rz[i ln cot(θ)],

so that the B-type operator becomes

B ∝ URz[i ln cot(θ)]. (2.60)

Because the unitary U can be absorbed directly into the measurement basis, one can

interpret B-type operators as z-rotations by an imaginary angle, the value of which is

related to the ratio of the singular values.

When the local operator is B-type, the single-parameter family of measurement bases

satisfies γ′ ∈
{
π
2
, 3π

2

}
, and β′ ∈ [0, 2π) is a free parameter. When this family of bases is
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used, the byproduct operator associated with measurement outcome 1 is always Z (up

to a global phase). The teleported linear transformation is no longer unitary, however;

it takes the form of a rotation about the z-axis of the Bloch sphere by a complex angle,

followed by a Hadamard operation. The real part of the angle is completely specified by

the choice of measurement basis, via the free parameter β′. The imaginary part is purely

a function of the ratio of the singular values of the local GL (2,C) operator. Denoting

the measurement outcome corresponding to γ′ = π
2

by m = 0 and that for γ′ = 3π
2

by

m = 1, the teleported gate is given (up to a global phase) by

M = XmHRz [β′ + iln cot θ] . (2.61)

Properties of B-Transformed Cluster States

Interpreting the B-type operators as z-rotations by imaginary angles provides a simple

insight into the nature of B-transformed cluster states. The Rz operator commutes

with all CZ gates, so one can push it all the way through to the |+〉 states in the

definition of the cluster state, Eq. (2.6). Because Rz(ξ)|+〉 is an arbitrary single-qubit

state, B-transformed cluster states are equivalent to applying CZ gates between qubits in

arbitrary states (not including computational basis states, which would require singular

B operators).

One might assume that B-transformed cluster states are equivalent to weighted clus-

ter states [90, 91, 92, 37, 93], but this is not in fact the case. Weighted graph states are

defined as
∏
〈i,j〉CP(ϕ)i,j|+〉⊗n, where the controlled-phase entangling gate is CP(ϕ) =

diag
(
1, 1, 1, eiϕ

)
; the cluster-state edge weights are then given by wij = ϕij. Consider

the simplest counter-example of a three-qubit linear cluster state with the central qubit

transformed by a B-type operator B = DRz[γ] with D = diag(cos θ, sin θ). The eigenval-

ues of the local reduced density matrices are all
{

1
2

(1± cos 2θ)
}

. On the other hand, for a
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three-qubit 1D weighted graph state with edge weights ϕ12 and ϕ23, the eigenvalues of the

reduced density matrix are 1
2

(
1± cos ϕ12

2

)
, 1

2

(
1± 1

2
cosϕ12 cosϕ23

)
, and 1

2

(
1± cos ϕ23

2

)
for qubits 1 through 3, respectively. If the weighted graph and the B-transformed cluster

are LU-equivalent, there must be some choice of ϕ12 and ϕ23 such that the spectra of

the reduced density matrices are the same in both cases. For qubits 1 and 3 this implies

φ12 = φ23 = 4θ. For qubit 2 one obtains 1
2

(
1± 1

2
cos 4θ2

)
. This matches the correspond-

ing spectrum for the B-transformed cluster only when θ = ±π
4
, φ = ±π, in which case

both states are LU-equivalent to a perfect cluster.

Cluster states locally transformed by B-type operators also exhibit different properties

from perfect cluster states. As with N-type operators, B-type operators change the

local reduced density matrices of individual qubits within the state, as described in the

following lemma.

Lemma 2.4.4. Let |Cln〉V be an n-qubit cluster state on the set of qubits V, with some

subset Q ⊆ V acted upon by B-type operators. In particular, suppose that for each qubit

i ∈ Q, the B-type operator acting is given by B(i) = D(i) with D(i) =
√

2diag
(
cos θ(i), sin θ(i)

)
.

Then, the local reduced density matrix for any qubit k ∈ V is given by

ρk = cos2θ(k)|0〉〈0|+ sin2θ(k)|1〉〈1|

+

1

2
sin 2θ(k)

∏
j∈N (k)

cos 2θ(j)|0〉〈1|+ h.c.

 ,

where θ(k) := π
4

if k /∈ Q.

The lemma is easily proved by taking advantage of the expression (2.41) for the

Schmidt decomposition of a cluster state with one subsystem being qubit k alone, and

then calculating ρk directly. The calculation is done by expressing the cluster state as

the action of controlled-Z gates acting on the product state |+〉⊗n, and then using the
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fact that the D(i) and controlled-Z gates are mutually commuting. A consequence of this

lemma is that the reduced density matrix of a given qubit is maximally mixed if and only

if the qubit itself and at least one of its neighbors are untouched by B-type operators.

In general, qubits within B-transformed cluster states are not maximally entangled with

the rest of the state; in fact, they can be arbitrarily weakly entangled (with respect to

the von Neumann entanglement entropy).

Consider now a ring of an even number of qubits, with identical B-type operators

specified by θ(2k) = θ acting on the qubits with even labels. The significance of such

a state will become clear in Example 2.5.4. Two-point correlation functions can be

calculated exactly for this state. The result is that the nearest-neighbor correlation

functions C2k,2k±1(Z,X) = cos 2θ and the next-nearest-neighbor correlation functions

C2k,2k±2(Z,Z) = C2k−1,2k+1(X,X) = cos2(2θ) are the only ones that are non-zero, while

all the other two-point Pauli correlation functions are identically zero. Again, this differs

from the perfect cluster state, where all correlation functions are zero.

Exact calculations on chains of up to 7 qubits with identical (but arbitrary) B-type

operators B2j = DRz

[
γ(2j)

]
acting on even qubits 2j reveal that the non-zero Schmidt

coefficients corresponding to any bipartition of the chain into two contiguous halves are

{cos θ, sin θ}. The von Neumann entropy of entanglement is equal to the Shannon entropy

of this list, and is generally less than one ebit. The MPS representation bears out this

observation. In the canonical form the site matrices for the boundary qubits are

A[1][0] =
1√
2

(cos θ(2)〈0|+ sin θ(2)〈1|); (2.62)

A[1][1] =
1√
2

(cos θ(2)〈0| − sin θ(2)〈1|); (2.63)

A[n][0] = |+〉; A[n][1] = −|−〉, (2.64)

those for the bulk even sites are
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A[2j][0] =

[
0 e−iγ

(2j)

0 0

]
; (2.65)

A[2j][1] =

[
0 0

eiγ
(2j)

0

]
, (2.66)

and those for the bulk odd sites are

A[2j−1][0] =

[
cos θ(2j) sin θ(2j)

cos θ(2j) sin θ(2j)

]
; (2.67)

A[2j−1][1] =

[
− cos θ(2j) sin θ(2j)

cos θ(2j) − sin θ(2j)

]
. (2.68)

It’s very easy to verify that the channels induced by the matrices on the odd sites are

not unital in the sense given in Ref. [85], so a B− U− B chain is not a quantum wire.

Such a 1D state would appear not to be capable of reliably processing a single qubit.

This is true, but a simple modification of the geometry from one to two dimensions

yields a usable resource for random length computation. This will be elaborated upon in

Example 2.5.4.

2.5 Random Length Computation

Neither Strategy I nor Strategy II discussed in the previous section directly offers a way

to perform deterministic single-qubit rotations. For Strategy I, it is unclear how to com-

pensate for a byproduct operator Rx [η] where η 6= π, as such a byproduct operator does

not possess convenient commutation properties with the H and Rz operations. Similarly,

for Strategy II, it is unclear whether some number of non-unitary teleported gates can

be combined to form a desired unitary.

Another perspective on the strategies is that a single measurement with outcome 1

teleports the gate HRz [ξ + ε], where ξ ∈ C is some angle associated with the always-

on operation HRz [ξ] (in the terminology of Ref. [85]) and ε ∈ C is a possibly complex
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N(1) U(2) N(3) U(4) N(5)

Figure 2.2: N−U−N state, a one-dimensional structure that can be used for deter-
ministic random-length single-qubit rotations.

error associated with the byproduct. To correct this error in principle requires two

additional measurement steps. The first measurement step should teleport the gate

HRz [0] ≡ H, which would cancel the previously applied Hadamard gate; a possible X

byproduct operator might result depending on the measurement outcome. On the second

measurement step one would attempt to teleport HRz [−ε] or HRz [ε] depending on the

previous measurement outcome, thus cancelling the original error ε.

This procedure is only possible if the measurement immediately after first incurring an

error cannot itself generate any further error ε′. One way to guarantee such a circumstance

is to impose that every alternate Si operator is in fact unitary. Thus there must exist

a class of states that are a strict subset of SLOCC-transformed cluster states, which

constitute resources for random-length universal gate teleportation. Likewise, a subset

of SLOCC-transformed cluster states in two dimensions must be universal resources for

MBQC. The remainder of this section is devoted to various explicit examples.

2.5.1 Deterministic single-qubit rotations: N− U− N state

Consider a one-dimensional state of the form

|R〉 = N
(1)
1 ⊗ U

(2)
2 ⊗ N

(3)
3 ⊗ U

(4)
4 · · · ⊗ N(n)

n |Cln〉, (2.69)

where the
{
N (i)

}
are N-type operators, and the

{
U (j)

}
are local unitaries (c.f. Fig. 2.2).

The goal is to teleport the single-qubit unitary

U (ζ, η, ξ) = Rx [ζ] Rz [η] Rx [ξ] . (2.70)
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The first step is to use Strategy I to attempt a teleportation of HRz [0], analogously to the

scheme with the perfect 1D cluster state. For the correct choice of basis the measurement

outcome m1 = 0 corresponds to success. One can then immediately measure qubit 2 in

a basis that teleports Xm2HRz [ξ], and then use Strategy I to attempt the teleportation

of HRz [(−1)m2 η] starting on qubit 3.

If the first measurement outcome is instead m1 = 1 then one instead teleports HRz [ε]

with ε ∈ R. This error must be immediately corrected, because the next desired rotation

is around an orthogonal axis. Happily, there is a local unitary U(2) acting on the next

qubit in the chain. The Hadamard operator that effects the now-undesired transformation

of the rotation axes can be eliminated by teleporting another one (H2 = I). This is

accomplished by measuring the next qubit in the basis
{

U(2)|+〉,U(2)|−〉
}

. Labelling the

measurement outcome m2, the teleported gates are

Xm2HHRz [ε] ≡ Xm2Rz [ε] . (2.71)

The measurement basis for qubit 3 is then chosen such that measurement outcome m3 = 0

results in the gate HRz

[
(−1)m2+1 ε

]
being teleported. In this case, the overall unitary

becomes

HRz

[
(−1)m2+1 ε

]
Xm2Rz [ε] = Zm2HRz [−ε] Rz [ε]

= Zm2H.

At this point one has successfully teleported a Hadamard gate and an unimportant Pauli

byproduct. The next measurement on a qubit with an even label can teleport the desired

HRz [ξ] gate without error. One then attempts to teleport HRz [η] by measuring qubit 5,

using Strategy I, etc.
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The procedure corresponds to the following steps:

1. Measure qubit 1 with outcome m1 in the basis

{
(N(1)†)−1Rz [−ξ1] H|0〉,N(1)Rz [−ξ1] H|1〉

}
; (2.72)

2. If m1 = 0, then success;

3. If m1 = 1 then one has effectively teleported the gate Rx

[
ε(1)
]

HRz [ξ1],

where

ε(1) = ±2 arctan
cos 2θ(1) cos ξ1

1± cos 2θ(1) sin ξ1

+ π. (2.73)

Note that ε(1) = 0 when N(1) = U(1) (θ(1) = π/4), as expected. Measure

qubit 2 with outcome m2 in the basis
{

U(2)X|0〉,U(2)X|1〉
}

;

4. Measure qubit 3 with outcomem3 in the basis
{

(N(3)†)−1Rz [χ] H|0〉,N(3)Rz [χ] H|1〉
}

,

where χ = (−1)m2ε(1);

5. Repeat steps 3 and 4 on successive qubits 2k and 2k+ 1 until outcome 1 is

achieved on an odd qubit, using U(2) → U(2k), N(3) → N(2k+1), m2 → m2k,

ε(1) → ε(2k−1).

The key point of this example is that as for any measurement on an odd-numbered qubit

that yields the ‘correct’ outcome mi = 0, one will have succeeded in implementing part

of the desired single-qubit rotation. Furthermore, any errors resulting from outcomes

mi = 1 are correctible by making further measurements. This thus constitutes a repeat-

until-success strategy, and gives rise to a quasi-deterministic random-length single-qubit

rotation. The likely reason for this one-dimensional state to be capable of processing a

logical qubit is that the left and right parts of the state share an ebit of entanglement

with respect to any cut, as mentioned in Sec. 2.4.1.
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2.5.2 Deterministic Universal MBQC: 2D N− U− N State

For universal MBQC, a two-dimensional resource state is required. The precise geometry

of the two-dimensional state on which MBQC occurs is determined by the specific circuit

to be implemented. Ideally one would start with a state defined on a convenient and

simple geometry, and then ‘carve’ the desired shape out by deleting certain qubits. For

cluster-state MBQC, for example, one carves the required state out of a rectangular

lattice by projectively measuring the unwanted qubits in the computational basis. The

goal is to yield isolated one-dimensional wires, each of which represents a logical qubit,

with links only existing between wires in places where an entangling gate between logical

qubits is needed.

Consider now a regular two-dimensional lattice composed of N− U− N states, as

depicted in Fig. 2.3. As in the usual cluster state, logical qubits are processed by al-

ternating horizontal wires composed of physical qubits, and entangling gates by vertical

chains connecting them. Unlike the cluster case, however, the procedure for implement-

ing single-qubit rotations with N− U− N states is of random length, so it is impossible

to decide in advance where the desired links between wires will occur. The computational

cluster state then must be carved ‘on the fly.’

Suppose that the quantum information encoding two logical qubits resides on (yet

unmeasured) N-transformed physical qubits on two different wires. If an entangling

gate between logical qubits is not desired at the next step, then the link between the

wires can be first severed by measuring the intervening U-transformed chain qubit in the

computational basis. An example of the method to decouple qubits 1 and 3 is shown in

Fig. 2.3, where qubit 2 is measured in the computational basis. This has the effect of

teleporting a Z gate to each of the logical qubits if the measurement outcome is m = 1.

Other than taking into account the possible existence of these byproduct operators, the

computation subsequently proceeds as in the one-dimensional case discussed above.
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Figure 2.3: 2D N−U−N state, universal for quasi-deterministic MBQC. The qubits
labeled 1, 2 and 3 can be used to implement an entangling gate, which
involves measuring qubit 2 in the Y basis. Alternatively, if an entangling
gate is not desired here, qubits 1 and 3 can be decoupled by measuring
qubit 2 in the Z basis.

The desired entangling gate is implemented as follows. At the time that an entangling

gate is needed, the local part of the resource state looks like two 1D N − U − N states,

each coupled via CZ operations to an ancilla initially in the state |+〉 and subsequently

acted on by an arbitrary U. In Fig. 2.3, the entangling link is represented by the vertical

N−U−N chain labeled by qubits 1, 2, and 3. The local part of the state is mathematically

described as

|R〉 = N
(1)
1 U

(2)
2 N

(3)
3 CZ1,2CZ2,3|c + t〉123, (2.74)

where the states |c〉 and |t〉 could be thought of as control and target states respectively

for some entangling gate. Now, qubits 1 and 3 are measured in the usual Strategy

I basis (2.72) with ξ(i) = 0, while qubit 2 is measured in the eigenbasis of the Pauli

operator Y, suitably rotated by U(2). This procedure teleports the state initially situated

on qubits 1 and 3 through an entangling gate

G1,3 = Rx

[
µ(1)
]m1

1
Xm1+m2

1 H1

× Rx

[
µ(3)
]m3

3
Xm2+m3

3 H3M1,3 (2.75)
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B(1) U(2) B(3) U(4) B(5)

Figure 2.4: B−U− B state, a one-dimensional structure that can be used for prob-
abilistic random-length single-qubit rotations.

to qubits 4 and 5, with

M1,3 = |00〉〈00|1,3 + i|01〉〈01|1,3 + i|10〉〈10|1,3 + |11〉〈11|1,3. (2.76)

Here, the
{
µ(i)
}

are the standard Strategy I byproduct angles, Eq. (2.37) or (2.73). This

entangling operation is related to CZ via

CZ1,3 ≡ X1X3Rz [π/2]1 Rz [π/2]3M1,3X1X3, (2.77)

and so Gi,j together with single-qubit operators forms a universal set of gates.

2.5.3 Probabilistic single-qubit rotations: B− U− B state

Next consider a one-dimensional state of the form

|R〉 = B
(1)
1 ⊗ U

(2)
2 ⊗ B

(3)
3 ⊗ U

(4)
4 · · · ⊗ B

(2n+1)
2n+1 |Cl2n+1〉, (2.78)

where the
{

B(2i+1)
}

are B-type operators, and the
{

U(2i)
}

are once again local unitaries

(c.f. Fig. 2.4). This structure ensures that none of the bonds present in the structure is

perfect; no particle has maximal entropy of entanglement with the rest of the state. This

fact is a consequence of Lemma 2.4.4; there is no qubit unaffected by B-type operators

whose neighborhood contains any unaffected qubits.

All single-qubit measurements for the odd-numbered qubits now correspond to Strat-

egy II, in which the byproduct operator is always X if it occurs. All even-numbered

qubits are measured in the
{

U(2i)|+〉,U(2i)|−〉
}

basis; as in the previous example, the
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only purpose of these measurements is to enable the removal of undesired contributions

to the rotation angles. The main difference from the previous example is that a non-

unitary gate of the form HRz [ξ2i+1] is teleported, where ξ2i+1 ∈ C. The present goal is

therefore to compensate for the imaginary part of the rotation angle.

As discussed in the previous section and Eq. (2.61), the imaginary part of ξ2i+1 is

entirely determined by the ratio of the singular values of B(2i+1), and can be defined as

ε = i ln
(
cot θ(2i+1)

)
. Consider momentarily the special case where the

{
B(2i+1)

}
all have

the same singular values. The gate teleported by a measurement of the B-transformed

qubit 2i+1 will then be proportional to Rz [ε(−1)m2i+m2i−2+...], ignoring all rotations about

real angles which are entirely determined by the choice of measurement basis. In short,

the sign of the imaginary angle depends on the outcomes of the previous measurements

on even-numbered U-transformed qubits.

The imaginary component therefore undergoes a random walk of step-length |ε|. In

particular, the walker takes its first step to the right when the first measurement outcome

of an even-numbered qubit is 0, and to the left if it is 1. Subsequently, a measurement

outcome of 0 on an even-numbered qubit causes the walker to take another step in the

same direction as the previous step, while outcome 1 makes the walker take a step in the

opposite direction.

The two possible measurement outcomes with odd qubits are always equally likely, but

the probabilities with even qubits depend on the singular values of the B-type operators

from the (odd) neighboring qubits, and generally speaking the walker is more likely

to stray further from the origin than to step back towards it. For example, consider

measuring the first two qubits of |R〉 in Eq. (2.78) in the {|+〉, |−〉} basis. It can easily

be shown, using the Schmidt decomposition (2.41) and the expression (2.59), that the
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probabilities of the outcome |±〉 on qubit 1 are equal, and that those on qubit 2 are

p±,2 =
1

2

(
1± cos 2θ(1) cos 2θ(3)

)
. (2.79)

Here, the random walk effectively begins at position ln
(
tan θ(1)

)
and moves to ln

(
tan θ(1)

)
±

ln
(
tan θ(3)

)
. For a situation to arise where the walker moves closer to the origin with

probability greater than 1/2, one of the two pairs of conditions

∣∣ln (tan θ(1)
)
± ln

(
tan θ(3)

)∣∣ > 2
∣∣ln (tan θ(1)

)∣∣ ; (2.80)

± cos 2θ(1) cos 2θ(3) > 0 (2.81)

must be simultaneously satisfied, for either sign. If the
{
θ(i)
}

are chosen uniformly at

random, then the probability of this happening is only about 0.315. If this measurement

procedure is continued down the chain, with qubits 3-5 relabelled 1-3 after the first two

measurements and so on, the current value of θ(1) tends to drift away from π/4 towards

either 0 or π/2, and the range of values of θ(3) for which the walker is likely to turn

around and walk towards the origin progressively shrinks. Furthermore, if
{
θ(1)
}

and{
θ(3)
}

are equal at any time, the walker is guaranteed to be more likely to continue in

one direction than to turn around.

This procedure constitutes a probabilistic method for implementing a single-qubit

rotation. Unfortunately if the walker strays too far from the origin, it becomes effectively

impossible to recover and the attempted gate teleportation fails. The entire computation

must then be repeated. If the singular values of the B2i+1 are chosen such that the

imaginary components of the teleported angles are all integer multiples of each other, then

the behavior of the random walk is even more deleterious. A judicious two-dimensional

arrangement of B−U−B chains avoids this catastrophe, as discussed in the next example.
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2.5.4 Universal MBQC: Percolated 2D Cluster State from 3D B− U− B state

In the previous example using Strategy II, a possibly infinite number of steps may be

required to teleport an arbitrary single-qubit unitary. But quitting the protocol results

in catastrophic failure: because the computational wire is effectively broken, the entire

gate teleportation must be attempted from the beginning. A solution to these problems

is to employ the 3D extension to the previous resource, corresponding to a cluster state

transformed by alternating B-type operators and unitaries. This corresponds to a lattice

with two interpenetrating cubic sublattices, a B-lattice and a U-lattice.

An example of this 3D resource, a cube with side length 3, is depicted in Fig. 2.5.

Initially, Z-basis measurements in the z-direction (as labeled in Fig. 2.5) are used to

carve out a structure in which each B-transformed qubit in the x− y plane, shaded grey,

is attached to a long vertical B − U − B chain. Measurements are made on the chain

qubits, starting at qubit above the B-transformed qubit on the computational wire and

continuing in the vertical direction until success (defined below) is achieved. The goal is

to probabilistically produce perfect entanglement in the x− y plane, thereby effectively

eliminating the B operators in the horizontal direction. The result is a 2D cluster state

in this plane with missing entanglement bonds in random locations. As long as the mean

density of broken links exceeds the percolation threshold for a two-dimensional square

lattice, the resource is universal for MBQC [87].

Consider the first vertical chain from the left in Fig. 2.5. Recall that one can interpret

B as a z-rotation by an imaginary angle ±i lnλ, as shown in Eq. (2.60). For simplicity, we

assume the unitary operators acting on even-numbered qubits are all equal to the identity;

were they not, they could be compensated by a suitable rotation of the measurement

basis for. The portion of the state corresponding to the first four qubits of the vertical

chain (with the qubit that intersects the horizontal chain labeled 1), is then (ignoring
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x

y
z

(a) (b)

Figure 2.5: 3D cluster state with B-type operators and unitaries acting on alternate
qubits (a) before carving and (b) after carving. Grey qubits are acted
upon by B-type operators and white qubits by local unitaries. Z-basis
measurements are made in the z direction in (a) to disentangle those
vertical chains originating from a white qubit in the x − y plane. A
measurement protocol along the remaining vertical chains in (b) produces
a percolated 2D cluster in the x− y plane.

normalization)

|T 〉 = B1B3CZ1,2CZ2,3CZ3,4|+ + + +〉1234

= Rz [ilnλ]1 Rz [ilnλ]3 |Cl4〉1234,

ignoring normalization factors as usual. First, qubits 2 and 3 are measured in the

{|+〉, |−〉} basis (of course, the measurement basis for qubit 2 would need to be rotated

if a local unitary U(2) were acting). These are commuting measurements, since they are

on different qubits and not adaptive. The effect is to teleport the state Rz [ilnλ] |+〉 from

qubit 3 through Xm2HXm1H ≡ Xm2Zm1 to qubit 1, yielding the new state

|T ′〉 = Rz [ilnλ]1 CZ1,4Xm2
1 Zm1

1 Rz [ilnλ]1 |+ +〉14

= CZ1,4Rz [i((−1)m2 + 1)lnλ)]1 |+ +〉14

up to overall local unitaries on the final state.

If m2 = 1, then the imaginary part of the rotation angle is completely canceled. Qubit
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4 can then be measured in the computational basis (again, suitably rotated if necessary)

to disentangle the rest of the vertical chain from the horizontal chain. The result is a

perfect cluster along the first three qubits in the horizontal direction, and the B-type

operator is effectively deleted.

If m2 = 0, then the situation is similar to the original. There is still a B-type operator

present in the horizontal direction, now corresponding to a z-rotation about an angle with

imaginary part 2lnλ = lnλ2. In other words, the new effective B-type operator in the

horizontal chain has a ratio of singular values that is the square of the original one. In

order to remove the effect of the B-type operator, the chain qubits must be measured

sequentially until the total number of steps towards the origin exceeds by 1 the total

number of steps away.

The probabilities p
(k)
0 and p

(k)
1 of the outcomes 0 and 1 on an even qubit in the vertical

chain,where k > 0 is the present position of the walker on the real number line, are given

by

p
(k)
0 =

1 + λ2k+2

1 + λ2 + λ2k + λ2k+2
∼ O(1); (2.82)

p
(k)
1 =

λ2 + λ2k

1 + λ2 + λ2k + λ2k+2
∼ O(λ2). (2.83)

The total probability pn that the effect of the B will be undone within 2n measurements

is the sum of the probabilities of all of the possible trajectories of the walker on n or

fewer steps with initial position 1, final position 0 and all intermediate positions strictly

positive.

The probability p10 of undoing the B operator after 10 attempts (20 measurements)

is shown in Fig. 2.6 as a function of the ratio of singular values λ. Calculation of the

exact probability p∞ is computationally intractable, for two reasons. First, the number

of valid trajectories for the walker grows exponentially in the number of steps allowed.
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Second, the probability of any particular trajectory depends on the full history of the

walker, not just the number of steps. Of course, p∞ must approach 1 as λ approaches

unity (the limit that B becomes a unitary matrix). In this case, the walk reduces to the

simple 1D random walk, which is known to sample the origin frequently.

If after some predetermined number of measurements along a vertical chain one has

not yet succeeded in undoing B, the qubit at the root of the chain (i.e. in the computa-

tional wire) can be measured in the computational basis and thereby deleted. The result

is a broken link in the 2D cluster state. The important result shown in Fig. 2.6 is that

there is a critical value of λ, called λc, above which the probability of successfully undoing

the B rises above the (bond) percolation threshold for a 2D square lattice (approximately

0.593). For this walk, the critical value obeys λc . 0.379. The upper bound for λc is

read off the thick blue curve from Fig. 2.6. Thus, this procedure probabilistically yields a

universal resource for MBQC provided that λ is sufficiently large. We note that a similar

example was considered in [61], where the resource was a 2D cluster state with identi-

cal B-type operators acting everywhere and the percolation proceeded via two-element

POVMs that either removed the B or deleted the qubit. There, the critical value of λ

was found to be 0.649.

2.6 Discussion and Conclusions

Motivated by a desire to identify new resource states for measurement-based quantum

computing, we have performed a (non-exhaustive) search of the equivalence class of

n-qubit cluster states on a rectangular lattice, under the action of GL (2,C)⊗n. In partic-

ular, our aim was to identify which states within this class could be used as resources for

MBQC, by designing explicit protocols for teleporting single-qubit gates and two-qubit

entangling gates, driven by adaptive local projective measurements. We identified a
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Figure 2.6: (Color online) Probability of success of the procedure for deleting a B-
type operator in the plane via a random walk in the third dimension, as
a function of the ratio λ of the singular values (thick blue, color online).
The probabilities pk of deleting B with exactly k even-qubit measurements
are also shown for k from 1 to 10 (thin, decreasing with increasing k),
and the thick blue line is the sum of these. The red dashed line is the
percolation threshold.
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class of one-dimensional states, the so-called N−U−N states, that are deterministically

universal for single-qubit rotations, although with a random number of measurements

needed to teleport the desired rotation. We also identified a probabilistically universal

resource for single-qubit rotations: the so-called B− U− B states. We then described a

three-dimensional extension of B − U − B states that can yield a universal resource for

deterministic MBQC beyond a percolation threshold, and a 2D N− U− N state that is

also universal for deterministic but random-length MBQC.

Several interesting open issues arise as the result of this work. First, it is not clear

what (if any) relationship exists between the states uncovered in this work and other

known resource states. For example, the probabilistic nature of the protocol with B −

U − B states has features in common with that of other resources for MBQC, such

as photonic cluster states prepared via probabilistic entangling gates or with unreliable

sources [46, 94, 95, 96]. Likewise, the quasi-deterministic N−U−N states share various

characteristics with the AKLT-inspired resources of Refs. [47, 50, 76, 61], in particular the

exponential spin correlations and the repeat-until-success measurement-based strategies.

One distinction is that only one alternating sublattice of the N − U − N states exhibits

non-zero correlation functions, whereas in the AKLT chain, every qubit is correlated

with every other. Presumably a true identification of an AKLT-type resource with a

N-transformed cluster state will require N-type operators to be present on every qubit,

a case we have not handled here.

Also, it will be important to better understand the relationships of these states with

the universal quantum wires of Ref. [85]. In that work, certain reasonable physical

assumptions were imposed on 1D wires at the outset, for example: the possibility of

producing a wire via a translationally invariant nearest-neighbour global entangling op-

eration, the asymptotic sharing of an ebit of entanglement between the left and right

halves of the chain, etc. In our work, it is not clear if a translationally invariant scheme
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exists for producing N − U − N or B − U − B chains. Evidence from exact calculations

on small chains and the explicit description of the states within the MPS representation

reveals that although the left and right halves of N − U − N chains share an ebit, the

halves of the B − U − B chains do not. This seems reasonable, as the N − U − N chain

is quasideterministically universal for single-qubit rotations, while the B − U − B chain

is only probabilistically so.

Second, it is conceivable that all states that have been hitherto identified as universal

resources for MBQC are in fact SLOCC-equivalent to the family of cluster states. There

is some evidence to support this conjecture. For example, the results of Ref. [83] show

that many seemingly diverse resource states can be reduced to cluster states via local

strategies. Similarly, the proof of the universality of the 2D AKLT state on a honeycomb

lattice proceeds via local reduction to a random graph state, which can in turn be reduced

to a percolated cluster state [55]. This reduction is successful despite the fact that the

initial resource is defined on qutrits rather than qubits, and on a non-rectangular lattice.

An even more intriguing possibility (though we believe it to be unlikely) is that all possible

states for universal MBQC fall within the SLOCC-equivalence class of the cluster states.

At the very least, the relative size of this class decreases exponentially with the total

number of physical qubits, as expected [67, 68].

Third, while we have shown that a certain subset of the orbit of the cluster states

under SLOCC are useful resources, either probabilistically or quasi-deterministically,

it is not clear if the remaining SLOCC-transformed cluster states are also universal

resources for MBQC. Generically, single-qubit measurements on these states teleport

gates with byproduct operators that are rotations about the X axis by complex angles.

One possibility is that there is a measurement protocol that can accommodate all possible

byproducts that we simply haven’t found. Perhaps there is another sense, besides quasi-

deterministic or probabilistic, in which these states can be said to be useful for MBQC.
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Another possibility is that there is some map from the full orbit to the particular subset

of states considered in the work. Alternatively, the states in the full orbit may not be

useful resources, though we have not attempted to prove this.

Finally, it would be useful if the resources presented in this work could be realized

as the ground states of a physical Hamiltonian. A recent no-go theorem [97] shows this

cannot be the case for frustration-free Hamiltonians on qubits. The question remains

open for frustrated Hamiltonians, for instance the AKLT Hamiltonian in the Haldane

phase [86, 48, 76]. Another possibility is that the ground states of physical Hamiltonians

could be locally reduced to the resources we have found. Further research is needed to

answer these and related questions.
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Chapter 3

Introduction to Fermionized Photons in the Ground

State of One-Dimensional Coupled Cavities

3.1 Introduction

In Chapter 4, I present a paper discussing the nature of the quantum phase transition

between the Mott-insulating and superfluid phases in cavity-based quantum electrody-

namics (henceforth cavity QED). The model is called the Jaynes-Cummings-Hubbard

model, which has been proposed as a highly controllable simulator for the widely-known

Bose-Hubbard model of interacting bosons in a lattice. The purpose of this chapter is

to provide a detailed introduction to the key concepts needed as background material

for Chapter 4, which should then be intelligible to a non-specialist audience.

The plan of the chapter is as follows: in Section 3.2, I introduce the Bose-Hubbard

model (by way of the Hubbard model) in a qualitative fashion. Because it is a model

of a many-body system of indistinguishable particles, it is most conveniently described

not via the single-particle quantum mechanics of Chapters 1 and 2, but in the frame-

work of second quantisation, which is briefly introduced in Section 3.3. Following this,

I formally derive the Bose-Hubbard model as a simplification of the general interacting

boson problem in Section 3.4. Because the Bose-Hubbard model exhibits a phase transi-

tion, I introduce some of the important concepts behind phase transitions in Section 3.5.

Then, in Section 3.6 I discuss the basic physics of the Bose-Hubbard model in 3D, touch-

ing specifically upon Mott insulators, Bose-Einstein condensation and superfluidity. For

various reasons, the physics is quite different in 1D, and I describe the 1D situation

in Section 3.7. Then, I move on to cavity QED; I explain the Jaynes-Cummings model of
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a single high-finesse optical cavity containing a two-level atom in Section 3.8 and then,

making heavy use of the concepts already presented in the context of the Bose-Hubbard

model, the situation of a network of coupled cavities — the Jaynes-Cummings-Hubbard

model — in Section 3.9. Neither the Bose-Hubbard nor the Jaynes-Cummings-Hubbard

model can be solved exactly in the general case, so numerical studies are often necessary.

In Section 3.10, I explain the density matrix renormalisation group algorithm that I use

for my results in Chapter 4, as well as its connection to the MPS formalism discussed

in Chapter 1.

3.2 Introduction to the Hubbard and Bose-Hubbard models

Materials often occur (or are manufactured) as crystalline structures, comprising ions

(atomic nuclei and core electrons) arranged in a regular lattice and surrounded by a sea of

conduction electrons, which are not associated with any particular ion. The Hamiltonian

describing a general crystalline material is complicated, and the number of ions and

electrons in a macroscopic chunk of material is of the order of 1023. The electronic degrees

of freedom give rise to many interesting properties, but obtaining an exact solution for

any static or dynamical properties of interest is intractable.

Because the underlying many-body system is so complicated, theoretical progress in

the study of real materials generally relies on approximations leading to simplified models.

One important example is the Hubbard model, the simplest version of which models the

underlying system as fermions (electrons, for example) defined on a discrete lattice in real

space, with kinetic energy described by hopping processes between neighbouring sites of

the lattice, and interactions occurring only between fermions on the same site. A natural

variation of the Hubbard model is the Bose-Hubbard model, first discussed in 1989 [3],

which is identical to the Hubbard model except that the particles are bosons instead of
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fermions.

The Hubbard model has been studied via a battery of theoretical and numerical

approaches, but clean realisations of the model in real materials are hard to come by,

owing to the presence of impurities, phonons and long-ranged interactions. Furthermore,

the Bose-Hubbard model has no obvious natural realisation. However, in the last two

decades, a technological innovation known as the optical lattice [98] has largely solved this

problem. An optical lattice is a periodic electromagnetic field, created by the interference

of counterpropagating monochromatic lasers, that creates a lattice potential for neutral

atoms by coupling to their dipole moments. The optical lattice has no impurities, no

phonon modes, and the strength of the interparticle interactions can be made arbitrarily

small or large relative to the kinetic energy by varying the well depth of the lattice (or

via Feshbach resonances [99] which I will not discuss here), resulting in an extremely flex-

ible platform for simulating either the Hubbard or Bose-Hubbard model. Most notably

for the present purposes, cold bosons loaded into an optical lattice have been used to

demonstrate the Mott insulator to superfluid transition I will discuss shortly [100]. Since

my work involves only the Bose-Hubbard model itself and not any particular physical

implementation of it, there will be no further mention of optical lattices; nevertheless,

they are one of the most important experimental realisations of the periodic potential

necessary for implementing the model.

3.3 Interlude: introduction to second quantisation

In Chapter 1, I described n-qubit quantum states as superpositions of tensor products

of single-qubit states, which can be represented as vectors; I also described quantum

operators as matrices acting upon these state vectors to produce different state vectors.
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In particular, an n-qubit operator O could be written as

O =
2n∑
i,j=1

Oij|i〉〈j|, (3.1)

and an n-qubit state |ψ〉 as

|ψ〉 =
2n∑
i=1

ψi|i〉. (3.2)

Henceforth, I will refer to this method of describing quantum states and operators as

first quantisation.

In this chapter, most of the important quantum operators act on continuous degrees of

freedom like position or momentum, rather than the discrete qubit operators discussed

earlier. Generalising the first quantisation representation to systems with continuous

degrees of freedom (for example, position r) is no problem; one simply replaces the

summations from Eqs. (3.1) and (3.2) with integrals:

O =

∫
dr

∫
dr′O(r, r′)|r〉〈r′|, (3.3)

and an n-qubit state |ψ〉 as

|ψ〉 =

∫
drψ(r)|r〉. (3.4)

In this chapter, the quantum systems of interest are many-particle states of bosons,

fermions or quasiparticles. Such states have at least two important differences from

multi-qubit states that render first quantisation cumbersome:

(i) the particles are fundamentally indistinguishable, unlike qubits;

(ii) the number of particles is not necessarily well-defined.

Because of the fundamental indistinguishability of bosons (fermions), any multi-

particle wavefunction must be appropriately symmetrised (antisymmetrised). This means
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that the only effect of exchanging two particles must be to multiply the overall wave-

function by a physically undetectable global phase. For example, if Ψ±(r1, . . . , rn) is an

n-particle wavefunction, where ‘+’ denotes bosons and ‘−’ fermions, it must satisfy the

property

Ψ±(. . . , ri, . . . , rj, . . . ) = ±Ψ±(. . . , rj, . . . , ri). (3.5)

The (anti)symmetrisation of the n-particle wavefunction can be accomplished by the

use of Slater determinants for fermions or permanents for bosons. Suppose the single-

particle wavefunction of particle i has label νi, and is written in the position representa-

tion as ψνi(ri). The n-particle state is then given by

Ψ±(. . . , ri, . . . , rj, . . . ) =

∣∣∣∣∣∣∣∣∣
ψν1(r1) ψν1(r2) . . . ψν1(rn)
ψν2(r1) ψν2(r2) . . . ψνn(rn)

...
...

. . .
...

ψνn(r1) ψν2(r2) . . . ψνn(rn)

∣∣∣∣∣∣∣∣∣
±

, (3.6)

with the operation on the right hand side corresponding to a standard matrix determinant

in the ‘−’ case, and a matrix permanent (a signless equivalent of the determinant) in the

‘+’ case. The number of terms required to properly (anti)symmetrise a fully separable

n-particle configuration is n!, which goes like en logn for large n according to Stirling’s

approximation. The notation therefore quickly becomes cumbersome as n is increased.

The possibility of a variable number of particles in the system is another problem for

first quantisation. In this case, the Hilbert space for the total system takes the form of

a direct sum of Hilbert spaces for each individual possible total number of particles:

H =
nmax⊕
n=0

Hn, (3.7)

where nmax is the maximum number of particles allowed, which in practice for a macro-

scopic condensed matter system is huge (∼ 1026) in the canonical ensemble, and unlimited
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in the grand canonical ensemble.

The problems of (anti)symmetrisation and variable particle number can both be cir-

cumvented by using an alternative formulation of quantum mechanics called second quan-

tisation. In this picture, particles are viewed as fundamental excitations of a quantum

field, rather than as fundamental objects. The energy stored in the quantum field is

quantised (just like the energy of the individual particles in first quantisation). The

ground state of the field is called the vacuum state, usually denoted |0〉 or |Φ0〉. The

single-particle eigenstates from first quantisation are viewed as excitation modes of the

quantum field, and the multi-particle states of second quantisation are conveniently rep-

resented in a basis that lists the occupation numbers of each mode, also known as Fock

space. Second quantisation is described in a vast number of textbooks and papers; my

presentation and notation in this section follow Ref. [101].

Central to the second quantisation representation are the creation and annihilation

operators, which create or destroy excitations of the field. For example, consider the

single-particle eigenstate |ψi〉. Let ai denote the annihilation operator that destroys

an excitation of the mode labelled i, and its adjoint a†i be the creation operator that

creates such an excitation. The effect of these operators on a state |Ni〉 in Fock space

corresponding to Ni excitations of the mode i and no other excitations, is the following:

ai|Ni〉 =
√
Ni|Ni − 1〉; (3.8)

a†i |Ni〉 =
√
Ni + 1|Ni + 1〉. (3.9)

From the above relations, it is easy to check that |Ni〉 is an eigenstate of the operator

a†iai with eigenvalue Ni; this operator is henceforth called the number operator.

The bosonic or fermionic character of the particles is accounted for by the (anti)commutation
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relations of the creation and annihilation operators. These relations are

[ai, aj]± = 0; (3.10)[
a†i , a

†
j

]
±

= 0; (3.11)[
ai, a

†
j

]
±

= δi,j. (3.12)

Here, the ‘+’ relations apply to bosons and the ‘−’ relations to fermions. The operator

[A,B]+ ≡ [A,B] is the commutator of the operators A and B, and [A,B]− ≡ {A,B} is

the anticommutator.

States and operators in second quantisation can be conveniently represented using

the creation and annihilation operators. An n-particle Fock state is denoted by an ap-

propriate product of n creation operators acting on the vacuum state. For example, the

state whose position representation is given in Eq. (3.6) can be compactly written as

|Ψ±〉 = a†νna
†
νn−1

. . . a†ν1|0〉. (3.13)

The (anti)symmetrisation is completely accounted for by the (anti)commutation relations

obeyed by the creation operators. As for operators, consider the general first-quantised

expression for a single-particle operator from Eq. (3.1). Each matrix element Oij is

associated with mapping the basis state |j〉 to |i〉. To accomplish the same effect in

second-quantisation, one would associate Oij with the annihilation of a particle in state

|j〉 and the creation of one in state |i〉, leading to the representation

O =
∑
i,j

Oija†iaj. (3.14)

This is just a heuristic argument, but a rigorous derivation of this representation can be
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found in many textbooks, including for example Ref. [101]. Completely analogously, a

two-particle first-quantised operator

U =
∑
i,j,k,l

Uij;kl|ij〉〈kl| (3.15)

obtains the second-quantised representation

U =
∑
i,j,k,l

Uij;kla†ia†jakal. (3.16)

3.4 Derivation of Bose-Hubbard model

The derivation of the Bose-Hubbard model can be found in many sources, but because

the model plays such an important role in Chapter 4, I will reproduce the central points

here. The full Hamiltonian of the interacting N -boson problem in an external potential

takes the form

H =
N∑
i=1

[
p2
i

2m
+ V (ri)

]
+

1

2

N∑
i,j=1

U(|ri − rj|), (3.17)

where pi is the momentum of particle i, V (ri) is the external potential on that particle

and U(|ri − rj|) is the two-body interaction between particles i and j. In principle, there

may be interactions with larger numbers (three or more) of participating particles, but we

assume that the gas is sufficiently dilute that these interactions can be safely neglected.

In deriving the Bose-Hubbard model, I assume that the potential is spatially periodic,

keeping in mind the applications to crystalline or optical lattices, but make no specific

reference to its physical implementation.

Because of the many-particle nature of the problem, it is helpful to express the Hamil-

tonian using second quantisation. The first decision is the choice of the working basis.

Let us first focus on choosing an appropriate basis for the single-particle problem. In
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this case the interaction term in Eq. 3.17 drops out, leaving the kinetic energy term and

the periodic potential. For simplicity, I will assume the problem is one-dimensional (call

the spatial coordinate x), but all of the concepts leading to the derivation of the model

generalise to two or three dimensions as well. The Hamiltonian of interest is thus

H0 =
p2

2m
+ V (x). (3.18)

In the single particle case, it is immaterial whether the particle is a boson or a

fermion since there is no possibility of particles exchanging positions. I said that the

Bose-Hubbard model is simply the bosonic version of the Hubbard model for fermions,

so sometimes I will discuss the single-particle case as if it were a single electron in a

crystalline lattice. Nevertheless, I emphasise again that the actual exchange statistics of

the particle, and the source of the periodic potential, are immaterial. The discussion of

the tight-binding model presented here borrows heavily from Refs. [102] and [103].

The Hubbard and Bose-Hubbard models are defined on a lattice, and the locations

of the potential minima will correspond to the sites of the lattice. Let L be the number

of lattice sites and a be the smallest positive real number such that V (x + a) = V (x),

henceforth called the lattice spacing. A result known as Bloch’s theorem [104] states that

the single-particle wavefunctions {φj} satisfying the Schrödinger equation

− ~2

2m

d2φk
dx2

+ V (x)φj = εjφj (3.19)

must obey

φk(x+ a) = eijauj(x), (3.20)

where j = 2πτ/La with τ an arbitrary integer, and uj(x + a) = uj(x). Notice that

because of the periodicity, ei(j+νL)a = eija for any integer ν. It is convenient to change
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the labelling of the wavefunctions to

φk,ν(x) = eikauk,v(x), (3.21)

with k = 2πτ/La restricted to a range of L values given by, say, τ ∈ {0, 1, . . . , L− 1}, and

ν an arbitrary integer. The allowed range of k is called the Brillouin zone (BZ) and k is

called the quasimomentum. In the crystalline setting, with L→∞, the discrete variable

k becomes continuous and the allowed energies generally separate into continuous bands,

labelled by ν, with the allowed values of k for each band restricted to the Brillouin zone.

The label ν is called the band index, and the {φk,ν} are called Bloch functions. The Bloch

functions form a complete orthonormal basis and tend to be spread out over the lattice,

rather than localised in space. If the temperature of the system is low and the number

of particles is sufficiently small that they can all be accommodated in a single band (this

is an issue for fermions because of the Pauli exclusion principle, but not for bosons), it

is often reasonable to make the single-band approximation, in which one neglects all but

the lowest-lying energy band. I will do so from now on, and consequently will drop the

band index ν.

If the minima of the potential V are sufficiently deep that the particles are tightly

confined near them most of the time, then the Bloch functions probably are not the best

choice of basis for capturing the physics of the system. Instead, one defines a new basis

of functions {w(x− xj)} called Wannier functions [105], which are related to the Bloch

functions via

w(x− xj) =
1√
L

∑
k

e−ikxjφk(x);

φk(x) =
1√
L

∑
j

eikxjw(x− xj).
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with j ∈ {0, 1, . . . , L− 1} and {xj = ja} the positions of the lattice sites. It can be shown

that the Wannier functions also constitute a complete orthonormal set, and moreover each

one is tightly localised around a particular lattice site. This, therefore, is a useful basis

of choice for second-quantising the problem at hand.

In the Wannier basis, where bi and b†i are the creation and annihilation operators cor-

responding to the Wannier function localised at site i, the non-interacting boson Hamil-

tonian in second quantisation is

H =
∑
i,j

hijb
†
ibj, (3.22)

where

hij =

∫
dxw∗(x− xi)H0w(x− xj). (3.23)

To introduce the standard notation, let’s invoke translational invariance and make the

definitions ~ω0 := hii for any site i and tij := hij. The most important assumption of

the tight-binding model is that the terms tij for terms with |i− j| > 1 can be neglected,

because for i 6= j, there is no place where |w(x− xi)| and |H0w(x− xj)| are both signif-

icant, and the already small overlap for |i− j| decreases rapidly as a function of |i− j|.

Thus, we denote the terms tij = tji = t for |i− j| = 1 (assuming they are real), and

neglect the others. The model describing this situation is called the tight-binding model,

and is written in second-quantisation as

HTB = ~ω0

∑
i

b†ibi + t
∑
〈i,j〉

(b†ibj + b†jbi), (3.24)

where 〈i, j〉 indicates that i and j are nearest-neighbours. It should be noted that the

tightly-localized Wannier functions described here are specialised to the tight-binding

model. Other superpositions of Bloch functions can be defined in other situations, leading
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to different Wannier functions; see [106] for a modern review.

The next task is to consider the interaction term Hint. The second quantised form of

the interaction U(|xi − xj|) in the Wannier basis is

U =
∑
i,j,k,l

Uij;klb
†
ib
†
jbkbl, (3.25)

where

Uij;kl =

∫ ∞
−∞

dx1

∫ ∞
−∞

dx2w
∗(x1−xi)w∗(x2−wj)U(|x1 − x2|)w(x1−xk)w(x2−xl). (3.26)

In the tight-binding model, because of the tightly-localised nature of the Wannier func-

tions, one assumes that the on-site terms Uii;ii dominate the others, and are therefore

the only ones retained. Defining U ≡ Uii;ii, one obtains (using the bosonic commutation

relations)

Hint ≈
U

2

∑
i

b†ib
†
ibibi

=
U

2

∑
i

a†i (bib
†
i − 1)bi

=
U

2

∑
i

ni(ni − 1).

Putting all of the preceding results together, one obtains the Bose-Hubbard model in

the canonical ensemble:

HBH =
N∑
i=1

~ω0

2
ni − t

∑
〈i,j〉

(b†ibj + bib
†
j) +

U

2

N∑
i=1

ni(ni − 1). (3.27)

Sometimes it is more convenient to work in the grand canonical ensemble, to allow for

fluctuations in the particle number. In that case, introducing the chemical potential µ,
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one instead obtains

HBH = −t
∑
〈i,j〉

(b†ibj + bib
†
j) +

U

2

N∑
i=1

ni(ni − 1)− µ
N∑
i=1

ni. (3.28)

Since µ couples to the total particle number, it is the parameter that sets the mean

total occupation of the lattice. Note that in (3.28), the factor ~ω0/2 from the first term

in (3.27) has been absorbed into the chemical potential. In other words, the chemical

potential is measured relative to the ground state energy of the M -particle noninteracting

problem, which is ~ω0M/2.

3.5 Phase transitions

Since Ch. 4 is principally concerned with a quantum phase transition, a general discussion

of this topic is needed here. In fact, most of the formal machinery is borrowed from

the theory of classical phase transitions, which are driven by thermal fluctuations of a

quantity called the order parameter (to be discussed shortly) and therefore occur at finite

temperature. Quantum phase transitions on the other hand occur at zero-temperature

and are driven by purely quantum fluctuations of the order parameter, associated with

the Heisenberg uncertainty principle. I will therefore begin this section by discussing the

basics of classical phase transitions, and then provide a brief description of how quantum

phase transitions are related. All of the information discussed in this section can be

found in many textbooks; see for example [107] and [108].

3.5.1 Classical Phase Transitions

The nature of many physical systems in thermal equilibrium depends strongly upon the

temperature at which the system is held. A familiar example is of water, which for any

given value of the pressure is a solid below a temperature called the melting point (at
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the standard atmospheric pressure of 101.3 kPa, this temperature is 0◦C), and a fluid

(usually a liquid) above it. Another familiar example is a ferromagnetic material, which

has a non-zero spontaneous magnetisation even in the absence of an external magnetic

field when the sample is below the so-called Curie temperature (770◦C for iron), but

no net magnetisation above this temperature. The transition of water from liquid to

solid, or for iron from ferromagnetic to nonmagnetic, as the temperature is increased is

an example of a (classical) phase transition. The temperature at which this transition

occurs is called the critical temperature.

Suppose the system under consideration has some generalised set of microscopic de-

grees of freedom {xi} (for example, the direction of each magnetic moment in a fer-

romagnet or the positions and momenta of each atom in a monatomic fluid). In the

thermodynamic limit, where the number of individual constituents (henceforth called

“particles” or “bodies”) of the system and the physical size of the system go to infinity

while the mean density remains constant and finite, the state of the system can usually

be described by macroscopic variables (such as the volume, pressure and total energy for

a fluid, or the total magnetisation and total energy for a ferromagnet). Such a description

is called a macrostate; in general, many different microscopic configurations (microstates)

give rise to the same macrostate, with the number of such microstates being given the

symbol Ω.

The energy U of the system in a particular microscopic configuration is specified

by the Hamiltonian H({xi}). The equilibrium state at temperature T the one that

minimises the (Helmholtz) free energy F = U − TS of the system, where S = kB log Ω

is the thermodynamic entropy of the system. At fixed temperate, the system can lower

its free energy in one of two ways – either reduce its internal energy U or increase its

entropy S. The microscopic configurations corresponding to small U tend to be highly

ordered; Ω is small. On the other hand, S is maximised when Ω is as large as possible.
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There is therefore a fundamental competition between minimising energy and maximising

entropy, which is related to the temperature. At low temperatures, the contribution to F

due to S is small, so minimising U is more important. Conversely, at high temperatures,

maximising S is more important. The system must therefore transition from an ordered

state at low T to a disordered one at high T – a phase transition. The temperature at

which this occurs is called the critical temperature, denoted Tc.

For a large class of phase transitions, the phase of the system can be classified by

a quantity called the order parameter, often denoted Ψ, which is zero whenever the

system is in the disordered phase and non-zero in the ordered phase. The choice of order

parameter depends on the system in question, and is defined as the derivative of the free

energy with respect to the parameter that couples to the relevant degree of freedom in

the Hamiltonian. For example, for a liquid-gas transition, the order parameter is the

density, which is the derivative of the free energy with respect to the chemical potential.

For another example, consider a ferromagnetic material on a lattice with local magnetic

moments {Si} (henceforth called “spins”) in the presence of an external magnetic field

H, described by the Ising model:

HIsing = −J
∑
〈i,j〉

SiSj −H
∑
i

Si. (3.29)

Here, 〈i, j〉 denotes a sum over nearest-neighbour spins only, Si = ±1 denotes whether

a particular spin is aligned (+1) or antialigned (−1) with the external field, and J > 0

is the strength of the interaction between neighbouring spins. Because J > 0, the spins

have a tendency to align. In this case the order parameter for a uniform system of N

spins is the total magnetisation Nm, where m := 〈Si〉 for all i is the site-independent

mean magnetisation. It can be shown that the magnetization is the derivative of the free
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energy with respect to the magnetic field strength at constant temperature:

Ψ ≡ m :=

(
∂F

∂H

)
T

. (3.30)

Phase transitions are associated with non-analytic behaviour of the free energy at the

critical temperature, usually due to a discontinuity, or the non-existence of one of its

derivatives with respect to temperature or an external field strength. A phase transition

in which the order parameter jumps discontinuously (as a function of T ) from zero to a

non-zero value at the critical temperature is called a first-order transition. The familiar

solid-liquid-gas transitions are generally of this type. Sometimes, however, the order

parameter itself is a continuous function of temperature but has a cusp such that one

of its derivatives with respect to temperature is discontinuous. An important example

is the ferromagnetic transition at the Curie temperature. Those transitions associated

with continuous order parameters are called continuous phase transitions.

All important thermodynamic quantities can be obtained from the free energy (in-

cluding the internal energy U). Apart from the order parameter, another example is the

heat capacity CV , which specifies the amount of heat required to raise the temperature

by 1◦C at constant volume. Since the first law of thermodynamics implies that the heat

transfer is equal to the change in internal energy when no work is done (because the

volume is constant), the heat capacity can be calculated via

CV =

(
∂U

∂T

)
V

. (3.31)

Another is the susceptibility χ, which describes the linear response of the order parameter
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to an external field H and is defined by

χ =

(
∂Ψ

∂H

)
T

. (3.32)

Calculating these quantities of interest in the neighbourhood of a phase transition requires

an expression for the free energy when the temperature is near the critical temperature.

An exact expression for the free energy is usually unavailable, with the exception of a

small number of exactly solved models. Most of these are in 1D; exactly solved models in

two or higher dimensions are exceedingly rare, one example being the 2D Ising model with

no external field [109]. The reason for the difficulty is usually the fact that the individual

constituents of the model (I will call them “bodies” or “particles” henceforth) are coupled

via physical interactions. In the absence of interactions, a solution to the single-body

problem implies a solution to the full problem: the free energy of the system is just the

sum of the individual free energies. One avenue for finding an approximate solution to

an interacting many-body system in arbitrary dimensions is therefore to represent it as

a single-body problem in an effective external field that is due to the interactions with

the other particles.

The standard method for reducing the many body problem to a single-body one is

called mean field theory. The idea is to calculate the energy of a single particle by

guessing the mean configuration of those with which it is interacting, and using this

to approximate the free energy of the system as a whole. This guess must be made

self-consistently; any quantities calculated using the mean field approximation must be

consistent with the approximation itself.

For example, consider the mean-field solution of the Ising model on a hypercubic

lattice of arbitrary dimension. To map it to a single-body problem, the interaction terms

−J∑j SiSj for a particular spin i, where the sum is over its nearest neighbours only,
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must be rewritten. This is accomplished by re-expressing each spin variable Si in terms

of its average value 〈Si〉 and the deviation 〈Si〉 − Si from the average:

HIsing = −J
∑
〈i,j〉

(〈Si〉+ Si − 〈Si〉) (〈Sj〉+ Sj − 〈Sj〉)−H
∑
i

Si (3.33)

= −J
∑
〈i,j〉

[〈Si〉 〈Sj〉+ 〈Si〉 (Sj − 〈Sj〉)

+ 〈Sj〉 (Si − 〈Si〉) + (Si − 〈Si〉) (Sj − 〈Sj〉)]−H
∑
i

Si. (3.34)

One can make the ansatz that in the ground state, every spin variable has a value that

is close to the mean magnetisation per spin m, or in other words that 〈Si〉 = m for each

spin i, and that the deviation (Si − 〈Si〉) is a small quantity, so that the terms in Eq. 3.34

corresponding to products of two deviations can be neglected (this is an important point

that I will return to shortly). In doing so, one obtains the mean-field approximation of

the Hamiltonian,

HIsing ≈ HMF
Ising = −J

∑
〈i,j〉

[
(Si + Sj)m−m2

]
−H

∑
i

Si. (3.35)

Defining the coordination number z to be the number of nearest neighbours each spin in

the bulk of the lattice (i.e. away from the edges) possesses, Eq. 3.35 can be written as

HMF
Ising = −(Jzm+H)

∑
i

Si +
NJz

2
m2. (3.36)

As advertised, Eq. 3.36 is a single-body Hamiltonian, which allows the partition

function to be easily obtained, and thence the free energy. Omitting the algebraic details,

the solution is

FMF =
NJzm2

2
−NkBT ln {2 cosh [β (Jzm+H)]} . (3.37)
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From here, the magnetisation, susceptibility and specific heat can be determined in the

usual way. In particular, analysis of the magnetisation yields that it is 0 whenever

T < TMF
c where TMF

c = Jz/kB, and non-zero otherwise, justifying its use as an order

parameter. TMF
c is therefore the critical temperature in the mean-field approximation.

Furthermore, m is continuous, thereby confirming that this is a continuous phase transi-

tion.

The exact expression for the F in terms of Ψ can be rather complicated, meaning that

in practice, one can often not solve exactly for Ψ or the other ground state quantities

simply by minimising the free energy. However, the mechanism of Landau theory allows

progress to be made. Here, one assumes that in the vicinity of a continuous phase

transition, it is valid to expand F in a Taylor series about Ψ = 0. By doing so, one can

obtain the leading behaviour of the thermodynamic quantities in the reduced temperature

t := (Tc − T )/T . Since Ψ = 0 for all t < 0, there is no problem for negative t. One

assumes that there exists a finite radius of convergence of the Taylor series [0,Ψ0] for

t > 0, an assumption that will need to be examined further. Via this process, one can

obtain the leading behaviour of the important thermodynamic quantities in t.

For the specific case of the Ising model, one finds by truncating the free energy Taylor

series to fourth order in m and then minimising F , that

|m| =


0, t ≤ 0;√

3t (t+ 1)3, t > 0.

(3.38)

To leading order in t, then, m ∼ t1/2 for t > 0. The exponent 1/2 appearing in this

relationship is called a critical exponent. The susceptibility and heat capacity near

the phase transition can also be characterised by critical exponents: χ ∼ |t|−1 and

CV ∼ const. These critical exponents are denoted by specific symbols in the literature:
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Ψ ∼ tβ for the order parameter, χ ∼ |t|−γ for the susceptibility and CV ∼ t−α for

the heat capacity. In fact, it turns out that the mean-field description of any phase

transition characterised by an order parameter produces the same critical exponents:

α = 0, β = 1/2 and γ = 1.

There is another important quantity that I have so far not discussed: the correlation

length. For the Ising model, one can define the correlation function

gij = 〈(Si − 〈Si〉) (Sj − 〈Sj〉)〉 , (3.39)

which expresses the statistical correlation between the fluctuations of two separate spin

variables about their means. In fact, the terms of the form (Si − 〈Si〉) (Sj − 〈Sj〉) being

averaged are exactly the ones that were neglected in the mean-field approximation of the

Ising Hamiltonian, which implies that spin-spin correlations are completely neglected in

the mean-field model. It can be shown that the contribution of these terms can only be

safely neglected if √
〈S2

i 〉 − 〈Si〉2

〈Si〉
≡ ∆Si
〈Si〉

� 1, (3.40)

for every choice of i.

The quantity ∆Si, mathematically the standard deviation of Si, is called a fluctuation,

and the criterion above says that mean-field theory is only valid if the size of the spin

fluctuations relative to the mean values is small; this is called the Ginzburg criterion. It

turns out that the fluctuations are proportional to the susceptibility, which diverge like

|t|−1 in the vicinity of the critical temperature. This fact together with the observation

that 〈Si〉 ≈ 0 near the transition guarantees that there is some range of temperatures

for which the Ginzburg criterion is violated. In a nutshell, correlations become very

important when the system is nearly critical, and neglecting them produces completely
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incorrect results. In fact, the mean-field critical exponents α, β and γ do not coincide

with the values found by Onsager in his exact solution of the 2D Ising model with no

external field. One must therefore be careful to ensure that the Ginzburg criterion is

satisfied before taking mean-field results seriously. The importance of fluctuations tends

to decrease with increasing dimensionality of the lattice, and in general there is a so-

called upper critical dimension above which the mean-field results become exact. For the

Ising model, this occurs for d ≥ 4.

The behaviour of the correlation gij as a function of |i− j| generally depends on the

phase in which the system is to be found. As an example, in the ferromagnetic phase of

the Ising model where |m| 6= 0, it is of the form

gij ∝ e−|i−j|a/ξ, (3.41)

where ξ, called the correlation length, characterises the length scale over which spin-

spin correlations are to be found and a is the lattice spacing. The correlation length ξ

diverges as one approaches the phase transition, going like |t|−ν where ν is another critical

exponent. Landau theory as presented cannot be used to determine the correlation length;

instead, an extension called Landau-Ginzburg theory must be used, in which the order

parameter is allowed to have a spatial dependence.

Remarkably, the huge variety of quantum phase transitions in disparate systems that

exists, based on very different physical mechanisms, can be partitioned into a much

smaller number of equivalence classes, known as universality classes, based on the values

of the critical exponents. This principle is known as universality, and it is a consequence

of the fact that the enormous number of degrees of freedom of a complicated interacting

system can be boiled down to a much smaller number of variables that are actually

relevant to the dynamics of the system near the critical point, while certain microscopic
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degrees of freedom become irrelevant. This in turn is due to the very fact that the

correlation length diverges at the critical point, which means that there is no natural

length scale for the system. The transitions that are correctly described by mean-field

theory constitute a universality class, defined by the critical exponents {α, β, γ, ν} =

{0, 1/2, 1, 1/2}.

Dimensionless thermodynamic properties of the system, such as for example the par-

tition function, can be written in terms of ratios of the length scales in the system. For

example, for the Ising model the length scales are the lattice spacing a, the length of the

system L and the correlation length ξ. The partition function can be written in terms of

the two independent ratios a/ξ and L/ξ, but when the correlation length diverges, the

dependence on a/ξ in the thermodynamic limit can be removed. Thus, a microscopic pa-

rameter of the system (the lattice spacing) becomes irrelevant near criticality. The class

of techniques dealing with these ideas is referred to as the renormalisation group in the

literature. One important technique from this area is so-called scaling and hyperscaling

relations which relate critical exponents with each other and with the dimension of the

system d. Due to Rushbrooke’s identity

α + 2β + γ = 2 (3.42)

and Widom’s identity

2− α = νd, (3.43)

(see, e.g. [107]), only two of the critical exponents {α, β, γ, ν} are actually independent.

There are more important critical exponents that I haven’t discussed here, but there are

also more unmentioned scaling laws. As a result, it appears that two independent critical

exponents are sufficient to fully specify a universality class.
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3.5.2 Quantum Phase Transitions

Quantum systems in d dimensions often bear a surprising and powerful relationship to

analogous classical systems in d + 1 dimensions. This is useful because it allows the

extensive and well-developed machinery of classical phase transitions to be applied to

the quantum case. It is a remarkable fact certain quantum spin systems (such as the

Ising and rotor models) on d-dimensional lattices can often be mapped exactly to the

analogous classical systems in d+1 dimensions, in the sense that their partition functions

are identical if one maps one of the classical length dimensions to an imaginary time

setting the temperature of the corresponding quantum model [108]. Naturally, when

this formal and exact mapping exists, it implies that the d-dimensional quantum and

d+ 1-dimensional classical transitions are in the same universality class.

Quantum phase transitions occur only in the thermodynamic limit, and only at tem-

perature T = 0. Here, the free energy is just the ground state energy of the Hamiltonian,

and there is no energy-entropy competition as in the classical case. Instead, the compe-

tition must be provided by two terms in the Hamiltonian that have competing influences

(the example of the Bose-Hubbard model will be discussed in some detail shortly). As

in the classical case, one identifies an order parameter, and the phase transition can

be interpreted as being driven by fluctuations in the order parameter. However, in the

quantum case the fluctuations are purely quantum ones associated with the uncertainty

principle.

3.6 Basic low-temperature physics of Bose-Hubbard model in 3D

As first discussed in [3], the Bose-Hubbard model exhibits a quantum phase transition,

arising from competition between the hopping t, which has a delocalising effect, and the

onsite repulsion U that favours localisation. One can rewrite the Hamiltonian (3.28) in
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units of the interaction U , so that it becomes dimensionless:

HBH

U
= − t

U

∑
〈i,j〉

(a†iaj + aia
†
j) +

1

2

N∑
i=1

ni(ni − 1)− µ

U

N∑
i=1

ni. (3.44)

The prefactor t/U is a dimensionless parameter whose value can be tuned over a large

range, for example in an optical lattice implementation by varying the lattice depth (see

the famous experiment of Greiner et al. [100]); similarly, µ/U can in practice be tuned by

varying the filling fraction of the lattice, but here it is considered to be a free parameter

that controls the filling. As t/U is decreased from ∞ to 0 at fixed µ/U , the ground

state changes from an ideal gas to a superfluid, and then a Mott insulator, and then

finally to a system of isolated sites. The change from Mott insulator to superfluid is a

continuous quantum phase transition occurring at a critical value of t/U , denoted (t/U)c.

A discussion of each of these regimes follows.

3.6.1 Ideal gas limit, t/U →∞

First, consider the non-interacting limit in which |t/U | → ∞. In this limit, the system

becomes an ideal (lattice) Bose gas and the interaction term drops out of the Hamiltonian

completely, leading to the Hamiltonian

Hfree

U
= − t

U

∑
〈i,j〉

(a†iaj + aia
†
j)−

µ

U

N∑
i=1

ni. (3.45)

The second term above, which involves the chemical potential, is nothing but the total

number operator multiplied by a constant, so it commutes with the first term, which

is manifestly number-conserving. Therefore, we can determine the eigenstates in the

non-interacting limit by simply diagonalising the hopping part of the Hamiltonian; the

chemical potential term will only shift the energies of these eigenstates, thereby poten-

138



INTRODUCTION TO BH, JCH AND DMRG 3.6. Bose-Hubbard model: 3D

tially changing the ordering of the states in terms of total energy.

In the case of periodic boundary conditions, we can exploit translational invariance to

determine the eigenstates and spectrum, via a discrete Fourier transform of the creation

and annihilation operators from position to momentum space. Suppose the lattice is a

d-dimensional hypercube with lattice spacing a, with lattice sites at positions x defined

by x
a

= (x1, x2, . . . , xd) ∈ ZdL. Let k be the quasimomentum corresponding to the Fourier

space of the system (since ~ = 1), written as La
2π

k = (k1, k2, . . . , kd) ∈ ZdL. Here, x and

k have the usual units of length and inverse length respectively, but {xi} and {ki} are

dimensionless. Then, the old and new annihilation operators can be interconverted via

the expressions

ck :=
1

Ld/2

L−1∑
x1,...,xd=0

eik·xax; (3.46)

ax :=
1

Ld/2

L−1∑
k1,...,kd=0

e−ik·xck.

The modes associated with the {cx} operators have eigenenergies given by

ε(k) = −2t
d∑
i=1

cos ki (3.47)

(this formula is called the dispersion relation), leading to the new hopping Hamiltonian

Hhop =
∑
k

ε(k)c†kck. (3.48)

In this situation, the single-particle eigenstates are d-dimensional plane waves with well-

defined quasimomenta, and the ground state, corresponding to k = 0, is perfectly uniform

everywhere in real space.

By contrast, with open boundary conditions, the eigenstates for the d-dimensional
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hypercubic lattice of length L are sinusoidal in nature, because of boundary effects. In

1D, the spectrum is obtained by rewriting the Hamiltonian in matrix form as

Hhop =
[
a†1 a†2 . . . a†L−1 a†L

] 
0 −t
−t 0 −t
−t . . . . . .

. . . 0 −t
−t 0




a1

a2
...

aL−1

aL


≡a† ·T · a.

One then diagonalises the tridiagonal matrix T, yielding E = U ·T ·U† (where E is

diagonal and U is unitary), and then writes

Hhop =
(
a† ·U†

) (
U ·T ·U†

)
(U · a)

≡ c† · E · c

=
∑
k

ε(k)c†kck

where c and c† are vectors whose entries are the quasiparticle annihilation and creation

operators respectively, and {ε(k) := (E)kk} give the dispersion relation in this case. The

matrix T is an example of a tridiagonal Toeplitz matrix, which have well-known eigen-

values and eigenvectors [110]. Performing this procedure gives the result

ck =

√
2

L+ 1

L−1∑
x=0

sin
(k + 1)π(x+ 1)

L+ 1
ax;

ε(k) = 2t

[
1− cos

(k + 1)π

L+ 1

]
, (3.49)

where as before, k, x ∈ ZL (I have chosen the origin in the dispersion relation to guarantee

that the ground state has energy 0). Since in the general case d > 1 the hopping dynamics
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along different dimensions are not coupled, the 1D result is easily generalised to

ck =

(
2

L+ 1

)d/2 L−1∑
x1,...,xd=0

d∏
i=1

sin
(ki + 1)π(xi + 1)

L+ 1
ax; (3.50)

ax =

(
2

L+ 1

)d/2 L−1∑
k1,...,kd=0

d∏
i=1

sin
(ki + 1)π(xi + 1)

L+ 1
ck;

ε(k) = 2t(d−
d∑
i=1

cos
(ki + 1)π

L+ 1
).

In periodic boundary conditions, as well as for open boundary conditions in the bulk,

the single-particle ground state orbital, corresponding to k = 0, is spatially uniform. In

the extreme non-interacting limit, the ground state for N bosons at temperature T = 0

comprises an N -fold occupation of this k = 0 mode. Thus, in the non-interacting limit,

the N -boson ground state of the BH model can be reasonably well represented by an

ansatz corresponding to N -fold occupation of the k = 0 state in Eq. (3.46) or (3.50). For

example, for periodic boundary conditions, one obtains

|ψBEC〉 ∼ (c†0)N |0〉 (3.51)

=

(
1

Ld/2

∑
x

a†x

)N

|0〉. (3.52)

The non-interacting wavefunction above is featureless in real space, so it is reasonable

to expect the same for the correlation functions G(1)(r) and G(2)(r), i.e. that they are

r-independent constants, which is true. The reason I have called it |ψBEC〉 is because it is

the state corresponding to an N -boson non-interacting Bose-Einstein condensate, which

will be explained in the next section.
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3.6.2 Bose-Einstein Condensation and Superfluidity, t/U > (t/U)c

Now consider the case when interactions are turned on, but t/U is still greater than

the critical value. In this case, the system exhibits a macroscopic quantum effect called

superfluidity, in which a fluid is able to flow past obstacles without friction. The earliest

example of a substance exhibiting superfluidity was 4He, discovered independently in

1938 by Kapitza [111] and by Allen and Misener [112]. They found that when liquid 4He

was placed in a porous container and cooled below 4K, the liquid Helium actually flowed

frictionlessly, right through the medium and dripped out through the bottom of con-

tainer. They also found that superfluids could climb the walls of non-porous containers

and spill over the brim. In describing superfluidity, it is useful to invoke concepts that

are associated with another macroscopic quantum effect called Bose-Einstein condensa-

tion (BEC) [113, 114, 102]. I will therefore discuss BECs and superfluidity in parallel

throughout this section.

The occupation fraction f(k) := N(k)/N for the states of a general bosonic system at

finite temperature T > 0 with dispersion relation ε(k) is governed by the Bose-Einstein

distribution [115],

f(k) =
1

e(ε(k)−µ)/kBT − 1
, (3.53)

where kB is the Boltzmann constant and µ is the chemical potential. Because of thermal

fluctuations, the thermal population Nth :=
∫∞
k=0

dkN(k) is generally non-zero when

T > 0; however, it can be shown in 3D both for the non-interacting Bose gas and the

interacting gas (see, for example, [102]) that there is actually a finite critical temperature

TBEC > 0 such that Nth = 0, and the entire macroscopic population of the system resides

in the ground state. This kind of state, actually a phase of matter, is called a Bose-

Einstein condensate, or BEC. First predicted by Einstein in 1924-5 [113, 114], following

up on the work of Bose [115], it was for decades believed by many to be purely of
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theoretical interest, because of the low temperatures required to access the state. It was

not until 1995 that real BECs were finally observed via two independent Nobel prize-

winning experiments 1995, in vapours of 87Rb [116] and 23Na [117].

The fact that TBEC > 0 in 3D is because of the behaviour of the density of states

ρ(E), which is defined by stipulating that ρ(E)dE be the number of accessible quantum

states with energies between E and E + dE. It is well-known that the density of states

for the non-interacting Bose gas goes like Ed/2−1 in d dimensions [102], where the ground

state is assumed to satisfy E = 0. This means that as E → 0, the density of states

vanishes like E1/2 in 3D, but is constant in 2D and actually diverges in 1D as E−1/2.

This means that there are many more accessible states near the ground state in 2D and

1D than in 3D, which in turn means the thermal population fraction can be higher. In

fact, it turns out that the critical temperature is TBEC = 0 in 2D, and does not exist in

1D [102]. This means that no BEC phase transition is expected to occur in 2D or 1D.

In 1938, Fritz London suggested that BEC in an ideal gas was the underlying mech-

anism behind the superfluidity of 4He [118]. The transition of 4He from an ordinary

fluid to a superfluid at the critical temperature Tc = 4K is an example of a (classical)

phase transition. Specifically, it is a continuous phase transition whose distinguishing

characteristic is a discontinuity (in fact, a divergence) of the specific heat capacity at the

transition temperature. Because the shape of the specific heat curve looks like the Greek

letter λ, this is often called the lambda transition in the literature. London observed that

a similar cusp (though not a divergence) was to be found in the specific heat capacity of

an ideal Bose gas that had formed a BEC.

London’s idea was followed up by the Soviet physicist Lev Landau in 1941 [119]. He

imagined a Bose-condensed fluid with an obstacle flowing through it, and calculated the

minimum velocity vc required for the obstacle to be able to create an excitation. He

used a Galilean transformation to calculate the energy of the ground state and the one

143



INTRODUCTION TO BH, JCH AND DMRG 3.6. Bose-Hubbard model: 3D

with a single lowest-lying excitation in the rest frame of the obstacle. He found that

this lowest-lying excitation would have a phase velocity equal to the relative velocity:

vc = min
p

εp
p

, where p is the momentum of the excitation (see, for example, Sec. 10.1 of

Ref. [102] for the details). The quantity vc is called the Landau critical velocity. An

important consequence of Landau’s result is that, in fact, an ideal BEC is unable to

support superfluidity, invalidating London’s hypothesis. This is because the dispersion

relation for the ideal gas of bosons with mass m is given by ε(p) = p2

2m
, which means

that vc = min
p

p
2m

= 0. However, the situation is rather different when interactions are

allowed.

For a weakly-interacting dilute gas (more precisely, one where g and n satisfy Eq. 3.6.2),

the dispersion relation is modified from the ideal case. Using the pseudopotential de-

scription of the interactions, U(|ri − rj|) = gδ(|ri − rj|), an equation for the wavefunc-

tion Ψ(r, t) that minimises the energy can be derived. It is a non-linear version of the

Schrodinger equation, called the Gross-Pitaevskii equation [120, 121]:

i~
∂

∂t
Ψ(r, t) =

(
− ~2

2m
∇2 + V (r) + g |Ψ(r, t)|2

)
Ψ(r, t), (3.54)

where V (r) is an external potential (such as a lattice). In the dilute, weakly interacting

case, it can be approximately solved by the method of Bogoliubov [122, 123]. It is a mean-

field method in which the order parameter is taken to be the (presumed) macroscopically

occupied BEC wave function Ψ0(r, t) :=
√
ρce
−iµt, where ρc is called the condensate den-

sity. Writing Ψ = Ψ0 + δΨ, where δψ is a fluctuation, Bogoliubov derived the dispersion

relation

ε(p) =

[
gn

m
p2 +

(
p2

2m

)2
]1/2

. (3.55)

At high energies (or momenta), this spectrum reproduces the ideal gas behaviour, ε(p)→

p2/2m. On the other hand, for the low-lying excitations, the dispersion relation is linear:
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ε(p) →
√

gn
m
p. Because linear dispersion is characteristic of sound waves, the low-lying

excitations are interpreted as sound waves with speed s =
√

gn
m

. As in the ideal gas case,

the Landau critical velocity is equal to the phase velocity of the lowest-lying excitation.

Here, however, the phase velocity is

ε(p)

p
= s[1 + (p/2ms)2]1/2. (3.56)

This expression is minimal when p = 0, leading to the conclusion vc = s; the speed of

sound is also the Landau critical velocity.

Without evaluating the magnitude of the fluctuations explicitly, the upper critical

dimension for the MI-SF transition can be determined via some qualitative considera-

tions. In the low-density case where the Bogoliubov approximation applies, the superfluid

phase can be approximately regarded as an ideal BEC since the quantum depletion is so

small and the condensate fraction so large. The ideal BEC wavefunction has a constant

amplitude in space; however, an impurity or external potential such as a wall can force

the amplitude of the wavefunction to zero. A property called the healing length ξ of the

condensate quantifies the distance over which the amplitude of the wavefunction returns

to its bulk value. The mean-field analysis is valid when the healing length is much greater

than the mean interparticle spacing `, i.e. ξ/` � 1, because this ensures that the order

parameter is slowly-varying over the length scale of a single-particle wavefunction, in

other words that its fluctuations are small.

The healing length can be determined by requiring that the mean interaction energy

per particle is equal to the mean kinetic energy; when it is higher, the state is MI-like and

when it is lower, SF-like. Define ξ to be the length scale characterising the momentum

of the particles, p := ~/ξ. The kinetic energy per particle is p2/2m, and the interaction

energy is proportional to the total amount of overlap between the wavefunction of a
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particle particle and those of all the others, and is given by the pseudopotential strength

g times the density n. Equating the energies and solving for ξ give

ξ =
~√

2mgn
. (3.57)

In 3D, the interparticle spacing goes like ` ∼ n−1/3. Thus, imposing ξ/l > 1 and using

Eq. 3.57 gives

~√
2mg

n−1/6 > 1.

Thus, in 3D, the mean-field description of the transition works best at low densities.

While unlike for spin systems there is no classical analogue for the Bose-Hubbard

model, it is nevertheless the case that the d-dimensional Bose-Hubbard MI-SF transition

is in the universality class of the d+1-dimensional classical XY-model [3]. The critical ex-

ponents and upper critical dimension are thus known. It turns out that the upper critical

dimension is 3 [3], and thus the MI-SF transition critical exponents in dimensions greater

than 3 have the mean field values given above. However, as described in Section 3.6.2,

the mean-field limit of the transition in 3D occurs only for low density.

It should be noted that it is also possible for Fermi gases to exhibit superfluidity, in

much the same way that electronic systems can exhibit superconductivity; in this case,

the fermionic carriers pair up into composite bosonic quasiparticles called Cooper pairs,

and it is the Cooper pairs that Bose-condense. A prominent example of superfluidity in

a Fermi gas is to be found with 3He [124, 125, 126], in which the critical temperature of

2.96mK is three orders of magnitude smaller than in 4He (2.172K [111]).

In practice, for a BEC of N bosons, the fraction of particles fc = Nc/N , where Nc is

the number of Bose-condensed particles, to be found in the Bose-condensed phase is gen-

erally less than unity. At finite temperatures, thermal fluctuations lead to depopulation

of the condensate, a phenomenon known as thermal depletion. Even at zero tempera-
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ture, the presence of interactions mixes in components of atomic excitations (|p| > 0),

resulting in a lower condensate population. Because it occurs at zero temperature and

is purely a quantum process, this phenomenon is called quantum depletion. For the

T = 0, dilute, interacting gas with the Bogoliubov spectrum, the occupation fraction of

momentum mode p due to quantum depletion is

f (q)
p =

8

3
√
π

(
n |as|3

)1/2
, (3.58)

where as is a quantity called the s-wave scattering length, which characterises the long-

wavelength properties of the interparticle interaction. The validity criterion of the Bo-

goliubov approximation, Eq. 3.6.2, turns out to be equivalent to the condition that

n |as|3 � 1 for cold 3D gases. Thus, f
(q)
p is small whenever the Bogoliubov approxi-

mation is valid. By contrast, liquid 4He, has a quantum depletion is greater than 0.9,

and therefore a condensate fraction not exceeding 0.1 [102], indicating that the Bogoli-

ubov approximation breaks down in this case.

A similar concept to the condensate fraction fc is the superfluid fraction fs, defined

as the proportion of particles that are part of the superfluid state. While superfluidity

and Bose-Einstein condensation are closely related, it is not the case that fc is always

equal to fs. In the case of cold, dilute gases as described above, the quantum depletion

is small and virtually the entire system is both Bose-condensed and superfluid [102].

This suggests that in such situations, it may be reasonable to identify the superfluid

component with the BEC. However, for quantum liquids such as 4He, the assumptions

of the previous sections break down, and one finds that below Tc, the superfluid fraction

is close to 1, even though the condensate fraction never exceeds 0.1 [102]. Conversely, as

described earlier, the ideal Bose gas at T = 0 has fc = 1, but according to the Landau

criterion does not support superfluidity, so fs = 0.
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It is generally necessary to determine fc and fs separately. Except for a few special

circumstances, these quantities must be calculated numerically. A convenient way to find

fc is to use the fact, due to Penrose and Onsager [127, 128] that the single-particle density

matrix G(1) of (3.71) is diagonal in the single-particle basis according to (3.70), and its

eigenvalues are equal to the mean occupation numbers of the corresponding single-particle

states. Thus, the signature of the existence of a BEC is that one of the eigenvalues of

G(1) is macroscopic, and its value is the number of bosons Nc in the condensate; fc is

obtained from here as the ratio Nc/N .

What about the superfluid fraction? One method for determining fs is obtained

from the relationship between the superfluid velocity and the gradient of the phase of

the condensate. Consider a superfluid wavefunction ψSF, which can be parametrised in

terms of its magnitude and phase as

ψSF =
√
ρse

iφs . (3.59)

The very fact that such a representation is possible for the wavefunction is because the

phase of the superfluid is well-defined everywhere; this is not true for a generic state

that is a superposition of different energy eigenstates, because the phases of each of these

eigenstates evolves at a different rate. The wavefunction ψSF is the superfluid order

parameter.

Now suppose the particles comprise a superfluid flowing with velocity ~vs. Conservation

of mass is represented via the continuity equation,

∂

∂t
n+ ~∇ · (n~vs) = 0, (3.60)
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where as in first quantisation, the current density ~j = n~vs is given by

~j =
~

2mi

[
ψ∗SF

~∇ψSF − ψSF
~∇ψ∗SF

|ψSF|2

]
. (3.61)

Using (3.59) in (3.61) straightforwardly gives

~vs =
~
m
~∇φ. (3.62)

Thus, the superfluid velocity is proportional to the gradient of the phase of the macro-

scopic wavefunction. Therefore, if a phase gradient is imposed on a general two-component

Landau superfluid, the kinetic energy of the superfluid (and thus of the whole state) is

boosted. On the other hand, the kinetic energy of the normal component is unchanged

(roughly speaking, this is because the different momentum components of the normal

fluid essentially have random phases, and the net response of the whole normal fluid to

the phase gradient is nil).

Suppose that a linear phase change Θ is applied across one spatial direction of the

sample of length L, so the phase gradient is Θ/L. The ground state energy E(Θ) of the

system is increased from its original value E(0) by an amount

E(Θ)− E(0) =
1

2
Nmfs |~vs|2 ,

where Nmfs is the total mass of the superfluid component [129], assuming that only the

superfluid component responds to the phase change. Replacing ~vs with the expression

(3.62) and solving for fs with the phase gradient Θ/L gives

fs =
2m

~2

L2

N

E(Θ)− E(0)

Θ2
. (3.63)
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For the BH model, in which a lattice is present, the principle is the same, and the formula

in terms of the model parameters is [130, 131, 132, 129]

fs =
L2

tN

E(Θ)− E(0)

Θ2
. (3.64)

The actual phase gradient can be implemented in the BH model subject to periodic

boundary conditions by modifying the creation and annihilation operators to include a

Peierls phase factor, ai 7−→ aie
iΘ/L [133], so that a particle that hops one site to the right

picks up an incremental phase of Θ/L, thereby accumulating the correct total phase over

one full traversal of the ring. In principle, if the incremental phase is large enough, it

may be energetically favourable for a particle to be promoted to a higher-energy local

state when it hops; in order to ensure that this does not happen, one must demand that

Θ� π.

Because the superfluid velocity can be written as the gradient of a phase, its curl

must be zero. In other words, a superfluid is irrotational. In a uniform 2D system, there

is no true BEC expected because the critical temperature is TBEC = 0, which means

that thermal fluctuations always overwhelm the BEC order. One might expect that this

means there is also no superfluidity in a 2D system (or indeed a 1D system), at least

in the weakly-interacting limit where the superfluid is expected to be a BEC. However,

superfluid order actually can be established in 2D (at a temperature greater than T = 0)

via a mechanism called the Berezinskii-Kosterlitz-Thouless (BKT) transition [134]. The

thermal fluctuations that destroy the superfluid order at sufficiently high temperature in

uniform 2D systems are of the form of vortices, which are quanta of angular momentum

comprising a hole with fluid flowing around it; hence, the flow is not irrotational when

vortices are present. However, at sufficiently low temperature, it can become energetically

favourable for two counterrotating vortices to form a bound state of zero net angular
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momentum. This vortex-antivortex pairing restores some semblance of superfluid order.

However, it is not perfect; one-body correlations G(1)(r) do not approach a constant, but

instead die off as a power law r−α; this is called quasi-off-diagonal-long-range order.

3.6.3 Atomic limit, t/U = 0

Having discussed the regimes in which hopping dominates the interactions, I will now

discuss the regimes in which interactions dominate. In the so-called atomic limit, t/U = 0,

the lattice sites are decoupled and the eigenstates are simply Ld-fold tensor products

of the single-site ground states, which are determined by the chemical potential. In

particular, the single-site spectrum is given by

εn
U

=
1

2
n(n− 1)− µ

U
n, (3.65)

where n labels the site occupation number, and therefore the energy difference between

two consecutive eigenstates is

εn+1 − εn
U

= n− µ

U
. (3.66)

This is a monotonically increasing function of n that is negative for n < µ/U and positive

for n > µ/U . Since n is a non-negative integer, this means that the single-site ground

state occupation is n whenever n − 1 < µ/U < n. Thus, in the zero-hopping limit

where the individual lattice sites are isolated, the global ground state for the entire Bose-

Hubbard system on a d-dimensional hypercube with sides of length L sites and lattice

spacing a is given by

|ψisol〉 =
∏
x

(a†x)n|0〉, (3.67)
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where x
a

= (x1, x2, . . . , xd) ∈ ZdL is the Cartesian position vector of a site and |0〉 is the

vacuum with respect to the {ax} operators. Notice that x has units of length, but the

quantities {xi} are dimensionless.

This state has exactly n bosons per lattice site, where n is a non-negative integer,

and features an energy gap. In the case of repulsive interactions with U > 0, adding a

single particle to the state incurs an energy penalty of

µ
(0)
n,p

U
=
εn+1 − εn

U
= n− µ

U
, (3.68)

while adding a hole (i.e. removing a particle) increases the energy by

µ
(0)
n,h

U
=
εn−1 − εn

U
=
µ

U
− (n− 1). (3.69)

Importantly, these energy costs persist in the thermodynamic limit, in which the size of

the system L→∞, while the ratio n = N/Ld remains constant.

3.6.4 Mott insulator, t/U < (t/U)c

The state |ψisol〉 is clearly an insulator, because the lattice sites are completely isolated

from each other when t = 0. However, it turns out that even for small positive values

of t/U (with repulsive interactions, U > 0), the ground state |ψMI〉 is still an insulator

– specifically, a Mott Insulator (MI) [135, 136, 137]. Traditional crystalline insulators

are unable to support currents because the valence band is completely filled and there

is an energy gap separating the valence band from the conduction band. However, in

a MI, the carriers are immobile strictly because of the repulsive interactions between

them. MI states have been realised in cold atomic gases in the optical lattice setting for

both bosons [100] and fermions [138]. In fact, they have been studied for much longer

in fermionic systems; see Refs. [137, 139]. The MI retains the property of the atomic
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limit ground state that every site is occupied by exactly n bosons, with n a non-negative

integer. The essential reason the state is an insulator for sufficiently small values of

t/U is simple; the kinetic energy gained by a boson hopping from one lattice site to the

next is of the order t/U , but this process creates both a particle and a hole, incurring

an energy penalty of approximately
µ
(0)
n,p+µ

(0)
n,h

U
for t ≈ 0. Such hopping processes are

energetically unfavourable for very small t/U . On the other hand, as will be seen from

the phase diagram, the particle and hole boundaries of the Mott lobe eventually meet,

corresponding to the closing of the gap. At this point hopping is energetically favourable,

leading to a non-insulating state (in fact, a superfluid).

To understand more about the physical properties of the state, it is useful to consider

correlation functions.Consider first the single-particle correlation function, G(1)(i, j) :=

〈a†iaj〉. This is the position representation of the one-body density matrix (or more

precisely, its i, j-th element), and is the analogue of the density matrices discussed in

Ch. 1 for many-particle states. It can be used to define the correlation length ξ, discussed

in Sec. 3.5 Suppose the system has L single-particle eigenstates
{
|ψi〉 :=

∑
j ψij|j〉

}
,

where the
{
|j〉 := a†j|Φ〉

}
are the site basis states (for example, Wannier functions). The

density matrix is diagonal in the {|ψi〉} basis, with the eigenvalues corresponding to the

occupation numbers,

ρ :=
L∑

m=1

Nm|ψm〉〈ψm| (3.70)

(note that here, Tr(ρ) = N). Now consider G(1)(i, j):

G(1)(i, j) =
∑
m

Nm〈ψm|a†iaj|ψm〉

=
∑
m

Nm

∑
k

〈k|ψ∗mka†iaj
∑
l

ψml|l〉

=
∑
m

Nm

∑
k,l

ψ∗mkψml〈Φ|aka†iaja†l |Φ〉.
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Noting that ak|Φ〉 = 〈Φ|a†k = 0 and taking advantage of the bosonic commutation rela-

tions, one obtains

G(1)(i, j) =
∑
m

Nm

∑
k,l

ψ∗mkψml〈Φ|(δk,i −��
�>

annihilates vacuum

a†iak)(δj,l −��
�>

a†laj)|Φ〉

=
∑
m

Nmψ
∗
miψmj

= 〈i|ρ|j〉. (3.71)

For the state |ψ〉 in Eq. (3.67), it is easy to show that

G(1)(i, j) = δi,j. (3.72)

By construction, both 〈ψisol|a†i and aj|ψisol〉 are Fock states, and they are identical if

i = j, but different (and therefore orthogonal) if i 6= j. One would only expect the

relationship (3.72) to hold exactly in the zero-hopping limit, since that is the only place

where the ansatz for the ground state is exactly valid. For small but non-zero t/U , one

would expect perturbative corrections to the ground state. To first order, the new ground

state is

|ψMI〉 ∼ |ψ〉 −
t

U

∑
~n

〈~n|∑〈i,j〉(a†iaj + h.c.)|ψ〉
ε~n − ε

|~n〉,

where {|~n〉} are the Fock basis states (which is the eigenbasis of the unperturbed Hamil-

tonian) with corresponding eigenenergies {ε~n}, and ε is the unperturbed ground state

energy.

The non-zero matrix elements in the sum over ~n are those for which |~n〉 is the N -

particle Mott insulator with an extra particle created at one site and a hole at a neigh-

bouring site, and the corresponding energy cost of these excitations is ε~n−ε = µ
(t)
p +µ

(t)
h ∈

O(∆), where ∆ is the gap. One can also include higher-order corrections; states in which
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the particle and hole are r = |i− j| sites apart appear as rth-order corrections with am-

plitudes going like O(∆−r). As a result, the true behaviour of G(1)(r) in the gapped MI

regime is expected to be of the form

G(1)(r) ∼ Exp(−r/ξ), (3.73)

where ξ is the correlation length, which goes like ξ ∼ ∆−1. This echoes the behaviour of

the single-body spin-spin correlation function in the gapped phases of magnetic systems

like the quantum Ising or rotor models [108].

Another valuable diagnostic tool is the two-body correlation function G(2)(i, j), which

is defined as

G(2)(i, j) := 〈b†ib†jbjbi〉, (3.74)

and its normalised equivalent, given by

g(2)(i, j) :=
G(2)(i, j)

〈b†ibi〉〈b†jbj〉
. (3.75)

G(2)(i, j) is easy to calculate for |ψisol〉. Using the bosonic commutation relations, one

obtains

G(2)(i 6= j) = 〈ψisol|b†i (bib†j − δi,j)bj|ψisol〉

= 〈ψisol|(b†ibib†jbj − δi,jb†ibj)|ψisol〉

= ninj − δi,jni

= n2 − δi,jn.

Again, this is only exactly true in the t/U = 0 limit, but the generic behaviour of G(2)(i, j)

deep in the Mott insulator regime is to be roughly constant except for a dip at i = j.
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3.6.5 Mott Insulator-Superfluid Transition in 3D

In 3D, the ground state of the Bose-Hubbard model can be transformed from a (Mott)

insulating state with a precise integer number of bosons on each site to a BEC-like super-

fluid state in which bosons are completely delocalised across the lattice, via a quantum

phase transition. By increasing the ratio t/U from an initial value of 0 at a fixed value of

µ/U , one can move continuously from the isolated-sites limit through a Mott-insulating

phase and then, after passing a critical value of t/U , to a superfluid phase (and eventually

the ideal Bose gas).

The MI-SF transition in the Bose-Hubbard model has been analysed analytically via

at least two major but essentially equivalent approaches [103]. The first is a mean-

analysis with the order parameter corresponding to the expectation value of the local

annihilation operators, which for a uniform system is assumed to be site-independent:

Ψ := 〈bi〉 = 〈b†i〉 ≡ 〈b〉 for all sites i. Because a MI state is a Fock state, Ψ = 0 everywhere

in the MI regime; however, it is non-zero in the SF regime. The idea is to approximate the

full Bose-Hubbard Hamiltonian by a sum of single-site ones, so that one has an effective

isolated-sites problem. In the first approach, this is achieved by decoupling the hopping

terms:

b†ibj → const. + 〈b†i〉bj + b†i〈bj〉+ . . . , (3.76)

where the ‘. . . ’ terms correspond to fluctuations in the {bi} that are neglected [3, 140].

This results in the single-site Hamiltonian

HMF
i =

U

2
ni(ni − 1)− µni −Ψ

(
bi + b†i

)
+ |Ψ|2 . (3.77)

The criterion for validity is that the healing length exceed the interparticle spacing, which

in 3D reduces to Eq. 3.6.2. The behaviour of the order parameter Ψ is determined by

finding the ground state energy of HMF
i (represented in a truncated basis with a maximum
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occupancy of the site artificially imposed), and then minimising the energy with respect

to Ψ.

The second approach [141, 142] is a variational method that is equivalent to the

mean-field method when T = 0. The basic idea is to make a variational ansatz (called

the Gutzwiller wavefunction for bosons) for the ground state that is a product of single-

site wavefunctions, in terms of a single variational parameter g, that is constructed from

the ground state of the non-interacting problem by applying a product of single-site

operators to it in such a way that the amplitudes of configurations with large potential

energies are suppressed. One then finds that the expectation value of the Bose-Hubbard

Hamiltonian per site is

〈HBH〉 = −zt 〈b〉
〈
b†
〉
− µ 〈n〉+

U

2
〈n(n− 1)〉 , (3.78)

which can be variationally minimised in terms of g to find the ground state, which in turn

allows 〈b〉 to be computed. The accuracy of the variational ansatz is a monotonically

increasing function of the dimensionality d; the method is exact in infinite dimensions

and worst in one dimension.

In either case, for each value of µ/U , a critical value (t/U)c is found at which 〈b〉

becomes zero; this defines the location of the phase boundary between the MI and SF

phases. The general structure of the mean-field phase diagram, depicted in Fig. 3.1

is of roughly semicircular lobes of Mott-insulator, with the rest of phase space being

superfluid.

3.7 Bose-Hubbard model in 1D

The MI-SF transition in 1D is rather different from its 3D counterpart in a number of

ways. The most important of them is that the mean field description of the transition
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Figure 3.1: Generic mean-field phase diagram of Bose-Hubbard model, reproduced
from [3]. Semicircular lobes of Mott-insulating regions with integer bo-
son occupation per site are surrounded by a superfluid region. The tips
of the lobes correspond to multicritical points; the transition through
these points along a line of constant mean occupation per site for the
d-dimensional system is in the universality class of the d+ 1-dimensional
XY model. Here, J corresponds to t in the text of the thesis, and V
corresponds to U .
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from MI to SF works best for high densities, in direct contrast to the 3D case. This can

be understood via an estimate of the ratio of the healing length to the mean interparticle

spacing, as before. Eq. 3.57 is still valid, but now the mean interparticle spacing is

l = n−1, which leads to the criterion

~√
2mg

n1/2 > 1,

so mean field theory for the 1D transition works best at high densities. The nature of

the low-density transition will be discussed further in the following sections.

3.7.1 BEC in 1D: Quasicondensation

It is well-known that a true BEC cannot form in 1D. The fundamental reason for this is

the form of the density of states, which, in combination with the Bose-Einstein distribu-

tion, determines the thermal population of the excited states at any finite temperature.

The density of states is a function ρ(ε) of the energy ε, and ρ(ε)dε is the number of

quantum states with energy lying in the infinitesimal range between ε and ε + dε. A

discussion of this topic can be found in many sources (see for example [102]). The upshot

is that the density of states goes to zero as ε→ 0+ in 3D, but it is independent of ε in 2D

and actually diverges as ε → 0+ in 1D. Therefore, the thermal population Nth is finite

in 3D, but the relevant integral does not converge in 1D, and so there is no critical BEC

temperature, and therefore no BEC.

What happens instead? The answer is a phenomenon known as condensate fragmen-

tation [143]. Instead of all of the particles condensing into one single-particle state, the

population is distributed between many different low-lying states. In fact, it is easy to

see that in the t→ 0+ limit, where the optical lattice sites are completely independent of

each other, a lattice with Ld sites has Ld fully degenerate ground states, corresponding
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to the harmonic-oscillator-like ground states of the individual lattice sites.

A detailed explanation of why fragmentation occurs in 1D but not in 3D is beyond the

scope of this thesis, but a discussion can be found in [144]. The underlying reason is the

nature of the interparticle interactions. When the interaction potential is expanded in the

momentum basis, there are terms in which the two particles retain their initial momenta

(the direct terms), and ones in which momentum is transferred from one particle to the

other (the exchange terms). The exchange terms only contribute to the overall interaction

energy if there is more than one single-particle state occupied (i.e. fragmentation exists).

In the thermodynamic limit in 3D, this contribution is positive; however, in 1D, it is

negative, which makes fragmentation energetically favourable. One consequence of this is

the modification of the off-diagonal long range order associated with BECs to quasi-long-

range order of the form G(1)(r) ∼ r−α (although the use of the symbol α is conventional

here, it is not to be confused with the critical exponent given the same symbol).

3.7.2 Luttinger Liquids

Because of the 1D geometry, the interacting bosons cannot pass each other. This means

that any individual motion of a particle is quickly converted into a collective excitation,

which looks like a density wave. This is in contrast to the 2D and 3D situations, in which

the Fermi liquid model applies and single-particle excitations (actually quasiparticles)

exist [145]. It therefore appears natural to express the Hamiltonian in a basis of collective

excitations. This is conventionally accomplished via Luttinger liquid theory [146, 147],

named in analogy to its 3D counterpart, Fermi liquid theory. It is an effective field theory

that describes the asymptotic low-energy properties of any one-dimensional system of

interacting bosons or fermions.

A detailed explication of Luttinger liquid theory can be found in [145]. For the

purposes of Chapter 4, the salient points are as follows. Imagine the particles are labelled
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1 to N going from left to right, which can be done unambiguously in 1D. One introduces

a collective field operator φl(x) that takes the value φl(xi) := 2πi at the position of the

ith particle, and is chosen for convenience to be monotonically increasing. For a system

with perfect crystalline order corresponding to lattice spacing a, it can be chosen to be

the linearly increasing function φ0
l (x) := 2πx/a. One then defines the field φ(x), which

expresses the displacement of the system from the perfect crystalline one, via

2φ(x) =
2πx

a
− φl(x). (3.79)

One can then express the interacting Boson Hamiltonian as an infinite series in ∇φ(x)

and Π(x), which is the canonically conjugate momentum to φ(x). For the low-energy

properties, keeping only the lowest order terms in each operator results in the harmonic

oscillator-like Hamiltonian

HLL =
~
2π

∫
dx

[
uK

~2
(πΠ(x))2 +

u

K
(∇φ(x))2

]
, (3.80)

with the parameters u and K obtained from the system parameters via

uK =
π~
ma

; (3.81)

u

K
=

g

~π
. (3.82)

Many of the universal properties of the system, such as the asymptotic decay of cor-

relation functions, can be obtained from u and K. The most important fact for the

purposes of Chapter 4 is the algebraic decay of the off-diagonal elements of the one-body

density matrix, G(1)(r, s) ∼ |r − s|−1/2K [145]. This behaviour is consistent with the

quasi-off-diagonal-long-range-order mentioned in Sec. 3.7.1, with α = 1/2K.
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3.7.3 Berezinskii-Kosterlitz-Thouless transition

The generic MI-SF transition features a change between commensurate and incommen-

surate density. However, for any Mott lobe corresponding to n particles per site, there is

a line of constant density n that can be drawn from the tip of the lobe through the SF

regime. Thus, a MI-SF transition corresponding to a trajectory in phase space that starts

in a Mott lobe, passes through the tip and then follows this constant density contour,

obviously occurs at constant density. It is thus of a different nature from the generic

transition. In fact, it turns out it is in the universality class of the Berezinskii-Kosterlitz-

Thouless transition [134, 3] associated with vortex-antivortex pairing that I discussed in

Sec. 3.6.2. Originally this transition was found in the 2D XY-model, which is a general-

isation of the spin-1/2 Ising model where the spins are allowed to point in any direction

in the x-y plane, rather than just up or down. Because the superfluid-to-Mott-insulator

transition in the d-dimensional Bose-Hubbard model is in the same universality class as

the d+1-dimensional XY model, it too exhibits a transition of the BKT type when d = 1.

3.7.4 Tonks-Girardeau gas

As explained in the introduction to the present section, mean field theory breaks down

in 1D at low densities, and the system becomes less BEC-like. A common quantity used

to characterise the transition from BEC-like behaviour to something else is the ratio of

the typical interaction energy to kinetic energy of a particle. The interaction energy is

determined by the amount of overlap of the individual wavefunctions. Recall that in the

BEC limit, the characteristic size ` of these wavefunctions increases. For a 1D system

of length L with N bosons, the linear density is n = N/L, and the mean separation

between particles is its inverse 1/n. The interaction energy is significant when there

is large overlap between single-particle wavefunctions, which occurs when ` � 1/n. By

contrast, when `� 1/n, it is the kinetic energy of the individual particles that dominates.

162



INTRODUCTION TO BH, JCH AND DMRG 3.7. Bose-Hubbard: 1D

The transition between BEC-like behaviour and “other” behaviour can be said to occur

when ` ∼ 1/n.

The previous paragraph can be made more quantitative. In the BEC-limit, the mean

kinetic energy Ekin and interaction energy Eint per particle can be reliably calculated via

the Bogoliubov mean-field theory. The characteristic momentum of the condensate will

be given by k ∼ 1/`, resulting in

Ekin =
~2k2

2m
∼ ~2

2m`2
=

~2n2

2m
. (3.83)

The interaction energy for a single particle is proportional to the total overlap of its

wavefunction with that of the other particles in the system, and is given by

Eint = gn. (3.84)

The ratio γ of these two energies is therefore

γ ≡ Eint

Ekin

∼ 2mg

~2n
, (3.85)

the most important feature of which is that γ → 0 in the BEC limit, and γ � 1 in the

“other” limit.

With reference to the phase-diagram of the Bose-Hubbard model in the (µ, t)-plane,

the lowest non-zero density outside occurs for small t/U and µ/U , since increasing either t

or µ generally increases the density, but outside any of the Mott-insulating lobes, because

there is no MI phase with density between 0 and 1 carrier per site. This, then, is the

location of the “other” limit in phase space.

The obvious question arising from this discussion is, what is the nature of this γ � 1

limit? Because the (repulsive) interactions are so important in this limit, the dynamics
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are dominated by the particles trying to avoid each other. In other words, each particle

develops an exclusion zone, or hard core. In this limit, a celebrated mapping theorem

developed by Tonks [148] and Girardeau [149] allows all of the eigenstates of the hard

core Bose system in 1D to be exactly mapped to an eigenstate of a 1D system of free

fermions, with the exclusion hole occurring naturally as a result of the Pauli exclusion

principle.

3.8 Jaynes-Cummings model

While the optical lattice setting offers a relatively clean implementation of the Bose-

Hubbard model, it suffers from some limitations. Most notable among them is the very

small spacing between lattice sites, typically on the order of hundreds of nanometres to

microns, which makes single-site addressability difficult. Additionally, it is of intrinsic

interest to be able to manufacture quantum states of strongly-interacting photons. In

recent years, much progress has been made on this front using coupled arrays of optical

cavities. The intercavity spacing in such systems is typically dozens of microns, allowing

for single-cavity addressability with optical frequencies [150].

Optical cavities are resonators that are constructed from a pair of mirrors. Any light

between the two mirrors is reflected many times, and generally remains confined within

the cavity (in practice, light does leak from a cavity at a rate that is specified by a number

known as the quality factor). When the intensity of the field trapped within the cavity

is low (i.e. a few photons), it must be treated quantum mechanically. The nature of the

modes supported by the cavity depends on the precise construction of the device, but a

common scenario is for the modes to have a Gaussian transverse intensity profile, and a

longitudinal profile that is a Hermite or Laguerre polynomial (see, for example, Ch. 16

of Ref. [151]). For this thesis, cavities are assumed to support only a single optical mode.
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The standard way of describing the interaction of a single mode of the cavity field with

the atom is via the Jaynes-Cummings model [152], but before writing down the model I

will briefly describe the Hilbert space of the system.

For the cavity mode, it is most convenient to use second-quantisation, since the mode

can be occupied by a variable number of indistinguishable bosons (photons). Let a and

a† be the creation and annihilation operators for this mode, and let n = a†a be the

corresponding number operator. The basis for the cavity field is then the Fock basis

{|n〉}, which are the eigenstates of n with eigenvalues {n}. On the other hand, since

the atom is a distinguishable two-level system, it is perfectly reasonable to represent its

state within first quantisation. One common method is the pseudospin representation,

in which the electronic states of the atom are identified with the spin states of a spin-

1/2 particle, with spin raising and lowering operators σ± written in terms of the Pauli

operators from Chapter 1 as

σ± =
1

2
(σx ± iσy) . (3.86)

Identifying the electronic ground state of the atom |g〉 with the spin-down state of the

pseudospin, and the excited state |e〉 with spin-up, the Hilbert space of the cavity-atom

system H = Hfield ⊗Hatom is the Kronecker product of the Fock space for the field with

the pseudospin space for the atom. The basis states for this space are {|n, s〉}, where

s ∈ {g, e} labels the electronic (pseudospin) state.

I will now sketch the derivation of the Jaynes-Cummings model using the photon and

pseudospin operators. First consider the terms describing the cavity field and the qubit

separately. In complete analogy to the Bose-Hubbard term
∑

i ~ω0ni/2 from Eq. (3.27),

the term accounting for the energy of the field is proportional to the cavity mode occu-
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pation number (i.e. the number of photons present in the cavity),

Hfield = ~ωc
(
n+

1

2

)
. (3.87)

Similarly, the term giving the energy of the atom (pseudospin), with transition frequency

ωa, is proportional to the “spin occupation number” σ+σ−,

Hatom = ~ωaσ+σ−

=
~ωa
2

(1 + σz) .

The cavity and the two-level atom interact via coupling of the cavity electric field

E = a+ a† with the atomic polarisation vector S = σ+ + σ−:

Hint ∝ gES

= g(aσ+ + a†σ+ + aσ− + a†σ−) (3.88)

(note that the simple expressions for E and S used here are only valid for a single cavity

mode). The Jaynes-Cummings model is then given by

H = H0 +Hint, (3.89)

with

H0 = Hfield +Hatom. (3.90)

In this form it is unsolved, mainly because it has no obvious symmetry that can be

exploited to simplify the problem. However, the rotating wave approximation introduces

just such a symmetry.

In the rotating wave approximation, one switches from the Schrödinger picture to
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the interaction picture, defined by the time-evolution operator U(t) = e−iH0t/~. Expand-

ing the time-evolution operator to first order in t, one obtains the interaction picture

expressions for the photon and pseudospin operators:

aI(t) = U(t)aU †(t)

= e−iωca
†ataeiωca

†at/~

≈ (1− iωca†at)a(1 + iωca
†at)

≈ aeiωct;

a†I(t) ≈ a†e−iωct;

σ−,I(t) ≈ σ−e
iωat;

σ+,I(t) ≈ σ+e
−iωat.

Putting these expressions back into Eq. (3.88), one obtains the interaction term in the

interaction picture,

Hint,I = g(aIσ+,I + a†Iσ+,I + aσ−,I + a†Iσ−,I)

= g(aIσ+,I + a†Iσ+,I + aσ−,I + a†Iσ−,I)

= g(aσ+e
i(ωc−ωa)t + a†σ+e

−i(ωc+ωa)t + aσ−e
i(ωc+ωa)t + a†σ−e

−i(ωc−ωa)t).

All of these operators are oscillatory in time. Assuming that |ωc + ωa| � |ωc − ωa|, the

terms proportional to a†σ+ and aσ− oscillate much more rapidly than the other two

terms, and can thus be neglected. Doing this, and then returning to the Schrödinger

picture, yields

Hint ≈ g(aσ+ + a†σ−). (3.91)

Putting all of the pieces together gives the full Jaynes-Cummings model in the rotating
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wave approximation and the pseudospin representation:

HJC = ~ωc
(
n+

1

2

)
+

~ωa
2

(1 + σz) + g(aσ+ + a†σ−). (3.92)

Notice that because of the atom-photon interaction terms, the Hamiltonian (3.92)

conserves neither the photon number n nor the excitation state of the atom, which corre-

sponds to (1 + σz)/2 in the pseudospin representation. Instead, it can be exactly diago-

nalised in a dressed-state basis called the polariton basis. The eigenstates and eigenvalues

are found in Eqs. 4.3–4.6 (note that in Chapter 4, the choice of units ~ = 1 is adopted).

As pointed out in Chapter 4, the structure of the polariton energy spectrum is a ladder,

with energy levels EN,± labelled by the photon number N and adjacent levels separated

by the energy of a single cavity-mode photon, ~ωc. However, the ladder is anharmonic

because each of these levels is further split, due to the atom-photon interactions, into two

sublevels labelled ‘+’ and ‘−,’ corresponding to two different kinds of polaritons with the

energy of ‘−’ always lower. Because of this fine structure, the difference in energy (in the

case of zero detuning, δ ≡ ωc−ωa = 0, between the ‘−’ species in the N and N − 1 man-

ifolds is equal to ~ωc − g
(√

N −
√
N − 1

)
. This interaction-induced correction to the

harmonic oscillator ladder of the cavity field results in an extra energy cost for multiple

photon occupancy of a single cavity, a phenomenon known as photon blockade [153].

3.9 Jaynes-Cummings-Hubbard model

The Mott Insulator-superfluid transition in the BH model is a direct consequence of

the competition between the kinetic energy (hopping) and the onsite repulsion between

bosons (as well as density-related effects associated with the chemical potential in the

grand canonical ensemble). In order to simulate this transition with cavity QED, one

must mimic these effects in the new system.
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Figure 3.2: Schematic of Jaynes-Cummings-Hubbard model on a hexagonal lattice,
implemented in a photonic bandgap material (reproduced from [4].) The
red spheres represent two-level atoms, and the holes in the material are
the cavities. λ is the wavelength of the resonant mode of the cavity
and κ characterises the intercavity photon tunnelling. η is the refractive
index of the material. The symbols ε and ω correspond to ~ωa and ~ωc
respectively in the text of the thesis.

The fundamental excitations in the Jaynes-Cummings model are polaritons, as dis-

cussed earlier. Polaritons located in different cavities can be made to interact if the

photons interact, which can be arranged via the photon blockade effect discussed in the

previous section. The chemical potential term is difficult to arrange physically, since

photons naturally have zero chemical potential. Nevertheless, the role of the chemical

potential formally is to provide a knob by which to control the boson density, which in

the case of the Jaynes-Cummings model can be controlled by varying the intensity of the

pump laser used to populate the cavity mode. Thus, the remaining term to be considered

is the hopping term.

In the homogenous Bose-Hubbard model, the hopping is characterised by the tun-

nelling coefficient t, whose non-zero value arises from the overlap of the exponentially

decaying tails of the single-particle wavefunctions in the finite potential wells correspond-

ing to individual lattice sites. In the cavity QED system, the hopping mechanism can
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be engineered in similar fashion. Optical cavities (in fact, all optical waveguides) have

exponentially decaying tails outside their physical boundaries as well, which are known as

evanescent modes. By placing two cavities sufficiently close together that their evanescent

modes have non-negligible overlap, photons can be made to tunnel between the cavities,

at a rate characterised by a parameter that is the equivalent of t in the Bose-Hubbard

model, and is usually called κ in the literature. See, for example, Ref. [154] for details,

but note that in this paper the coupling parameter is called α.

Thus, by arranging L optical cavities in a suitable geometry (for example, in the

photonic bandgap implementation shown in Fig. 3.2), one can create a network of coupled

cavities implementing the Hamiltonian

HJCH :=
L∑
i=1

HJC,i − κ
∑
〈i,j〉

(
a†iaj + aia

†
j

)
+ µ

L∑
i=1

a†iai, (3.93)

where HJC,i is the Jaynes-Cummings Hamiltonian (3.92) defined on cavity i, and ai is

the annihilation operator for the single-photon mode of cavity i. The Hamiltonian (3.93)

is called the Jaynes-Cummings-Hubbard (JCH) model, and has been the focus of intense

study in recent years. The key results for the purposes of Ch. 4 is the prediction of a

MI-SF transition of polaritons via a mean-field analysis in this model [154], supplemented

by numerical evidence for the transition in 1D via analysis of the energy gap [6].

3.10 Simulating 1D Systems: Density Matrix Renormalization Group

The industry-standard method of choice for calculating static (and some dynamic) prop-

erties of the low-lying eigenstates of one-dimensional quantum models is the density-

matrix renormalisation group (DMRG) algorithm [155, 156, 7, 157], first developed by

Steven White in 1992. It is popular mainly because it provides spectacular precision

for a wide variety of calculations in a vast array of systems, and it is immune from the
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fermion sign problem that plagues other methods such as quantum Monte Carlo sim-

ulations. This Section provides a brief description of the uses and underlying ideas of

DMRG, but the details of the relevant algorithms are deferred until Ch. 5. This is be-

cause for the results of Ch. 4, I used an implementation of DMRG available from the

ALPS (Algorithms and Libraries for Physics Simulations) [158, 159]. Apart from the

cited references, information about this project can be found on the project website at

alps.comp-phys.org.

Consider a 1D lattice of L d-level quantum systems; this could, for example, be a

quantum Ising chain of spin-(d− 1)/2 particles, or the single-band Bose-Hubbard model

with the maximum occupancy of a site artificially set to be d − 1. The dimension of

the Hilbert space of the system is dL, an exponential scaling in the number of particles.

Consequently, exact-diagonalisation approaches to solving the system are practically lim-

ited to a small number of particles, and do not extend directly to the thermodynamic

limit. However, there are compelling arguments that most of Hilbert space is unnecessary

for describing physically accessible states; as Verstraete et al. put it in the context of

spin systems, “. . . all physical states live on a tiny submanifold of Hilbert space” (p. 146

of [42]). This is the central insight behind the success of DMRG; the algorithm provides a

systematic method for truncating the Hilbert space in which the systems are numerically

represented to a manageable size with minimal loss in the fidelity of the ground state as

compared to the true ground state.

The idea behind DMRG is simple: to exactly solve the system for a small number

of particles, and then use the solution as a model for the “environment” in which one

can embed new particles being acted upon by the same Hamiltonian, slowly growing the

system until the final system size is reached. In the numerical renormalisation group,

the truncated basis for the environment is chosen based on the lowest-lying eigenstates

of the Hamiltonian acting on appropriate subsystems of the final system, an approach
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that works most famously for solving the Kondo and other impurity problems [160, 161],

but fails for many other systems, usually because the ground states produced by the

algorithm had unphysical cusps. DMRG, on the other hand, truncates the basis for the

environment by selecting the maximal-weight eigenstates of appropriate reduced density

matrices of the ground state.

Although there have been many variations developed in the past twenty years, the

algorithm comes in two basic flavours. The first is the infinite-system DMRG algorithm,

which is designed for finding ground state expectation values of few-body operators for

infinite 1D systems (i.e. thermodynamic limit results). This is achieved by expressing

all of the pertinent local operators for the system, as well as the ground state, in a

truncated basis constructed by retaining only the states most relevant for accurately

capturing the physics of the ground state and discarding the rest. One starts with a 1D

lattice comprising L sites, each with Hilbert space dimension d, that is small enough for

the ground state ρ = |ψ〉〈ψ| to be numerically accessible. One then cuts the lattice in half

and finds the eigenbases for the reduced density matrices ρL and ρR of the left and right

halves of the chain (called the Block and Universe respectively). Then, the system is

grown by placing two new sites in the centre of the chain, diagonalising the Hamiltonian

on the new lattice and finding the new reduced density matrices for the half-chains.

In order to avoid the dimension of the numerical representation of the Hamiltonian

increasing, the Hilbert space for the joint Block-left site portion of the chain is projected

onto the subspace spanned by the χ eigenvectors ρL with the largest eigenvalues. This

process is usually called the block decimation procedure. Similarly, the Hilbert space

for the right site-Universe system is projected onto the equivalent subspace of ρR. This

makes the Hilbert space of both the Block and the Universe χ-dimensional on every

iteration, and the entire system be χ2d2-dimensional always. This procedure is continued

until a fixed point is reached, in the sense that the physical properties of the truncated
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representation of the state are close to the same as those from the previous iteration; this

is why the phrase “renormalisation group” appears in the name of the algorithm.

Because the infinite-system algorithm usually does not converge to a satisfactory fixed

point, another version called the finite-system algorithm was developed. In this version,

one uses the infinite-system algorithm to grow the system to a predetermined finite length,

and stores all of the system representations obtained at each intermediate length. One

then keeps the system size fixed but grows the Block one site at a time and simultaneously

shrinks the Universe by one site, until the end of the finite chain is reached, storing the

representations of the system for each Block and Universe size along the way. Then one

goes the other way, on each iteration incrementing the Universe size and decrementing

the Block size by one. This processed is called sweeping; one sweeps left and right on the

finite system, over and over again until convergence of the desired physical properties is

obtained. This algorithm is capable of producing remarkably accurate results for large

but finite systems, and allows for thermodynamic-limit results to be obtained via finite-

size scaling.

There is a fascinating connection between DMRG and the MPS formalism described in

Sec. 1.5.1. In fact, both the infinite-system and finite-system algorithms have been shown

to produce ground states that are MPS in character [162, 163]. Subsequently, DMRG

has been explicitly rephrased as a variational method over MPS [164, 165]. Ref. [157] is

an excellent and detailed review of the MPS view of DMRG, including extensions to the

original algorithm that have been made possible as a result of this view. This connection

will form the core of the discussion in Ch. 5.

Being such a versatile method for calculating properties of 1D systems, DMRG has

found a plethora of exciting applications. A spectacular early example is from the work

of White and Huse who, in 1993, applied the method to the S = 1 isotropic antiferromag-

netic Heisenberg chain with nearest-neighbour coupling constant J , obtaining the remark-
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(a) 1D BH model

κ/g

(µ
−
ω
c
)/
g

(b) 1D JCH model

Figure 3.3: Phase diagrams for MI-SF transition for (a) bosons in the 1D BH model
and (b) polaritons in the 1D JCH model, via infinite system (a) and finite
system (b) DMRG. Reproduced from Refs. [5] and [6] respectively.

ably precise values of E0 = −1.401484038971(4)J for the ground state energy (per site),

and ∆ = 0.41050(2)J for the gap [166]. Much more recently (owing to advances allowing

the study of higher-dimensional lattices), DMRG has found applications [167, 168, 169]

in attempts to explain the existence of an exotic magnetic phase called a quantum spin

liquid, strongly conjectured to be the ground state of the crystalline lattice of the mineral

herbertsmithite [170]. It is virtually impossible to provide an exhaustive list of successful

applications of DMRG; several can be found in the reviews [7, 171, 157].

The DMRG algorithm has been used to determine the location of the phase boundary

between the gapped (MI) and gapless (SF-like) phases for both the BH (infinite system

in [5], finite system in [172]) and the JCH models [6] in 1D, via analysis of the closing of

the energy gap. The phase diagrams thus obtained are reproduced in Fig. 3.3. The sharp

cusps exhibited by the phase boundary as opposed to the smooth lobes of the generic

mean-field diagram are peculiar to the 1D case.
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3.11 Preamble to Chapter 4

Chapter 4 is a reproduction of a journal article that has been published in Physical

Review A. The article is c© American Physical Society (APS), 2013. The full citation to

the article can be found in the Bibliography; it is Ref. [173]. The content is identical in

every respect to the manuscript, except that the formatting has been changed to comply

with University of Calgary thesis requirements rather than those of the journal, and the

bibliography has been stripped from the manuscript, with the references incorporated into

the bibliography for the thesis as a whole. According to APS guidelines, it is acceptable to

include an APS-published manuscript in a thesis without receiving explicit permission in

writing; see http://publish.aps.org/copyrightFAQ.html#thesis. A preprint of the article

has been placed on the arXiv (arxiv.org), with the article identifier arXiv:1311.2348.

I am the first author of this article, and my contribution was to perform all of the

primary research (comprising all of the numerical simulations and analysis of the data)

whose results appear in the article, as well as write and edit a complete draft of the paper.

My co-authors, Dr. Barry C. Sanders and my supervisor Dr. David L. Feder, provided

scientific input regarding the direction of the research to be performed and the goals

of the project. Additionally, Dr. Feder was heavily involved in editing the manuscript

prior to submission to the journal upon receipt of a full draft from me, in particular with

regards to interpreting the numerical results.

175

http://publish.aps.org/copyrightFAQ.html#thesis
arxiv.org


Chapter 4

Fermionized photons in the ground state of

one-dimensional coupled cavities

4.1 Abstract

The Density Matrix Renormalization Group algorithm is used to characterize the ground

states of one-dimensional coupled cavities in the regime of low photon densities. Nu-

merical results for atom and photon densities, one- and two-body correlation functions,

superfluid and condensate fractions, as well as the entanglement entropy and localizable

entanglement are obtained for the Jaynes-Cummings-Hubbard (JCH) model, and are

compared with those for the Bose-Hubbard (BH) model where applicable. The results

indicate that a Tonks-Girardeau phase, in which the photons are strongly fermionized,

appears between the Mott-insulating and superfluid phases as a function of the inter-

cavity coupling. In fact, the superfluid density is found to be zero in a wide region

outside the Mott-insulator phase boundary. The presence of two different species of ex-

citation (atom and photon) in the JCH model gives rise to properties with no analog in

the BH model, such as the (quasi)condensation of spin excitations and the spontaneous

generation of entanglement between the atoms confined to each cavity.

4.2 Introduction

The idea of simulating a complex, many-body physical system with a simpler model

system has a long and rich history. A prominent example is the Bose-Hubbard (BH)

model [3], which governs the dynamics of bosons tunneling between sites of a lattice with
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energy t and interacting on a given site with energy U . Originally proposed to describe

the behavior of superfluid 4He in porous Vycor glass, it is now applied to a plethora

of experimental systems including Josephson junction arrays [174], ultracold atoms in

optical lattices [175], photonic crystals [176], and arrays of coupled cavities [154, 4, 177,

178].

For repulsive interactions (U > 0), there is a competition between delocalization due

to the tunneling and the tendency to localize due to the energy cost of multiple occupancy

of a given site. As a consequence, the model exhibits a quantum (zero-temperature)

phase transition [3]. In the strongly interacting (weak tunneling) regime t/U � 1, the

ground state is predicted to be a Mott insulator (MI) [135, 136, 137], in which each site

is occupied by an (identical) integer number of bosons; for t/U � 1, a superfluid (SF)

state results [111, 112, 119], in which the bosons become completely delocalized. The

transition between these phases was first realized in Bose-Einstein condensates confined

in three-dimensional optical lattice potentials [100], where the ratio t/U was controlled

by varying the well depth, and subsequently observed in many other cold-atom optical

lattice experiments in one, two and three dimensions [179, 180, 181, 182, 183, 184].

There has been much recent interest in observing similar quantum phase transitions

in cavity quantum electrodynamics [154, 4, 177]. The principal motivation for employing

these environments is the robustness of available technology for producing, manipulating

and detecting photons. Unfortunately, photons do not intrinsically interact. Various

strategies have been proposed to overcome this limitation, and a vast array of interesting

many-body states have been conjectured to appear as a result [185, 6, 186, 187, 188,

189, 190]. One model that has attracted particular attention is the Jaynes-Cummings-

Hubbard (JCH) model [154, 191, 192], comprising a lattice of high-finesse optical cavities

each containing one or more two-level atoms, with neighboring cavities coupled via the

overlap of their evanescent modes. The (bosonic) photons can then be considered to
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‘tunnel’ from cavity to cavity. The atom interacts with the quantized electromagnetic

field present within the cavity according to the Jaynes-Cummings model [152], and pho-

ton interactions are generated via the photon-blockade mechanism [153]. Importantly,

the lattice polaritons that constitute the spin-photon elementary excitations of the JCH

model are also expected to undergo a phase transition from a Mott insulator to a su-

perfluid [4, 154, 177, 6, 193, 194, 195, 196, 197, 198, 199]. While early proposals for the

experimental realization of coupled cavities involved nitrogen vacancies in diamond [4],

self-assembled quantum dots in photonic crystals [200], and trapped ions [201, 202], more

recent proposals favor circuit QED [203, 204, 178, 205].

The close similarity between the properties of the BH and JCH models suggests that

the polariton superfluid resulting from arranging cavities along a row should be rather

peculiar. In one dimension, the interaction energy of free bosons is strongly enhanced

relative to their kinetic energy at low densities [175], a result that will be discussed in

greater detail in Sec. 4.3.3. The resulting Tonks-Girardeau gas [148, 149] is described as

the hard-core limit of the (integrable) Lieb-Liniger model for bosons with delta-function

interactions in one dimension [206]. These hard-core bosons can be exactly mapped to

non-interacting fermions [149]; for general densities the state is well-described within the

framework of Luttinger liquid theory [145]. The Tonks-Girardeau gas was first realized

in ultracold atomic Bose gases confined in one-dimensional optical lattices [207, 208].

More recently, the transition between a Luttinger liquid and Mott-insulating state was

observed [183]. These results suggest that a one-dimensional arrangement of coupled

cavities should be sufficient to induce the mobile photons to behave entirely as fermions.

In fact, this possibility was noted previously for a dissipative model [186]. The central

goal of the present investigation is to show that the photons are effectively fermionized in

the ground-state of the JCH model. A secondary goal is to make a careful, side-by-side

comparison of the JCH and BH models in one dimension.
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In this work, the ground states of the zero-temperature one-dimensional JCH and BH

models in the vicinity of the MI phase boundary are obtained numerically using finite-

system density matrix renormalization group (DMRG) methods. Several quantities are

calculated that provide evidence for the nature of the states, including particle densities,

one-particle and two-particle correlation functions, the superfluid fraction, the condensate

fraction, and the entanglement entropy. Finite-size scalings are performed in order to

infer the value of these quantities in the thermodynamic limit.

Two main conclusions can be drawn from our work. First, for small cavity cou-

plings the ground state consists of a polariton MI phase as expected, though with some

interesting features not shared by single-component Bose systems. Second, the results

clearly reveal the strong fermionization of both the photons and spins in the JCH system

throughout the so-called superfluid phase in the low-density limit. Detailed comparisons

are made with the ground states of the BH model in the equivalent parameter regimes.

The main conclusion that can be drawn is that superfluidity is weakly manifested in this

phase, if it exists at all.

The manuscript is organized as follows. The JCH and BH models are reviewed in

Sec. 4.3, and the DMRG methods used in the characterization of their ground states is

described. This section also discusses the properties of the Tonks-Girardeau gas. The

numerical results are presented in Sec. 4.4, and the discussion and conclusions are found

in Sec. 4.5.

4.3 Models and Methods

In this work we compare the properties of the one-dimensional Jaynes-Cummings-Hubbard

(JCH) and Bose-Hubbard (BH) models, using density matrix renormalization group

(DMRG) methods. This section briefly provides the background to these models and
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describes the numerical methods employed in the calculations.

4.3.1 JCH model

The behavior of a single two-level atom, in the pseudospin representation, confined to

a single high-finesse cavity is given by the Jaynes-Cummings Hamiltonian [152], written

within the rotating-wave approximation [209] as

HJC = ωc

(
a†a+

1

2

)
+

1

2
ωaσ

z + g
(
a†σ− + aσ+

)
. (4.1)

Here, ωc is the natural cavity frequency (~ = 1 in this work for convenience), ωa is the

excitation frequency of the atom, a (a†) is the photon annihilation (creation) operator,

σz is the spin-1/2 representation of the Pauli z operator, σ± are the spin raising and

lowering operators, and g is the strength of the atom-photon coupling, proportional to

the magnitude of the inner product between the dipole vector and the local field. In this

work, g is assumed to be a real quantity, equivalent to assuming that the dipole and field

oscillate in phase. This model describes an isolated system which ignores environmental

couplings. The cavity is therefore assumed to have arbitrarily high finesse, and be in the

strong-coupling limit.

In the rotating-wave approximation the total number of excitations

Ni = a†iai + σ+
i σ
−
i , (4.2)

is a conserved quantity (note that the spin number operator would normally contribute

the term σ−i σ
+
i , but this corresponds to the population of atoms in the ground state;

hence, it is not included in the excitation number operator). The eigenstates of HJC are

coherent superpositions of photonic and spin excitations with a definite total excitation

number, known as polaritons [154]. Within a particular excitation number block N , the
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eigenstates are given (c.f. Appendix A of Ref. [194]) by

|N−〉 = sin θN |Ng〉+ cos θN |(N − 1)e〉; (4.3)

|N+〉 = cos θN |Ng〉 − sin θN |(N − 1)e〉, (4.4)

with mixing angle

θN =
1

2
arctan

(
2g
√
N

δ

)
. (4.5)

Here δ := ωc−ωa is the detuning of the cavity and atomic frequencies. The eigenenergies

of Eq. (4.1) for N ≥ 1 are given by

EN± = Nωc +
δ

2
±
[(

δ

2

)2

+Ng2

]1/2

, (4.6)

while for N = 0, E0 = 0. The energy levels are thus arranged in two-dimensional

manifolds labeled by the polariton number N (except for the N = 0 sector, which is

one-dimensional), separated by the energy of the single-photon cavity mode, ωc.

The anharmonicity in the eigenenergies (4.6) of size
√
N is the origin of the photon-

blockade effect [153], giving rise to effective photon interactions. Consider for simplicity

the zero-detuning case δ = 0 giving eigenenergies EN± = Nωc± g
√
N . With one photon

the cavity has the lower energy eigenvalue E1− = ωc − g. Näıvely, two independent

photons would yield the total energy 2E1− = 2ωc−2g, but in fact the two-photon energy

eigenvalue is E2− = 2ωc− g
√

2. The difference between these energies yields an estimate

for the effective repulsive photon-photon interaction strength: E2− − 2E1− = (2−
√

2)g.

In the Jaynes-Cummings-Hubbard (JCH) model, the cavity mode leakage is no longer

neglected. Instead, one imagines a regular lattice of Ld cavities in d dimensions positioned

sufficiently close together that a photon emitted from one cavity can be absorbed into
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an adjacent cavity with energy (rate) κ. The JCH model is written as

HJCH =
∑
i

(HJC,i − µNi)− κ
∑
〈i,j〉

(
a†iaj + a†jai

)
, (4.7)

where HJC,i and Ni are Eqs. (4.1) and (4.2) respectively with {a, a†, σz, σ±} replaced by

{ai, a†i , σzi , σ±i }, and i labels the position of a cavity. The 〈i, j〉 notation indicates that

the sum is over nearest neighbors. The chemical potential µ fixes the mean polariton

number, and is employed primarily to connect with the results of the BH model which

is generally solved in the grand canonical ensemble. Note that in the JCH model, the

atoms are fixed within the cavities, and only the photons are able to ‘tunnel’ from cavity

to adjacent cavity.

For reasons that will become clearer momentarily, it is convenient to rescale the JCH

energy in units of the coupling constant g; in the limit of zero detuning ωc = ωa one can

rewrite the Hamiltonian (4.7) as

HJCH

g
= −κ

g

∑
〈i,j〉

(
a†iaj + a†jai

)
+

∑
i

[
a†iσ

−
i + aiσ

+
i −

(
µ− ωc
g

)
Ni

]
, (4.8)

where unimportant additive constant terms are omitted. The first term corresponds to

the photon hopping, the second to the local JC term, and the last term can be considered

as a rescaled chemical potential for the total polariton density µ̃ := (µ− ωc)/g.

4.3.2 BH Model

In the BH model, bosons tunnel between nearest neighboring sites of a lattice, and

experience on-site interactions (which can be either attractive or repulsive in general).
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The model is described by the Hamiltonian

HBH = −t
∑
〈i,j〉

(
b†ibj + b†jbi

)
+
∑
i

[
U

2
Ni(Ni − 1)− µNi

]
, (4.9)

where bi, b
†
i , and Ni := b†ibi are respectively the bosonic annihilation, creation, and

number operators for site i, t > 0 is the nearest-neighbor tunneling amplitude and U is

the on-site interaction energy. The chemical potential fixes the mean boson density on

the lattice. In this work only repulsive interactions U > 0 will be considered.

While a direct mapping between the JCH and BH models is not possible because the

former has two different kinds of excitations while the latter has only one, the parameters

can be chosen in such a way as to simplify comparisons. One can rescale the BH energies

in terms of the interaction strength by dividing Eq. (4.9) by U . In this case the hopping

amplitudes are κ/g and t/U in the JCH and BH models, respectively. The effective

interaction strength between photons is (2 −
√

2)g, which implies that the two systems

should become similar for t/U ∼ κ/(2 −
√

2)g =
(

1 + 1√
2

)
(κ/g) ≈ 1.707(κ/g). A

similar connection can be obtained between the chemical potentials of the two models:

µ̃ + 1 ∼ (2 −
√

2)µ/U or µ/U ∼ 1.707(µ̃ + 1). Note that these scalings are valid only

when only a single atom is confined to each cavity.

As discussed in the Introduction, in the weak tunneling (strong interactions) limit

t/U � 1 the ground state is an incompressible MI characterized by localized bosons,

(constant) integer occupation of a given site, and an energy gap to excitations of order U .

Deep in this limit, the ground-state wavefunction can be approximated as |Ψ〉 ∼∏i b
†
i |Φ〉,

where |Φ〉 is the particle vacuum state and the product is over all lattice sites. Because

each site is independent of any other, the overlap of the states bs|Ψ〉 and br|Ψ〉 is exactly
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zero unless r = s. The one-body boson correlation function

G(1)(r, s) = 〈b†rbs〉 (4.10)

and the two-body correlation function

G(2)(r, s) = 〈b†rb†sbsbr〉 (4.11)

will then be zero for all r 6= s. In reality, for any finite t/U the gapped ground state

will deviate from this simple prediction and the correlation functions should instead

decrease exponentially in |r− s| with a characteristic length scale ξ ∼ 1/U that scales as

the inverse of the gap to excitations [210]. The correlation length diverges as a system

becomes critical [108]. One would therefore expect ξ to increase from 0 to ∞ as the

hopping goes from 0 to its critical value at the phase boundary for a fixed chemical

potential.

The phase boundary in µ-t space, known as the ‘Mott lobe,’ is roughly semi-circular

in profile in two and three dimensions [3]. For µ /∈ Z, the system remains in the MI

phase with increasing t until some critical value at which point the system undergoes a

phase transition to SF; likewise for constant t and increasing µ. The Mott lobe becomes

strongly distorted in one dimension [5], and the system displays re-entrance: at constant

µ, on increasing t the ground state phase changes from MI to SF to MI and back to SF

again.

In the strong tunneling (weak interactions) limit t/U � 1, the ground state of

the BH model corresponds to an interacting Bose-Einstein condensate. Each boson

is highly extended throughout the lattice, and the ground state can be approximated

by |Ψ〉 ∼
(∑

i b
†
i

)NB |Φ〉, where NB is the number of bosons. This compressible state

is characterized by a gapless linear spectrum and long-range correlation functions (4.10)
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and (4.11) that are independent of |r−s|. In one-dimension, however, true Bose-Einstein

condensation is not possible; rather, the ground state corresponds to a quasi-condensate

with only algebraic long-finite order and characterized by strong fluctuations [211]. In-

stead one finds G(1)(r, s) ∼ 1/|r− s|α, where the parameter α characterizes the degree of

quasi-condensation (α→ 0 for a true condensate).

4.3.3 Tonks-Girardeau Gas

At very low densities, one-dimensional repulsively interacting bosons form a Tonks-

Girardeau gas, and effectively behave as non-interacting fermions [149]. In the absence

of any external potential (other than the ones used for confinement), the ground state

properties are governed by the kinetic and interaction potential energies T and U . The

mean kinetic energy per particle scales as T/N ∼ 1/m`2 ∼ 〈n〉2/m, where ` is the mean

interparticle distance which in one dimension scales as the inverse of the mean particle

density ` ∼ 1/〈n〉. (In the presence of a weak lattice, the bare boson mass m is rescaled

to an effective mass m∗ ∼ 1/t). When the interaction potential can be modeled in terms

of a pseudopotential (low energy, long-wavelength collisions), one can write the mean

interaction potential in one dimension as U/N ∼ 〈n〉/m|a1D| [212], where a1D is the one-

dimensional s-wave scattering length. The Tonks parameter, the ratio of the potential

and kinetic energies γ = U/T = 2/〈n〉|a1D| is therefore huge at low densities, in marked

contrast to the situation in higher dimensions. To minimize the interaction potential,

particles prefer to be as far apart from one another as possible, much like fermions.

The free fermionic wavefunction can be written in terms of a Slater determinant to

guarantee the proper antisymmetrization of the wavefunction. For example, a system of
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N free fermions on L sites has a wavefunction given in the position representation by

ΨF (r1, . . . , rL) = det



φ1(r1) φ1(r2) . . . φ1(rL)

φ2(r1) φ2(r2) . . . φ2(rL)

...
...

. . .
...

φN(r1) φN(r2) . . . φN(rL)


, (4.12)

where the {ri} indicate the positions of the lattice sites and the {φi} are single-particle

wavefunctions. In the perfectly hard-core limit of the Tonks-Girardeau gas, the ground

state of the fermionized bosons is simply

ΨB(r1, . . . , rL) =
L∏
i<j

sgn(ri − rj)ΨF (r1, . . . , rL), (4.13)

where the factor multiplying ΨF ensures that all negative signs associated with the in-

terchange of two fermions disappears.

Many properties are shared by ΨF and ΨB. For example, the local density profile of

both systems in real space is the same, since |ΨB(r1, . . . , rN)|2 = |ΨF (r1, . . . , rN)|2 [213].

Similarly, all density correlation functions are the same [214]; for example, for a ring of

length L→∞, the normalized two-body correlation function is

g(2)(r, s) =
〈b†rb†sbsbr〉
〈b†rbr〉〈b†sbs〉

= 1−
[

sin(πn|r − s|)
πn|r − s|

]2

, (4.14)

where n is the mean particle density. The correlation function is zero at r = s, reflecting

the Pauli exclusion principle; this behavior is referred to as the ‘exclusion hole’. Away

from this point the correlation function grows and displays Friedel oscillations [215] that

decay with increasing |r−s|. For one-dimensional spinless fermions, the oscillations have

wavelength λF = 1/n = 2π/kF where kF is the Fermi wavevector. Thus, the presence
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of an exclusion hole and Friedel oscillations in the two-body correlation function is a

‘smoking gun’ for the fermionization of bosons in the Tonks-Girardeau gas.

For a finite system with N free fermions on L sites with open boundary conditions,

such as is considered in this work, a straightforward calculation yields

G(2)(r, s) =

(
N

L+ 1

)2

[B(r, s)− A(r, s)] , (4.15)

where

A(r, s) =

[
cos π(N+1)(r−s)

2(L+1)
sin πN(r−s)

2(L+1)

N sin π(r−s)
2(L+1)

−
cos π(N+1)(r+s)

2(L+1)
sin πN(r+s)

2(L+1)

N sin π(r+s)
2(L+1)

]2

;

B(r, s) =

[
1−

cos π(N+1)r
(L+1)

N

sin πNr
(L+1)

sin πr
(L+1)

]

×
[

1−
cos π(N+1)s

(L+1)

N

sin πNs
(L+1)

sin πs
(L+1)

]
. (4.16)

It is simple to verify that G(2)(r, r)→ 0. For large separations between particles
∣∣∣ (r−s)

(L+1)

∣∣∣�
0, one finds that A(r, s) and B(r, s) oscillate in the vicinity of zero and unity, respectively,

so that G(2)(r, s) ≈
(

N
L+1

)2
. Choosing the location of one particle at the center of the

chain r = dL/2e, G(2) far from the center oscillates about a mean value approximately

equal to the square of the mean particle density n. For
∣∣ r−s
L+1

∣∣� 0, the oscillation of G(2) is

governed by the last term in the definition of B(r, s) in Eq. (4.16). In the thermodynamic

limit N,L→∞ but n = N/L→ const., one obtains B(dL/2e, s) ≈ 1− sin(2πns)/2πns.

The Friedel oscillation wavelength is therefore again λF = 1/n = 2π/kF .

The single-body correlation function is not the same for the Tonks-Girardeau and

free fermion gases, however: the sign function in Eq. (4.13) does not disappear when
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inserted into Eq. (4.10). The calculation of this quantity is quite involved [214], but the

asymptotic behavior |r − s| � 0 but |r − s| � L is found to be

G(1)(r, s) ∼ 1√
2n0L| sin(π|r − s|/L)

. (4.17)

For |r − s| � L one obtains G(1)(r, s) ∼ 1/
√
|r − s|, which indicates that for the Tonks-

Girardeau gas the exponent of the power law is α = 1/2. Another ‘smoking gun’ for

the Tonks-Girardeau phase is therefore the power-law behavior of the one-body density

matrix with exponent α = 1/2.

The Fourier transform of the one-particle correlation function G(1)(r) is the momen-

tum distribution n(k). For the Tonks-Girardeau gas, the power-law behavior at long

distances translates into a power-law divergence of the momentum distribution at long

wavelengths, n(k) ∼ 1/|k|1/2 for k → 0. This highly peaked distribution is reminis-

cent of the delta-function distribution that one would expect if the bosons formed a

Bose-Einstein condensate, except it is now broadened due to the finite-range phase order

associated with the quasi-condensation. This distribution is dramatically different from

that of a non-interacting Fermi gas, where n(k) is a constant for all k ≤ kF and is zero oth-

erwise (kF is the Fermi wavevector). The momentum distribution for a Tonks-Girardeau

gas in a weak axial trapping potential has been experimentally observed [207, 208].

4.3.4 Numerical Methods

The characteristics of the BH and JCH models were obtained by means of finite-system

density matrix renormalization group (DMRG) simulations. We employed the DMRG

code from the Algorithms and Libraries for Physics Simulations (ALPS) project [158,

159]. Simulations were carried out for systems of size L = 15, 19, 23, 27, 31 with both

open boundary conditions (equivalent to hard-wall boundary conditions) and periodic
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boundary conditions, and a finite-size scaling analysis was performed for all quantities

(unless explicitly noted) in order to infer the results for the thermodynamic limit. We

use DMRG as the method because it is suitable for obtaining results that are so precise

as to be considered exact [156], while being able to handle much larger finite-size systems

than exact diagonalization [7, 157].

The bulk of the simulations employed open boundary conditions, in order to accelerate

convergence. For the BH (JCH) model, a maximum of Nmax = 5 (6) bosons (photons)

per site (cavity) were allowed, and we kept M = 80 (100) states. For the JCH model, this

corresponds to a Hilbert dimension D = 12 for each cavity. For the superfluid fraction,

the method chosen necessitated the use of periodic boundary conditions. Usually the

number of states kept for these simulations is on the order of the square of the number

chosen for open boundary conditions; however, since the method only required ground

state energies and not correlation functions, the numerical requirements were not as

stringent. The superfluid fraction calculation for the BH (JCH) model was performed

using Nmax = 7 (6) and M = 200 (140). In all cases, we verified that increasing the values

of M and Nmax did not change the ground state energies or correlation functions. For the

BH (JCH) system, these parameters correspond to a maximal Hilbert space dimension of

1.60×105 (1.44×106) for the simulations with open boundary conditions, and 1.96×106

(2.82× 106) for periodic boundary conditions.

We used eight finite-size sweeps for all simulations, and verified that the ground state

energy and correlation functions did not change by increasing the number of sweeps.

The calculation times for a single run for the simulations for the BH (JCH) models were

typically approximately 1 hour (24 hours) when using open boundary conditions, while

the runs using periodic boundary conditions required up to approximately 8 (24) hours.

In order to keep the calculation time to a minimum, we assumed that the total boson

(polariton) number was a conserved quantity in every case. Note that this does not pose a
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problem even in the superfluid phase because the superfluid density need not correspond

to the mean boson (polariton) density.

Parameters for the hopping (t or κ for the BH or JCH models, respectively) and

chemical potential µ were chosen in order to remain in the vicinity of the MI phase

boundary. In 1D, the tip of the Mott n = 1 lobes in the (µ/U, t/U) and (µ̃, κ/g) planes for

the BH and JCH models are found to be located at approximately (0.09, 0.3) [5, 172, 216]

and approximately (−0.95, 0.2) [6, 202], respectively. This value of κ/g is consistent with

the rescaling factor of approximately 1.7 between the BH and JCH models, discussed in

Sec. 4.3.2. To span most of the Mott lobe, the range of hopping is therefore chosen to

be t/U ∈ [0, 0.27] and κ/g ∈ [0, 0.16] for the two models. Likewise, the phase boundaries

for t = 0 and κ = 0 correspond to µ/U = n [3] and µ̃ =
√
n −
√
n+ 1 [194] for the BH

and JCH models in any dimension, respectively. Thus, the transition from the n = 0 to

n = 1 Mott lobes at zero hopping occurs for µ/U = 1 and µ̃ = −1 for the two models; the

transition to the n = 2 Mott lobe occurs for µ/U = 2 and µ̃ ≈ −0.41. To capture some of

the n = 0 lobe and approximately half of the n = 1 lobe, we chose chemical potentials in

the range µ/U ∈ [−0.17, 0.55] and µ̃ ∈ [−1.10,−0.68]. Only the simplest zero-detuning

case δ = 0 is considered in this work. Previous work has shown that detuning can be a

useful parameter, changing the effective strength of interactions and thereby the phase

diagrams [194, 195, 197, 205].

4.4 Results

4.4.1 Density phase diagrams

The location of the phase boundary between the gapped MI phase and the SF phase

has been previously established numerically in the thermodynamic limit with finite-size

DMRG, for both the 1D Bose-Hubbard model [5, 172, 216] and the 1D JCH model [6].
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Figure 4.1: Mean density phase diagrams for (a) polaritons in the 1D JCH model and
(b) bosons in the 1D BH model, in both cases for a system size L = 31.
Regions of constant mean density correspond to MI states.

The results for the mean densities of bosons and polaritons are shown in Fig. 4.1 for

the parameter sets discussed in the previous section and the largest number of lattice

sites L = 31 studied. Open boundary conditions are employed in this case; for periodic

boundary conditions the density on any site would coincide with the mean density. While

such density plots have not to our knowledge been previously shown in the literature,

the main purpose of showing these plots here is to orient the reader to the location in

phase space for which the simulations have been conducted. The ranges of the normalized

hopping parameters t/U, κ/g and effective chemical potentials µ/U, µ̃ are chosen to be

equivalent, based on the scaling assumption given in Sec. 4.3.2. For both models, the

goal is to explore the regions in the vicinity of the transition between the MI and SF

phases. Unlike most previous studies, this work focuses particularly on the low-density

region where fermionization is expected.

The mean densities of either bosons or polaritons can be used to distinguish the two

phases in both models, since the mean density is pinned to an integer in the MI regime,

but not in the SF regime. Consequently, the locations of the phase boundary for our

finite-size systems are quite clearly visible in Fig. 4.1. The shapes of the phase boundaries
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closely resemble the thermodynamic limit results of Refs. [5, 6], though their positions are

shifted slightly due to the finite-size system. Depicted is the region of the phase diagram

where the n = 0 and n = 1 Mott lobes meet, as well as the low-density superfluid regions

near the boundaries of these lobes. Roughly, the mean density of bosons (polaritons)

increases with increasing t (κ). This work is mainly concerned with the low-density

superfluid regions of phase space, corresponding to low hopping and chemical potential.

The re-entrant shape of the n = 1 Mott lobe can be clearly seen as the constant-

density region of the BH model in Fig. 4.1b, but is not as obvious in Fig. 4.1a. At

certain fixed values of µ within a continuous range, monotonically increasing the hopping

parameter t or κ from zero causes the system to transition from the MI to the SF, back

to the MI and again back to the SF regime [6]. Viewed from within the Mott lobe,

the lower part of the phase boundary (the hole boundary) is concave, while the upper

part (the particle boundary) is convex. The particle and hole boundaries meet at a

sharply cusped tip. The phase transition along the line of constant mean density passing

through this point is in the (d + 1)-dimensional XY universality class, which for d = 1

is of the Berezinskii-Kosterlitz-Thouless (BKT) type [3, 134] with Tomonaga-Luttinger

parameter Kb = 1/2 [172, 216]. The MI-to-SF transition across either the particle or

the hole boundary is generic (i.e. Gaussian like the condensation transition of an ideal

Bose gas) and characterized by Kb = 1 [172]. This implies that the SF phase near the

particle or hole boundaries should be characterized by one-particle correlation functions

G(1)(r) ∼ |r|−Kb/2 ∼ 1/r1/2, consistent with the Tonks-Girardeau gas scaling.

In the JCH model, the mean densities of the spin and photonic species, depicted

in Fig. 4.2, need not remain proportional to track each other. Consider first the mean

spin excitation density, Fig. 4.2a. In the atomic limit κ = 0, the cavities are decoupled

from each other and thus the overall ground state is the L-fold tensor product of the
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Figure 4.2: (a) Mean spin and (b) photonic excitation densities in the JCH model
with L = 31. These can vary throughout the MI phase.

single-cavity lower-lying polariton states

|ψground〉 =
L⊗
i=1

|1−〉i. (4.18)

From Eqs. (4.3) and (4.5) in the case of zero-detuning, the single-cavity polariton ground

states |1−〉 are equal-weight superpositions of a photonic and a spin excitation. Con-

sequently, the mean spin excitation density is equal to 1
2

in this limit. Conversely, in

the hopping-dominated limit κ → ∞, the photons and spins decouple. Each atom is

then in the ground state so the mean spin excitation density vanishes. At intermediate

κ between these extremes, the data in Fig. 4.2 show that across the lower boundary of

the Mott lobe (the hole boundary) there is a sharp drop in the mean density of spin

excitations, which can be used to distinguish the two phases. By contrast, crossing the

upper boundary, the mean spin excitation density varies smoothly from 1
2

in the atomic

limit to lower values, presumably tending towards 0 in the limit κ→∞.

Next consider the mean photon density. Unlike the spin excitations, the number

of photons and hence the mean photon density is unbounded from above in the grand
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canonical ensemble. In the large-hopping limit at fixed chemical potential, one expects

the mean photon density to increase. In fact, for a lattice with coordination number zc,

an instability occurs when the hopping roughly satisfies zcκ/g > −µ̃; for larger values of

the hopping, the ground state energy decreases without bound as a function of increasing

photon number [194]. This regime is not considered in the calculations, as it corresponds

to larger densities deep in the SF phase where fermionization is unlikely. The mean

photon density within the n = 1 MI lobe tracks with the mean spin excitation density in

such a way that the overall polariton density is pinned to 1 per site, as expected. Crossing

the upper (particle) boundary of the Mott lobe, the mean density of photons begins to

increase rapidly with increasing hopping. This indicates that in the hopping-dominated

limit, the system behaves like a photon superfluid, with the effects of the spins becoming

negligible. On the other hand, in the intermediate regions between the n = 0 and n = 1

lobes, the mean photon density remains low; the reason is that at low hopping in one

dimension, the effective repulsive interactions between photons become strong and thus

there is an energy cost associated with adding photons to the system.

4.4.2 Correlation functions

One-body density matrix

Consider now the single-particle correlation function G(1), defined in Eq. (4.10). This has

been calculated previously via DMRG for the 1D BH model, to verify the asymptotic

predictions of the Luttinger liquid theory [217], and to estimate the location of the critical

value of t/U for the BKT transition [5]. Similar plots of G(1) for varying interaction

strengths in the n = 1 MI lobe of the 1D BH model are shown in Ref. [218]. The

normalized version Cr(s − r) := G(1)(r, s)/
√
NrNs was also considered for the 1D BH

model with an additional harmonic trapping potential [219] for various different sites r,

and the coexistence of the two phases was found at certain points in the phase diagram.
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As discussed in Sec. 4.3.2, in the MI phase one expects this correlation function to

decrease exponentially with distance, G(1)(r, s) ∼ exp(−|r − s|/ξ) over a correlation

length ξ, while in the SF phase it should behave as a power law, G(1)(r, s) ∼ 1/|r − s|α

where α is some positive constant. The correlation functions are calculated for the JCH

model (in which case b → a and σ for photons and spins, respectively) and the BH

model for systems of size L = 15, 19, 23, 27, and 31. Consider for concreteness the

shortest length L = 15, for which the fits are the least reliable; the results are shown

in Fig. 4.3. This size is chosen convey the worst-quality results for various system sizes.

The correlations are measured with respect to the central site, in this case site number

8. The point where r = s is not plotted or used for the fit, since only the asymptotic

form of the correlations for |r − s| � 0 is of interest. To mitigate boundary effects, the

two sites closest to the (open) boundary of the system were also not considered. The

correlations for the spins and the photons track each other very closely, so the results for

photons are not presented.

The results indicate that the spin excitations and photons behave in close analogy to

the bosons of the BH model; that is, the single-particle correlation functions are clearly

exponential within the MI lobe and follow power laws in the SF regime. The power

law relationship holds up well not only for L = 15, but also for all larger values of L

considered. The exponent associated with the power law, corresponding to the slope

of the log-log fit, is increasingly precise for larger values of L, with the standard error

∼ 1/
√
L. The correlation function decreases most rapidly deep in the MI region but

increasingly slowly as the phase boundary is approached. The results shown in Fig. 4.3b

correspond to the SF phase at constant µ, for values of κ/g that range from almost

immediately adjacent to the MI lobe (κ/g = 0.022) almost to the edge of the phase

diagram (κ/g = 0.133) in Fig. 4.2a. Unsurprisingly, the power-law fits are poor near the

phase boundary (c.f. the points corresponding to κ/g = 0.022) but improve as one moves
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Figure 4.3: Representative plots of the correlation function G(1)(8, s) for the spin
excitations in the JCH model with L = 15. (a) n = 1 MI phase at point
µ̃ = −0.900, and (b) SF phase at point µ̃ = −0.989. In both cases the
same five values of κ/g are chosen with values given in the legends. The
correlation functions are consistent with (a) exponentials and (b) power-
laws.

further away.

The correlations exhibited by each type of carrier also track perfectly with each other.

This result is in qualitative agreement with Ref. [198], in which the same quantity was

calculated using the Variational Cluster Approximation. In fact, this feature persists for

all quantities discussed below, unless mentioned explicitly. An intriguing consequence of

the identical behavior for the two species of excitations is that even though one normally

views the atoms as mediating photonic interactions, one could just as well think of the

photons as mediating atomic interactions; though the atoms are each isolated within

their own cavities, they nevertheless feel each others’ presence.

The infinite-system values of the correlation length ξ and the power α are estimated

using a finite-size scaling analysis, as shown in Fig. 4.4 for a few representative points in

phase space. The best exponential or power-law function is fit for G(1) for each value of

L = 15, 19, 23, 27, and 31, such as is shown in Fig. 4.3 for L = 15. The values of ξ and
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Figure 4.4: Representative finite-size scaling analysis of G(1) in the (a) MI and (b)
SF regimes of the JCH model. The data points for the MI regime are
(µ̃, κ/g) = (−0.856, 0.044) (deep within MI lobe), (−0.856, 0.128) (near
generic transition), and (−0.900, 0.156) (near BKT point). The SF regime
points are at (−0.989, 0.022) (near generic transition), (−0.989, 0.106)
(deep within SF phase), and (−0.989, 0.156) (near BKT point).

α are then plotted as a function of 1/L, and the data are fit to a line whose intercept

is interpreted as the corresponding value in the thermodynamic limit. The data are

only weakly dependent on system size deep in the MI phase and near the generic phase

boundary, but show a strong dependence near the BKT point. On the SF side the values

of α are size-dependent for all three phase space points considered; this likely reflects

the fact that along the µ̃ = −0.989 line the Mott boundary remains nearby. The same

procedure is carried out for the BH model for comparison (not shown).

The phase diagram for the value of ξ in the thermodynamic limit is displayed for the

JCH and BH models in Fig. 4.5. Note however that one cannot obtain ξ in this way

immediately at the phase boundary. The true correlation length is expected to diverge,

and a diverging correlation length cannot be accurately captured by a DMRG procedure

with finite truncation M [157]. Furthermore, the precise location of the phase boundary
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Figure 4.5: Phase diagrams for ξ in the thermodynamic limit, assuming G(1)(r) ∼
exp(−r/ξ) in MI regime of the (a) JCH model (photons only) and the
(b) BH model. The correlation length ξ approaches the system size at
the edge of the Mott lobe near the BKT point.

varies depending upon the size of the system, so a particular point in phase space near the

boundary displayed for L = 31 may or may not be in the Mott-insulating lobe, depending

upon the system size. In Fig. 4.5, only the phase space points that are unambiguously

within the n = 1 lobe have been included; this accounts for the apparently smaller MI

lobes than are depicted in Fig. 4.1.

The numerical results clearly indicate that the correlation length is independent of

µ and is solely a function of κ or t, smoothly increasing with increasing hopping. Since

everywhere within the Mott lobe the state has a well-defined number of excitations Ntot,

the only effect of varying the chemical potential by an amount ∆µ while fixing κ or t is to

shift the entire spectrum by an amount Ntot∆µ. The ground state itself at fixed hopping

is therefore independent of µ within the lobe. The correlation function only increases as

the BKT point is approached, not near the generic phase boundaries.

The value of α in the thermodynamic limit is calculated for all points in the superfluid

phase for both the JCH and BH models, and the results are shown in Fig. 4.6. Right at

the phase boundary, the exponent approaches values on the order of unity or higher. The
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same caveats mentioned above for the calculation of ξ apply here as well. In addition, the

spatial dependence of G(1) (an example of which is shown in Fig. 4.3b) and the finite-size

scaling data (an example of which is shown in Fig. 4.4b) are much noisier right near the

phase boundary.

Everywhere near the phase transition, however, the value of α is close to 0.5. This

value is consistent with what would be expected for a Tonks-Girardeau gas of photons

[c.f. Eq. (4.17)] and matches the Luttinger parameter Kb = 1, as discussed in Sec. 4.4.1.

In fact, α has previously been used to obtain the location of the phase boundary for

the BH model, using infinite system DMRG with periodic boundary conditions [5]. This

indicates that the low-density regime outside of the Mott lobes is in fact not strongly

superfluid in nature. Rather, the results are consistent with the complete fermionization

of the BH bosons and the JCH photons in the equivalent regime. Furthermore, since

G(1) for the spin excitations and photons in the JCH model track each other so well

(not shown), the spin excitations have also been fermionized, even though the atoms are

treated as spins with no particular exchange statistics. The ‘SF’ designation of this phase

therefore appears to be a misnomer, but it will be kept for clarity of exposition in what

follows.

The value of α decreases for increasing hopping κ or t, but the trend is slow for the

parameter range studied. By the edge of the plots in Fig. 4.6, the exponent for the SF

phase between the n = 0 and n = 1 lobes has dropped to almost constant (in terms of

µ) values of 0.33 and 0.29 for the JCH and BH models, respectively. For larger values

of µ where the density is higher the exponent drops off more rapidly, reaching a range

of 0.081-0.254 for the JCH model and 0.226-0.336 for the BH model at the edge of the

plots. These values are all quite different from the value α = 0 that one would expect

for an ordinary superfluid, however.
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Figure 4.6: Phase diagrams for α in the thermodynamic limit, assuming G(1)(r) ∼
r−α in SF regime of the (a) JCH model (photons only) and the (b) BH
model. These values of α indicate strong fermionization of the photons
in the JCH model.

Two-body correlation function

One of the most important signatures of fermionization within the low-density SF phase

is found in the two-body correlation function G(2)(r, s) defined in Eq. (4.11) and its

normalized variant g(2)(r, s) defined in Eq. (4.14), as discussed in Sec. 4.3.3. Within the

n = 1 Mott-insulating lobe, one expects g(2)(r, s) = 1 − δr,s irrespective of the model

and the excitation, which is exactly what is observed. Of greater interest is the behavior

of this correlation function in the SF regime for different mean densities. For a perfect

superfluid the two-body correlation function is featureless, g(2)(r, s) = 1 in the bulk,

reflecting the fact that all superfluid carriers occupy the same plane wave state. On the

other hand, for a system of free fermions, the two-body correlation function exhibits two

important features. The first is the presence of an exclusion hole at r = s reflecting the

Pauli exclusion principle. The second is the characteristic Friedel oscillations appearing

on either side of the exclusion hole, with a wavelength λF set by the mean density n or

Fermi wavelength kF , as discussed in Sec. 4.3.3.

The unnormalized two-body correlation functions G(2)(r, s) for the photons and spin
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Figure 4.7: The spatial-dependence of the unnormalized two-body correlation func-
tion G(2)(16, s) for L = 31 is shown for representative points in the SF
phase where α ≈ 1

2 . Figures (a) and (b) correspond to photons at the
points (µ̃, κ/g) = (−0.989, 0.039) and (−0.989, 0.106) in the JCH model,
respectively; ‘T’ and ‘D’ in turn denote ‘theory’ and ‘data.’ Figures (c)
and (d) correspond to bosons at the points (µ/U, t/U) = (0.019, 0.066)
and (0.019, 0.180), respectively.
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excitations in the JCH model are plotted in Fig. 4.7 for representative points in the SF

phase where α ≈ 1
2
; the BH results are also shown for comparison. (The momentum

distribution n(k) in the 1D BH model was previously considered for various interaction

strengths within the n = 1 MI lobe [216], and for both the MI and SF regimes at unit

filling [219]). The data are compared with the analytical expression for free fermions at

the same mean density, Eq. (4.15). The unnormalized two-body correlation function is

plotted in order to make apparent the particle densities for the particular points in phase

space. The two main signatures of fermionization in the SF phase, the exclusion hole and

the Friedel oscillations, are evident in all the plots. At lower densities, the match between

the data and the prediction based on non-interacting fermions is excellent. This indicates

that the superfluid density at this point in the SF phase is close (if not exactly equal) to

zero. One would expect the systems to behave more like a superfluid as the tunneling is

increased and the excitation density increases, for points in phase space that are further

from the phase boundary. Indeed this is the case; the data depicted in Figs. 4.7b and

4.7d show that the exclusion hole is now slightly filled in, and the Friedel oscillations are

increasingly washed out.

An interesting feature in the case of the JCH model, not present in the BH model,

is that the wavelength of the oscillations for both the photons and the bosons is set by

the mean density of polaritons. The amplitude of G(2) for each carrier is determined by

the density of just that carrier, however. More precisely, to obtain a fitting curve of the

form of Eq. (4.15) for G(2)(r, s) for the photons (spin excitations), one must use the mean

number of photons (spin excitations) as the value of N in the prefactor (N/(L+ 1))2,

but the number of polaritons in the oscillatory functions appearing in A(r, s) and B(r, s).

Hence, the spin excitations and the photons are individually fermionized, inasmuch as

they have inherited this property from the polaritons.
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4.4.3 Other measures of the ground state

Superfluid fraction

The most compelling evidence for the existence of a SF phase would be the presence of a

non-zero superfluid order parameter. An example of such an order parameter is the su-

perfluid fraction or superfluid stiffness fs, the ratio of particles exhibiting superfluid flow

to the total number of particles. The factor fs can be calculated numerically by imposing

periodic boundary conditions and applying a phase twist Θ � π to the boundary con-

ditions [130, 131, 132, 129]. In practise, this can be accomplished by means of a Peierls

factor applied to the bosonic creation and annihilation operators in the BH and JCH mod-

els, which has the effect of modifying the hopping terms via a†iaj 7−→ a†iaje
−iΘ/L [220].

While this induces a velocity v = (2J)∇Θ for each quantum particle (J is the hopping

coefficient corresponding to κ in the JCH model or t in the BH model) because the cur-

rent density is j = nv, only the particles in the superfluid will respond collectively. As

a result, the ground state energy will increase relative to the twist-free case solely due

to the kinetic energy of the superfluid particles. From this change of the ground state

energy, the superfluid fraction can be determined:

fs =
L

2Jn

∂2E0(Θ)

∂Θ2

∣∣∣∣
Θ=0

≈ L

Jn

E0(Θ)− E0

Θ2
, (4.19)

where E0 is the ground state energy with no phase twist and E0(Θ) is ground state energy

with overall twist Θ � π. The latter expression is a finite-difference approximation for

the second derivative of the energy with respect to the phase twist, using the central

three-point stencil. This calculation of ρs has previously been performed at constant

density near the BKT transition of the 1D BH model across the tip of the n = 1 Mott

lobe [217]; a significant jump in ρs across the transition was found in that work. This

work instead examines ρs at representative points in the low-density SF phase far from
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the transition, with considerably different results.

In the numerical calculations, we considered various points in the SF phase using five

different finite-size systems L = 15, 19, 23, 27, 31. Periodic boundary conditions are re-

quired, which are computationally more demanding for the DMRG method than are open

boundary conditions (see the discussion in Sec. 4.3.4); hence, only a set of representative

points in the SF phase were considered. Recall from Sec. 4.3.4 that the n = 1 BKT points

in the JCH and BH models are located at approximately (µ̃, κ/g) = (−0.95, 0.2) [6, 202]

and (µ/U, t/U) = (0.09, 0.3) [5, 172, 216], respectively. We therefore considered these

three points in the SF phase of the JCH model: (−0.944, 0.133), (−0.989, 0, 028), and

(−1.00, 0.240). The first is just left of the BKT point, in the vicinity of the hole bound-

ary, the second is between the n = 0 and n = 1 Mott lobes, and the third is to the

right of the BKT point. In particular, the first two points correspond to mean polariton

densities n < 1, while the third has n > 1. For the BH model we considered the two

points: (0, 0.08) and (0, 0.5); again, the first is left of the BKT point in the vicinity of

the hole boundary, while the second point is much to the right, in the deep SF phase well

beyond the region depicted in Figs. 4.1b and 4.6b. The first of these points has mean

boson density n < 1 and the second, n > 1.

The ground-state energy was obtained for these points in the SF region, for phases

Θ/π ∈ (0.0, 1.0) in increments of 0.2. Note that the ground state energy is invariant under

the transformation Θ 7−→ −Θ. For each value of L, the second derivative in Eq. (4.19) was

then calculated using Θ = 0.2π. The results were then verified by estimating the deriva-

tive using a central-difference approximation with five-point (Θ/π ∈ {0,±0.2,±0.4})

and seven-point stencils (Θ/π ∈ {0,±0.2,±0.4,±0.6}); no discernible difference from

the method of Eq. (4.19) was observed in the results so obtained. The values of fs were

also obtained by extracting the coefficient for the quadratic term in a polynomial fit of

E0(Θ). Again, no discernible differences from the central-difference results were found
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Figure 4.8: Superfluid fraction for the (a) JCH and (b) BH model outside but near
the n = 1 MI lobe. For the JCH model, the symbol κ̃ = κ/g is used for
compactness. For both systems, the curve marked by red squares (color
online) is beyond the critical hopping value for the BKT transition for
the n = 1 MI lobe, while the others are not. In both cases, the superfluid
fraction fs tends to 0 in the thermodynamic limit.

using this approach. Once the value of fs was obtained for a given system size, a finite-

size scaling analysis in 1/L was performed to interpolate to the thermodynamic limit.

As a final check on the results, the calculation in Eq. (4.19) was repeated with smaller

values of the phase twist, Θ/π ∈ [0.0, 0.2] in increments of 0.02. For Θ/π < 0.06π, the

values of ρs(L) could not be reliably fitted to determine the value in the thermodynamic

limit (the problem of dividing one small number by another). However, for Θ/π ≥ 0.06,

the results were consistent with those obtained with Θ/π = 0.2.

The finite-size scaling results for the superfluid fraction fs are shown in Fig. 4.8, and

the resulting values and uncertainties of fs in the thermodynamic limit are displayed

in Table 4.1. These values are determined by the standard least-squares minimization

procedure for linear fitting. In all cases, except for the JCH point marked by red squares

in Fig. 4.8, the obtained thermodynamic limit value of the superfluid density contains 0
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BH model JCH model
µ/U t/U fs ∆fs µ̃ κ/g fs ∆fs

0 0.08 0.0007 0.0008 -0.944 0.133 -0.0020 0.0025
0 0.5 -0.0001 0.0001 -0.989 0.028 -0.0014 0.0004

-1.00 0.240 0.0000 0.0004

Table 4.1: Numerical values (with uncertainties) of superfluid fraction fs in thermo-
dynamic limit, for phase space points indicated in Fig. 4.8.

within its error interval. For the one exceptional case, the thermodynamic limit fs is an

order of magnitude smaller than the finite-size values (as well as unphysically negative),

indicating that the superfluid fraction should vanish in the thermodynamic limit. It is

interesting to note that the finite-size scaling plot for the BH point (µ/U, t/U) = (0.5, 0.5)

(not shown), which is situated above the particle boundary of the n = 1 lobe, is identical

to the scaling of the (0.0, 0.5) point shown in Fig. 4.8b. Similar behavior is found in the

JCH model in the SF region to the right of the BKT point. Consider for example the

point (µ̃, κ/g) = (−0.750, 0.240) located above the (−1.000, 0.240) point in Table 4.1. The

infinite-system superfluid fraction inferred from finite-size scaling is fs = 0.0006±0.0033,

consistent with zero. This indicates that the superfluid density is only weakly dependent

on the chemical potential for a given hopping strength. The data strongly suggest that

the superfluid density is zero throughout the low-density SF region studied.

Condensate fraction

The condensate fraction fc is defined as the proportion of particles in the lowest-lying

single-particle eigenstate of the system. In practice, this can be obtained by the largest

eigenvalue of the single-particle density matrix G(1)(r, r′) [127, 128]. In fact the entire

spectrum, known as the entanglement spectrum [221], can be used to identify quantum

phases. In the atomic limit, the single-particle ground state for a system of length L is

L-fold degenerate, since there is no preferred lattice site. In the non-interacting limit,

the finite-size systems have a sinusoidal single-particle ground state. At zero tempera-
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Figure 4.9: Maximal eigenvalues of the reduced single-particle density matrix for L =
31. In (a), the five largest eigenvalues of the photon density matrix are
shown for fixed µ̃ = −0.678 as a function of hopping amplitude κ/g.
In (b), the largest eigenvalue of the density matrix (identified with the
condensate fraction fc in the SF phase) for spin excitations and photons in
the JCH model, and for bosons in the BH model, are shown as a function
of generalized hopping J/J0 at fixed chemical potential µ̃ = −0.678 and
µ/U = 0.55, respectively. The inset shows the lower density case µ̃ =
−0.922 and µ/U = 0.133 for comparison.

ture, one expects macroscopic occupation of the ground state in the SF regime, tending

towards unit occupation for large J/U . In the MI regime one expects the particles to be

distributed evenly across many nearly-degenerate single particle states, a phenomenon

known as fragmentation for large occupation of a single site [222, 143]. If the particles

have fermionized, however, then no such macroscopic occupation should occur; fc can

therefore be viewed as another signature of fermionization.

The five largest eigenvalues of the single-particle photon density matrix are plotted in

Fig. 4.9(a) in the JCH model for µ̃ = −0.678 and L = 31 as a function of hopping strength

κ/g. This corresponds to the constant µ̃ line near the very top of Fig. 4.1(a). In the zero-

hopping limit κ/g → 0, each photon is perfectly localized to each site, and the eigenvalues

are precisely 1/L (note that the density matrix is normalized to unity rather than the
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total number of particles). As κ/g increases the degeneracy is broken and the largest

eigenvalues increase due to the fluctuations of the site occupations, while others decrease

to preserve the normalization (not shown). At a critical hopping strength κ/g ≈ 0.085

coinciding with the superfluid transition at this value of µ̃, one of the eigenvalues increases

precipitously relative to the others, signifying the macroscopic occupation of a single

mode. This eigenvalue is associated with the (quasi)condensate fraction. For larger

hopping strengths the condensate fraction tends towards unity, as expected for a non-

interacting Bose gas at zero temperature.

Fig. 4.9(b) compares the values of the condensate fraction for the BH bosons with

the JCH photons and spins along the same line of constant chemical potential considered

above, corresponding to µ/U = 0.55 in the BH model (recall that µ/U ∼ 1.707(µ̃+ 1) as

discussed in Sec. 4.3.2). The value of fc for each model is plotted for fixed size L = 31 as a

function of the hopping J , where J = κ (t) in the JCH (BH) case, in units of the minimum

hopping considered J0 corresponding to κ0/g = 0.00556 and t0/U = 1.7κ/g = 0.00948.

Though the onset of superfluidity occurs for smaller J/J0 in the BH case, consistent with

Fig. 4.1, the condensate fraction does not increase as quickly as that of the photons in

the JCH case. This might simply reflect the fact that the mean carrier density is lower

for the BH model at the top right point in the phase diagram than for the JCH model,

which would discourage condensation. At lower mean particle densities on the SF side

µ̃ = −0.922 (µ/U = 0.133), shown in the inset of Fig. 4.9(b), the fc for the BH case is

larger than that for the photons of the JCH model, but neither reach 50%. The finite-size

results suggest that fc tracks the mean particle density, as is discussed further below.

Interestingly, the spin excitations in the JCH model also show strong evidence of

condensation. The value of fc on the SF side reaches approximately half that for the

photons for the largest value of J/J0 considered for this value of µ̃. For lower values of

µ̃ in the vicinity of the n = 0 Mott lobe, the ratio of fc for spin excitations to photons
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approaches unity (not shown). These results are generally consistent with observations

above that indicate that the spin and photon degrees of freedom follow each other closely.

The condensation in the spin sector therefore appears to be driven sympathetically by the

photons via the polariton excitations. The results are nevertheless somewhat surprising,

suggesting that the spin excitations are delocalized.

To obtain the condensate fraction in the thermodynamic limit, the values of fc were

obtained throughout the phase diagram for each triple (µ, J, L), where L = 15, 19, 23, 27, 31

using DMRG subject to open boundary conditions. The finite-size scaling analysis was

performed for the SF regime only because the procedure is not robust for the points in

the MI regime. Nevertheless, the finite-size results within the MI regime clearly indicate

fragmentation, and since the macroscopic degeneracy in the atomic limit is true indepen-

dent of system size, there is no reason to believe that the results in the thermodynamic

limit would be qualitatively different.

The condensate fractions for JCH and BH models in the thermodynamic limit through-

out the explored SF regime of the phase diagram are shown in Fig. 4.10(a) and (b), with

the MI lobes explicitly zeroed out. Both pictures have the same color scale and are plot-

ted with the axes corresponding to equivalent energy scales. The results are qualitatively

similar for both models, but there are some quantitative differences. The value of fc rises

more rapidly with increasing hopping in the JCH model than in the BH model, attaining

fc = 0.800 at the highest mean densities investigated, as opposed to only fc = 0.500 for

the BH model. The values of fc shown in the phase diagrams strongly resemble the mean

densities of spins, photons, and bosons, such shown in Fig. 4.1. Deep in the SF regime

the fc closely follow the mean excitation densities, suggesting that the proclivity toward

condensation is governed by the mean density. That said, as the Mott lobe boundary

approaches the ratios of fc to the respective mean densities is found to increase markedly

even as fc approaches zero.
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Figure 4.10: Condensate fraction for the (a) JCH model (photons only) and the (b)
BH model outside but near n = 1 MI lobe, in the thermodynamic limit.
In both cases, the condensate fraction within the MI lobes is zeroed out.

While there need be no direct relationship between Bose-Einstein condensation and

superfluidity, it is nevertheless somewhat surprising that the condensate fraction in the

thermodynamic limit would be so large throughout the SF region where the superfluid

fraction remains zero. These results are nevertheless consistent with the small values of

α in the SF region, shown in Fig. 4.6 (recall that α→ 0 for Bose-Einstein condensates),

as well as with the filling in of the exclusion hole and the disappearance of the Friedel

oscillations found in the spatial-dependence of the two-body correlation function (c.f.

Fig. 4.7). In addition, the value of fc is consistently small in the low-density SF regime,

as expected for a fermionized gas.

Entanglement properties

Much can be learned about the ground states of physical systems by examining the

properties of subsystems. A notable example is the entropy of entanglement [19]. This is

obtained by partitioning the system into a block of contiguous lattice sites b ⊂ L, where

L denotes the full lattice, and its complement b′. The entropy of entanglement associated
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with this bipartition is given by

Sρb = −Tr(ρblnρb), (4.20)

where ρb is the reduced density matrix of the state over b. Analytical formulas for the

entanglement entropy of non-interacting fermions and bosons on a lattice exist for the

semi-infinite chain [223] but we are not aware of any for finite-size systems greater than

a few sites.

The scaling of the entanglement entropy with the size of the subsystem is intimately

linked with the utility of DMRG as a simulation method. For a wide array of physical

systems, the entanglement entropy obeys an area law [43], meaning that the entanglement

entropy Sρ associated with ρb is proportional to the number of sites at the interface

between b and b′ (henceforth denoted l), rather than to its volume or cardinality. In one

dimension, the area law corresponds to a value of Sρ that saturates for some finite value

of l:

Sρ(l) ≤ D, (4.21)

where D is a constant, independent of l (of course l = 2 is itself constant). Only states

satisfying Eq. (4.21) can be efficiently simulated by DMRG for large system sizes, because

the variational ansatz used by the DMRG algorithm explicitly assumes that the area law

is satisfied [40, 43]. Asymptotic scaling results [224] reveal that free fermions always

logarithmically violate the area law in any dimension in both the continuum and on a

lattice, whereas free bosons in 1D satisfy the area law away from criticality [225].

The entanglement entropy associated with a finite block can be used to distinguish

bosonic and fermionic behavior. The entanglement entropy of the 1D non-interacting

Bose gas is a smooth function, whereas that for the non-interacting Fermi gas oscillates

with l. This is because at zero temperature the bosons condense into the smooth lowest-
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lying eigenstate of the hopping model, while the Pauli exclusion principle forces fermions

into oscillatory excited states. Generally, the entanglement entropy for bosons is larger

than for fermions because the number of accessible states Ωb is exponentially greater than

Ωf , meaning that when the system is bipartitioned, for each configuration of the left half

of the chain there are an exponentially larger number of compatible configurations for

the right half in the bosonic case.

The entanglement entropy Sρ(l) is plotted in Fig. 4.11 as a function of l for 3 ≤ l ≤ 29

(L = 31) along a contour of constant density in the SF regime. The results are dis-

played for both the JCH and BH models at two different mean densities: n = 0.645

and n = 1.129. The corresponding entropy profiles for the free Bose and Fermi gases at

the same mean density, calculated numerically, are plotted for comparison. The bosonic

entanglement entropy increases approximately linearly with l for l � L. The fermionic

entanglement entropy displays strong oscillations but much weaker l-dependence. At the

lower mean density considered, the photon entanglement entropy profile is very similar

to the ideal Fermi gas for small hopping, again providing strong evidence for fermioniza-

tion. As the hopping increases, the oscillations become less pronounced and the value

of the entropy increases; presumably the entropy profile would converge to that of the

ideal Bose gas for very large hopping amplitudes. For the n > 1 case, which precludes

fermionization in this single-band model, the oscillations are almost completely washed

out. The magnitude of entanglement entropy remains well below the ideal Bose gas limit,

however.

While the entanglement entropy can be used to help distinguish quantum phases, it

does not directly quantify the possible use of this entanglement for quantum computation.

Indeed, it is difficult to conceive of how one could encode quantum algorithms into the

(generally delocalized) indistinguishable bosons of the BH model. The JCH model, on

the other hand, has distinguishable quantum registers in the spin states of the two-level
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Figure 4.11: The photon and boson entanglement entropy Sρ(l) for a contiguous
block of sites of length l = 3 to 29 with L = 31, for the JCH and
BH models, respectively. Two mean densities are considered, n = 0.645
for the (a) JCH and (c) BH models, and n = 1.129 for the (b) JCH and
(d) BH models. The solid blue line is the exact value of Sbρ for an ideal
lattice Bose gas, and the solid red line in (a) and (c) is the corresponding

value Sfρ for the ideal Fermi gas.
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atoms (i.e. qubits) which are each localized to a different optical cavity. If entanglement

were generated between cavity atoms by the itinerant photons, then the coupled cavity

QED could potentially be a natural environment for quantum computation.

It was recently proven that universal quantum computation is possible as long as the

entanglement associated with arbitrary bipartitions is non-vanishing [226]. One useful

measure that is closely related to the entanglement entropy is the localizable entangle-

ment [227, 228, 88]. The localizable entanglement ELE
ij between qubits i and j of a

multiqubit system is defined as the maximal entanglement that can be concentrated be-

tween qubits i and j via local (i.e. single-spin) operations and classical communication,

and is a non-negative number in the range [0, 1]. In a spin network, the localizable en-

tanglement is lower-bounded by the maximal absolute value of the spin-spin correlation

function Cα,β
ij := 〈σαi σβj 〉 − 〈σαi 〉〈σβj 〉 over all possible axes α, β ∈ R3 [88, 229]. Using

σzi = σ+
i σ
−
i − I/2 = nspin

i − I/2 where I is the 2 × 2 identity matrix, and if α = β = z,

the localizable entanglement is at least as large as

∣∣Czz
ij

∣∣ ≡ |〈NiNj〉 − 〈Ni〉〈Nj〉| ,

where hereNk = σ+
k σ
−
k is the local spin excitation number operator, satisfying 0 ≤ 〈Nk〉 ≤

1. The localizable entanglement is therefore closely related to the (unnormalized) two-

body correlation function, defined in Eq. (4.11). For i 6= j (the only case of interest

for entanglement), one obtains Czz
ij = G(2)(i, j) − 〈Ni〉〈Nj〉 ≈ G(2)(i, j) − n2 (the local

excitation number is approximately equal to the mean density – the total number of

excitations over all sites – if the density is almost constant).

The behavior of the spin-spin correlation function in the thermodynamic limit can be

estimated under the assumption that the spin excitations have completely fermionized,

using Eq. (4.14) for a ring geometry or Eqs. (4.15-4.16) for open boundary conditions.
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Consider the symmetric pair of sites i∓ = (L ∓ a)/2, separated by a. Using either

geometry one obtains G(2)(i−, i+) → n2
[
1− sin2(πna)/(πna)2

]
, assuming short-ranged

correlations in the bulk where a remains constant as L increases; for small n, the spin-

spin correlation function approaches −n2. If the separation instead scales like a ∼ L,

then G(2)(i−, i+)→ n2 and Czz
i−i+ → 0.

The correlation function Czz
ij was calculated throughout the phase region investigated.

Restricting i and j to lie between dL/4e and d3L/4e to avoid boundary effects,
∣∣Czz

i,j

∣∣ take

the largest values when |i − j| = 1 (i = j is explicitly excluded). The values of Czz
i,i±1

were found to be close to zero everywhere in the MI phase, consistent with the strong

density localization and small density fluctuations which are the hallmark of MI states.

Likewise, the values of Czz
i,i±1 tend to zero for all i at high mean densities and hopping

where the BEC fraction is large. This reflects the smooth and relatively constant profile

of the two-body correlation function other than the remnant of the exclusion hole at

short distances, as shown in Fig. 4.7.

At low density and hopping amplitude in the SF regime, the magnitudes of Czz
i,i±1

generally range between 0.02 to 0.05. This is a direct consequence of the large exclusion

hole in the spin density-density correlation function in the vicinity of i ∼ j, inherited

from the strongly fermionized polaritons. The spin-spin correlation function reaches a

maximum value in the region directly adjacent to the hole boundary of the n = 1 Mott

lobe. At the point (µ̃, κ/g) = (−0.989, 0.0167) where the mean spin excitation density

is n = 0.3825, the numerics yield
∣∣Czz

i,i±1

∣∣ = 0.075. The fermionized theory predicts the

comparable but slightly larger value of sin2(πn)/π2 ≈ 0.088. The difference between

theory and computation is likely partly due to the fact that the spin excitations have not

perfectly fermionized.

Because we have only considered the zz quadrature of the spin-spin correlation func-

tion, the numerical value is a lower-bound to the lower-bound of the localizable entangle-
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ment. The actual value of the localizable entanglement in the Tonks-Girardeau regime

could well be larger. In any case, the numerical results suggest that there is sufficient en-

tanglement between the atoms in the ground state of coupled cavities to support universal

quantum computation, if a suitable strategy to embed this environment in a quantum

circuit could be found.

4.5 Conclusions

In this work, we have explored the Mott-Insulator to superfluid transition of the one-

dimensional Jaynes-Cummings-Hubbard (JCH) model in the strong-coupling regime with

no detuning. The purpose of the work has been two-fold. First and foremost, it has

been to study the nature of the ground state in the vicinity of the phase transition, in

particular to demonstrate that the photons are in fact strongly fermionized in the low-

density ‘superfluid’ phase. Second, it has been to compare and contrast the properties of

the ground state to that of the 1D Bose-Hubbard (BH) model, in order to highlight the

unique features of the JCH model. The results were obtained by finding the ground state

using the finite-system Density Matrix Renormalization Group, computing various static

properties, and then performing a finite-size scaling analysis to infer the thermodynamic

limit.

The main result is that in one dimension, the ground state of the JCH model in the

low-density regime outside the Mott-insulating lobes is dramatically different from that

of a conventional superfluid. Rather, the system in the region widely characterized as

a superfluid (SF) is in fact a Tonks-Girardeau gas of strongly fermionized excitations,

much as occurs in the one-dimensional BH model. This is evidenced by the power law of

the single-particle density matrix in both the spin and photonic sectors of the model, by

the Friedel oscillations and the fermionic exclusion hole in the two-body density matrix
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for each sector, and by the strongly fermionic profile of the entanglement entropy. Thus

coupled cavity QED provides a natural and accessible environment for the realization of

strongly correlated photons. The photon fermionization should be readily observable in

experiments using standard photon correlation spectroscopy [230].

We have calculated the superfluid fraction for both species of excitation in the JCH

model, both within the low-density SF regime as well as for large tunneling beyond

the expected BKT transition point, and found that the superfluid density vanishes in

the thermodynamic limit in both cases. At the same time, we have found that the

Bose-Einstein condensate fraction for the photons and spin excitations is non-vanishing

throughout the SF region. The value of the condensate fraction is low at very low

densities, consistent with fermionization, but can reach as high as 80% at high densities

for the photons. This indicates the existence of a (quasi)condensate of photons and even

spin excitations, despite the absence of superfluidity.

The same static properties for the 1D BH model have been calculated in an equivalent

parameter regime in phase space, and the results have been compared in detail to those

obtained within the JCH model. Broadly, the behavior of the two models coincide:

neither exhibits a true Mott-insulator to conventional superfluid transition. However,

various quantitative differences exist. The single-particle correlations in the JCH ground

state within the n = 1 Mott lobe decay more rapidly with increasing hopping that in the

BH case, while those in the intermediate region between the n = 0 and n = 1 lobes decay

more slowly. Consistently with this result, the condensate fraction for the JCH photons

rises more rapidly with increasing hopping than for the BH bosons. While a formal

mapping between the BH and JCH models does not exist, the results indicate that the

well-known manifestations of the BH model will be largely reproduced in physical systems

that are well-described by the JCH model.

That said, the JCH model has some intriguing features not shared by the BH model,
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owing to the presence of two species. The spin and photon degrees of freedom are

inextricably linked through the fundamental polariton excitations. Thus Bose-Einstein

condensation of photons implies that the spin excitations are similarly condensed. The

atomic spin states are thereby effectively delocalized across the entire system in spite of

the fact that each atom is confined to its respective cavity. This observation opens the

intriguing possibility of inducing spin liquid-like states in cavity QED systems. In fact,

the possibility of spin dimerization in the JCH model with large positive detuning δ � 0

(which induces frustration and is not considered in the present work) has been noted very

recently [231]. Likewise, atoms in different cavities are spontaneously entangled via the

itinerant photons, as evidenced by the non-zero value of the localizable spin entanglement

in the SF regime. It would be intriguing to systematically consider the effect of non-zero

detuning on the properties of the ground states, but this is beyond the scope of the

present work.

The majority of the parameter space explored in this project is in the vicinity of a

phase transition, but the convergence of the DMRG algorithm is not guaranteed very close

to the phase boundary. It could be fruitful to compare the results with those obtained

using a method such as Multiscale Entanglement Renormalization Ansatz [232], which is

specifically tailored to work well with critical systems. In a similar vein, the calculations

(in particular the superfluid density) could be repeated with a method that is designed

for handling infinite systems directly, such as iDMRG [233, 234]. This would avoid the

need to perform finite-size scaling on small systems to make quantitive statements about

the thermodynamic limit.

Cavity quantum electrodynamics is a promising candidate for quantum information

processing applications, since the local atoms can be used as qubits and the photons

can be used to generate entanglement between them. Our results suggest that the local-

izable entanglement is always finite throughout the SF region. It would be interesting
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to determine if the ground state for a more complex network of coupled cavities could

be a resource for measurement-based quantum computation, where universal quantum

algorithms are effected solely via single-qubit measurements conditioned on previous

outcomes [235]. Preliminary calculations indicate that the type of correlations between

atoms in the current 1D JCH model with zero detuning are probably not suitable for

gate teleportation via measurements. This will be explored more fully in future work.
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Chapter 5

Outlook

5.1 Introduction

The goal of this final chapter is to tie together the seemingly disparate threads of, on

the one hand, novel resource states for MBQC (Chapters 1 and 2), and on the other

hand, cavity QED systems (Chapters 3 and 4). The original motivation for pursuing

the latter research project was the possibility that the ground state of a coupled-cavity

QED system could potentially be a resource state for universal MBQC. The results

and ideas presented in this Chapter are of a preliminary nature, and much more work

would be needed on this front if time permitted. The general idea is to use DMRG to

produce an MPS representation of the ground state of the 1D JCH model, and then

check if this ground state is a universal resource for single-qubit gates. This is just a

starting point, because true universal computing will require entangling operations as

well; extending the study to two dimensions is an important future direction. Previous

work [46, 47, 50, 85, 51, 72, 55, 38] has shown that coupling 1D states together to form

a 2D resource is often possible.

In Sec. 5.2, I make some general remarks on quantum computing with cavity QED

systems, and why it might be preferable to optical lattice implementations of the bare

Bose-Hubbard model. Then, in Sec. 5.4 I describe two important features that a desirable

MPS representation of the candidate resource state should have, and outline the work

that I have done to produce such a representation for the MI phase of the 1D JCH model,

using infinite-system DMRG. Finally, in Sec. 5.5, I describe the prospects for universal

MBQC with this class of ground states, and outline future research directions that could
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prove fruitful.

5.2 Universal MBQC with Jaynes-Cummings-Hubbard model?

In Chapters 3 and 4, I discussed at length the Jaynes-Cummings-Hubbard model, which

is for various reasons considered to be a good candidate for simulating the Bose-Hubbard

model. This application falls within a large area of study known as quantum simulation

[13, 236, 14, 19, 237], which is one of the key potential applications of quantum computing,

and was in fact the principal motivation for the original proposals of quantum computing

by Feynman [13] and Deutsch [236].

The ability to simulate a specific quantum system with some other system is a weaker

requirement than being able to perform universal quantum computing with the latter. In-

deed, useful quantum simulations can be achieved with a modest (∼ 36) number of qubits,

while useful instances of, say, Shor’s algorithm [10], require millions of qubits [237]. An

interesting question to ask, therefore, is whether universal quantum computing is possible

with many-body systems. While quantum information techniques are increasingly being

used to shed light on the physics of many-body systems, the loosely-converse problem of

quantum computing with such systems has received relatively little attention.

One natural model that could be considered for this purpose is the Bose-Hubbard

model discussed at length in Ch. 3. Because this model is so well-known and intensely

studied already, it would be fascinating to know if it also has a direct application to

MBQC. One could imagine, for example, a many-body state of two-level bosons acting

as qubits as the substrate for such a computation. An immediate issue is the fundamental

indistinguishability of the individual bosons, which makes a straightforward identification

between two-level bosons and qubits unlikely. Quantum computing with indistinguishable

particles has been discussed before, most notably in the case of topological computing
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with a type of quasiparticle known as non-abelian anyons [25]. Universal quantum com-

puting with the Bose-Hubbard model [238] and with free lattice fermions [239] and other

many body fermionic states [240] has also been discussed; in these cases information is

encoded in the occupation number states of the model. That is not the goal of the present

chapter, which is to examine the possibility of MBQC with a cavity-QED system, with

the information encoded in distinguishable two-level systems.

It so happens that the optical microcavities of the Jaynes-Cummings-Hubbard model

each contain a distinguishable two-level system. While there is already intense interest

in implementing this model because of its promise as a quantum simulator, it would

be potentially groundbreaking if one could demonstrate universal quantum computing

as well. In fact, several groups have studied cavity-QED networks for the purpose of

distributed quantum computing [241, 242, 243, 244, 245, 246]. In these investigations,

local nodes comprising one or more atomic qubits coupled to light are interconnected via

photons, with the computation proceeding via a distributed version of the circuit model.

But is there a possibility of using a coupled-cavity system for universal measurement-

based quantum computing as well? This question is significant because, as discussed in

Ch. 1, there is intrinsic interest in proposing different kinds of resource states for MBQC.

To my knowledge, there does not presently exist a proposal for MBQC with atomic

qubits, whose mutual entanglement is generated via photons.

As I discussed in Chapters 1 and 2, one prominent method for demonstrating uni-

versal MBQC is to find a tensor network representation (MPS or PEPS) for a candidate

resource and explicitly provide a measurement pattern that efficiently simulates (in the

quantum sense, not the classical) any arbitrary quantum circuit. Since 1D resources can

often be coupled together to form 2D universal resources, perhaps a good place to begin

is to analyse a 1D model – find an MPS representation for it via an appropriate numerical

simulation method (which will turn out to be DMRG) and see if a measurement scheme
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implementing a universal set of single-qubit gates can be designed. It may seem contra-

dictory that on the one hand I say universal resources cannot be classically simulated

efficiently, but on the other hand I propose to find the MPS representation by efficiently

simulating a 1D model with DMRG. The key is that the proposed 1D state is only a

resource for single-qubit rotations, not for universal MBQC. However, it is nevertheless

an ingredient for a true universal resource state.

The first step in the plan to design a MBQC scheme with the JCH model is to obtain

a MPS representation for its ground state, via the DMRG algorithm. The ALPS imple-

mentation of DMRG does not provide user access to the internal representation of the

ground state, which is needed for determining the MPS representation. I therefore im-

plemented my own infinite-system DMRG algorithm in MATLAB, following the reduced

density matrix construction of Alg. 5.3. The MPS matrices for sites situated a distance

j from the centre of the chain are obtained from the matrix elements of the isometries

T
(j)
L,R. I will now provide a detailed description of the infinite- and finite-system DMRG

algorithms.

5.3 Infinite-System Density Matrix Renormalisation Group

The general philosophy behind DMRG was discussed in Sec. 3.10. In order to understand

the mechanics of the algorithm, it is necessary to specify the space in which the system is

defined for each iteration. One begins by considering a system of size L0 which is small

enough that it can be exactly solved, and finding the exact ground state. The size of the

system increases by two sites with each iteration; let L(j) = 2(j − 1) +L0 be the number

of lattice sites at the jth iteration, where initially j = 1. Suppose that the Hamiltonian

for L(j) sites is denoted by H(j). Now, subdivide the 1D lattice L into the leftmost

L(j)/2 − 1 sites B (called the Block), the rightmost L(j)/2 − 1 sites U (the Universe)
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Figure 5.1: Schematic of infinite-system DMRG iteration with B−l−r−U superblock
structure, reproduced from Ref. [7].

and the two sites at the centre l, r (the left and right) sites, so that L = B ∪ l ∪ r ∪ U .

More informally, the structure of the lattice is denoted B − l − r − U (this is called the

superblock structure). A schematic of the infinite-system DMRG iterations with this

superblock structure is depicted in Fig. 5.1. Other superblock structures are sometimes

useful as well; for example, B − l − U − r is usually used for systems with periodic

boundary conditions, but the essence of the algorithm is unaffected by different choices

(although the efficiency may be). Denote the Hilbert space for the system at the jth

iteration by

H(j) := H(j)
B ⊗H

(j)
l ⊗H(j)

r ⊗H(j)
U , (5.1)

with the obvious meanings for each of the local Hilbert spaces.

For concreteness, suppose that the exact Hamiltonian is translationally invariant, is

subject to open boundary conditions and consists of a sum of one-body and nearest-

neighbour two-body terms only:

H(j) =
L(j)−1∑
i=1

AiBi+1 +
L(j)∑
i=1

Ci. (5.2)
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These assumptions are made for simplicity’s sake; it is obvious how to generalise to a

sum of several two-body terms acting on the same pair of sites, or incorporate k-local

interactions. In terms of the superblock structure, the exact Hamiltonian can be written

as

H(j) = H
(j)
B +H

(j)
l +H(j)

r +H
(j)
U +H

(j)
Bl +H

(j)
lr +H

(j)
rU , (5.3)

where the “local” terms are

H
(j)
B =

L(j)/2−2∑
i=1

AiBi+1 +

L(j)/2−1∑
i=1

Ci; (5.4)

H
(j)
l = CL(j)/2; (5.5)

H(j)
r = CL(j)/2+1; (5.6)

H
(j)
U =

L(j)−1∑
i=L(j)/2+2

AiBi+1 +
L(j)∑

i=L(j)/2+2

Ci, (5.7)

and the terms coupling different parts of the superblock structure are

H
(j)
Bl = AL(j)/2−1BL(j)/2; (5.8)

H
(j)
lr = AL(j)/2BL(j)/2+1; (5.9)

H
(j)
rU = AL(j)/2+1BL(j)/2+2. (5.10)

The dimension of the left and right points satisfies dim
[
H(j)
l

]
= dim

[
H(j)
r

]
= d,

which is constant. However, dim
[
H(j)
B

]
= dim

[
H(j)
U

]
= dL

(j)/2−1 grows exponentially

in j, so no computer will be able to store a completely faithful representation of Block

or Universe operators for more than a few iterations. Furthermore, even if the amount

of time required to find the ground state of a p × p sparse Hamiltonian is polynomial

in p, the exponential explosion of the dimension of the exact Hilbert space in terms of
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j ensures that finding the ground state of H(j) will be prohibitive for j � 1. In order

to solve this problem, one truncates the Hilbert space of B and U at every iteration,

so that the dimension is D(j) = min
(
dN

(j)
B , χ

)
, where χ is a constant. As a result, the

dimension of the effective Hilbert space for the entire system is never larger than χ2d2,

so the complexity of finding the ground state of H(j) is independent of j.

The idea in infinite-system DMRG is to grow the system with each iteration by

absorbing l into B and r into U , and then placing two new sites (the new l and r)

within an environment (the new B and U) that mimics the environment a new particle

or site inserted into the real system would experience. In the B − l − r − U superblock

structure, the new sites are thus inserted in the centre of the chain. At each step, the

Hilbert space describing the combined subsystem B − l is projected onto the subspace

spanned by the χ eigenvectors of the reduced density matrix of the ground state for

B − l (obtained by tracing out r and U), for the current system size. The operator

used to perform this projection is called an isometry and the process itself is sometimes

called block decimation. The Hilbert space for r − U is obtained by assuming reflection

symmetry and reflecting the new basis states for B − l about the centre of the chain.

Information about the true system is irreversibly lost via the block decimation pro-

cedure, which is essentially a lossy compression algorithm; at the jth iteration, the al-

gorithm produces approximate (compressed) representations H̃
(j+1)
B , H̃

(j+1)
U , H̃

(j+1)
Bl and

H̃
(j+1)
rU , which are used in the j + 1-th iteration to construct an approximation H̃(j+1)

of the full Hamiltonian. The steps for the full algorithm are outlined in Algorithm 5.3,

which uses Algorithms 5.1 and 5.2 to determine the isometries used to truncate the basis

from the Hamiltonian.

As presented here, the algorithm provides an estimate for the ground state energy

per particle, but any ground-state expectation value of any operator can be calculated;

one must simply ensure that a representation of this operator is maintained in the same
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truncated, “lossy” basis as the Hamiltonian and ground state. Several details that are

required for an efficient implementation of DMRG are omitted; they can be found in the

reviews [7, 157]. A wide variety of convergence criteria can be used; for example, that

the value of the ground state energy per particle differs from its value in the previous

iteration by less than some specified tolerance.

In fact, the convergence criterion for DMRG based on the ground state energy per

particle is likely inadequate. I actually began the numerical simulations from Ch. 4

with my own infinite-system DMRG code in MATLAB. I found that it was relatively

easy to achieve convergence in local properties such as the expectation values of the site

occupation numbers. Even calculating correlation functions such as G(1)(r) and G(2)(r)

met with reasonable success in the MI regime. However, the representation of correlation

functions like G(1) and G(2) was very poor in the SF regime; the correlation functions

I obtained were not smooth-looking in real space, were not translationally invariant for

sites in the bulk, and were not even symmetric about the centre of the chain. I tried

many modifications to my code to improve the situation, but ultimately concluded that

the problem was the use of the infinite-system DMRG algorithm itself, rather than its

finite-system variant, at which point I became aware of and decided to use the dmrg

application from the ALPS library. Nevertheless, since we are explicitly working in the

MI regime for the purposes of this chapter, which is gapped and has exponentially-

decaying correlations, I do not expect the use of the infinite-system algorithm to be a

terribly serious problem here.
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Function LeftIsometry(H̃)

Input: Hamiltonian H̃ in B − l − r − U structure, truncated dimension χ.
Output: Isometry TL for truncating B − l basis.
/* Diagonalise Hamiltonian and obtain isometry */

|ψ〉 ← ground state of H̃;
ρ← |ψ〉〈ψ|;
ρBl ← Trr,Uρ;
{λk} ← χ largest eigenvalues of ρBl, with eigenvectors {|λL,k〉};
TL ←

∑χ
k=1 |k〉〈λL,k|;

return TL
end

Algorithm 5.1: LeftIsometry

Function RightIsometry(H̃)

Input: Hamiltonian H̃ in B − l − r − U structure, truncated dimension χ.
Output: Isometry TR for truncating r − U basis.
/* Diagonalise Hamiltonian and obtain isometry */

|ψ〉 ← ground state of H̃;
ρ← |ψ〉〈ψ|;
ρrU ← TrB,lρ;
{λk} ← χ largest eigenvalues of ρrU , with eigenvectors {|λR,k〉};
TR ←

∑χ
k=1 |k〉〈λR,k|;

return TR
end

Algorithm 5.2: RightIsometry
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Input: One-body operators A, B, C from Eqs. 5.4–5.10.
Output: approximate ground state energy per site of H(∞).
H̃

(1)
B ← C, H̃

(1)
U ← C;

Ã
(1)
B ← A, B̃

(1)
U ← B;

j ← 1;
while not converged do

/* Diagonalise Hamiltonian and obtain isometries */

H̃(j) ← H̃
(j)
B + Cl + Cr + H̃

(j)
U + Ã

(j)
B ⊗Bl + Al ⊗Br + Ar ⊗ B̃(j)

U ;

T
(j)
L ← LeftIsometry(H̃(j));

T
(j)
R ← T

(j)
L with columns reflected;

/* Block decimation procedure */

H̃
(j+1)
B ← T

(j)
L

(
H̃

(j)
B ⊗ 1l + 1B ⊗ Cl + Ã

(j)
B ⊗Bl

)
T

(j)†
L ;

H̃
(j+1)
U ← T

(j)
R

(
Cr ⊗ 1U + 1r ⊗ H̃(j)

U + Ar ⊗ B̃(j)
U

)
T

(j)†
R ;

Ã
(j+1)
B ← T

(j)
L (1B ⊗ Al)T (j)†

L ;

B̃
(j+1)
U ← T

(j)
R (Br ⊗ 1U)T

(j)†
R ;

/* Prepare for next iteration */

Evaluate convergence criterion;
j ← j + 1;

end

|ψ(j)〉 ← ground state of H̃(j);

return 〈ψ(j)|H̃(j)|ψ(j)〉/(2j + L0);

Algorithm 5.3: Infinite-system DMRG

229



OUTLOOK 5.3. Infinite-System DMRG

5.3.1 Finite-System Density Matrix Renormalisation Group

In most non-trivial situations, the infinite-system DMRG algorithm fails to provide sat-

isfactory results [7]; while expectation values of local operators can be obtained, the

behaviour of non-local correlation functions is not well-captured. Usually, much greater

accuracy is obtained from a variant called the finite-system DMRG which, as may be

expected, is used for calculating properties of the ground state of a finite-size system. In

this setting, thermodynamic limit results can (and have, in many cases, like for example

the 1D BH [172] and JCH models [6]) be obtained by extrapolating the finite-size results

using finite-size scaling.

The basic idea of finite-system DMRG is very similar to the infinite-system version.

Suppose the Hamiltonian to be considered has L sites, where for convenience I assume L

is even. First, one starts with a very small system of length L0, which can be solved by

exact diagonalisation. Then, one uses the infinite-size algorithm to grow the system to

L sites (this is called the warmup phase). During this phase, the isometries
{
T

(j)
L,R

}
and

the truncated basis operators
{
H̃

(j)
B , H̃

(j)
U , H̃

(j)
Bl , H̃

(j)
rU , Ã

(j)
B , B̃

(j)
U

}
must be saved for each

value of j from 1 to (L − L0)/2. Following this, a series of sweeps is performed, during

which the size of the system remains constant. After the warmup phase, the Block and

Universe each contain L/2− 1 sites. A sweep consists of:

(i) A left-to-right phase, where in each iteration the Block grows by one site and the

Universe simultaneously shrinks by one, until the Universe contains only one site.

(ii) A right-to-left phase, going in the opposite direction, until the Block has only one

site.

(iii) Another left-to-right phase, which ends when the Block and Universe once again

have L/2− 1.
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During the first left-to-right phase, the stored isometries and operator representations

from the warmup phase are used for the Universe (for the appropriate system size), and

new isometries/representations are found and stored for each Block size from L/2 to L−3.

Then, in the right-to-left phase, the Block representations obtained from the left-to-right

and the warmup phases are used, while improved representations for the Universe from

sizes 1 to L/2 − 1 and new representations from L/2 to L − 3 are found, overwriting

the ones from the warmup phase as necessary. In the final left-to-right phase, improved

Block representations for 1 to L/2− 1 are found, overwriting the ones from the warmup

phase. Multiple sweeps are performed until an appropriate convergence criterion chosen

by the user is satisfied. The full procedure is found in Algorithm 5.4.

5.3.2 DMRG as a Variational Method over MPS

The reason that DMRG is so widely applicable in 1D, while generally being of more

limited utility in higher dimensions, is best explained by the connection to the MPS

formalism from Chapter 1. The connection was first pointed out by Östlund and Rommer

in 1995 [162], who showed that the infinite-system DMRG algorithm (and, in fact, any

simulation method using a block decimation scheme), produces a MPS as its ground

state. Furthermore, if the DMRG has a fixed point, meaning that the isometry used

for the block decimation procedure from iteration to iteration converges to some fixed

operator, then the MPS matrices for the sites far away from the system boundaries are

essentially site-independent.

Östlund and Rommer’s argument is ultimately very similar to Vidal’s argument [40],

given in Section 1.5.1, for why states having low entanglement entropy with respect to

any bipartition can be efficiently described via the MPS representation. The similarity

arises from the fact that the partial trace operation (used to construct the isometries
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Input: One-body operators A, B, C from Eqs. 5.4–5.10, length L.
Output: approximate ground state energy per site of H(L).
/* Warmup phase */

Grow system from 4 to L− 2 sites via Algorithm 5.3, storing{
H̃

(j)
B , H̃

(j)
U , Ã

(j)
B , B̃

(j)
U

}
for each j ∈ {1, . . . , L/2− 1};

s← L/2 /* s marks last site in Block */;
sweepDir ← right;
/* Finite-system sweeps until convergence */

while not converged do
while s 6= L/2− 1 OR sweepDir 6= right do /* one full sweep */

/* Construct superblock Hamiltonian */

H̃(s) ← H̃
(s)
B + Cl + Cr + H̃

(s)
U + Ã

(s)
B ⊗Bl + Al ⊗Br + Ar ⊗ B̃(s)

U ;

/* Block decimation procedure */

/* right sweep or end of left sweep */

if sweepDir == right OR s == 4 then

T
(s)
L ← LeftIsometry(H̃(s));

H̃
(s+1)
B ← T

(s)
L

(
H̃

(s)
B ⊗ 1l + 1B ⊗ Cl + Ã

(s)
B ⊗Bl

)
T

(s)†
L ;

Ã
(s+1)
B ← T

(s)
L (1B ⊗ Al)T (s)†

L ;
s← s+ 1;

end
/* left sweep or end of right sweep */

if sweepDir == left OR s == L− 4 then

T
(s)
R ← RightIsometry(H̃(s));

H̃
(s−1)
U ← T

(s)
R

(
Cr ⊗ 1U + 1r ⊗ H̃(s)

U + Ar ⊗ B̃(s)
U

)
T

(s)†
R ;

B̃
(s−1)
U ← T

(s)
R (Br ⊗ 1U)T

(s)†
R ;

s← s− 1;

end

/* Switch sweep direction if necessary */

if s == 4 then
sweepDir ← right;

else if s == L− 4 then
sweepDir ← left;

end
Evaluate convergence criterion;

end

end

|ψ(s〉 ← ground state of H̃(s);

return 〈ψ(s)|H̃(s)|ψ(s)〉/L;

Algorithm 5.4: Infinite-system DMRG
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TL,R) is intimately related to the Schmidt decomposition described in Section 1.5.1. For

a general bipartite system |Ψ〉 =
∑

i,j χi,j|i〉A|j〉B, suppose its Schmidt decomposition is

given by

|Ψ〉 =
∑
α

λα|Φ[A]
α 〉|Φ[B]

α 〉. (5.11)

The density matrix is

ρ ≡ |Ψ〉〈Ψ|

=
∑
α,β

λαλ
∗
β|Φ[A]

α 〉|Φ[B]
α 〉〈Φ[A]

β |〈Φ
[B]
β |.

It is then a trivial matter to calculate the reduced density matrix, exploiting the or-

thonormality of the Schmidt bases:

ρA ≡ TrBρ

=
∑
α,β

λαλ
∗
β|Φ[A]

α 〉〈Φ[A]
β | 〈Φ[B]

α |Φ[B]
β 〉︸ ︷︷ ︸

δα,β

=
∑
α

|λα|2 |Φ[A]
α 〉〈Φ[A]

α |.

The eigenbasis of the reduced density matrix for subsystem A is precisely the Schmidt

basis for that system, and similarly for B. The eigenvalues are the squares of the Schmidt

coefficients. Thus, the block decimation procedure corresponds to throwing away the

subspace of the jointB−l and r−U subsystems spanned by the Schmidt basis vectors with

the smallest Schmidt coefficients. Ultimately, therefore, the block decimation procedure

produces a MPS representation of the ground state with bond dimension set by the

DMRG truncation χ. Now, let’s see exactly how this works.

Suppose the superblock basis at the jth iteration is labeled
{
|αj sj〉B−l|s′j α[j]

U 〉r−U
}

,

where 1 ≤ αj, α
[j]
U ≤ D and 1 ≤ sj, s

′
j ≤ d. The isometries constructed from the reduced
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density matrix for B − l and r − U , are

T
[j]
L =

D∑
αj=1

|αj〉〈Φ[B−l]
αj
|;

T
[j]
R =

D∑
αj=1

|αj〉〈Φ[r−U ]
αj
|,

where {|αj〉} comprise the new basis vectors for the truncated block and universe, and{
|Φ[B−l,r−U ]

αj 〉
}

are Schmidt bases. Now, expand |αj〉 for the new Block in the composite

basis for the B − l subsystem:

|αj〉 =
∑

αj−1,sj−1

〈αj−1 sj−1|αj〉|αj−1 sj−1〉

:=
∑

αj−1,sj−1

(
T

[j]sj−1

L

)
αj ,αj−1

|αj−1 sj−1〉.

Now, |αj−1〉 can similarly be expanded in terms of the B − l basis of the previous

iteration, and so on until the truncation process has been completely “reversed”. The

result of doing all of this is that we recover an expansion for |αj〉 in the full product basis

at the jth iteration, given by

|αj〉 =
d∑

s1,...,sj=1

χ∑
α1,...,αj−1=1

(
T

[j]sj−1

L

)
αj ,αj−1

(
T

[j−1]sj−2

L

)
αj−1,αj−2

. . .
(
T

[1]s1
L

)
α1

|sj−1sj−2 . . . s1〉.

In the previous expression, the coefficient can almost be interpreted as a matrix

product, except that one index αj remains uncontracted. We can do a similar expansion

for the new Universe basis states. Now, the ground state itself can be written in the
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current Block-Universe basis (before inserting a new left and right site) as

|ψ[j]〉 :=
∑
αj ,α′j

ψαj ,α′j |αj〉B|α
′
j〉U . (5.12)

Inserting the matrix product expressions for |αj〉B and |α′j〉U into the above equation,

and noting that the sums over αj and α′j allow an interpretation of the coefficient as a

completely contracted matrix product, we obtain

|ψ[j]〉 =
d∑

s1,...,sj=1

d∑
s′1,...,s

′
j=1

T
[j]sj
L . . . T

[1]s1
L ΨT

[1]s′1
R . . . T

[j]s′j
R |sj . . . s1〉|s′1 . . . s′j〉, (5.13)

where we have defined (Ψ)αj ,α′j
:= ψαj ,α′j . This is manifestly a MPS which, because of

the dimensionality of the isometries, has bond dimension χ.

Subsequent to Östlund and Rommer, it was shown by Dukelsky et al. in 1998 that the

finite-system DMRG not only produces MPS ground states, but that the function of the

finite-size sweeping is to perform variational optimisations of the MPS matrices, leading

to better and better approximations for the true ground state [163]. Subsequently, several

authors (beginning with Vidal in 2004 [247]) used the variational MPS formulation of

DMRG as a starting point for extending the algorithm in many ways; a comprehensive

review as of 2011 can be found in [157].

It should be noted that the variational MPS view provides a clear physical reason

as to why DMRG is so successful in 1D, but works less well in higher dimensions. It is

because efficient MPS representations are available for states obeying an entanglement

area law, which in 1D implies a constant bond dimension (independent of system size) is

sufficient; this is not true in higher dimensions. Clearly, if a DMRG simulation is to be

tractable, the bond dimension cannot be allowed to increase arbitrarily with system size.

As mentioned earlier, it is a happy fact that the ground states of local Hamiltonians do
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generically obey such area laws [43].

5.4 MPS representation for ground state of 1D JCH model

The first step in the plan to design a MBQC scheme with the JCH model is to obtain

a MPS representation for its ground state, via the DMRG algorithm. For this pur-

pose, I used my own implementation of the infinite-system DMRG algorithm, written in

MATLAB. In addition to the computational overhead intrinsic to using an interpreted

language like MATLAB rather than a compiled one, my implementation is also lacking in

some of the optimisations that are needed for it to be truly competitive. Nevertheless, an

extremely barebones implementation is likely adequate for simulations with very small

superblock Hilbert space dimension. In fact, such a limited-size representation is benefi-

cial for the present purposes. Additionally, it is desirable for the MPS representation to

possess some form of translational invariance. I will elaborate on these points now.

5.4.1 Small local and bond dimension MPS representation for MI phase

For DMRG simulations of the JCH model, there are two different truncation parameters

that need to be set. The first is the local truncation d (not to be confused with the

number of spatial dimensions, which unfortunately is given the same symbol in Ch. 4).

This is required for lattice boson models and artificially cuts off the maximum number of

photons that are permitted in each cavity; without it, the photon occupation number for

a single-cavity mode would be unbounded from above. The second is the truncation for

the block decimation procedure χ, which is generic to DMRG irrespective of the system

being simulated. The value of χ determines the Hilbert space dimension of the individual

cavities, which in the MPS language corresponds to the number of matrices needed to

describe each site. The value of d, on the other hand, sets the bond dimension of the

MPS description, which corresponds to the dimension of each of the MPS matrices. In
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short, each cavity will be described by d matrices of size χ× χ.

There is unfortunately a tradeoff involving the magnitudes of d and χ. On the one

hand the accuracy of the representation of the ground state monotonically increases in d

and χ. On the other hand, the difficulty of designing a measurement pattern for a uni-

versal MBQC scheme also increases as d and χ increase. With the present methodology,

keeping d and χ down to relatively small values is non-negotiable; a detailed study will

therefore need to take into account that the DMRG ground state is only an approxima-

tion of the true one, and analyse the effects of the imperfect fidelity of the computed

state with respect to the true ground state on the fidelity of the computation.

With respect to the bond dimension χ, the main consideration as to whether this

can reasonably be kept small is whether the state obeys an entanglement area law.

As long as one is not near the MI-SF phase transition, this appears to be true. An

approximate assessment of this can be made by analysing the total weight of the discarded

eigenvalues of the reduced density matrix in the block decimation procedure. Suppose

the eigenvalues are denoted by {λ2
i }, where {λi} are the Schmidt coefficients associated

with the equivalent bipartition of the system. At each iteration j, the total weight of

the eigenvalues corresponding to the retained portion of the superblock Hilbert space is

w =
∑χ

i=1 λ
2
i , and the discarded weight is ε = 1 − w. In the ideal case, when d and χ

are sufficiently large for the MPS representation to be perfect, ε = 0. This is exactly

achievable whenever κ = 0, and it is plausible that it should be approximately achievable

anywhere in any of the MI lobes, provided the system is not critical. I say it is plausible

because the MPS description is capable of capturing exponentially-decaying correlation

functions [157], which are generically present in the MI phase.

In my infinite-system DMRG implementation, if one sets the local truncation to

artificially allow at most nmax polaritons in each cavity, one obtains a local dimension of

d = 2nmax + 1. Because the photon number fluctuations are so small in the MI regime,
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setting nmax to an extremely modest value like 1 or 2 is sufficient to provide a rather

good description of the ground state in the n = 1 MI lobe; the probability of ever finding

more than nmax photons in a particular cavity is minuscule. Similarly, one would like

as small a value of χ as possible, and quite a small value should provide a reasonably

faithful representation of the ground state because of the existence of an energy gap. It

appears that the choices d = 5 and χ = 3 are sufficient for present purposes. Fig. 5.2

shows the maximum discarded weight ε over all iterations required to grow the system

to size L = 20 for many different choices of d and χ, indicating that the maximal value

of ε over all iterations, anywhere in the simulated region of the n = 1 MI lobe is of order

10−4. The ground state energy of the state for L = 20 for the same region of parameter

space is displayed in Fig. 5.3, again showing reasonably good convergence for the chosen

values of d and χ. I should point out here that though it appears from Fig. 5.2 that

d = 5, χ = 3 is a good choice because the truncated weight is so small, this is almost

certainly an instance when the truncated weight is not a good measure of convergence.

Indeed, in Fig. 5.3, it is clear that the ground state energy is not properly captured with

this choice of parameters, because the representation of the state improves monotonically

as d and χ are increased, and the ground state energy curve for these parameter choices

is nowhere near the curves with larger d and χ, in particular the curve for d = 7, χ = 25

(the closest one to the exact curve).

5.4.2 Translational invariance: site-independent matrices

In Refs. [47, 54], there is a lot of flexibility in the resource states, but one common

thread is that the entire state can be described with a small number of tensors. For

example, with the AKLT-type resource, every spin-1 particle on the lattice has the same

tensors A[x], with x ∈ {0, 1, 2}, so only three different unique tensors appear in the

tensor contraction (neglecting boundary conditions). Similarly, in the first toric-code-
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Figure 5.2: Maximum discarded weight ε for all iterations up to system size L = 20
with µ̃ = −0.878, for various different values of κ/g, in the n = 1 MI
lobe. For the choices d = 5, χ = 3, ε is at most of order 10−4, providing
evidence that important basis states are not being discarded by the block
decimation procedure of the infinite-system DMRG algorithm. Some of
the data points are missing because in those cases, the truncated weights
were extremely close to numerical zero.
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Figure 5.3: Energy of ground state of 1D JCH model for system size L = 20 with
µ̃ = −0.878, for various different values of κ/g, in the n = 1 MI lobe. This
provides evidence that the choices d = 5, χ = 3 for the infinite-system
DMRG algorithm yield a reasonable approximation of the true ground
state at this system size.
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based example, the qubits reside on the edges of a square lattice, and correspond to

tensors KH [s] or KV [s] with s ∈ {0, 1} depending only on whether they are situated on

horizontal or vertical edges. Thus, only four unique tensors appear in this contraction as

well. It is undesirable for each particle to have its own completely unique set of tensors,

as describing a systematic MBQC protocol on such a state would be more difficult.

One would therefore like a compact representation for the entire state, ideally with

the number of unique tensors required being independent of the number of particles. For

example, if the system being simulated is in 1D and with translational invariance (either

fully with periodic boundary conditions, or in the bulk with open boundary conditions),

that translational invariance should ideally be reflected in the MPS description of the

state. In fact, the ideal situation would be for the site matrices (or generally, for higher

dimensions, tensors) to be completely site-independent.

In principle, this is often possible. Consider the mechanism by which the infinite-

system DMRG algorithm, phrased in the traditional density-matrix formalism, gives

rise to a MPS in the thermodynamic limit (Sec. 5.3.2). The MPS matrices are solely

dependent on the isometries TL and TR; furthermore, in the case of open boundary

conditions, they are often explicitly set to be mirror-symmetric to each other with respect

to the centre of the chain. If the isometries reach a fixed point, in the sense that for all

sufficiently late iterations j > jc one has T
(j)
L = T

(j−1)
L , then the MPS matrices will

become site independent as well. One can then reasonably assume that these fixed

matrices give the correct MPS representation for the thermodynamic limit ground state

in the bulk.

In the case of the JCH model in the n = 1 MI lobe, I found that the isometries

approximately reached a fixed point for very small system sizes, corresponding to a final

size of L ≈ 20. When such a fixed point is reached, from Eq. 5.13, we know that the

infinite system DMRG algorithm produces a MPS representation for the jth iteration
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ground state |ψ[j]〉 whose coefficient corresponding to the basis state |s1 . . . sj〉|s′1 . . . s′j〉

is given by the tensor contraction

T
[j]sj
L . . . T

[1]s1
L ΨT

[1]s′1
R . . . T

[j]s′j
R (5.14)

where Ψ is a fixed matrix whose elements contain the coefficients of |ψ[j]〉 in the final

Block-Universe basis (note that the basis state above is the full, untruncated basis).

An easy, quantitative way to show that an approximate fixed point for the ground

state has been reached is to calculate the fidelity of the state |ψ[j]〉 with respect to |ψ[j−1]〉;

this is possible even though the states are on different physical system sizes, because the

block decimation procedure ensures that the Hilbert spaces on which they are defined

are of the same dimension. Fig. 5.4 shows the fidelity of the ground state for L = 20

with respect to that for L = 18 for µ̃ = −0.878, for various values of κ/g in the n = 1

MI lobe. For every case except for the one with d = 3, the fidelity is close to unity for

each phase space point considered, indicating a good approximation of a fixed point has

been reached. In fact, this fixed point is reached almost immediatedly, for L = 6 or 8, in

all cases.

I have glossed over the boundary conditions normally appearing in an MPS repre-

sentation with open boundary conditions; in a complete proposal for a quantum wire

using the JCH model, these need to be taken into account, as they encode the initial

state of the correlation system and the measurement basis in which the final readout

must be performed. In Eq. 5.14 above, the “matrices” T
[j]sj
L and T

[j]s′j
R are actually index-

dependent vectors, so that the whole tensor contraction collapses to a scalar. Usually

the coefficients of an MPS with open boundary conditions are written

〈R|T [j]sj
L . . . T

[1]s1
L ΨT

[1]s′1
R . . . T

[j]s′j
R |L〉, (5.15)
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Figure 5.4: Fidelity of ground state of 1D JCH model for system size L = 20 with
respect to the ground state at L = 18 with µ̃ = −0.878, for various
different values of κ/g, in the n = 1 MI lobe. This provides good evidence
that, for all cases other than d = 3, χ = 5, the infinite-system DMRG
algorithm has reached a reasonable approximation of a fixed point at this
system size.

with 〈R| and |L〉 fixed boundary conditions. For a given set of vectors
{
T

[j]sj
L

}
, it is not

difficult to find a vector 〈R| and a set of matrices
{
τ

[j]sj
L

}
such that T

[j]sj
L = 〈R|τ [j]sj

L .

Doing this and inserting the result into Eq. 5.14, together with a similar rewriting

T
[j]s′j
R ≡ τ

[j]s′j
R |L〉, one recovers the form of Eq. 5.15. The exact boundary conditions

|L〉 and 〈R| are not important, as long as the intervening MPS matrices can be used to

perform a universal set of single-qudit gates in correlation space.

The fixed matrix Ψ appearing in the matrix product is rather inconvenient, as there is

no flexibility in what happens in correlation space when this part of the chain is reached

following a measurement pattern. The simplest way to deal with this is to rewrite the

matrix in terms of its singular value decomposition as Ψ = UΛV , where Λ is a diagonal

singular value matrix. If Λ is proportional to the identity matrix, which occurs when

the state has maximal von Neumann entanglement entropy with respect to a cut down
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the centre of the chain, then Ψ is a known unitary that will occur in correlation space

at a known time, and can therefore be compensated immediately after it occurs by

implementing Ψ−1.

As discussed in Ch. 4, the ground state in the MI regime is independent of µ, and

is completely determined by κ, assuming one is working in units of g. The precise MPS

matrix elements depend on κ, but the form of the matrices anywhere in the MI regime

(for the d = 5, χ = 3 case) is found to be

TL[1] =

 0 T 1
12 0

0 0 0
T 1

31 0 0

 ; TL[2] =

T 2
11 0 0
0 T 2

22 0
0 0 T 2

33

 ; TL[3] =

T 3
11 0 0
0 T 3

22 0
0 0 T 3

33

 ; (5.16)

TL[4] =

 0 0 T 4
13

T 4
21 0 0
0 0 0

 ; TL[5] =

 0 0 T 5
13

T 5
21 0 0
0 0 0

 , (5.17)

corresponding to the single-cavity basis state labelling

|1〉 ≡ |0g〉; |2〉 ≡ |0e〉; |3〉 ≡ |1g〉; |4〉 ≡ |1e〉; |5〉 ≡ |2g〉, (5.18)

with the ket labels respectively indicating the photon occupation number and the atomic

state within the cavity. In each case, one finds that TR[s] = TL[s]T , which follows directly

from imposing that the basis for the Universe is the reflection of that for the Block about

the centre of the chain. Because of how quickly an apparent fixed point is reached, the

matrices {TL[s]} can be assumed to be the same for every cavity in the left half of the

chain, and those in {TR[s]} the same throughout the right half.

5.4.3 Single-cavity measurements

For a general MBQC protocol, it will be necessary to perform single-atom measurements

not just in the computational basis {|g〉, |e〉}, but also in at least a one-parameter family
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of measurement bases that are superpositions of the energy levels. However, the atomic

and photonic sectors of the state are in general entangled with each other. One option

for dealing with this is to do a partial trace over the photon sector of the state, and

try to design a measurement pattern for the resulting mixed state. Another option is

to consider each photon number sector independently, and see if a unitary operator can

be constructed from the MPS matrices spanning the sector. Projecting the state of the

atom to α|g〉 + β|e〉 will implement the correlation space operation αTL[1] + βTL[2] in

the zero-photon sector, αTL[3] + βTL[4] in the one-photon sector, and so on.

One could imagine first doing a destructive photon counting measurement for a par-

ticular cavity to collapse it into a particular photon number sector, and the following up

with the atomic measurement. In the ideal (but unlikely) scenario, it would be possible

to implement an arbitrary single-qutrit unitary gate in any photon number sector, with

the atomic measurement basis being chosen on the basis of both the previous atom mea-

surements and the photon-number-resolving measurement on the current cavity. Less

restrictively, suppose it is always possible to implement the identity gate in any photon

number sector, and only the N -photon number sector allows a universal set of single-

qutrit gates. In this case the state can be used as a quantum wire with the number

of single-atom measurements needed to implement a single-qutrit unitary in correlation

space being random. Specifically, one would first resolve the photon number for the cav-

ity, and then implement the necessary unitary only if the photon number outcome is N ,

or just the identity otherwise.

In fact, the correlation-space operators need not even be interpreted as qutrit oper-

ators. If the initial state of the correlation system, encoded by the boundary condition

〈R|, can be chosen to reside in a two-dimensional subspace, and the subsequent logical

operations in correlation space keep the information in this subspace, then the correla-

tion system can be interpreted as a qubit; there is thus more flexibility than I previously
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intimated.

Unfortunately, it does not appear obviously possible to implement a one-parameter

family of unitary gates in correlation space in either the full three dimensions, or in a

two-dimensional subspace, in either the one- or the two-photon sector. It can readily be

checked that the eigenvalues of αTL[1]+βTL[2] do not depend at all on α or the non-zero

matrix elements of TL[1]. In fact, the eigenvalues are always equal to β times the diagonal

elements of TL[2]. A similar story is true for the arbitrary linear combination of TL[3]

and TL[4]. It appears to be possible to find points in correlation space for which two of

the diagonal elements of TL[2] are almost equal, but that just means that one might be

able to implement the qubit identity gate in the corresponding two-dimensional subspace

of correlation space; there is still no sign that a universal set of rotations is possible.

5.5 Future Directions

The results of the investigation so far are not promising, but this is not the end of the

story. For one thing, I have only examined the case d = 5, χ = 3 closely. But perhaps

more importantly, the MPS representation of a quantum state, even for a specific choice

of boundary conditions, is not unique. For example, the state described by a particular

MPS representation is left invariant if all the matrices for some site j are right-multiplied

by an invertible matrix X, and those for site j + 1 are left-multiplied by X−1. This

freedom in the choice of matrices makes it difficult to glean any physical information

about the state. At any rate, an immediate avenue of exploration is whether there is

a more useful form of the MPS representation of the JCH ground state than that of

Eq. 5.15. This form is not ideal, principally because of the matrix Ψ that appears as a

constant in the middle of the matrix product, breaking up the translational invariance

of the description of the bulk.
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There exist certain canonical forms for MPS representations, having various nice

properties (see for example [41]). As a matter of fact, there is a canonical form for 1D

quantum states (where the correlation system is a qubit) that can serve as a universal

quantum wire, due to Gross and Eisert [85]. In this work, the authors show that any

1D chain of qubits that can serve as a universal quantum wire, under certain physically

reasonable assumptions (including a translationally invariant preparation procedure) can

be given the standard MPS representation

B[0] := 2−1/2W;

B[1] := 2−1/2WS(φ).

Here, W is a single-qubit “always-on” operation, and S(φ) := diag(e−iφ/2, eiφ/2) is a

rotation by φ about the z-axis of the Bloch sphere in correlation space. The continuous

parameter φ is called the by-product angle and can take any value from 0 to π. In [85] it

is demonstrated that in all states with MPS representation of this form, except for a set

of measure zero, it is possible to use sequential measurements to simulate a universal set

of single-qubit gates in correlation space (though not always deterministically). It would

be useful to determine either if there is a generalisation of this MPS form for quantum

wires with correlation systems of dimension greater than two, or alternatively if there is

an MPS representation for the ground state of the JCH model in the MI phase containing

a two-dimensional subspace in which the qubit canonical form of [85] exists.

One way of attempting to find a better MPS description is to rewrite the DMRG algo-

rithm as an explicit variational method over MPS, and then impose useful constraints on

the matrices (translational invariance, for one). The optimal constrained representations

could be benchmarked against the quasiexact unconstrained DMRG solutions by com-

paring ground state energies, expectation values of local operators, correlation functions

246



OUTLOOK 5.5. Future Directions

and so on.

Another benefit of rewriting the DMRG algorithm in the variational MPS framework

is that it allows for several modern extensions that have been developed in recent years

(see [157] for an excellent review of the state of the field as of 2011). The two lines of

exploration that seem most promising to me are:

1. the iDMRG algorithm due to McCulloch [233], which improves the con-

vergence of the infinite-system DMRG algorithm and allows one to access

the thermodynamic limit for certain 1D models directly;

2. simulations of 2D systems via the PEPS representation. As I mentioned

earlier, 1D states cannot be universal resources, so it may be worthwhile to

bypass the 1D stage entirely and go directly to 2D simulations. One path

that opens up in 2D that is not available in 1D is the possibility of using

local operations to transform the 2D ground state to a 2D cluster state

with edge connectivity greater than the percolation threshold, like the 3D

N-U-N resource of Ch. 2.

Other potential directions include computing with the mixed state resulting from

tracing out the photonic sector, investigating the possibility of measurements directly in

the polariton basis, encoding information in the polariton number basis rather than the

atomic basis, and no doubt many others. Some or all of these subjects should be the

subject of future work.
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[7] U. Schollwöck, “The density-matrix renormalization group,” Rev. Mod. Phys. 77,
259–315 (2005).
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[157] U. Schollwöck, “The density-matrix renormalization group in the age of matrix
product states,” Ann. Phys. 326, 96 - 192 (2011).

[158] A. Albuquerque et al., “The ALPS project release 1.3: Open-source software for
strongly correlated systems,” J. Magn. Magn. Mater. 310, 1187 - 1193 (2007).

[159] B. Bauer et al., “The ALPS project release 2.0: open source software for strongly
correlated systems,” J. Stat. Mech. Theor. Exp. 2011, P05001 (2011).

[160] K. G. Wilson, “The renormalization group: Critical phenomena and the Kondo
problem,” Rev. Mod. Phys. 47, 773–840 (1975).

[161] R. Bulla, T. A. Costi and T. Pruschke, “Numerical renormalization group method
for quantum impurity systems,” Rev. Mod. Phys. 80, 395–450 (2008).

257



BIBLIOGRAPHY
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