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ABSTRACT 

This thesis focuses on the decision feedback equalization (D1±) technique in 

multiple-input multiple-output (MHV[O) wireless channels. In MJMO channels, the 

distortions in the transmitted signals are mainly due to inter-symbol interference (IS]). 

Equalization techniques help to recover the original transmitted signals by relieving 1ST. 

DFE has higher effectiveness than linear equalizers. Comparing to the other nonlinear 

equalizers, DFE has lower computation complexity. 

Space-time coding is a technology with which full diversity gain can be obtained in 

MIMO channels. In this thesis, combined with space-time block codes (STBC), two 

STBC-DFE schemes are proposed. These two schemes are further combined with 

convolutional codes to improve the performance. The performances of these schemes are 

also compared with that of orthogonal frequency division multiplexing (OFDM) system 

which is another advanced anti-ISI technology. Computer simulation results show that 

the presented schemes are potential solutions for the third generation wireless 

communications. 
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I 

CHAPTER ONE: INTRODUCTION 

In practical digital communication systems, the transmitted digital signals will experience 

errors inevitably due to non-ideal channel transmission and additive white Gaussian noise 

(AWGN). In order to achieve certain bit error rate with signal-noise-ratio known, proper 

design of base-band signals, selection of modulation/demodulation method, 

frequency/time domain equalization and time/space diversity are used to minimize bit 

error rate. Figure 1.1 is a typical digital communication system's structure (AWGN refers 

to additive Gaussian white noise in this figure). 

Mobile radio channel is a time-variant fading channel with detrimental transmission 

situations due to the distortions from multi-path transmission and multi-path signal 

superposition. The antenna diversity technology can efficiently overcome these 

shortcomings, so it has gained a lot of attention. In general, antenna diversity technology 

uses multiple receive antennas to receive multi-path signals, then sum them up according 

to a certain rule. 
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Normally, the communication system with multiple transmit antennas and multiple 

receive antennas is also called multi-input multi-output (MEMO) communication system. 

MEMO communication systems have been under extensive study, due to their ultra high 

spectrum efficiency. Essentially, MIMO communication systems use multiple 

transmitters to transmit multiple signals over the same carrier simultaneously so that large 

capacity increase is possible. 

In MIMO systems, inter-symbol interference ([SI) results in distortions of transmitted 

signals, while equalization techniques help to recover the transmitted signals. Reduction 

of ISI is usually accomplished by use of pre-equalization at the transmitter and/or 

post-equalization at the receiver [1, 2]. At the transmitter, a compromise (or statistical) 

equalizer is usually designed to compensate for the average of the range of expected 

channel amplitude and delay characteristics. At the receiver, on the other hand, equalizers 

with adjustable coefficients are commonly used. The adjustment of the equalizer 

coefficients are performed by minimization of mean-square error (MSB) with the error 

defined as the difference between a known reference signal and its reconstructed version. 

The reference signal is called the training sequence, and it is sent by the transmitter at the 

start of the transmission. When the initial training period is completed, the coefficients of 

the adaptive equalizer may be continually adjusted in a decision-directed mode with the 

reconstructed sequence, obtained by applying the adaptive equalizer output to a decision 

device, serving as the reference. Normally equalization algorithms can be classified into 

two types: linear equalization (LE) and non-linear equalization (NLE). This thesis 

focuses on a particular nonlinear equalizer: decision feedback equalizer (DEE). Since 

DFE is first introduced by Austin in 1967, a great amount of attention has been paid to it 
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because of its advantages, such as improved performance over linear equalizers and 

reduced computation complexity compared to the other nonlinear equalizers. A decision 

feedback equalizer consists of a feed-forward filter that filters the received signals and a 

feedback filter which filters previously received symbols and cancels their impact on the 

output of the feed-forward filter. The feed-forward and feedback filtered signals are 

combined and fed into a decision device which makes decisions on a symbol by symbol 

or on a block of symbols basis. 

Note that bit error rate can be further reduced by channel coding (or error control coding) 

to achieve the goal. Space-time coding technology, which has attracted extensive 

attention from researchers, is a new anti-interference technology, which is a combination 

of antenna diversity technology and error correction coding technology. It has very good 

anti-fading performance in mobile fading channels. One of the popular space-time coding 

methods is Space-Time Trellis Coding (STTC). It combines encoding, modulation, 

transmit diversity and arbitrary receive diversity, and has good performance, while the 

complexity and decoding time delay increase as well [3]. Space-Time Block Coding 

(STBC) can achieve maximum diversity nTXnR (nT and na are the number of transmit and 

receive antennas, respectively) and minimize decoding time delay with simpler decoding 

algorithm compared with other algorithms. In this thesis, a combination of STBC and 

DEE using two new decoding methods is proposed. We call this combination STBC-DEE. 

Note that utilizing space-time codes' advantages is at the cost of increased system 

complexity, hence, comprehensive consideration of system complexity and performance 

is very important. 
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However, STBC can not achieve additional coding gain. It must be connected with some 

outer codes which have better coding gain to obtain improved performance. Coded 

modulation (CM) can efficiently improve transmission quality in communication system 

by the integrated optimization of encoding and modulation in Euclidean space. CM is 

first proposed by Massey in 1974 [4]. In 1982, Ungerboeck clearly formalized this idea in 

his milestone paper [5]. When convolutional codes are used, the coding method is called 

trellis-coded modulation (TCM). The definition and principles of TCM are presented in 

[6]. Recently, the study about TCM mainly focuses on applications in many areas, and 

more attention has been given to a fast developing communication system, i.e. mobile 

communication. 

On the basis of mobile channel model, this thesis applies the combination of TCM and 

STBC-DFE to further improve the performance. Here convolutional codes are outer 

codes for STBC. The systems which utilize two new decoding methods, satisfy the 

requirements of the next generation of mobile communications. The proposed methods 

are reliable and not very complex. 

In order to prove and compare the effectiveness of the proposed STBC-DFE methods 

with another advanced anti-ISI technology, orthogonal frequency division multiplexing 

(OFDM) is also introduced in this thesis. OFDM or multi-tone transmission is a special 

multi-carrier modulation and highly efficient data transmission method. OFDM consists 

in dividing the input symbol stream in several parallel streams which are used to 

modulate orthogonal carriers. As the carriers are orthogonal on the symbol duration, they 

do not interfere when the channel is of the additive white Gaussian noise type. On the 

other hand, because of the parallel transmission, the symbol duration is increased and the 
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system is more resistant to large delay spreads. It also has good resistance to narrowband 

interference and increases frequency spectrum efficiency greatly [7, 8]. This technique 

has been widely used for several applications [8-11]. These papers introduce the 

technique of guard interval which is very elegant to cope with a dispersive channel. This 

method also maps the linear convolution corresponding to the channel into a circular one. 

Hence, Discrete Fourier Transformation (DFT) may be used at the receiver. When 

multi-tone modulation is implemented by a digital device, it is often referred to as 

discrete multi-tone (DM1'). Most of the attention has been devoted to multi-tone systems 

with guard time. In [11], Kalet has shown how it is possible to take advantage of the 

different sub-channels characteristics by varying the data rates and transmission powers 

among them. In [12], an OFDM system with optimized allocation of power and data 

among the sub-channels, was designed for asymmetric digital subscriber line (ADSL). 

The performance of an optimized multi-carrier system is investigated and compared to 

the performance achieved by means of an equalized single carrier (SC) transmission 

system in [13]. The authors of [13] claimed that for additive white Gaussian noise 

(AWGN) channels or near end cross talk (NEXT) channels, the multi-carrier (MC) 

system outperforms the single-carrier (SC) one with minimum-mean-square-error 

(MMSE) equalization. The combination of convolutional coding and STBC-DFE is 

compared with OFDM system in this thesis. 

The structure of single-input single-output (SISO) DJ± scheme is introduced and 

simulation results of this scheme are analyzed in chapter two. The structure of 

MIMO-DFk, and the multiple-input multiple-output Rayleigh fading channel used in this 

thesis are also described in this chapter. The concatenation of Space-Time Block Coding 
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and DFE is narrated in details and the simulation results are analyzed in chapter three. 

The encoding and decoding of convolutional codes are introduced in chapter four. In the 

same chapter, the structure and simulation results of the scheme combining convolutional 

codes and STBC-DFE are given and analyzed. OFDM system theory is introduced in 

chapter five. The simulation results of the STBC-OFDM system with the same channel 

conditions are analyzed and compared with the simulation results of STBC-DFE system. 

Chapter six contains the conclusions of this thesis. 
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CHAPTER TWO: SISO-DFE SYSTEM AND MIMO-DFE SYSTEM 

Multi-input multi-output (MIMO) communication systems have been under extensive 

study, because of their ultra high spectrum efficiency. In MII\'IO systems, inter-symbol 

interference (ISI) results in distortions of transmitted signals, while equalization 

techniques help to recover the transmitted signals. Normally, the equalization algorithms 

are classified into two parts [14, 15]: linear equalization and non-linear equalization. In 

this thesis, we focus on a nonlinear equalizer - Decision Feedback Equalizer (DFE). 

Since DFE is first introduced by Austin in 1967, a great mount of attention has been paid 

to it because of its advantages, such as improved performance over linear equalizers and 

reduced computation complexity compared to the other nonlinear equalizers. In the case 

of multi-path propagation, it is reasonable to expect that different signal paths impinge on 

the receiver antenna from different angles. It can be utilized to perform equalization in 

the spatial domain, i.e. we use an antenna array to separate different signal paths from 

each other. The decision-feedback equalizer (DFE) was established as a canonical 

receiver structure by Price in 1971 [16]. Salz[17], Messerchmitt[18], Belfiore and 

Park[19] studied various enhancements and restrictions for the D1±. Price first proposed 

that at high SNR the DEE could be combined with coding at the other modulation 

schemes. Zervos and Kalet [20] confirmed this proposal. They also studied zero-forcing 

DFE which requires very high SNR, which sometimes is impractical. Cioffi, Dudevoir, 

Eyuboglu, and Fomey[21] extended the optimality result of the 

minimum-mean-square-error (MMSE) DF'.b for arbitrary SNR, and introduced the 

informative relation between the receiver SNR and the mutual information I of the 

channel according to [2]: 
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SNR s1DpE=2'. 

For an optimal transmitter, I —+C where C is the water-pouring capacity of the channel. In 

order to establish this result, infinite length receive and transmit filters, with the optimum 

transmit filter synthesizing the "water-pouring" spectral shape necessary for capacity [22] 

were derived in [21]. Compared with the infinite-impulse-response DFE, the optimization 

of finite-impulse-response DFE receives more attention because it can be easily 

implemented in practice. In the case of multi-path propagation it is reasonable to expect 

that different signal paths impinge on the receiver antenna from different angles. This fact 

can be utilized to perform equalization in the spatial domain, i.e. we use an antenna array 

to separate different signal paths from each other. We can then use either only one of the 

signal paths, the strongest one, or we can use a combination of all the signal paths 

together. This is an example of spatial equalization. In this thesis we consider the case of 

combined spatial and temporal equalization by means of a combination of multiple 

transmit and receive antennas and a DFE equalization scheme. 

Normally the coefficients of DFE are estimated by a certain estimation algorithm. With 

channel impulse response (CIR) parameters known, the maximum likelihood sequence 

estimation (MILSE), implemented by the Viterbi algorithm (VA) [23], can achieve an 

optimum performance, but the implementation complexity of the MLSE increases 

exponentially with M' where L is the length of the overall channel impulse response and 

M is the number of modulation levels. Therefore, it is difficult to implement the MLSE 

for QPSK or higher modulations corrupted by severe selective multi-path fading. A lot of 

research has been undertaken to achieve the performance of the MLSE at reduced 

complexity [24]-[31]. Most of the early work concentrated on preprocessing techniques 
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to reduce the channel impulse response to a short length [24]-[28]. In [24] a linear 

equalizer was used to reduce the overall impulse response. In [25] and [26] the 

optimization of the desired impulse response for a fixed length was investigated. Lee [27] 

used a separate D.FE with hard decision to truncate part of the postcursors. Cheung [28] 

used a separate DFE with soft decision feedback to reduce the channel impulse response, 

for ISI introduced by continuous phase modulation. Eyuboglu [29] proposed 

reduced-state sequence estimation (RSSE) with set partitioning and decision feedback, 

which is more applicable to high-level modulations. Duel-Hallen [30] proposed a 

delayed-decision feedback sequence estimator DDFSE). Both RSSE and DDFSB assume 

the first sample of overall channel impulse response is unity and no precursors are 

considered. In [31], a reduced-complexity multi-channel DFE is proposed. 

In the analysis of a DFE, usually it is assumed that the receiver has perfect knowledge of 

the channel impulse response. However, this is not the case in practice, and for a rapidly 

fading channel, errors in channel tracking can become significant. Due to its low 

computational complexity and near optimal performance, the DFE operating under a 

suitable adaptive algorithm, is used in a variety of time-dispersive fading channels, such 

as a mobile radio channel, a troposcatter channel, or an underwater acoustic channel. The 

critical issue for DFE's performance in a rapidly changing channel is the tracking 

capability of the underlying adaptive algorithm. The primary factor which causes the 

degradation of the DFk performance from the matched filter bound is the residual 1ST 

from previous symbols. The impact of 1ST on the average achievable bit error probability 

has been theoretically analyzed in [32], assuming that the channel state information is 

completely known. 
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When an incorrect decision is made by a DJ±, the ISI cancellation becomes flawed for 

future decisions, a phenomenon known as error propagation. The error propagation will 

have a relatively minor effect on the detector's bit error rate. The reason is that the effect 

of incorrect feedback by the nonlinear decision device is usually short, so that continuous 

bursts of errors do not significantly degrade performance [33]. 

2.1 SISO-DFE System 

For comparison with MIN4O-DFE, the single-input single-output (SISO) DFii is first 

introduced. Assume a single-input single-output Rayleigh fading channel with additive 

white Gaussian noise (AWGN). Rayleigh fading is a statistical model for the effect of a 

propagation environment on a radio signal. It assumes that the power of a signal that has 

passed through a transmission medium (also called a communications channel) will vary 

randomly, or fade, according to a Rayleigh distribution (the radial component of the sum 

of two orthogonal variables which are independent and normally distributed with unit 

variance). AWGN is the noise having a frequency spectrum that is continuous and 

uniform over a specified frequency band. The channel memory is L. The channel output 

at time k is given by 

Yk 
mO 

hmXkm + nk (2.1) 

where hm is channel coefficient and nk is additive white Gaussian noise. 

In the DFE, the feedforward filter has N+1 taps; the feedback filter has M taps. At time Ic, 

the coefficients of the feedforward filter and the feedback filter are a (i0, 1,... ,N) and b 

respectively. And the coefficient vectors are denoted as 
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ak ={aO,al,...,aNJT andbk =[bj,b2,...,bM]T. For a block of L+1 outputs from the Dkk, 

the formula (2.2) could be derived. 

Xk2 

ZL+I Y-L+1 XkL - 

Yk_N+2 

x_2, 

Ibk 

ak + 

I 

e 

e 1 

ekL+1 

* 

k 

X_M+I, 4M I 

(2.2) 

(2.3) 

(2.4) 

where (Y denotes the complex conjugate transpose operation. (2.2) also can be written 

in matrix form 

ZkL =D Lck +e L (2.5) 

where •Ck = [aO,al,•••,aN,bl,b2,•••,bM]T and each row in DIC,L isdenotedas d. 

When the DPE is in training, the DFE output Zk is assumed same with the channel input 

Xk. In practice, this assumption is valid most of the time due to high signal-to-noise 

operation conditions and the training sequences. The block iterative normalized 

least-mean-squares (BINLMS) algorithm proposed in [34], is used in the DFk. training. 

The BINLMS update formula is 

* d. 
Ckj+l = Ck;i + i ± 

UjUj (2.6) 
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where i (i1,2,, . . ,L,. . . ,KL) is the iteration index, K indicates the system's maximum 

allowable processing load, j (j=k-( i mod L)) is the equation index, k (k=L,2L,3L,...) is 

the time index, and 0< 11 <2 is the step size. 

2.2 Multiple-Input Multiple-Output Rayleigh Fading Channel 

To provide exactly specified, identical test conditions, implementations of different 

receivers are evaluated. In particular the equalizers, a set of typical channel impulse 

responses are defined in GSM standard [35]. Here we use one of the models: Typical 

Urban model. The channel distribution is Rayleigh fading. 

Consider a two-input two-output Rayleigh fading channel with additive white Gaussian 

noise (AWGN). The channel memory is v. The received signals yk' and yk2 at time k 

are given by 

Yk =  Yk [] = + (2.7) 

Yk where lirn is the m th channel coefficients matrix of size 2 by 2, nk is additive white 

Gaussian noise. 

For a block of N 

Yk+Nf-1 

Yk+Nf-2 

Yk 

received symbols, we have 

0 ... 

0B  III ... 0 

_0 •.. 0 11 H 

0 Xk+Nf1 

Xk+N12 
+ 

0k+Nf-1 

k+Nf-2 

(2.8) 

2.3 MIMO-DFE System 

By using training sequence, we can obtain estimates of the channel matrix [361. Here we 

assume the estimates are perfect. We adopt minimum-mean-square-error method to 
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compute the optimal coefficients of finite impulse response (FIR) decision feedback 

equalizer (DFE) according to the channel estimates. The structure of the two-input 

two-output FIR DFE is shown in Figure 2.1. Some definitions are given as follows: 

Input auto-correlation matrix: 

R, - E [X k+Nf_1:k_VX +Nf_:k_V J (2.9) 

Noise auto-correlation matrix: 

(1) 
Yk 

(2) 
Yk 

R = E [flk+Nf_1:kfl +Nf_1:k 1 

DEC 

DEC 

Figure 2.1 FIR MIMO DFE Diagram 

(2.10) 
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Output auto-correlation matrix: 

R, = E [yk+N tkY;+N4kJ = IIRH + R 

In the FIR MMSE-DJ±, the feed-forward filter matrix is 

W*={W W1 ••• W 1] 

(2.11) 

(2.12) 

where Wo is of size non (no and ni are the number of output and input of DFE 

respectively); Nf is the number of feedforward filter taps in DFE; the feedback filter 

matrix is 

where J3* = [B 

l lb 
=ft1-B) -J ... Al (2.13) 

B B b I (Nb is the number of feedback filter taps in DFE) and 

B1 is of size n<n. With definition B.. = [O B*] the MIMO MME-DFE error 

vector at time k is 

Ek = B*Xk+Nf_1:k_V - W *yk+Nf_l (2.14) 

Then the error auto-correlation matrix: 

R 6 = E[EkE] (2.15) 

In order to get the optimal coefficients of DFE, we solve the following optimization 

problem: 

mintrace(Ree) = m in frace(B*RlB) 

In the next chapter, the solution to the above optimization problem will be given. 

(2.16) 
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2.4 Computer Simulations and Analysis 

We consider the SISO Rayleigh fading channel with memory L=3, the feedback filter in 

SISO-DF±, has 3 taps. The step size of block iterative normalized least mean squares 

algorithm (BINLMS) is 0.008. Figure 2.2 shows BER vs. SNR performance when the 

SISO-DkE feedforward filter (FF) taps change. In Figure 2.2, it is evident that when the 

FF taps increase from 4 to 20, the performance gets a lot better, but the result is still not 

satisfactory. Some experiments were also done with FF taps equal to 30 and higher, the 

system performance is not any better. Hence, DFE using BINLMS is not effective in a 

SISO system. The similar conclusion can be mathematically deduced for a MIMO 

system. 

100 

I. 

1O 2 

-- FFTaps4 
- FFTaps20 

 r  
L 

0 5 10 
SNR 

15 20 

Figure 2.2 SISO-DFE BER Performance 

25 
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2.5 Chapter Summary 

In this chapter, the structure of SISO-DFE is described. BINLMS adaptive algorithm is 

used to optimize the coefficients of the SISO-Di± in the computer simulations. The 

simulation results show that DFE using BINLMS can't get good results in a SISO system. 

The MIIMO Rayleigh fading channel is described and the structure of MTMO-DFE is also 

given. In the next chapter, we focus on a MIMO-DFE detection scheme where the 

estimation of the coefficients of the MIMO-DFE is perfect. 
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CHAPTER THREE: CONCATENATION OF SPACE-TIME 

BLOCK CODING AND DECISION FEEDBACK EQUALIZER 

As information industry develops at a very high speed, there is a higher demand for 

effective and reliable high data rate transmission, especially in the third generation 

wireless multimedia wideband transmission. In the current information theory research, 

one of the critical problems is to minimize the transmission bit error rate without 

expanding signal frequency band and decreasing data rate. Also due to multi-path 

transmission and the superposition of multi-path signals, wireless channels are time 

variant fading channels with detrimental conditions. Antenna diversity can solve these 

problems, so it has attracted extensive attention. In general, antenna diversity technology 

uses multiple receive antennas to receive multi-path signals and sum up the received 

signals according to certain rules. 

In practical communications systems, with signal-noise-ratio (SNR) known, channel 

codes, frequency equalization and modulation are used to meet system requirements. 

However, band-limited high data rate transmission is very difficult to be realized if only 

one error control technology is used. The space-time codes proposed by Calderbank and 

Tarokh [3], are a good solution to this problem. Space-time coding technology is a 

combination of channel coding and antenna diversity technology. It is also a new error 

correction coding and anti-error technology. It has good anti-error performance in 

wireless channels. With high reliability and high data rate, it efficiently utilizes the 

potential channel capacity in partitioning technology. Hence, it is very suitable for 

wireless multimedia communications and gains extensive study. 
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There are two popular space-time coding methods: Space-Time Trellis Coding (STTC) 

and Space-Time Block Coding (STBC). Combining error correction coding, 

modulation, diversity transmission and optional diversity reception, STTC achieve 

considerable performance gains. However, STTC increase processing complexity and 

decoding delay. For some applications, it is not practical or cost-effective. With simpler 

coding algorithm and minimum coding delay, STBC can achieve maximum spatial 

diversity n7 nR, where n7 and n, are the number of transmit antennas and receive 

antennas respectively. The STBC scheme has small computation complexity and does not 

require any feedback from the receiver to the transmitter [38]. While STBC can not 

achieve additional coding gain, it must be connected with some outer codes which have 

better coding gain to get improved performance. In the following content of this chapter, 

the space-time block coding will be introduced in detail. 

3.1 Encoding and Decoding of Space-Time Coding 

Multiple transmit and multiple receive antennas are used in space-time coding. In 

space-time coded multiple antennas systems, the binary sequence coded from original 

data by some proper coding algorithm, are divided into n sub-sequences and transmitted 

from n transmit antennas. Each receive antenna receives a signal sequence which is the 

summation of n transmitted sequences interfered by noise. The structure of space-time 

codes utilizing multiple transmit and multiple receive antennas, is shown in Figure 3.1. 

In this figure, spatial diversity modulator transforms the coded binary sequence from 

serial to parallel, then delays and modulates it. Spatial diversity modulator and channel 

code encoder compose the space-time codes encoder. The received signals are 

demodulated in spatial diversity demodulator and decoded in space-time decoder serially. 
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Figure 3.1 Multi-transmit Multi-receive Antenna Space-Time Coding System 

Viterbi Maximum Likelihood decoding can be used in space-time decoder. Note that 

according to different space-time encoding algorithms, the structures of spatial diversity 

modulator and demodulator are varied. 

3.2 Space-Time Block Coding 

Space-Time Block Coding (STBC) proposed by Alamouti [38], uses two transmit 

antennas. The decoding complexity of STBC is much lower than that of SITC with two 

antennas and its performance is worse. Figure 3.2 shows the structure of STBC encoder. 

The encoder input is a complex signal sequence x., i = 1,••• K from some multi-tone 

modulation constellation. In the encoder, this input is mapped to the elements of matrix 

G with dimension p x nT' where n is the number of transmit antennas. The elements in 

matrix G include K complex signals x, their conjugate complex signals x and the 
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linear combination of x1 and x. Matrix U is a complex wide-sense orthogonal matrix, 

whose columns are orthogonal to each other [2,38]. For example, n7.=2: 

G = 

g1 •.. 

_[x1 x2 
L-x ; (3.1) 

the n, elements of a row in matrix U are sent by n different antennas synchronously; 

all the elements of a column are sent by one identical antenna at p continuous transmit 

durations. There are nR receive antennas in the receiver. Take n =n,= 2 as an 

example, the decoding of STBC is as follows. The channels between the transmit and 

receive antennas are defined in Table 3. 1, and the notations of the transmission sequence 

and the receive signals are given in Table 3.2 and Table 3.3. 

Cl ,... ,CX 

Modualtion 

c, {O,1,... Iv! —1} 
Mapping 

Transmit Antenna 
1 n=2 

STBC Encoder 

Figure 3.2 STBC Encoding Diagram 
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Table 3.1 Channels between Transmit and Receive Antennas 

rx antenna 0 rx antenna 1 

tx antenna 0 h0 I h2 

tx antenna 1 hi h3 

Table 3.2 Encoding and Transmit Sequence 

antenna 0 antenna 1 

time k so SI 

timeic+1 -s1 

Table 3.3 Receive Signals at the Two Receive Antennas 

rx antenna 0 rx antenna 1 

time k 

thne1*1 

r0 

From the above tables, the following relations between the transmission sequence and the 

receive signals can be obtained. 

i =h0s0 +h1s +n0 

, =—h0s+h1s+n1 

r =h2s0 +hs +n2 

i =—h2s +h3s+n3 

(3.2) 

where no, n1, n2 and n3 are complex random variables representing receiver thermal noise 

and interference. The decoding formulas are as following, 

io = hr0 + h1r + h; + h3 i-3 

h1*r0 - + h;r2 - h2r3t (3.3) 
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Note that the combined signals from the two receive antennas are the simple addition of 

the combined signals from each antenna. This principle can be easily generalized to the 

system with two transmit and M receive antennas. That is to say 2M diversity order can 

be gained by the simple addition of the combined signals from all the receive antennas. 

3.3 Other Space-Time Codes 

Generally for the space-time coding, there is an assumption that the channel fading factor 

is known in the receiver. But when the channel fading is serious and data rate is very high, 

it's not easy for the receiver to obtain the channel fading factor. In fact, to achieve high 

data rate and low bit error rate, the number of transmit antennas is larger, which makes 

the training time much longer and correspondingly this reduces the effective information 

transmission time. Especially for fast fading situation, it's not possible for receiver to get 

even few channels' fading factors. The Unitary Space-Time Modulation proposed in [39] 

is a space-time codes design for the situation that the fading factor is unknown in the 

receiver. This algorithm is almost optimal when SNR is very high. Hence, it is very 

suitable to fast Rayleigh fading channels. 

The paper [39] presents a research direction for space-time coding: for various channels, 

various space-time codes should be explored. It has directive theoretic significance in the 

applications of space-time coding. 

3.4 STBC-DFE Scheme Structure 

3.4.1 DFE for Multi-user Case One 

Based on the IvJ]MO Rayleigh fading channel and FIR M[MO-DFE described in chapter 

two, we assume that for the current user, the interfering effect of other users can be 
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suppressed. In order to get the optimal coefficients of DEE, we solve the optimization 

problem mentioned in (2.16). For convenience, we rewrite (2.16) as follows 

minzqce(R) = m inlqce(B*RlB) (3.4) 
ii ii 

R.. R. 
R is partitioned as R= R2: I where R11 is of size n1(+1)Xn1(i+1). Then 

- 11 
rR 11 

Bopt = 1 RC I I 
L"12] 

(3.5) 

R ce,min = CR IjC (3.6) 

where C = [O I I and L is the filter delay which is chosen to minimize the 

trace of Ree,mjn. Then the optimum feedforward filter matrix is 

w:, = B0 H*(HH* +C.I f) (3.7) 

The output of the feedforward filter is 

rr 1)1 Nb 

rk [r2) .j = BX +11k 
iO 

A 

Assuming Xk.j , the output of the feedback filter is 

[Z (I)=  l N,,Zk  I 1k -B:PI1k, B P Oik +0k 

zkj i=O 

(3.8) 

(3.9) 

In the above equation, the noise vector is correlated. The spatial correlation matrix of 

noise vector is 

R E[iki] = (3.10) 
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In [37], to preserve the simple decoding rule of STBC without performance loss, they did 

noise decorrelation as follows 

R = UTU* (3.11) 

where U is an orthogonal matrix of the eigenvectors of Rm and r is a diagonal matrix of 

the eigenvalues of R. Hence, the coefficients and outputs of the MMSE-DFib have been 

replaced as: 

:Pt = W Pt and = uB; 

Nb 

= B OP iXki +flk 

Nb 

Zk = rk - IoptiXk.i = opt,O'k + 

(3.12) 

(3.13) 

3.4.2 DFE for Multi-user Case Two 

Here we assume that the lower indexed users are detected first and higher indexed users 

use the current decisions from lower indexed users in making their own decisions. That is 

to say 13o is a monic lower triangular matrix. The results in equations (3.5) and (3.6) can 

still be used in this case. The only change is now C = [°n1n,A B ], where B0 is an 

n1 >< n monic lower triangular matrix. The Rill can be partitioned as follows 

R 1" =['1 R 
[R R3 

where R1 is ni A X ni A, and R3 is ni X ni Hence, (2.12) can be simplified to 

= BR3B0 

The remaining part of multiple-user DFE is same with that of single user DEE. 

(3.14) 

(3.15) 



25 

3.4.3 Structure of STBC-DFE 

It is well known that STBC works on two consecutive symbols. The FIR M]MO 

MMSE-DFE we presented is also based on symbol. That is to say that only when the 

interference due to Xk.4 (for 0jNb-1 and j1,2) is cancelled, can the equalizer output 

at time k+1 be computed. Hence, before STBC decoding, tentative decisions are needed. 

In [40] three additional steps are proposed before STBC decoding. 

a) Compute tentative decisions on Xk from Zk only using ML rule 

Xk 
-* A 12 2 2 I (j) 

= g min Zk  —B0 Xk1 = arg min —Bopt,o(i,j)xk 

Xk ,Xk i1 I 

2 

(3.16) 

where Bo (i, ) is the element located in the ith row and jth column of matrix BopO. 

b) Compute the outputs zk+1' by using the .FIR M]MO MMSE-DFE structure. 

c) STBC decoding by using the flEE outputs zk@ and zk+1. All of the parameters are 

explained in Tables 3.1, 3.2 and 3.4. 

Table 3.4 Outputs of STBC-DFE 

rx antenna 0 rx antenna 1 

time k Zk ' Zk 2 

time k+1 Zk+1 1 Zk+1 2 

Based on the above three steps, two decoding methods will be introduced as follows: 

(1) Due to the ISI distortions in transmitted signals, the standard STBC decoding 

procedure (see formula (3.3)) can not be used for this STBC-DFE system directly. 

According to the DFE, the standard STBC decoding can be changed as follows: 
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hz' + hizi* + hz + h3zi* 

- - i * (1) - (1) * * (2)- (2) * 
S1 - iiZ oZk+1 + 3Zk  

(3.17) 

where go and Si are decoded signals, h0 to h3 are channel parameters and zk and zk+1 

(j=1,2) are outputs of the DFE at time k and k+1. 

However, we can use the feedback filter matrix of DEE to replace the channel parameters 

in (3.17), so (3.17) can be rewritten as follows: 

= B (1, l)z +B0 (1, 2)zi* +B(2, l)z 2 +Bo(22)zi* 
'. 

= B(l,2)z —B0 (1, l)z(1)1* +B (2, 2)z 2 —B0 (2,1)zf i* 
(3.18) 

The system structure of STBC-DFE of this method is shown in Figure 3.3. This diagram 

is similar to the system structure in [40], but we use formula (3.18) for the STBC 

decoder. 

YkW 

OR 

Yk 

IvITMO Spatial 
Feedforward —* 

Filter Decorr-

—(2) —(2) 

Decision 

' (1) 
Xk 

MIMO   
Feedback 

Filter 4  

9 STBC 
Decoder 

C" q 

Figure3.3 Block Diagram of STBC-DF1 for the First Decoding Method 



27 

(2) Also, there is an alternative method for the decoding of STBC-DFB. Considering the 

DEE has cancelled most of the detrimental effects caused by the channel, we can simplify 

formula (3.18) to: 

- - (1) (1) * (2) (2) * 
S0 - Z + Zk+1 + Zk + Zk+l 

= z—z1 _z1* (3.19) 

For the first method, the noise decorrelation is used to preserve the simple decoding rule 

of STBC without performance loss. However, this process also introduces the correlation 

to the DFb outputs. Hence, for the second system structure of STBC-DFE, we use 

formula (3.19) for the STBC decoder without the noise decorrelation part in the first 

method. The system structure with the second method is simplified consequently (see 

Figure 3.4). 

MIMO 
Feedforward 

Filter 
rk 

Decision 

MEMO 
Feedback 

Filter 

STBC 
Decoder 

Figure 3.4 Block Diagram of STBC-DJE for the Second Decoding Method 
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3.5 Computer Simulations and Analysis 

We simulated performances of the STBC-DFE systems with the two decoding methods 

for two multiple-user cases in Typical Urban channel where the channel memory equals 

three. Two transmit antennas and two receive antennas are used and each antenna 

transmits at half the transmit power of the single transmit antenna case. The number of 

feedback filter taps is 3, which is equal to the channel memory. The one bit interval is 

about 0.2 [Ls. M-PSK modulation is used. The "PSK" refers to the use of phased shift 

keying which is a form of phase modulation accomplished by the use of a discrete 

number of states. Here, BPSK and SPSK are used. They are PSK with 2 and 8 states 

respectively. The power delay profile of the channels is shown in Table 3.5. The channel 

power is normalized in the simulations. 

Table 3.5 Typical Urban Channel Power Delay Profile 

]De1ay(i. s) 0.0 0.2 0.5 1.6 

Strength(dB) -3.0 0.0 -2.0 -6.0 

3.5.1 STBC-DFE for Multi-User Case One 

(1) ]3PSK Modulation 

For the multi-user case one, we assume that only previous estimates of the other users are 

known for each user, so it is equivalent to the single-user condition. 

First, we compare the performances of the STBC-DFE systems with different 

feedforward filter taps (from 4 to 8). The decoding method for the STBC-DFE scheme is 

the first method. In Figure 3.5, for low SNR region (0 to 10 dB), when the number of 

feedforward filter taps (JIf) increases from 6 to 8, the performance improvement of the 
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STBC-Dk'E scheme is limited; for high SNR region, the BER performances are very 

different among the STBC-DFE schemes with various feedforward filter taps, i.e. the 

BER performance of STBC-D.FE is much better as the number of feedforward filter taps 

increases. 

Second, we compare the performances of the STBC-DFE schemes with the two decoding 

methods for STBC that we presented. The number of feedforward filter taps is fixed at 8 

for these schemes. Figure 3.6 shows the simulation results of STBC-DFE with two 

decoding methods of STBC. In this figure, the first method has much better performance 

than the second method. 

2 4 6 8 10 12 14 16 18 20 
SNR 

Figure 3.5 Performance Comparison of STBC-DFE with Different Taps Using BPSK 

Modulation(Multi-user Case One) 
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Figure 3.6 Performance Comparison of STBC-DFE with Different Decoding Methods 

Using BPSK ModulationMulti-user Case One) 

(2) 8PSK Modulation 

The number of feedforward filter taps is 8. The BER vs. SNR performance using the first 

decoding method is shown in Figure 3.7. 
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Figure 3.7 BER vs. SNR Performance Using the First Decoding Method 

(Multi-userCase One) 

3.5.2 STBC-DFE for Multi-User Case Two 

(1) BPSK Modulation 

In this case, we consider a multi-user system where all the users are ordered and previous 

and current estimates from lower indexed users are available to higher indexed users. We 

use band LDL factorization to get the optimum parameters of the feedforward filter and 

feedback filter of DFE. 
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Figure 3.8 Performance Comparison of STBC-DFE with Different Taps Using BPSK 

modulation (Multi-user Case Two) 

Figure 3.8 shows BER vs. SNR performance comparisons of the STBC-DFE schemes 

with different feedforward filter taps. In Figure 3.8, as the number of feedforward filter 

taps (Nf) increases from 6 to 8, the performance improvement of the STBC-DFE scheme 

is limited for all SNR region. Hence, the influence of the taps of feedforward filter for 

the multi-user case two is limited when the number of taps is greater than 6. 

We also compare the performance of the STBC-DFE schemes with the two decoding 

methods for the multi-user case two. The number of feedforward filter taps is fixed at 8 

for both schemes. Figure 3.9 shows that the STBC-DFE scheme with the first decoding 

method has better performance although the improvement is limited (about 2dB when 

BER is lO s). Comparing Figure 3.9 to Figure 3.6, for the multi-user case two, the 
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performance difference between the two decoding methods is not as much as that for the 

multi-user case one. 

(2) 8PSK Modulation 

The number of feedforward filter taps is 8. The BER vs. SNR performance using the first 

decoding method is shown in Figure 3.10. 

Comparing Figure 3.10 with Figure 3.7, the BER performance in multi-user case two is 

worse than the BER performance in multi-user case one when the same modulation and 

decoding method are used. It is about 3 dB worse when the BER is i0. 

Figure 3.9 Performance Comparison of STBC-D1± with Different Decoding Methods 

Using BPSK Modulation (Multi-user Case Two) 
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From all the above simulation results, we can have the following conclusions: For the 

multi-user case one, with the increase of the feedforward filter taps, the performance 

improvement of the SThC-Dk'k scheme is apparent. While for the multi-user case two, 

the influence of feedforward filter taps for the STBC-DFE system is limited when the 

number of the feedforward taps is greater than 6. According to the simulation results, the 

performance of the STBC-DFE using first decoding method is better. However, the 

second decoding method can achieve comparable performance with a simple system 

structure especially for the multi-user case two. Hence, the second decoding method is a 

good choice for the practical cases in which simple computation has absolute priority. 

Figure 3.10 BER vs. SNR Performance Using the First Decoding method 

(Multi-user Case Two) 
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3.6 Chapter Summary 

In this chapter, space-time coding theory is introduced. In particular, a popular 

space-time coding method STBC is narrated in details. The elaborate structures of two 

STBC-DFE schemes are given. In the computer simulations, single-user and multi-user 

situations are discussed using both BPSK and 8PSK modulation. The simulation results 

are analyzed and compared. The simulation results of the two STBC-DFE schemes show 

that these schemes have good performance and acceptable computation load. Therefore, 

they are potential solutions for next generation wireless communication. 
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CHAPTER FOUR: STBC-DFE SCHEMES COMBINED WITH 

CONVOLUTIONAL CODES 

In digital mobile channels, the interference usually results from the combination of 

additive white Gaussian noise (AWGN) and Rayleigh fading. Coded modulation (CM) 

can efficiently improve transmission quality in communication system. Hence, designing 

coded modulation system suitable to the two channel characteristics, has practical 

meaning. When convolutional codes are used in CM it is called trellis-coded modulation 

(TCM). In the following content, convolutional coding is introduced first. 

4.1 Convolutional Codes 

In a convolutional code's encoder, the number of output bits of each k-bit input sequence 

is n bits. The encoded sequence is related with not only the k-bit input sequence but also 

the previous (N-i) k-bit sequences. The related code bits are nN. A convolutional code 

has the following properties: 

1) The error correction ability increases as N increases; while bit error rate 

decreases as N increases. 

2) Normally, k and n are very small, which is suitable for serial transmission and 

has small time delay. 

3) When the complexities of the encoders are same, the performance of the 

convolutional codes is better than that of the block codes. 

4) The strict mathematics explanation for the relationship between the error 

correction ability and the structure of a convolutional code, has not been 
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discovered. Now code selection is mainly dependent on computer searching 

[41]. 

4.1.1 Convolutional Codes Generation 

In general, a convolutional code is generated through a linear finite-state shift register 

which consists of K (k-bit) stages and n linear algebraic function generators, as shown in 

Figure 4.1. For each k-bit input sequence, the output is n-bit. The encoded sequence is 

related with not only the k-bit input sequence but also the previous (N-i) k-bit sequences. 

The whole encoding process can be regarded as the convolution of the input sequence 

and the sequence decided by the mod-2 summers' connections. The name of 

convolutional code comes from this fact. N is called the constraint length of the 

convolutional code. The definition of the constraint length is not uniform. In some 

literature, nN or (N-i) is called the constraint length [41]. Normally, convolutional codes 

are given in the form (n,k,N) which indicates the convolutional code with code rate 

R0=k/n. 

1 

Input 

2 N 

Figure 4.1 General Encoder of Covolutional Codes 
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4.1.2 Hamming Distance in Convolutional Codes 

As we know, Hamming distance and error correction ability are closely related. In code 

generation, Hamming distance should be as large as possible and the minimum free 

distance is the measurement of error correction ability. 

In convolutional codes, commonly there are two kinds of distance: minimum distance 

dmin and free distance dfe. The minimum Hamming distance among encoded sequences 

with length nN (N is the constraint length) is called minimum distance dmm. The 

minimum Hamming distance among encoded sequences with arbitrary length is called 

free distance dfree. As code bit is not used in convolutional codes, taking free distance as 

the measurement of error correction ability is more reasonable [41]. Generally, dmjn and 

dfree are obtained by computer searching. In a Gaussian channel, the convolutional codes 

with code rate R and free Hamming distance dfree, has asymptotic coding gain [42] as 

follows 

G=RdfrCC (4.1) 

4.2 Decoding of Convolutional Codes 

There are three decoding algorithms for convolutional codes: Viterbi decoding algorithm, 

sequence decoding algorithm and threshold decoding algorithm. Viterbi and sequence 

decoding are statistics decoding algorithms; threshold decoding is based on Bemouli Law 

of Large Number. 

1) Maximum Likelihood Decoding Algorithm 

Viterbi decoding algorithm is one kind of Maximum Likelihood (ML) decoding 

algorithm. Hence, here ML decoding theory is first introduced. 
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In a convolutional code's encoding and decoding system, the decoder receives the output 

sequence from the channel. Assume all the channel input sequences are equi-probable 

and  is the input sequence to decoder. If the condition 

P[YIX(M')]≥P{Y/X(M)] for M' 0M 

is satisfied, the decoder's output is M', which will minimize the sequence error rate[43]. 

The decoder is optimal and called Iv1iL sequence decoder. Conditional probability 

P[Y/X(M)] is called likelihood function. Therefore, the output of ML sequence decoder 

maximizes the value of likelihood function. 

Usually logarithmic likelihood function is more convenient because of two reasons: 

logarithm is nondecreasing function, the size relationship does not change after logarithm 

conversion; logarithmic likelihood function has superposition property for received 

symbols. So the decoding of convolutional codes is to find the path which maximizes the 

superposition value of the logarithmic likelihood function for a certain received sequence. 

For a binary channel, assuming P(l/O)=P(O/1)=P, L symbols in sequence X are transmitted 

and there are e symbol errors in the transmission (or e symbols in Y are different from the 

symbols at the same positions in X), then the Hamming distance between the two 

sequences is e. The logarithmic likelihood function is 

logP[Y/X]=log[Pe(1P)Id] =Llog(1-P)-elog[(1-P)/P]=-A-B 

For P<O.5, A and B are both positive constants. When the Hamming distance is 

minimum, the value of logarithmic likelihood function is maximum. That is to say 

computing the maximum value of the logarithmic likelihood function is equivalent to 

computing the minimum Hamming distance between the two sequences X and Y. Then, 

maximum likelihood decoding is to select a path in the tree diagram or the trellis diagram 
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to minimize the Hamming distance or Euclidean distance between the corresponding 

decoded sequence and received sequence. Normally, the Hamming distance or Euclidean 

distance between a possible decoded sequence and the received sequence is called 

measurement. 

2) Viterbi Decoding Algorithm 

Viterbi decoding algorithm is one of Maximum Likelihood decoding methods. The 

decoding trellis for the convolutional codes (2,1,3) is shown in Figure 4.2. 

In a convolutional code's trellis, there are 2k1) states, each state (or each node) has 2k 

incoming paths and 2IC outgoing paths. For convenience, take k=1 as an example, the 

initial state is all-zero. For each path that converges at a common node, the logarithm of 

each path is summed together. Hence, there are totally two summations for each node. 

The path with bigger summation value is kept and the other path is discarded, i.e. only 

one of the two paths survives at each node. As each node has two outgoing paths, the 

posterior stage has double paths, but after all the value summations of logarithmic 

function are compared, half of the paths are discarded and the number of survived paths 

is a constant. 
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Figure 4.2 Trellis and Status Diagram 
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In a word, the above decoding process is a "summation-comparison-selection" process, 

i.e. on each stage the logarithm summation of each path is computed, compared and 

selected. Sometimes, for two paths, the logarithm summations are same. In this case the 

survived path will be randomly selected from these two paths. So after comparison on 

each stage, the number of survived paths reduces 50 percent. Then, through (N-i) 

selections, there is only one survived path left. This path is the decoding result. When the 

received sequence is known, this result is most adjacent to the transmitted sequence. This 

process is shown in Figure 4.2. From the above, we can see Viterbi decoding 

algorithm's procedure is not complex and the decoder is forward without feedback. 

Because for each node on each stage, the summation-comparison-selection process is 

needed, the encoder's complexity is proportional to the number of states and increases 

exponentially as the constraint length N increases. Decoding a L-bit sequence, the total 

number of decoding operations is L2 1. When L>N, L2 14-1 is much smaller than 214 

which is the number of decoding operations in Maximum Likelihood decoding algorithm. 

However, the computation of Viterbi decoding algorithm is still very large because it 

increases exponentially as the constraint length N increases. As a result, Viterbi decoding 

algorithm is only used in the convolutional codes with shorter constraint length (N 10). 

Note that actually the above conclusion information is the general information without 

error. Hence, as long as the error pattern doesn't exceed the convolutional codes' error 

correction ability, the survived paths from one node can correctly assemble together after 

a certain interval. While it is not determinate how long the interval is and where they 

assemble, they are relevant to the error pattern. Obviously, in practice, decoding depth 
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can only be fixed instead of random. The decoding depth N and the number of states 21 

decide the content needed to be saved, because the 2 paths with length N must be 

saved before the paths' assembling. Only when the path with minimum measurement is 

decided, can the content in the memorizer be refurbished. Hence, the memorizer's 

capacity is at least enough for M' 211 measurements and paths. The decoding depth N 

is normally decided through computer simulations and is a compromise between capacity 

and equipment cost. The decoding depth N is the decoder's constraint length. It is also 

the decoding time delay generated by decoder. In practice, decoding constraint length is 3 

to 5 times of the encoding constraint length. In the computer simulations of this chapter, 

the convolutional codes (2,1,3) and Viterbi decoding algorithm with decoding constraint 

length 15 are used. 

3) Sequential Decoding Algorithm 

Sequential decoding algorithm is proposed before Viterbi decoding algorithm. It is also 

based on Maximum Likelihood decoding theory. It takes the Hamming distances among 

paths as the measurements and selects the closer path to the received sequence. 

Comparing with Viterbi decoding algorithm, sequential decoding algorithm only extends 

a path with minimum Hamming distance to compare and select instead of extending all 

possible paths. This algorithm searches in a single path using sequential method. After 

each transaction, the path with ML probability is selected. If the decision is incorrect, 

the posterior paths are incorrect. According to the change of path measurement, the 

decoder can recognize if the path is correct or not. When the decoder recognizes that the 

path is incorrect, it will search backwards and try other paths till a correct path is found. 

4) Threshold Decoding Algorithm 
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Threshold decoding algorithm is based on set partitioning. When it is used in the 

decoding of convolutional codes, the convolutional codes are considered as set 

partitioning codes with decoding constraint length. The decoding theory is based on the 

concept of orthogonal parity check sum. The basic idea is to compute correction 

sub-sequences [43]. In general, the convolutional codes, which are suitable to threshold 

decoding, are usually system codes. 

4.3 STBC-DFE Combined with Convolutional Codes 

The system structures of STBC-DFE combined with convolutional codes using two 

decoding methods are shown in Figure 4.3 and Figure 4.4, respectively. In these two 

figures, each system has an additional part - convolutional codes decoder - compared to 

the corresponding STBC-DFE system without convolutional codes. 
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Figure 4.3 System Structure of STBC-DFE combined with Convolutional Codes 

(using the first decoding method) 
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Figure 4.4 System Structure of STBC-DFE combined with Convolutional Codes 

(using the second decoding method) 

4.4 Computer Simulations and Analysis 

We simulate the convolutional coded STBC-DFE systems with the two decoding 

methods for two multiple-user cases in the Typical Urban channel where the channel 

memory equals 3. The power delay profile is given in Table 3.5 in chapter three. Two 

transmit antennas and two receive antennas are used and each antenna transmits at half 

the transmit power of the single transmit antenna case. The number of feedback filter taps 

is 3, which is equal to the channel memory. The number of the feedforward filter taps is 

fixed at Nf=8. BPSK modulation is used. The convolutional code (2,1,3) and Viterbi 

decoding algorithm are used. The decoding constraint length is five times of the encoding 

constraint length, i.e. 15. 

4.4.1 STBC-DFE Combined with Convolutional Code for Multi-user Case One 

In Figure 4.5, the system using the first decoding method has much better performance 

than the system using the second decoding method. Comparing Figure 4.5 with Figure 

3.6 one page 30, we found the performance difference between two decoding methods is 
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enlarged in Figure 4.5. In Figure 3.6, when BER is 102, the difference is 5.5 dB. While in 

Figure 4.5, when BER is 102, the difference is almost 15 dB. This is due to the property 

of convolutional codes: for any two systems, when the addition of convolutional codes do 

have benefits, convolutional codes usually add more coding gain to the system which 

already has better performance. As a result, the performance difference between the two 

systems becomes larger. The reason is: for better system (usually in terms of BER vs. 

SNR performance), there are fewer errors to control, therefore convolutional codes can 

add more coding gain. From chapter three, we know the first decoding method has better 

performance. Hence, with the addition of convolutional codes, although both systems 

have performance improvement, the system using the first decoding method improves a 

lot more than the system using the second decoding method. 
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Figure 4.5 Performance Comparison of the System Combining Convolutional Codes and 

STBC-DFE using Different Decoding Methods (Multi-user Case One) 
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Figure 4.6 Performance Comparison of the STBC-DFE Systems with and without 

Convolutional Codes (Multi-user Case One) 

In Figure 4.6, the first decoding method is used for the two systems. In this figure, the 

STBC-DFE system combined with convolutional codes greatly outperforms the 

STBC-DFE system without convolutional codes. The gain is 5dB when BER is iO. 

When BERis iO, the gain is 8dB. 

4.4.2 STBC-DFE Combined with Convolutional Codes for Multi-user Case Two 

Compared to the case one, the system using the first decoding method also has much 

better performance than the system using the second decoding method. Comparing Figure 

4.7 and Figure 3.9 on page 33, similar to multi-user case one, we have the finding that the 
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performance difference between two decoding methods is enlarged in Figure 4.7. In 

Figure 3.9, when BER is iO, the difference is less than 1dB. While in Figure 4.7, the 

difference is 7.5dB when BER is iO. And from Figure 4.5 and Figure 4.7, the difference 

between the two decoding methods in multi-user case two is much less than that in 

multi-user case one. 

From all the above simulation results, we have a conclusion that convolutional codes can 

provide additional coding gain to the STBC-DFE system. When convolutional codes are 

combined with the STBC-DFE system using the first decoding method, the performance 

improvement is very large (about 8 dB when BER is iO in single-user situation). 
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Figure 4.7 Performance Comparison of the System Combining Convolutional Codes and 

STBC-DFE using Different Decoding Methods (Multi-user Case Two) 
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4.5 Chapter Summary 

In this chapter, the encoding and decoding of convolutional codes are described in detail. 

The combination structures of STBC-DFE and convolutional codes are given. Computer 

simulation results of ST[BC-DFE combined with convolutional codes under two 

multi-user situations are given and analyzed. These simulation results are also compared 

with the STBC-DFE system without convolution codes. The system with convolutional 

codes has much better performance, which proves the STBC-DFi system can obtain 

additional coding gain with the addition of convolutional codes. 
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CHAPTER FIVE: PERFORMANCE COMPARISON BETWEEN 

STBC-OFDM AND STBC-DFE 

Comparing with wire communications, the distinguished advantage of wireless 

communications is: they eliminate the limitation from wire and can meet the 

communication requirements from people everywhere at any moment, so they develop at 

a very fast speed. There are many problems in wireless communications, such as limited 

frequency spectrum and detrimental channel situations. Among these problems, one 

prominent problem is multi-path time delay expansion which limits the improvement of 

data transmission rate. The reason is: if data transmission rate is higher than coherence 

bandwidth (coherence bandwidth is determined by time delay expansion and is the 

inverse of time delay expansion in general), signals will suffer from serious distortion, 

transmission quality will decrease to a large extent. 

Orthogonal frequency division multiplexing (OFDM) is a special multi-carrier 

modulation technology and highly efficient data transmission method [7]. The 

fundamental idea is: a high data rate sequence is separated and transmitted in multiple 

orthogonal sub-carriers, which greatly decreases the symbol rate in sub-carriers and 

increases the symbol duration. Hence, OFDM has stronger resistibility to time delay 

expansion and reduces inter-symbol interference (1ST). Normally, a guard interval is 

added before an OFDM signal. If the guard interval is bigger than the channel time delay 

expansion, 1ST can be eliminated totally. The difference between OFDM and the other 

multiple carrier transmission technologies is that OFDM permits the superposition of 

sub-carriers' frequency spectrum and if sub-carriers are orthogonal to each other, data 
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information can be extracted from the superposed sub-carriers. OFDM permits the 

superposition of sub-carriers' frequency spectra, therefore it is a highly effective 

modulation technology [8, 10]. OFDM has good resistibility to narrow band interference, 

because narrow band interference only affects very few parts of the sub-carriers in 

OFDM; and for frequency selective channels, frequency diversity can be obtained by 

using error-control codes in the sub-carriers. 

As OFDM has the above advantages, it is a potential solution for high data rate 

transmission [44]. But in the early OFDM system, the subsidiary carrier sequence is 

generated by frequency generator and all subsidiary carriers need to be accurately 

synchronous for coherent reception, so when the number of sub-channels is very large, 

the system is very complex and expensive. To simplify frequency generator sequence, in 

1971, Weinstein and Ebert proposed to use Discrete Fourier Transform Algorithm (DFT) 

[7], for example, the dedicated hardware- Fast Fourier Transform (FFT) circuit, to realize 

all the modulation and demodulation functions in OFDM system, which mitigates the 

strict synchronization limitation between frequency generator sequence and local carriers 

in correlative receiver and is a theory preparation for OFDM digitalization design. As 

very large-scale integration (VLSI) develops fast, dedicated high speed and precision 

FFT chips and general digital signal processing (DSP) chips using software to realize 

FFT, have come forth and the prices are low. These new technologies make it possible to 

realize OFDM. In 1980's, people mainly investigated how to use OFDM in high speed 

modulators and demodulators. From 1990's, OFDM technology has been explored in 

linear frequency modulation channels with emphasis on the applications of wideband 

data transmission in wireless situations. Currently, it is a trend to use OFDM technology 
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in high data rate communications, such as European Digital Audio Broadcast (DAB) and 

Digital Video Broadcast (DVB). OFDM can also be used in wire communications, for 

example, Asymmetrical Digital Subscriber Loop (ADSL). Now due to the fast 

development of digital signal processing technology, OFDM has attracted extensive 

attention because of its anti-ISI effectiveness and high data rate. 

5.1 Orthogonal Frequency Division Multiplexing Theory 

Frequency division multiplexing transforms signals from serial to parallel and divides the 

signal frequency spectrum into many sub-channels, then modulates each sub-channel 

signal and sends the summation of all the sub-channel signals. In the receiver, at first the 

received signals are sampled, then serial-to-parallel transformed and demodulated, at last 

the signals are parallel-to-serial transformed to get the recovered signals. 

Based on frequency division multiplexing theory, OFDM limits each carrier to be 

orthogonal to all the other carriers. If the carrier frequency f0,..., fm-un sub-channels 

satisfy the following relationship: 

fk=fo+ktlb, k=O,1,... ,M-1 

where f0 is transmit frequency, Tb is unit code duration time. 

Assume carrier's unit signal is: 

Then 

F(t) = Jcos(22fkt) 0 ≤ t < 

otherwise 

J P,(t)Pm(t)1t = 

fo 

m =n 

m#n 

(5.1) 

(5.2) 
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Therefore, these carrier signals are orthogonal to each other. OFDM system's 

demodulation theory is shown in Figure 5.1. 

OFDM's frequency spectrum is shown in Figure 5.2. In Figure 5.2, there is a wider guard 

band between the adjacent sub-channels' frequency spectrums in Frequency Division 

Multiplexing (FDM), while the adjacent sub-channels' frequency spectrums superpose in 

OFDM. Therefore, OFDM improves frequency spectrum efficiency while remaining the 

characteristics of FDM. 

5.2 Fast Fourier Transform for OFDM Modulation and Demodulation 

As shown in Figure 5. 1, OFDM signal S(t) can be expressed as 

M-1 

s(t) = I dk cos(ü k t) 
kO 

(5.3) 
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Figure 5.2 FDM Spectrum and OFDM Spectrum 

Assume a data sequence = {d ....., dM_l }, Inverse Discrete Fourier Transform (11)FT) 

to complex vector S = ISO ....., S.1 }, 

M-1 2mk M-1 

S, =dke M =dke  M  

k=O k=O 
(n0,1,...,M-1) (5.4) 

k 
where fk = = nAt, cos(t) 1-nTj, =E dk cos(2)1fktfl) = R [s ], (n=O, M- 

k=O 

Hence, the real part of vector S = {S.. .... SMI } is sent to low pass filter, then a 

signal S(t), which is similar to FDM signal, can be obtained. Applying Inverse Fast 
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Fourier Transform to II)FT vector b = {d0 ...... ..... OFDM modulation is achieved, 

as shown in Figure 5.3. In the receiver, the received signals are sampled at double rate. 

The sample signal is: 

y(n) = dk cos( 2M 2,nk (n=O,1,..., 2M-1) 

When there is no distortion in channels, in the receiver, DFT 2N sample points as 

follows: 

2M-1 2m-1 M-1 'i 1 1 2m-1 

y(k) = Y v(n'W = Y Yd, cos("W = 
S - _S= ' ' S  • = - 

2m-1 n0 1=0 n=0 1=0 

=—d1 (W7 +w;')")w k=O,1,2,...,2/v[-1 

For 

2M-1 

r(l+k)n 2M, 
2M 

n=0 

M-1 

d1 (W +W2 W 
/vu 2M 

l+k=2Mq,q=O,±1,... 

otherwise 

(5.5) 
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and 

2M-I 

n=O 

we have 

W' 
2M 

2M, k—l2Mq,q=O,±1,... 

0 otherwise 

,,(k) — {' k=0 
- 

(5.6) 

Therefore, DFT of the sampled signals are transmitted signals. Using PET to realize the 

DPI of the sampled signals, is OFDM demodulation, as shown inFigure 5.4. 

From what has been said, OFDM modulation and demodulation can be realized by IDET 

and DFT respectively. PET and frJT are effective algorithms for computing DFT and 

IDPT. So far there has been a great improvement in PET algorithm. The software for PET 

algorithm is very effective and rounded and hardware based on PET develops very fast. 

Utilizing PET to realize OFDM modulation and demodulation, can efficiently improve 

data rate with reasonable cost. 
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The advantages of OFDM are very prominent and its inherent disadvantages can be 

corrected and mitigated by some new effective technologies. Spatial diversity technology 

can efficiently improve the quality of wireless communications. Combining spatial 

diversity technology and OFDM, can further the transmission quality in wireless 'fading 

channels [45-47]. 

5.3 STBC-OFDM System 

The combination of STBC and OFDM can further improve the performance. The 

structure of STBC-OFDM system is shown in Figure 5.5. In this figure, there are n 

transmit antennas and m receive antennas in the STBC-OFDM system. The signal 

transmission is according to the orthogonal theory of STBC (the detailed description is in 

chapter 3). 
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5.4 Computer Simulations and Analysis 

The Typical Urban channel, where the channel memory equals 3, is used. The power 

delay profile is given in Table 3.5 in chapter three. Two transmit antennas and two 

receive antennas are used and each antenna transmits at half the transmit power of the 

single transmit antenna case. The number of feedback filter taps and feedforward filter 

taps are 3 and 8 respectively. BPSK modulation is used. In Figure 5.6, for low SNR 

region (0 to 7.5 dB), the performance of STBC-DFE system combined with convolutional 

codes is even better than that of the STBC-OFDM system; for high SNR region, the 

performance of STBC-DFE system combined with convolutional codes is worse than that 
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of the STBC-OFDM system, but it is still comparable (about 2dB worse when BER is 

1O-). The simulation results further prove that convolutional codes is a very good 

anti-error method, which is a big advantage in low SNR situations. While anti-error is not 

the most important issue in high SNR situations, the advantage of convolutional codes is 

not as evident as the inherent advantages of OFDM. 

5.5 Chapter Summary 

In this chapter, the modulation and demodulation of OFDM system are introduced. How 

to use FFT and JJ'JT to realize the modulation and demodulation is also described. The 

structure of STBC-OFDM system and the simulation results are given. Those results are 

compared with the STBC-DPE systems with and without convolutional codes and prove 

that the concatenation of convolutional codes and STBC-DFE provides a good optional 

solution for multi-path transmission. 
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CHAPTER SIX: CONCLUSIONS 

Comprehensively considering the computer simulations and analysis in the previous 

chapters, some conclusions can be obtained as follows: 

1. From the simulation results of DFE using block interative normalized LMS algorithm 

in a SISO system, we know that BINLMS is not a very effective estimation algorithm and 

can not satisfy practical communication requirements. 

2. The elaborate structures of two STBC-DFE schemes are given. In the computer 

simulations, two multi-user cases are discussed using both BPSK and 8PSK modulation. 

The simulation results shows that those two STBC-DFE schemes have good performance 

and acceptable complexity. Hence, they are potential solutions for the next generation 

mobile communication. 

3. The combination structures of STBC-DFE and convolutional codes are given. 

Computer simulation results of these systems under two multi-user situations are given. 

These simulation results are compared with the STBC-DFE system without convolution 

codes. The STBC-DFE system with convolutional codes has much better performance. 

This indicates convolutional codes can provide great coding gain to the STBC-DFE 

system. 

4. The structure of STBC-OFDM system and the simulation results are given. The results 

are compared with the STBC-DFE systems with and without convolutional codes. Note 

that for low SNR region, the performance of the STBC-DFE system combined with 

convolutional codes, is even better than that of the well-known STBC-OFDM. Therefore, 

for low SNP, the combination of convolutional codes and SThC-DJk is a good choice 

for multi-path transmission. 
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In this thesis, the decision feedback equalizer (DFE) in multiple-input multiple-output 

Rayleigh fading channels, is investigated and the above conclusions are obtained. In the 

investigation, there are still some problems remaining. From the author's point of view, 

there are two potential directions for this research. One direction is we can combine 

Turbo codes with STBC-Dk± to further improve the system performance. The other is 

using DFE in frequency domain instead of in time domain. And if more practical channel 

condition is used, i.e, comprehensively considering Doppler shift, time delay, channel 

capacity, multi-path interference and frequency selective fading, the simulation results 

and corresponding conclusions will be more useful. 
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