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Abstract

According to the American Association of Physicists in Medicine Task Group (AAPM) 75,

it is the responsibility of the medical physics community to assess, reduce, and optimize the

imaging dose delivered during image-guided radiation therapy. It is currently difficult to

accurately estimate patient-specific spatial dose distributions deposited by kilovoltage (kV)

cone-beam CT (CBCT) using existing techniques. This thesis describes the development

and validation of a characterization method and virtual point source model for describing

kV radiographic and CBCT x-ray imaging units for our in-house kV dose computation

software, kVDoseCalc.

kV CBCT beams have spatial and spectral fluence variations. In this thesis, the spectrum

is characterized using the accelerating potential (kVp) and half-value layer (HVL). These

are matched to spectra generated by third-party freeware. The fluence is then isolated

from measured in-air kerma. We assume that the fluence is a function of three separate

independent variables: the transverse-axis spectra; and the transverse- and radial-axis fluence

profiles. This work demonstrates that kV x-ray sources can be characterized using in-air

ionization chamber measurements of HVL and kerma profiles.

The characterization method and model are validated by comparing the absorbed dose

computed by kVDoseCalc with measurements taken using ionization chambers and ther-

moluminescent detectors. Doses were measured in homogeneous and heterogeneous block

phantoms for radiographic imaging procedures. We then measured imaging doses in homo-

geneous cylindrical and heterogeneous anthropomorphic phantoms for default CBCT pro-

tocols. The percent dose difference between measurement and computation was generally

≤ 3% in homogeneous and ≤ 6% in heterogeneous geometries, respectively. In the anthro-

pomorphic phantom, the average percent difference ranged from 3–6% depending on the

imaging protocol and site.
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The described method makes the accurate computation of radiographic and CBCT ab-

sorbed dose possible. This method has since been used by others in our group to accurately

characterize a conventional CT scanner, superficial/orthovoltage therapy units, and to char-

acterize an in-vivo film dosimetry program in our centre. Our technique is notable for

relying only on empirical measurements. It allows a more accurate kV dose computation

than treatment planning systems adapted for this purpose and is more clinically feasible

than conventional Monte Carlo simulations.
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Chapter 1

Introduction

1.1 General Introduction

1.1.1 Cancer and Image-Guided Radiation Therapy

Introduction

With an expected 187,600 new cases and 75,500 related deaths in 2013, cancer is a leading

cause of death in Canada, having caused 29.8% of all deaths in 2009[32]. The main treatment

options for cancer are radiation therapy, surgery, and chemotherapy. Two-thirds of all cancer

patients will receive radiation therapy[8], making radiation therapy, usually delivered by a

linear accelerator (linac) one of the mainstays of cancer treatments. Studies estimate that of

the ∼9% of radiation therapy patients who develop a secondary cancer, ∼8% of the cancers

(or ∼0.7% of the patients) will be induced by the therapy itself[19]. It is the responsibility

of the radiation oncology and medical physics community to justify the risk posed by the

radiation dose delivered to patients in view of its benefits.

Radiation therapy has undergone many innovations since its inception. Modern tech-

niques, such as three-dimensional conformal therapy (3DCRT), intensity-modulated radi-

ation therapy (IMRT), and volumetric modulated arc therapy (VMAT), allow radiation

treatment plans to conform more closely to the physical shape and volume of the tumor,

minimizing the irradiation of healthy tissues. While this conformality increases the radia-

tion treatment plan quality, it also causes higher dose gradients near the edges of the treated

area. These plans therefore require more precise patient positioning[135, 35]. Historically,

patients were positioned by aligning external fiducial markers such as tattoos to treatment

room positional lasers, using immobilization devices, or using two-dimensional x-ray film
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portal imaging. Today, the level of conformality and sophistication of these state-of-the-art

radiation therapy techniques require that the radiation fields be matched with details of the

patient’s internal anatomy[159, 102]. There is a need to implement and improve image-guided

radiation therapy (IGRT) techniques to achieve better position verification accuracy[102].

The main objectives of IGRT techniques are to ensure that the target volume is di-

rectly irradiated, to allow safe margin reduction and sharper dose distributions, to track

inter-fractional volumetric changes, to track the tumor motion in real-time during radiation

therapy gating or tracking, and to permit adaptive radiation therapy (ART)[30]. These

techniques and objectives will be explained in greater detail in the following subsections.

IGRT techniques

The history of IGRT begins with film portal imaging in the sixties and seventies. Unfor-

tunately, the development time, and poor reproducibility of radiographic films meant that

film portal imaging was infrequently used and prone to large (≤ 1 cm) positional errors[178].

Modern IGRT approaches were first introduced when the electronic portal imaging device

(EPID) technology was developed in the nineties. The EPID is a planar detector aligned

with the megavoltage (MV) treatment beam that can image the patient on the treatment bed

(Fig. 1.1). The EPID is a convenient imaging device because it requires no post-processing,

it is integrated to the linac, and it can image the patient in the treatment position imme-

diately before receiving treatment. It is the development of the EPID that made modern

IGRT techniques possible[178].

Images taken with therapeutic x-rays (6–18 MV) have poor contrast compared to diag-

nostic (80–140 kV) energy x-rays. In fact, Groh et al. measured signal-to-noise ratio for

diagnostic imaging kV x-rays as 6.5 times better than MV[65]. The Compton scattering

interactions, which dominate at MV energies, depend only on electron density, while at kV

energies, the Z-dependent photo-electric effect provides additional contrast[11, 89]. If we

2



use a dedicated kV imaging device in the treatment room, the contrast between soft tissues

and bones can be vastly improved. The kV imaging system is often integrated to the linac

where it is located orthogonally to the treatment beam, such as in the Elekta X-ray Virtual

Imager (XVI) or the Varian On-Board Imager (OBI) (Fig. 1.1). Either MV or kV images

can be used to position the patient according to digitally reconstructed radiographs, which

are radiograph-like images reconstructed from the planning CT. In addition, an orthogonal

MV-kV configuration also allows a technique called orthogonal imaging, although it is not

as common as kV or MV imaging used on their own. In orthogonal imaging, planar images

are taken simultaneously using both MV and kV imaging. The registration between these

two images and the planning CT improves patient positioning accuracy compared to using

either imaging system individually.

Figure 1.1: Megavoltage and kilovoltage beams and imaging devices on a Varian linac.
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As we will explain in further subsections, it is sometimes desirable to obtain 3-D imag-

ing of the patient during IGRT. Ideally, we would replicate the simulation imaging used

to create the radiation therapy plan in the first place—via a CT scanner. To reduce the

opportunities for the patient position to change between imaging and treatment, it is best if

the patient is imaged in treatment position immediately before receiving their radiotherapy.

We might achieve this using on-rail fan-beam CT scanners (Fig. 1.2a) installed in the treat-

ment room, but this necessitates the accommodation of and training on dedicated additional

equipment[158]. The image is acquired by railing in the CT scanner, performing the scan,

and moving the CT arm out of the treatment area. This takes time during which the patient

position might change. On-rails CT scanners also cannot be used to image during treatment

for gated or adaptive radiotherapy treatments[158]. Helical therapy machines such as a To-

moTherapy’s Hi-ARTIITM have a detector directly in the path of the beam. This allows a

routine MV fan-beam CT to image the patient in the treatment position and measure the

patient exit dose. Unfortunately, helical therapy units only account for a minority of all

radiation therapy treatments and several factors limit their widespread use, such as 5–15

times longer treatments.[145, 166].

Since linacs are capable of a 360◦ rotation and already include imaging devices, it is

possible to use them as a convenient alternative to fan-beam CT. Fan-beam CT images

patients one slice (or set of slices in multi-slice scanners) at a time while the patients move

through the scanner. In contrast, cone-beam CT (CBCT, Fig. 1.2b) uses one large (∼ 20 cm

width) field that effectively images all the slices at once. This means that only one rotation

is needed and the patient can remain immobile. CBCT is ideally suited for gantry-operated

linacs, but the image quality is lower than fan-beam CT due to the increased detection

of scattered photons. CBCT can be performed either with the therapeutic MV beam and

EPID, or with a dedicated orthogonal kV imaging unit. Some progress has also been made

in performing CBCT using both MV and kV beams simultaneously for a shorter scan, but

4



this modality is still at the experimental stage[183].

Finally, digital tomosynthesis (DTS) is one the latest developments in IGRT imaging

techniques[62]. DTS techniques use digital image acquisition to keep track of individual 2-D

projections. Instead of the continuous 360◦ rotations of conventional CT and CBCT scans,

DTS scans image in a few angles using discrete image acquisition. Images acquired by DTS

deposit much lower dose per image acquired, but also have lower quality due to the relatively

low angular spread sampled[62, 190, 171]. However, breathing motion artifacts have been

partially removed by using motion-compensation in the reconstruction process[171].

Alternatively, DTS can be used to obtain 4D CBCT images by discriminating between

2-D projections taken at different phases of the respiratory cycle. This process, called phase-

matched DTS, allows the reconstruction of a 4D CBCT[192]. These images provide valuable

time-dependent spatial information directly before treatment[192]. Although images ac-

quired by DTS are acquired slightly differently from conventional CBCT, both techniques

are similar from a dosimetric point of view since they use the same x-ray beams.

Technically speaking, any use of imaging to verify the position of the patient or target

qualifies as image-guidance. These include non-radiographic methods such as in-room ultra-

sound or magnetic resonance imaging and older techniques such as portal film imaging. This

thesis is concerned with evaluating the radiation dose deposited using ionizing radiation in

imaging procedures such as 2-D portal/radiographic imaging and 3-D cone-beam CT (Fig.

1.1)[178]. In general, MV imaging delivers a much larger dose to acquire images of lower

quality than kV imaging[87, 65, 30, 54, 49]. MV imaging dose can be easily calculated using

the same commercial treatment planning systems (TPS) that calculate the therapeutic dose.

It is thus relatively trivial to calculate and include the MV imaging dose in radiation treat-

ment plans[3, 174]. Among kV imaging techniques, CBCT delivers more dose to a greater

volume than planar 2-D imaging[135, 126, 49] (Table 1.1) and is computationally and ex-

perimentally more difficult to estimate due to rotation. Many clinics have recently adopted
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Figure 1.2: Comparison between conventional fan-beam CT (a) and cone-beam CT (b).
Cone beams can image the patient without altering the treatment position, but suffer from
reduced image quality due to increased scatter.

kV CBCT[88]. Therefore, while we will describe IGRT techniques in general, we will pay

special attention to the use of kV CBCT imaging. As new imaging techniques and protocols

such as phase-matched DTS are developed, the work in this thesis can be used to evaluate

their dose deposition as well.

1.1.2 Uses of IGRT

Uses of IGRT: Treated volume reduction

To understand the advantages offered by safely reducing the treated volume, it is helpful

to review the various volumes of interest in radiation therapy (Fig. 1.3).The tumour visible

on the planning CT image is called the gross tumor volume (GTV). The microscopic spread

of the disease may exceed the visible volume of the tumour by a certain distance depending
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on the specific disease being treated. To account for this, we add a margin to the GTV to

obtain the clinical target volume (CTV). In some cases, particularly for tumours attached

to structures which move during respiration, an internal target volume (ITV) takes into

account the intra-fractional CTV motion. Finally, we add another margin to allow for

the inter-fractional uncertainty in the position of the ITV. This uncertainty can be caused

by difficulties in reproducing the setup of the patient, by motion of the organs between

fractions (e.g., prostate tumors), or by uncertainties in the treatment delivery itself (e.g.,

in-room lasers, isocentre positions). This planning target volume (PTV) is the volume to

which we plan the prescribed dose to maximize its conformality and homogeneity. Organs at

risk (OARs) are also defined in radiation therapy planning as critical structures in which the

dose needs to be minimized to avoid radiation toxicity. As for the PTV, a margin accounting

for inter- and intra-fractional motion/setup errors can be added to the OARs to produce the

planning organ at risk volume (PRV)[97, 83].

It stands to reason that if the PTV volume can be reduced, total volume receiving the

prescribed dose is decreased. Since this reduces the volume of healthy tissue and/or OAR

receiving the prescribed dose, a higher quality plan can be delivered to the patient. This

can be achieved in a number of ways. First, verification imaging can reduce the margins

added to the CTV to create the PTV. Second, real-time gating or tracking can reduce the

margins added to the CTV to create the ITV and PTV. Finally, advanced radiation therapy

Table 1.1: Typical OAR D501 doses delivered by imaging in Varian linacs2.

Imaged site and OAR MV portal imaging kV radiograph kV CBCT
Thorax imaging: heart 3.5 cGy 0.07 cGy 0.42 cGy
Pelvis imaging: bladder 3.3 cGy 0.07 cGy 1.6 cGy

Head imaging: eyes 4.3–4.8 cGy 0.12 cGy3 0.05-0.06 cGy3

1Values represent the minimum dose to 50% of the OAR volume, D50.
2Values obtained from Ding and Munro, 2013[49].
3kV CBCT in the head uses a partial arc which spares the eye, explaining why the eye dose
is lower than for kV radiographs.

7



Figure 1.3: Depiction of the various volumes of interest in radiation therapy planning. IGRT
techniques allow the safe reduction of margins around the OAR and ITV for better sparing
of the OAR or escalation of the dose to the PTV. These volumes are defined in ICRU
publication 50[83].

techniques such as IMRT and VMAT sculpt the dose to more closely match the PTV. Because

high conformality plans have sharper dose gradients, a delivery error or inaccuracy leading

to a geometrical miss of the target carries a much greater risk of underdosing the PTV,

leading to loss of local tumour control. For this reason, they require IGRT techniques to be

safely delivered[178]. This is particularly true in the case of hypo-fractionated stereotactic

body radiation therapy (SBRT). Since IGRT techniques developed concurrently with high

conformality techniques (e.g., IMRT, VMAT), both techniques are usually used together,

and margin reduction and better conformality are associated.

The use of IGRT techniques reducing the PTV, whether by margin reduction or by dose

sculpting, improves the quality of care to the patient in two ways. First, the dose to the

PRV can be reduced to decrease the occurrence and severity of morbidities caused by the

treatment. For instance, treating head and neck (H&N) tumours with IMRT over 3DCRT

allows a reduced dose to the parotid glands. This sparing of the OAR allows up to 80%

of patients to retain salivary function for a greatly increased quality of life[142, 157, 181].
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Second, the PTV dose can be increased while keeping PRV dose at similar levels. Known as

dose escalation, this strategy is used to improve the local control in prostate cancer patients

by 10%[134] without noticeable increase in toxicity[140]. In another example, positioning

patients using kV CBCT led to a 42.3% reduction in PTV volume and significant reduction in

OAR dose for IMRT treatments of cancer spinal metastases[63]. A review of 61 comparative

studies of IMRT vs non-IMRT 3DCRT treatments in a large number of anatomical sites

found that most IMRT treatments led to better local control or management/prevention of

toxicity[157]. This is presumably due to the increased conformality and accuracy of IMRT

treatments compared to 3DCRT. Radiation therapy techniques of even greater complexity

than IMRT such as VMAT and ART are also expected to either increase control or reduce

patient side-effects. Unfortunately, with some highly-conformal treatment modalities comes

a greater risk of geometrical miss of the PTV and therefore loss of the therapeutic benefit

of the treatment[33, 34].

IGRT protocols, including the site, the frequency and the modality, vary from clinic to

clinic. For instance, in our clinic we only use MV and kV orthogonal imaging for posi-

tion verification patients in most treatments, while kV CBCT is used in hypofractionated

stereotactic treatments such as lung SBRT or brain metastases stereotactic radiosurgery.

Radiographic kV imaging is used where available, and MV imaging is used otherwise on

most sites. Where matching to bony landmarks is not possible (e.g., lung, see 1.2.2), kV

CBCT is used for additional soft-tissue contrast. Typically, verification imaging is performed

for the first three days of the treatment and only repeated if inter-fractional shifts exceed

4 mm. Patients exhibiting inter-fractional shifts exceeding 3 mm and those treated with

SBRT undergo daily imaging. However, other radiation oncology clinics use considerably

more imaging during IGRT, for instance performing kV CBCT on all prostate patients on a

daily basis.

9



Uses of IGRT: Verification imaging

To safely reduce margins, the exact location of the tumour must be known at the time

of treatment with greater precision than that permitted by skin tattoos and immobilization

techniques alone[175, 178]. Despite immobilization, patient setup varies between fractions

due to external (e.g., skin) or internal (e.g., organs) motion during a full course of radia-

tion therapy[175]. IGRT techniques are used to image the patient in the treatment position

immediately before receiving their daily fraction. This allows us to either match bony land-

marks to reference image projections[178], or to localize the tumor directly by soft-tissue

volumetric imaging or with fiducial markers[159]. For instance, kV CBCT can be used to

match the position of the diaphragm during liver SBRT[29]. These techniques allow either

the position of the patient or the field to be altered, eliminating most (but not all) of the

geometric uncertainty due to inter-fractional motion[175, 63, 102, 21].

EPID portal imaging was the first modality to be used for verification imaging, but

kV 2-D imaging is functionally equivalent. The 2-D image is compared to a reference 2-D

projection from the planning CT image for the same location. Radiation therapists can alter

the patient’s position to match either the bony landmarks or surgically-implanted internal

fiducial markers of the patient. Since the position of bones and fiducial markers often relate

more accurately to tumour position than do skin markings, the position of the target can be

verified with greater[40, 118, 135, 173].

Radiographic 2-D imaging can be used to position patients but has difficulty detecting

positional errors caused by tumour rotation. These can induce dosimetrically significant

errors caused by patient positioning[69, 67]. Moreover, matching the position of the bony

landmarks to reference images is only helpful if the tumor is fixed or immobile compared

with these landmarks, which is not true in every site (e.g., lung, liver, prostate)[21]. Finally,

some sites (e.g., prostate) require better soft-tissue contrast to locate the target.

In contrast, CBCT imaging provides 3-D localization of the treatment site. As for planar
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IGRT approaches, volumetric CBCT images can either be taken using the MV beam and

EPID[141], or using a dedicated kV CBCT imaging unit mounted orthogonally. Of these

modalities, kV CBCT offers better soft-tissue contrast and better image quality allowing

the identification of some soft-tissue tumors during verification imaging[86]. Finally, phase-

matched DTS provides 4D information about fraction-specific intra-fractional tumor motion.

This can allow better tumor localization in sites affected by respiratory motion[155, 192].

Uses of IGRT: Tracking volumetric changes

IGRT techniques in verification imaging provide a wealth of 2-D (portal imaging, kV

radiography), 3-D (CBCT, 3D DTS), and/or 4-D (phase-matched DTS/4D CBCT) images.

These images of the PTV, OAR, and ITV are useful for other purposes than verification

imaging. One of these is to incidentally track inter-fractional volumetric changes in the

patient. The volume and location of the PTV can change drastically during treatment due

to tumour shrinkage or patient weight gain/loss. This means that even if the patient posi-

tioning is reproduced identically, a geometric miss can occur if the tumor location changes.

Alternatively, the OARs may receive unnecessary dose if a tumour that has shrunk signifi-

cantly continues being treated with the planned field sizes. Tracking the changes in anatomy

can also indicate when a patient needs to be re-planned.[178] The newly developed 4D DTS

kV CBCT method can also track inter-fractional ITV changes.

Uses of IGRT: Real-time tumor tracking

As we mentioned previously, some tumors are located in areas highly affected by respi-

ratory motion such as the liver or the lung[150]. Even the prostate can experience intra-

fractional motion of up to 24 mm due to the respiratory cycle, bladder filling and—more

importantly, if treated prone—movement of the bowels[101].
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In slow CT scans, the patient can breathe normally during acquisition (allowing imaging

of the whole breathing cycle in each slice), and the full extent of the tumor motion is

contoured as the ITV (see Fig 1.3). If treated in free breathing, a larger volume including

more healthy tissue receives the full treatment dose. Alternatively, breath-hold techniques

can be used to image and treat the tumor during a specific phase of the respiratory cycle,

but it can be difficult for patients to hold their breath for extended periods of time and in

a reproducible manner. Simulation using a time-correlated CT scan (4DCT) can track the

real-time position of the tumor[57]. Radiation treatments can be planned to irradiate the

tumour in a specific stage of the respiration cycle—respiratory-gated radiation therapy. To

deliver gated radiation therapy, one must know the position of the tumour in real time during

treatment. The simplest and most commonly used method to achieve this is tracking the

external motion of a suitable surrogate, and correlating its position with the tumour position

based on the planning 4DCT. However, internal motion is quite complex and can be very

different than what external surrogates predict[38]. Phased-matched DTS is a proposed

method to verify the correlation of internal motion with the planning 4DCT, but it is not

yet in clinical use[155].

By imaging the patient during treatment delivery using continuous 2-D fluoroscopic kV

x-rays, the tumor’s exact position can be determined. This can be done by using implanted

fiducial markers or by soft-tissue identification, similar to verification imaging[38, 37]. Knowl-

edge of the tumour position in real-time makes two techniques possible[125, 96, 38]: activat-

ing the beam only in a specific phase of the respiratory cycle (gating), or moving the beam

to follow the tumour (tracking)[104, 38]. Gating and tracking can shrink the ITV margins

with the benefits discussed previously. On the other hand, continuous fluoroscopy during the

treatment represents the most dose-intensive imaging technique in all IGRT techniques[126].

At the time of writing and to the best knowledge of the author, the only published data on

the accrued imaging dose delivered by fluoroscopy-guided gated treatments is the measured

12



air-kerma (kinetic energy released per unit mass) rate at various distances from the imaging

unit[150, 149].

Unlike kV CBCT, the patient-specific 3-D dose distribution deposited by kV real-time

tracking fluoroscopy is not currently the subject of theoretical investigations like Monte

Carlo simulations. Estimating the absorbed dose accrued by fluoroscopy techniques is very

difficult because linac manufacturers do not currently track or display the fluoroscopy expo-

sure delivered by their kV imaging devices. While it is relatively simple to characterize the

dose-rate at the skin from fluoroscopic imaging, the radiographic exposure values (i.e. kVp

and mAs)— and therefore the absorbed dose—will depend on a number of patient-specific

factors. These include the treatment time, the distance between the imaging unit and the

skin, and the number of fields. In vivo skin measurements are technically possible, but

complicated by the measurement of scattered therapeutic x-rays. The energy-dependence

of most point-dosimeters make a real in vivo evaluation difficult, so an anthropomorphic

phantom must be used instead. Unless commercial linacs can track and display the imag-

ing exposure, the estimation of the patient-specific absorbed dose and risk will continue to

depend on problematic in-air dose-rate estimates.

Uses of IGRT: Adaptive radiation therapy using CBCT

We have discussed how daily volumetric imaging of the patient could be used to re-plan

the patient if the target volume changes drastically compared to simulation CT images. In

this case, the patient would usually be sent back to be re-imaged in the simulation CT

scanner. A new radiation therapy plan would be then be devised. However, this approach

is only practical for infrequent and drastic changes in the anatomy of the target or the

patient. If the shape of the target changes moderately but appreciably between fractions, it

is impossible to correct for it by re-positioning the patient alone[41, 71].

ART techniques are currently under investigation to address this issue. ART recognizes
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that patients do not receive the exact planned treatment dose because their position and

anatomy change between each fraction[185]. In online ART, the IGRT volumetric informa-

tion acquired before treatment is used to optimize the IMRT fluence maps on the spot. The

plan is modified to deliver the optimal treatment in every fraction[39, 186]. In offline ART,

the volumetric information is acquired over a certain period (∼five days) and used to assess

the patient-specific setup reproducibility. This allows the radiation dosimetrist to adapt the

radiation therapy plan by adjusting the PTV margins (Fig. 1.3). Actual dose delivered is

closer to the desired dose for the subsequent fractions[188].

Even if ART techniques are used to optimize the treatment fields and fluence maps, the

actual dose delivered to the PTV and OARs can be different than originally planned. In

dose-guided radiation therapy (DGRT), the setup-specific delivered dose to PTV and PRV

is computed for every fraction. The radiation therapy plan is adapted by increasing or

decreasing the delivered dose in subsequent fractions. This ensures that the patient receives

the exact prescribed dose[158]. DGRT is possible since daily volumetric imaging provides

the Hounsfield Unit (HU) information similar to that of a simulation CT scanner and can

be used in the TPS to compute the fraction-specific dose[35, 147, 36, 174]. The imaging

can be performed either using MV[165, 164] or kV CBCT daily imaging[189, 48]. If imaging

with MV x-rays, the imaging dose can be routinely included as part of the treatment plan

[174, 2] for even more precise DGRT/ART. In both cases, issues of lower image quality due

to MV photons and increased scatter mean that CBCT imaging will deliver more dose than

radiographs or conventional CT scanner.

Conclusions

We have seen that IGRT techniques make the safe delivery of modern high quality radi-

ation therapy possible. These high quality plans allow margin reductions made possible by

2-D or 3-D verification imaging, or by real-time tumour gating or tracking. Furthermore,
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IGRT can provide radiation oncology specialists with valuable volumetric information. This

information can be used either to track anatomical changes, or to implement ART. The de-

velopment of ART techniques are promising, but ART is not yet commonly used in radiation

therapy clinics. Proposed ART techniques are impossible to implement without volumetric

imaging—presumably acquired using a linac-integrated kV CBCT.

Thus, it is clear that current trends in the radiation therapy industry call for increasing

use of imaging. As we move towards more specialized and personalized treatments, we re-

quire more information and deliver more imaging dose. As these techniques become more

common, the absorbed radiation dose deposited in patients by imaging procedures will in-

crease with time. This is unless or until a suitable and practical non-ionizing alternative is

developed[158]. It is thus the responsibility of the medical physics community to assess and

minimize the additional risk posed by these imaging procedures[126, 158].

1.1.3 Imaging dose: Associated risks

In the last section, we described the various IGRT techniques and their clinical benefit.

However, any amount of radiation dose deposited in a patient’s body presents a certain

risk which needs to be balanced against the procedure’s benefit. This subsection outlines

the main risks involved with daily imaging, namely deterministic morbidities and stochastic

radiation-induced cancers.

Deterministic risks of imaging dose

Historically, the considered risk arising from imaging dose has concerned long-lasting

fluoroscopy. These could deliver enough dose in one sitting to cause deterministic effects

such as eye cataracts and skin reactions (Table 1.2)[80, 126, 122]. There have been about

200 incidents[146] where long interventional fluoroscopic imaging has delivered enough dose

to cause acute[161, 151, 180, 18, 179, 146] or chronic[31, 110] harm in patients.
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Studies estimate a maximum absorbed dose of roughly 1–1.5 Gy in soft tissues aris-

ing from the cumulative imaging in IGRT treatments[126]. Due to cell repair in between

fractions, the biologically equivalent dose (BED) is reduced compared to the single-fraction

imaging dose in intervention fluoroscopy[68]. Therefore, the doses delivered by verification

imaging in many fractions are generally not large enough to cause deterministic effects on

their own.

Table 1.2: Deterministic effects caused by fluoroscopy.

Effect Threshold
Early transient erythema 2 Gy

Temporary epilation 3 Gy
Main erythema 6 Gy

Permanent epilation 7 Gy
Dermal necrosis 15 Gy

Eye lens opacity (detectable) > 1 Gy
Cataract (debilitating) > 5 Gy

Values from ICRP 85[80].

Unlike historical uses of imaging, patients undergoing IGRT are exposed to very high

concomitant therapeutic doses[126]. The risk of deterministic effects to the OARs is usually

assessed based on the dose delivered by the therapeutic MV beam alone. Because the imaging

dose in IGRT is significant (1-2 Gy), there is a danger that it may push the dose to the

OAR beyond tolerances, especially if the reduction in margins permitted by IGRT is used to

escalate the treatment dose. For this reason, informed decisions regarding treatment planning

should include the non-negligible contribution of the imaging component of the dose[126,

3]. Details on organ specific morbidities and complications are found in the QUANTEC

database[116].

Stochastic risks of imaging dose

In radiation protection, the Linear No-Threshold (LNT) model holds that there is no level

of radiation exposure too low to cause additional risks. There is some evidence that the LNT
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model is not valid. To estimate these risks, we use the life-span study of the excess relative

risk (ERR) of cancer incidence or mortality to the atomic bomb survivors of Nagasaki and

Hiroshima, as well as a multitude of smaller population studies. These estimated risks to

the general population are based on the assessed doses absorbed in the whole body of the

atomic bomb survivors; to estimate the ERR, it is necessary to scale the absorbed dose in

an individual to a whole-body dose which would cause the same ERR. This effective dose

E is obtained by summing the effects of the average absorbed doses D̄i in the total N of

irradiated organs and tissue using the following expression[97]:

E =
N∑
i

wR · wT,i · D̄i, (1.1)

where wR and wT are weighting factors for the radiation and tissue, respectively. For the low-

energy x-rays of CT imaging, the wR is usually assumed to be unity. Recent investigations

suggest that low-energy x-rays might cause more damage per unit energy released, as their

radiation biological effectiveness has been estimated at 1.1[100]. Therefore, using a wR = 1

might underestimate the ERR caused by low-energy x-ray imaging procedures.

There is currently no epidemiological evidence that the LNT model is accurate at low

doses[169, 143, 72]. In the absence of a suitable alternative model, the LNT represents a

conservative risk estimate for the incidence of lethal cancers. For this reason, the Committee

on the Biological Effect of Ionizing Radiations (BEIR) V and VII recommend that the LNT

model continue to be applied to estimate the risks posed by x-ray imaging[15, 16, 148].

While much work has been made applying the BEIR VII recommendation to estimate the

stochastic risks associated with conventional CT imaging[75], comparatively few studies

estimate the risks associated by kV CBCT imaging. One exception is the work of by Kim

et al. who studied the cumulative effective doses delivered by a full course of IGRT CBCT

procedures. By calculating the effective dose to a variety of patients, they determined that

the imaging dose would cause an excess of 400 cancer cases per 100, 000 patients[98]. This
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represents approximately 70% of the empirically estimated risk of secondary cancers from

the therapeutic dose. At first glance, this means that the CBCT dose is almost as likely to

cause secondary cancers as the radiation therapy course. According to the authors, this is

because the high therapeutic dose in the PTV induces more cell-killing than the carcinogenic

faulty DNA repair[98]. However, because much of the imaging dose is also absorbed in the

PTV, simple use of the ERR is probably not an accurate description of the real stochastic

risk caused by kV CBCT IGRT procedures.

The current methods for estimating the effective dose and the ERR are based either on

homogeneous or anthropomorphic phantom measurements (see section 1.2.1). The medical

physics community continues to debate their ability to accurately estimate the effective

dose[27, 28]. Monte Carlo simulations can be performed on a patient-by-patient basis such as

done by Ding et al.[44] or Kim et al.[98] (see section 1.2.2). Unfortunately, currently-available

Monte Carlo simulation packages are time-consuming and require specialized training. There

is thus room for the development of a more clinically feasible tool.

Pediatric patients

In the previous subsections, we discussed the risks associated with imaging dose con-

cerning the general population. Pediatric patients receiving ionizing radiation experience

the same kind of risks as the general population, but are affected on a much greater scale.

Studies estimate that children are up to ten times more susceptible than adults to secondary

cancer induction by ionizing radiation[15, 26]. Some of the factors that increase radiation

sensitivity in pediatric patients include a much longer lifetime for a radiation-induced cancer

to develop, and the proportion of fast-growing tissues. Furthermore, CT imaging proto-

cols have historically been poorly optimized for the smaller bodies of children and therefore

may deliver unnecessary dose[132]. To reduce the additional risk, IGRT imaging procedures

should be optimized for pediatric patients[58].
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A recent long-term population study of Australian children and adolescents shows that

children who underwent diagnostic CT imaging procedures were 25% more likely to develop

a cancer in the 10 next years than the control cohort, representing an excess 9.3 cancers

per 100 000 pediatric patients[117]. The risk of developing a radiation-induced cancer was

commensurate with the number of imaging procedures (more dose meant more risk), the

imaging site (correlation between induced cancer and imaging site), and age (cancer more

frequent in young patients). While CT imaging during the study period (1985-2005) delivered

doses greater than current diagnostic CT protocols, daily IGRT over 20–30 fractions would

deliver much greater effective doses than received by the imaged cohort. For this reason,

medical specialists should be extremely judicious when choosing to use IGRT techniques to

treat young children. Proper assessment of the risk associated with the imaging dose is more

crucial when pediatric patients are concerned.

The medical community is well aware of these risks. Indeed, the Image Gently campaign

was started in 2008 to sensitize medical professionals to the risk posed by radiation dose in

children. The goal is to induce the use of alternatives to ionizing-radiation imaging, and to

suggest many strategies reducing the radiation dose from imaging procedures.[52, 10]. One

of these strategy is to attempt to move towards low-dose CT scans. While these protocols

provide images of lower-quality, up to 55% of the dose can be lowered while the quality

remains acceptable for diagnostic purposes[130].

1.1.4 AAPM Task Group 75 recommendations

In 2007, the American Association of Physicists in Medicine (AAPM)’s Task Group 75

(TG-75) released a report on the management of imaging dose during IGRT. The report

underlines the importance of evaluating the doses incurred from IGRT because they are

concomitant with large therapeutic doses. The task group argues that this additional imaging

dose represents two potential health hazards: stochastic and deterministic effects potentially
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incurred by the patient. The imaging dose should be kept as low as reasonably possible

following the spirit of the “as low as reasonably achievable” (ALARA) principle used in

radiation protection[127]. Furthermore, the task group suggests that the benefit of every

imaging procedure be weighted against the potential risks for each patient.

The task group recommends a three-step approach to achieve this goal: (1) assessment,

(2) reduction and (3) optimization. First, the distribution of the dose throughout the patient

must be assessed correctly (1). It is only then we can make informed decisions to refine the

imaging technique and reduce dose (2). It becomes possible to think of the imaging dose as

not an unwanted additional dose, but as part of the treatment dose. This dose that can be

optimized (3). This allows us to make the best use this imaging dose and obtain the highest

quality treatment plan for the patient.

1.1.5 Conclusions

In this subsection, we described modern IGRT techniques and their clinical rationale:

the safe reduction of margins in radiation treatment plans by verification imaging, patient

repositioning, tumor tracking or gating, and adaptive radiation therapy. We also explained

the various risks that are introduced by the additional imaging dose delivered by IGRT

procedures. These risks are not routinely assessed or taken under account by radiation

oncology specialists. It is clear that the assessment of the patient absorbed dose delivered

by IGRT techniques figures as one of the main steps in achieving the AAPM’s TG-75’s

recommendations. In the following subsection, we will describe existing and proposed IGRT

imaging dose assessment techniques.
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1.2 Existing methods for evaluating kV CBCT dose

Following the AAPM’s Task Group 75 recommendations, the first step in assessing the

risk posed by kV CBCT imaging techniques is evaluating the 3-D distribution of absorbed

dose they deposit in patients[126]. This subsection outlines the advantages and shortcomings

of existing and proposed kV CBCT imaging dose assessment techniques.

1.2.1 Experimental estimation of kV CBCT dose

Experimental measurements represent the simplest and most straight-forward way to

estimate the absorbed dose accrued to patients through kV CBCT techniques. The current

industry-standard CT and CBCT dose estimation method is the CT Dose Index (CTDI). The

CTDI is a relatively simple measurement performed in a cylindrical homogeneous phantom;

it approximates the mean dose to the patient delivered by a CT imaging procedure.

Other experimental methods are more direct. They either measure the patient skin

dose, or estimate the internal patient dose by anthropomorphic phantom phantoms. The

dosimeters used to achieve this for kV CBCTs include thermoluminescent detectors (TLDs)

and dosimetric radiochromic films. In this subsection, we explain their properties and the

theoretical basis behind their use in kV dosimetry.

CT Dose-Index and associated values

The CTDI was originally proposed by Jucius and Kambic[93] and introduced by Shoppe et

al.[152] In its many forms, and along with the dose-length product (DLP), it is currently the

legal standard used to estimate and regulate the dose deposited by CT imaging devices[120,

76]. Since CBCT is a subset of CT, quality control and dose estimations were first performed

using CTDI.
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In CT, the patient is imaged in a series of small slices each depositing dose in the body.

While we cannot practically measure the internal dose in a patient, we can measure it

in a phantom. CTDI phantoms are homogeneous cylinders, usually of acrylic (also called

Polymethyl methacrylate, or PMMA). They come in two sizes: the head and body CTDI

phantoms with diameters of 16 and 32 cm, respectively.

The dose is estimated by the CTDI in the middle slice along the longitudinal axis of the

phantom. If the phantom is imaged with a CT procedure, each successive slice contributes

to the absorbed dose in this central slice. However, the contribution of slices farther away

becomes less important and eventually negligible. This leads to a maximum dose value if

imaging procedure is infinite, called the multiple slice dose average (MSDA, Fig.1.4).

Figure 1.4: Relative dose deposited by a number N of CT slices of thickness and separation
I=5 mm along the longitudinal z axis of a cylindrical phantom. As N increases, scatter from
the additional slices contributes to the dose at the centre of the phantom until it reaches a
theoretical maximum value, the MSDA. This value is mathematically analogous to the more
easily measurable CTDI. These profiles were generated using kVDoseCalc and are meant to
represent the MSDA concept, and are not necessarily representative of a real CT scanner.
The dose is normalized to the maximum value of one slice.
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The MSDA is expressed by the following equation:

MSDA =
1

I

+I/2∫
−I/2

D(z) dz, (1.2)

where I represents the distance between slices and D(z) the dose at various points along the

longitudinal (z) axis. The MSDA represents the dose deposited by all CT slices integrated in

the width of a single, central slice (-I/2 to +I/2). Since it theoretically represents the dose

actually deposited by CT in the phantom, the MSDA should be the quantity of interest. The

MSDA can technically be measured using a point dosimeter. However, point dosimetry poses

practical problems compared to ionization chamber dosimetry so the CTDI was introduced

instead to estimate the MSDA. CTDI is meant to measure the total dose deposited by a

single CT slice irradiating the centre of the phantom. The dose in one point delivered by

an infinity of slices (MSDA) can be shown to be mathematically equivalent to the total

integrated dose delivered by a single slice (CTDI, Fig. 1.5).

The CTDI is defined by the following equation

CTDI =
1

nT

+∞∫
−∞

D(z) dz, (1.3)

where nT represents the effective slice thickness in a multiple-slice CT scanner. In a single-

slice scanner, n = 1 and the thickness is simply T . The dose (D(z)) along the longitudinal

z axis is integrated to yield the CTDI. Since integrating from −∞ to +∞ is not practically

possible, the CTDI 100 is measured using a long (10 cm) 100cc pencil-type ionization cham-

ber. Using the approximation that the mean path-length of the scattered photons is small

compared to the length of the ion chamber, D(z) goes to zero within the integration bounds

(−50 mm to +50 mm). We therefore obtain

CTDI100 =
1

nT

+50mm∫
−50mm

D(z) dz. (1.4)

23



Figure 1.5: Relationship between the MSDA (top left) and the CTDI (bottom). A succession
of N → inf CT slices are integrated along a small (-I/2 to +I/2) area to compute the MSDA.
This is mathematically equivalent (top right) to integrating the total dose deposited by a
single slice. In either case, the same single-slice dose distribution D(z) is normalized to a
maximum value of 1, as in Fig. 1.4
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The CTDI100 has since become the standard of CTDI measurement, but the base assumption—

that all of the scattered and primary dose are collected by the 100cc ionization chamber—is

not true for many CT imaging protocols. Indeed, Boone has shown that for CT slices of 10

mm width, as little as 63% of the total dose was collected by the central CTDI100 in a body

CTDI phantom[23]. This is because scatter inside the phantom deposits up to 37% of the

dose outside the 10 cm of the ionization chamber. The values were practically unchanged for

relatively large 40 mm slices. The implication is that the relatively easily-measured CTDI100

is not adequately assessing the patient absorbed dose for CT protocols for which it was

designed.

This CTDI100 can be theoretically measured anywhere in the phantom. However, the

CTDI100 value will change between the periphery and the centre as photons are increas-

ingly scattered with depth. To address this issue, Leitz al. introduced the weighted CTDI

(CTDIw) representing the average CTDI100 with a single value[107]. The CTDIw is obtained

by measuring the CTDIc,100 and the CTDIp,100 in the centre and the periphery of the phan-

tom, respectively (Fig. 1.6). Peripheral measurements are performed at a distance of 1

cm from the edge of the phantom. The number of peripheral locations is usually 4, but

sometimes 8[1], and they distributed at equal angles. The CTDIw is calculated using the

following expression

CTDIw = Wc · CTDI100,c +Wp ·

[∑N
i=1 CTDIi100,p

]
N

, (1.5)

where Wc and Wp are weighting factors for the central and peripheral CTDI100, respectively.

Leitz et al. obtained values of Wc=2/3 and Wp=1/3 by making two assumptions: a linear

dose decrease between the periphery and the centre, and a negligible dose outside the nominal

slice thickness. These are currently widely used to calculate the CTDIw. A more rigorous

theoretical treatment by Bakalayar found that Wc=1/2 and Wp=1/2 are values which more

closely approximate the real value of the average CTDI[12]. Kim et al. have confirmed that
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the Bakalyar factors yield slightly better agreement with Monte Carlo simulations for CT

and CBCT imaging procedures[99].

Figure 1.6: Positions where the CTDI100 is measured to obtain the CTDIw.

The CTDIw gives the average dose deposited by a CT imaging procedure if the effective

slice thickness nT is equal to the slice separation I. This is usually true in axial scanners,

but in helical scanners the bed moves continuously as the patient is imaged. The pitch

p represents the relative speed of the rotation with regards to the couch motion. It is

represented by the ratio between the distance between slices I and the effective thickness

nT , p = I/nT . The volumetric CTDI (CTDIvol) gives the average local absorbed dose when

p 6= 1, and it is defined by[120]

CTDIvol =
nT

I
× CTDIw =

1

p
× CTDIw. (1.6)

Up to now, every CTDI has been an estimate of local absorbed dose in a homogeneous

phantom. This local absorbed dose can be used to assess deterministic effects, but cannot

estimate the stochastic risk. As we saw in section 1.1.3, risk estimates on individual and

population levels are made using the effective dose. Because it assumes an irradiation to

the whole body, the conversion from CTDI to effective dose is not trivial. First, a value

proportional to the irradiated volume, the dose-length product (DLP), is calculated as a

surrogate[77]. The DLP is defined by[120]
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DLP = CTDIw × L, (1.7)

where L represents the scan length. The effective dose can finally be calculated[107] using

E =
∑

wR · wt · D̄ = DLP× wDLP, (1.8)

where wDLP are site-specific weighting factors. In principle, if the 3-D distribution of the

dose was known in a certain patient, the average dose in each organ would be calculated and

multiplied by the relevant tissue weighting factors. In practice, it is very difficult to estimate

the organ dose from the CTDIw or DLP[120]. Instead, the International Commission on

Radiation Protection (ICRP) publications 26, 60, and 103 provide convenient site-specific

DLP-to-E conversion factors[78, 79, 81]. Lee et al. also calculated these factors for patients

of different ages and sex to estimate the effective dose to pediatric patients[106]. The CTDI

can thus estimate the local absorbed dose (CTDIw, CTDIvol) and stochastic risk (DLP, E)

caused by a CT imaging procedure.

Limitations of CTDI-based dose estimation techniques to CBCT

There are three main limitations to using the CTDI and its associated quantities (CTDI100,

CTDIw, CTDIvol, DLP) to assess the absorbed dose delivered to patients by kV CBCT imag-

ing procedures.

First, CTDI measurements assume the acquisition of the dose from the entire CT slice.

This is usually performed using a 10 cm ionization chamber, but many CBCT fields are

larger than 10 cm. This means that it is impossible to acquire the entire primary dose from

the CBCT, let alone the scattered components.

Second, CTDI values were created for scans with 360◦ arcs where the dose distribution

throughout the body was nearly homogeneous. In contrast, CBCT imaging procedures can

be performed with partial arcs. For instance, two of the default Varian R© OBI R© 1.4 CBCT
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procedures have arc sizes of only 200◦. These partial arc imaging techniques are designed to

reduce the OAR dose[162] such as to the eyes in head imaging protocols. The use of the CTDI

for CBCT imaging procedures of arc ≤ 360◦ estimates a very heterogeneous dose distribution

by a single value over the entire patient or phantom volume. A medical practitioner relying

on CTDI to make informed decisions concerning deterministic risks from the combination of

treatment and CBCT imaging dose would therefore greatly overestimate or underestimate

the deterministic risk contributed by the CBCT imaging dose.

Third, CTDI values are measured in standard phantoms, namely of 16 cm and 32 cm

diameters for the head and body respectively. These reference sizes only provide patient dose

estimates for a single geometry. In fact, patient geometry can vary tremendously, especially

in pediatric patients. As we show in Chapter 4, CTDIw measured in reference geometries

underestimate the local absorbed dose by a factor of 2 in an anthropomorphic phantom

simply due to differences in diameter. To follow the recommendations of the AAPM Task

Group 75, we require a patient-specific risk-assessment tool. Unfortunately, to use the CTDI

to compare imaging protocols is to discount patient size-dependence.

The first of these limitations can be solved by adapting existing CTDI methodologies.

One proposal is to use a longer phantom (35 cm) and ionization chamber (30 cm) to mea-

sure the CTDI300. This CTDI300 is conceptually identical to the CTDI100 except for the

much longer integration volume[123, 59], allowing the acquisition of more scattered photons.

Unfortunately, the enlarged phantom is quite heavy (∼35 kg) and hard to handle. Alterna-

tively, Dixon proposed the “point-dose” CTDI estimation method. In this method, the dose

is measured in a small volume in the central slice of a phantom exposed to a long CT scan,

as opposed to a single slice[51]. This new method is functionally identical to the original

MSDA. Kim et al. and Descamps et al. have since successfully used it to estimate the CTDIw

of CBCT protocols[99, 42]. The method has also been suggested as an official replacement

of the CTDI100 by the AAPM’s Task Group 111’s comprehensive methodology on the evalu-
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ation of the radiation dose in x-ray CT[1]. The point-dose method was also used successfully

by Li et al. to measure the average absorbed dose, equivalent to the CTDIvol[109].

These proposed technical adaptations of the CTDI methodology solve the first limita-

tion, but not the second and the third. A single CTDI value cannot estimate the spatial

distribution of the dose and allow a practitioner to make informed decisions concerning de-

terministic risks posed by CBCT imaging. Even if it did, the CTDI would still be specific to

a single geometry. It would be very difficult—if not impossible—to further adapt the CTDI

methodology and provide patient-specific risk accrued from CT and CBCT imaging. The

CTDI and DLP remain useful tools to provide rough estimates of population doses from CT

imaging. Unfortunately, they cannot fulfill the objectives set out by the AAPM’s Task Group

75 on the management of imaging dose. For this reason, there has been significant debate

concerning the CTDI. There has been pressure to move away from CTDI-related surrogates

of patient dose to the benefit of anthropomorphic phantom measurements or patient-specific

dose computation[27, 28].

1.2.2 In vivo measurements

The various CTDI measurements provide an estimate of the CT dose that is not patient-

specific. In this subsection, we present various in vivo dose measurement techniques that can

be used to measure the patient-specific dose deposited by kV x-rays in general, and imaging

in particular.

Thermoluminescent detectors

TLDs are a type of integrating detector which measure accumulated dose[11]. They are

composed of an ionic-bound lattice compound doped with impurities. At room tempera-

tures, the lattice acts as an insulator. The impurities cause imperfections in the lattice;

these impurities serve as electron traps (Fig. 1.7). When irradiated, a number of electrons
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proportional to the absorbed dose are excited to the conducting band and settle in the

electron traps. Upon thermal re-excitation, the trapped electrons emit a photon of energy

equal to the gap between the valence and conducting energy band. These photons can be

measured using a photomultiplier tube (PMT). The total charge collected by the PMT is

proportional to the number of trapped electrons and, consequently, to the absorbed dose.

The relationship between absorbed dose and PMT reading can be quality-dependent[55], so

the TLDs have to be characterized for each beam quality. The most prevalent clinical TLD

is lithium fluoride (LiF), typically doped with magnesium (Mg) and titanium (Ti) to form

TLD-100. However, different concentrations of dopants have been shown to radically change

the dosimetric properties of the TLD[55].

Figure 1.7: Description of a TLD. The incident radiation (γ) ionizes an electron-hole pair
(left) until both the hole (h+) and the electron (e−) are trapped in electron traps caused by
crystal impurities. The application of heat (right) excites the electron-hole pair until they
recombine, emitting a photon (γ’) that can be measured via a PMT.

Because of their powder form, TLDs can take on any shape or size. They are therefore

of special interest in measuring point-dose in very small volumes, such as on the surface of

a patient for in vivo dosimetry, or inside an anthropomorphic phantom such as RANDO R©

(The Phantom Laboratory, Salem, NY USA).
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In vivo skin dose

TLDs are ideally suited for in vivo patient skin dosimetry due to their small size, inte-

grating nature and relatively low energy dependence. Wen et al. used thermo-luminescent

detectors (TLDs) to estimate dose from Varian R© OBI R© CBCT procedures[182]. TLDs were

positioned on seven prostate patients imaged via CBCT. Skin doses ranged from 2.6 to 6

cGy per scan, depending on patient size and imaging beam parameters. Likewise, Marinello

et al. performed in vivo dosimetry on patients undergoing Varian R© OBI R© 1.3 using TLDs

and found that skin doses varied from 5.8 to 7.3 cGy, depending on position and patient

size[115]. Using TLDs like this provides a good in vivo estimate of the patient-specific skin

dose, but does not provide measurements of the variable dose within the irradiated volume.

Therefore they cannot be used to assess the deterministic risk of morbidities to the OARs

or the stochastic ERR.

Anthropomorphic phantom organ dose

There exist a number of anthropomorphic phantoms such as the RANDO R© (The Phantom

Laboratory, Salem, NY, USA) or the Alderson (Radiation Support Devices, Long Beach,

CA, USA) phantom suitable for estimating organ dose depositing by kV CBCT procedures.

These phantoms typically comprise tissue and lung-equivalent materials, as well as real

human bones (RANDO R©) or bone-simulating material (Alderson); they also typically include

cavities in which a point dosimeter such as a TLD or a MOSFET can be inserted. This makes

it possible to obtain point estimates of the local dose in a variety of anatomical sites in a

way that more closely approximates the dose distribution inside a real patient than a CTDI

phantom. These have been, for instance, measured by Palm et al.[131], and Alaei et al.[7]

for Varian OBI CBCT procedures. These values can be used to compute effective doses to

assess the ERR from kV CBCT procedures, as done by Kan et al.[94] and Dufek et al.[54].

There are two limitations to using anthropomorphic phantom measurements to assess pa-
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tient risk from kV CBCT. The first is that the measurement process is fastidious. In general,

only a few points are measured and it can be difficult to assess the mean organ dose accu-

rately. The second is that the measured doses are specific to the size of the anthropomorphic

phantom. Since the dose distribution can vary significantly with patient size and imaging

geometry, anthropomorphic phantom measurements do not provide a patient-specific dose

deposited by kV CBCT.

Choice of dosimeter

In this thesis, we used high-sensitivity MCP-N (LiF:Mg, Cu, P) TLDs to measure anthro-

pomorphic internal doses in chapter 4. However, radiochromic films are alternate dosimeters

that could be used for similar measurements.

Radiochromic film

Radiochromic films are a recent addition to integrating dosimeters. Radiochromic films,

specifically GafchromicTM films, are self-developing, ambient light-insensitive, high spatial

resolution (sub-millimeter), and highly reproducible films. They are convenient and accurate

method to estimate spatial dose distributions to a much higher accuracy than conventional

silver-bromide films.[43, 191, 9]

The standard quantitative dosimetric radiochromic film, GafchromicTM EBT was found

by ourselves [85] (see Appendix 3) and Fletcher and Mills [56] to be appropriate for relative

and absolute dosimetry of therapeutic kV beams. These radiographic films are known to

have a response that is spectrum-independent at the MV range, but have not been used in

the kV range until recently. The spectrum of a beam is dependent on its characteristics

(i.e. accelerating potential, inherent and added filtration) and attenuation-induced beam

hardening when traversing a medium. Our empirical measurements showed that the en-

ergy dependence of EBT3 was such that a beam-specific characterization (i.e. for a given
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accelerating potential and filtration) was required. However, energy-corrections were not

required even at large (d ≥ 15 cm) depths[85], presumably because the energy spectrum of

the beam does not vary sufficiently over this distance to require corrections. Unfortunately,

the sensitive dose range for EBT films is much too high (50-200 cGy) for it to be useful in

the estimation of dose deposited by imaging procedures such as CBCT[136].

GafchromicTM XR-QA and XR-QA2 films include a high-Z layer to increase their sen-

sitivity to the 2-200 mGy range[25], which makes them the only film able to estimate

CBCT dose[22]. A characterization method allowing quantitative dosimetry for XR-QA2

films based on in-air kerma was developed by Tomic et al.[167]; this method was further

investigated by Giaddui et al.[60] and Boivin et al.[22] and can be used to accurately esti-

mate the surface and volumetric dose deposited by conventional CT [25, 144] and CBCT

procedures[167, 22, 60]. However, we were concerned that the high-Z component would in-

troduce an energy-dependence that would make measurements of the 2-D HVL unfeasible

since a change in detector response of even 1% would change HVL calculation by 0.9%[64].

For this reason, we have not used GafchromicTM films to measure the dose deposited by

CBCT procedures in this thesis.

TG-61 dosimetry protocols

The AAPM’s Task Group 61 (TG61) provides protocols for relative and reference dosime-

try for 40–300 kV x-rays. We mention these protocols because they are used to prescribe and

estimate dose on the skin and at depths deposited by therapeutic x-rays. The backscatter

factors used in TG61 assume a flat surface in a homogeneous phantom[111]. It should be no

surprise that using TG-61 formalism to estimate doses to curved or small surfaces leads to

large dose discrepancies[128]. Therefore, TG-61 formalism is useful to calibrate other dose

estimation techniques via reference dosimetry, but cannot be used to accurately estimate

the patient-specific dose deposited by kV x-rays. In this study, we use TG-61 protocols for
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relative dosimetry to validate our approach in chapters 2 and 3, and reference dosimetry to

calibrate our TLDs in chapter 4.

1.2.3 Theoretical estimation of kV CBCT dose

There exist multiple experimental methods by which the kV CBCT patient dose can be

estimated. Ideally, the full patient-specific 3-D dose distribution would be required in order

to satisfy the mandate set out by the AAPM Task Group 75. In this subsection, we outline

the two main approaches that have been used to compute these 3-D distributions; namely,

conventional Monte Carlo simulations and the adaptation of existing commercial treatment

planning systems.

Monte Carlo simulations of kV beams

Monte Carlo Simulations

In principle, an ideal calculation of the dose deposited by ionizing particles would involve

calculating the primary and scattered x-ray and electron fluences from first principles (e.g.,

using the Boltzmann transport equation). The result would be an analytical equation de-

scribing the spatial distribution of the absorbed dose. In practice, the Boltzmann transport

equation is very difficult (if not impossible) to solve because it is highly specific to the specific

beam and medium geometry. Primary and first-scattered events can be modeled fairly accu-

rately, but the equations defining multiple-scatter events become increasingly more complex.

Monte Carlo simulation techniques are currently the most accurate way to compute dose

distributions.

In Monte Carlo simulation techniques, the beam characteristics are obtained by modeling

the physical interactions from first principles. These beam characteristics are used to gener-

ate x-ray energy, position and orientation probability functions. These probability functions

are then used to randomly generate the photons irradiating the medium of interest. Every
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photon is randomly assigned an optical pathlength—a distance before they interact with

matter—based on interaction probability coefficients and the material composition. The an-

gle of scattering and energy imparted to the secondary particle is randomly generated from

angular and energy scattering probability distributions. Every seeded photon thus deposits

dose in a certain part of the phantom. This represents a particle history. Repeated over a

very large number (billions) of particle histories, Monte Carlo simulations generate accurate

and smooth approximations of the 3-D dose distribution expectation value.[121]

There exist many established Monte Carlo software packages which can be applied to a

variety of energies and particles. In this subsection, we explain the work that has been done

to model kV CBCT patient dose using Monte Carlo techniques.

Monte Carlo modeling of kV CBCT IGRT procedures

The work performed by Ding et al. to model kV CBCT sources using the BEAMnrc and

DOSXYZnrc code packages[95] represents the most comprehensive and successful approaches

to computing IGRT doses by Monte Carlo simulations. First, they successfully modeled a

Varian OBI kV 1.3[46] and 1.4[45] imaging unit. Then, they computed the kV imaging dose

delivered to a prostate patient during a full course of IGRT with daily kV CBCT imaging[44].

While it was found that the additional imaging dose did not push any of OAR doses beyond

accepted limits for this particular patient, the imaging dose altered the OAR dose-volume

histograms by 1-2 Gy. Since these imaging OAR doses are not negligible, beam-specific 3D

dose distribution in the patient could be useful in making informed decisions about patient

risk in different cases where the OAR dose from the therapeutic component of the treatment

was higher. They calculated the dose to patients from standard CBCT procedures[47]. Their

work has recently culminated in a comprehensive comparison by Ding and Munro of the

imaging dose delivered to a patient by each Varian OBI imaging modality (i.e., MV portal

imaging, kV 2-D radiography, and kV CBCT) per anatomical site, showing that MV imaging
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delivers by far the most dose and kV CBCT delivers more dose than 2-D kV imaging[49].

These results were previously depicted in Table 1.1.

Monte Carlo simulations are also used by other teams to assess the patient absorbed dose

delivered by kV CBCT. Gu et al. computed organ doses and effective doses in a VIP-Man

(Visual photographic man) Monte Carlo phantom[66]. Downes et al. also characterized

an Elekta XVI using BEAMPP, essentially a newer version of BEAMnrc[53]. Spezi et al.

developed a multi-focal virtual source model (VSM) for a simpler characterization of XVI

units[156] and used it to compute patient dose.

Monte Carlo simulations like the approach developed by Ding et al. are presumed to be

the most accurate way to compute 3-D dose deposition, either through kV or MV. This pre-

sumption is based on the fact that the dose distributions are calculated from first principles.

While Ding et al. and Spezi et al. have compared their Monte Carlo models against depth-

dose profiles in water, they have not validated it in an anthropomorphic phantom. Instead,

Ding et al. calculate the dose in an entirely computerized voxel phantom. These phantoms

already have their tissue compositions predefined. For patient-specific dose computations,

the accuracy of Monte Carlo depends on accurate tissue segmentation of the patient simula-

tion CT image[177, 14]. Without validation of this process in an anthropomorphic phantom,

it is difficult to substantiate the presumed accuracy of the Monte Carlo simulations.

In their development of a tool to assess patient-specific doses deposited by conventional

CT scanners, Li et al. compared Monte Carlo simulations in anthropomorphic phantoms

to TLD measurements: the agreement ranged from -17.2% to 13.0%[108]. Furthermore, in

their validation for a convolution algorithm (see section 1.1.2), Alaei et al. also compared

their measured and calculated dose to Monte Carlo simulations. The doses calculated by

Monte Carlo show agreement with measured dose ranging from -6 to 14%.

Monte Carlo techniques require specialized tools, knowledge, and are computationally

intensive. They are also considered the most accurate methods used to calculate the dose
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deposited by MV x-rays, but they are not used to compute 3-D patient dose distributions

due to their computation times and are perceived as clinically infeasible. While it is possible

to create a end-user Monte Carlo product that avoids many of the perceived inconveniences,

no such Monte Carlo product currently exists. Therefore, there is room for the development

of a technique that is easier to use and implement even if not as accurate.

Convolution algorithms in commercial treatment planning systems

Another approach to computing kV dose distribution is to adapt existing commercial

treatment planning systems (TPS) such as Pinnacle3. This only requires the use of software

already available in radiation therapy clinics; it requires no specialized knowledge from the

user. Furthermore, many commercial TPS allow the user to import the absorbed dose

from a previous plan to the patient. Thus, it is relatively convenient to combine the dose

distributions from imaging and therapy components of IGRT, as performed by van Elmpt

et al.[174]

If it could be done accurately, adapting a TPS would be the most clinically feasible

method of estimating patient absorbed dose from the kV imaging component of IGRT. To

understand the limitations of adapted TPS in kV dose computations, we must first describe

how TPS operate in the MV range for which they were developed.

Convolution algorithms for MV x-ray dose

Commercially-available TPS currently used for MV radiation therapy planning generally

use the convolution-superposition method to compute the three dimensional dose distribution

within a medium. The convolution-superposition method follows these general steps: 1) A

model-based approach is used to describe the total energy released per unit mass (terma)

by the primary field of ionizing particles, 2) Monte Carlo simulations calculate the energy

deposition kernel which describes the dose deposited by secondary particles from a primary
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particle interaction, and 3) the energy deposition kernel is convolved with the terma to

compute the 3-D dose distribution (Fig 1.8). The energy deposition kernel is analogous to

an impulse response in signal theory while the primary photon is analogous to the signal.

Convolving both functions yields the total dose distribution in the patient[113].[121]

Figure 1.8: Description of the convolution-superposition dose computation method. The
terma (left) is obtained by transporting the beam through the medium and describes where
particles interact. The dose-deposition kernel (middle) is obtained by Monte Carlo simu-
lations and describes where primary particle interactions ultimately deposit energy. The
convolution of both (right) gives the spatial dose distribution in the medium. Terma and
kerma are calculated and convolved for different incident energy ranges, the superposition of
which giving the total 3-D dose ditribution in the patient—hence, convolution-superposition.

Terma

The terma is a quantity similar and related to the much more commonly used kerma,

with the difference being that terma considers the total released energy as opposed to only

that of charged particles. Unlike kerma, the terma includes the energy released as scattered

photons. Since the total released energy is the quantity of interest, there is no need to

tabulate the average energy released per interaction. For terma, T (E,~r), the attenuation

coefficient µ/ρ is used (instead of the mass-energy absorption coefficient µen/ρ usually seen

in kerma), as shown by:

T (E,~r) = Φ(E,~r)E
µ

ρ
, (1.9)
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where Φ(E,~r) represents the beam fluence of photons of energy E evaluated at a position ~r.

If the beam used in the computation is mono-energetic, a single terma suffices. However, the

MV x-ray beams used to treat patients are produced by Bremsstralung interaction and have

a very wide spectrum. For this reason, the terma is usually calculated for different energy

ranges and the convolution is performed separately for each energy. The total 3-D dose

distribution is then obtained by superposing the contribution of each energy range—hence

the naming, convolution-superposition.

The terma can be computed within the medium relatively easily by simple radiation

transport of the primary photons through the model via exponential attenuation, as the

effect of the secondary particles is already modeled through the energy deposition kernels.

The diffusion of the beam due to the inverse-square law must also be taken into account.

Finally, if the medium contains inhomogeneities, the radiological depth must be used to

attenuate the beam instead of the simple depth. This is performed by simply evaluating the

point at which the beam first intersects the medium in the CT image, and using the CT

electron densities relative to water in every pixel to obtain the depth in water which would

produce the same attenuation.

Energy deposition kernels

The energy deposition kernels represent the average dose distribution arising from the

secondary particles released when a primary photon interacts in a certain location[113]. Since

real photons interact with matter stochastically, it is impossible to force photons to interact

in a specific volume to directly and empirically measure the dose distribution deposited by

secondary particles. For this reason, they must be estimated through theoretical simula-

tions techniques such as Monte Carlo algorithms. Energy deposition kernels are calculated

by modeling a homogeneous phantom where a primary photon interacts within a specific

voxel, typically including the photoelectric effect, Compton scattering and pair-production

interactions. Energy deposition kernels depend on scattering angle and secondary particle
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energy; therefore they are azimuthally symmetrical and can be represented with a simple

two-dimensional array.

Similarly to the terma, energy-differential kernels must be calculated for various energy

ranges and convolved with the terma component by component.

Convolution

In principle, since the interaction rate is directly proportional to the incident number

of photons (dN/dx = µ), the total three-dimensional distribution of dose is simply given

by the convolution of primary photon distribution T (E,~r) and the energy deposition kernel

K(E, ~r′) by the following expression

D(~r) = T (E,~r)⊗K(E,~r) =
∫
T (E, ~r′)K(~r − ~r′)d3r′, (1.10)

where ~r′ is a mute variable that is removed by the convolution integral. One useful property

of convolutions is that, when a Fourier transform is performed, we obtain

F(D) = F (T ⊗K) = F(T )×F(K), (1.11)

which is much easier to solve in K-space because it is simply the product of the Fourier

transforms of T and K, without requiring the evaluation of a complex integral. The dose

distribution can then be obtained simply from the inverse Fourier transform of Eq. 1.11.

To solve this equation, we are implicitly assuming that the energy deposition kernel does

not depend on the position. However, real patients have inhomogeneities of widely varying

density (e.g., bone, lung).[121] Therefore, the dose deposition kernel depends on the local tis-

sue. For MV energies, Compton scattering is the dominant interaction. Compton scattering

interactions occur with free electrons:

(
σ

ρ

)
Compton

∝ NAZ

A e
σ (1.12)
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where σ is the Compton interaction cross-section for a whole atom of a given element, ρ is

the physical density of the element, NA is Avogadro’s number, Z the atomic number, A the

mass number, and eσ the Compton interaction probability with a single electron[89]. In eq.

1.12, NAZ/A represents the number of electrons per unit mass. The material composition,

determined by Z, does not appear in eq. 1.12 elsewhere than the electron density; therefore

the exact material compositon is unimportant and only the electron density matters. Since

the spatial HU information in a CT scan provides this electron density, inhomogeneities can

be modeled by simply scaling energy deposition kernels according to electron density[121].

Theoretical issues with convolution-superposition computation of kV x-ray dose

Adapting a convolution-superposition TPS for kV x-rays theoretically only requires that

the terma and energy deposition kernels be calculated for keV energies. The terma can be

calculated in exactly the same way as for MV x-rays. This leaves only the problem of the

energy deposition kernels.

In some ways, computing energy deposition kernels should be easier in the keV en-

ergy range. First, electrons created by a 150 keV mono-energetic photon—a conserva-

tive high bound for diagnostic kV beams—have a maximum range of 50 µm[89], using the

continuously-slowing-down approximation. Even in low-density lung, these electrons have

a range of ∼0.2 mm. Since these electrons are absorbed locally for all practical purposes,

there is no need to model contamination or scattered electrons. Second, fluorescence pho-

tons created when a K-shell electron is ejected from the atoms found in the human body

(Z<30) by photo-electric effect have very low energy (≤ 10 keV) and can be also considered

to be locally-absorbed. Third, there is practically no bremsstrahlung radiation production,

so no photons escape the energy-deposition kernel computation. Finally, the photons are

well below the threshold energy required for pair production (1.022 MeV), so there is no

need to account for positron-electron annihilation photons[89]. Despite these advantages,

there are two very important limitations of convolution-superposition algorithms that limit
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their adaptation to kV applications.

The first limitation is the relative importance of scattered dose in kV beams. As we

showed earlier, convolution-superposition algorithms handle heterogeneities by calculating

effective radiological depths. These radiological depths in turn only depend on the average

density between the origin of the photon and the dose computation point, and not the density

distribution. This is a valid approximation for the primary and secondary kernels, but not

for photons which undergo more than 1 scattering event[121]. At MV energies, photons lose

an average of ≥ 60% of their energy per interaction (Fig. 1.9), and most of the scatter

is forward-directed. Therefore, the error introduced by inaccurate treatment of multiple-

scatter photons is negligible[121]. However, the reverse is true at kV energies: the photons

on the higher end of the kV spectrum (∼100-150 kVp) only lose an average of 20% of their

energy per interaction (Fig. 1.9), and the scatter is nearly isotropic[11, 121]. Photons thus

survive many scattering events and diffuse widely through the medium. For instance, in our

percent-depth-dose (Chapters 2 and 3) or CBCT (Chapter 4) dose computations, multiple-

scattered photons deposited ∼10-50% of the total dose, depending on the depth. Because

of the relatively isotropic distribution of the scattered photons at kV energies, convolution-

superposition algorithms adapted for kV dose computations will not be able to accurately

model the portion of the dose deposited outside the nominal width of the beam.

The second limitation is the increased contribution of photoelectric effect in bone. In MV

beams, Compton interactions dominate even in high-Z materials[89]. Since the interaction

probability of Compton interactions only depends on electron density, the density-scaling

of energy-deposition kernels is a valid approximation[121]. In contrast, the photoelectric

effect interaction probability increases at low energies and high Z. It is thus important at kV

energies in calcium-rich bone. This causes the attenuation through bone to be two to four

times higher than could be expected from density-scaled dose-deposition kernels alone[4, 50].

Convolution-superposition computation of kV dose in, around or through bone will thus be
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Figure 1.9: Proportion of surviving photons in kV energy range in water. The µen/µ rep-
resents the average fraction of energy lost per interaction as a function of energy. At low
energies, the photoelectric effect causes µen/µ ≈ 1. At high energies, Compton and pair-pro-
duction interactions transfer more energy to charged particles per interaction. In the 40–150
keV range, µen/µ ≈ 15–25% and photons can survive many scattering events. The values of
µen and µ were obtained from the NIST.[17]

subject to systematic errors. These errors are impossible to correct without changing the

nature of the algorithm—and therefore negating the main advantage of adapted TPS, their

relative clinical feasibility.

Convolution-superposition algorithms adapted for kV x-ray dose

Despite these difficulties, Alaei et al. have developed a method to commission a kV beam

in the commercial TPS Pinnacle3. The first requirement was the generation of kV energy

deposition kernels. This was achieved for the 20–110 keV range using the EGS4 Monte

Carlo package[95] in Alaei et al., 1999[4]. The kernels were subsequently incorporated in

Pinnacle3 and used to compute doses in homogeneous[4] and heterogeneous (i.e., including

lung-equivalent material) reference geometries[5]. Estimation of dose in an anthropomorphic
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phantom followed in Alaei et al., (2001), but this was not experimentally validated[6].

While the initial work by Alaei et al. was meant to model long intra-operative fluoroscopy

or brachytherapy procedures, the focus of their work changed in Alaei et al., 2010 due to

the advent of kV CBCT in IGRT[3]. In this study, Alaei et al. modeled a Varian R© OBI R©

in Pinnacle3. The bowtie filter was modeled as an added physical wedge in the Pinnacle3

software. Commissioning a beam in a TPS requires the modeling of a plethora of variables

describing the source: the beam spectrum, electron contamination parameters, the effective

source size, and the filter shape. These were varied by Alaei et al. by trial-and-error until a

best fit with measured depth-dose curves was obtained.

Alaei et al. validate their approach using TLDs measurements in a RANDO R© anthropo-

morphic phantom. The study shows good accuracy (≤ 4%) in water between measured and

calculated percent depth-dose and lateral profiles in the main path of the beam. Outside the

main path of the beam, where a greater portion of the dose is deposited by multiple-scattered

photons, local dose disagreement reaches up to ∼20% of local dose. This high percentage

dose disagreement is applied to a lower overall dose, so it would not lead to large absolute

dose errors. In the anthropomorphic RANDO R© phantom tissue and lung-equivalent materi-

als, the agreement ranged from -19–14%. Moreover, the agreement near or inside bones left

much to be desired, as it was systematically 12–29% higher than measurements. This was

after a post-hoc attempt to correct for different mass-energy attenuation factors using the

method outlined in the AAPM’s Task Group 61 protocols on kV dosimetry[111]. This bone

disagreement is expected because the high-Z component in bone (i.e., calcium and phos-

phor) causes a relatively high proportion of photoelectric interactions that are not modeled

by density-scaled convolution algorithms. The problem posed by bones was also reported

in the more comprehensive study on commissioning an Elekta XVI kV imaging beam in

Pinnacle3 in Alaei et al., (2012)[7]. In this later study, there was no attempt to compare

TLD doses to Pinnacle3 calculations near bone interfaces.
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Proposed bone correction algorithm

Ding et al., 2008 developed a method to improve the accuracy of Alaei et al.’s convolution

computations in, near, and through bones[50]. In this method, the 3D dose distribution is

first obtained by conventional convolution-superposition algorithms and then processed to

improve the accuracy near bony structures. The 3-D dose distribution is multiplied by

a series of coefficients whose values depend on the position of the voxel with respect to

the bone interface—upstream, inside, and downstream of the bone, respectively. As the

beam approaches the bone, there is a dearth in backscattered photons due to photons being

absorbed via photoelectric effect in the bone. The coefficient is therefore slightly lower than

unity and decreases as it approaches the bone interface. Inside the bone, the greater mass-

attenuation coefficients in bone compared to tissue brings the coefficient to a value of 2–6.

Downstream of the bone, the beam has been highly attenuated in the bone. The coefficient

is therefore significantly lower than unity, depending on the thickness of the bone.

The values of the coefficients are determined by comparing TPS and Monte Carlo calcu-

lations inside a reference geometry. The method was tested by comparing dose profiles in a

patient head CT computed using Monte Carlo and the proposed correction algorithm; while

the algorithm improved the accuracy of the TPS computations tremendously, the correction

algorithm still underestimated the dose by a factor of up to 26% in the distal bone interface.

The problem with this approach was that the patient geometry dependence of the correction

coefficients had not been investigated, as only a single case was used for validation. This was

further investigated by Pawlowski et al., (2011), where an effective bone-depth was calcu-

lated at regular angle intervals and used to obtain patient and beam-specific multiplication

factors[133]. Using these factors, the dose distributions inside 10 different patient cases was

computed with a mean accuracy of 2.6 ± 13.5% compared to Monte Carlo computations.

If the method proposed by Ding[46, 47, 45, 49] and improved by Pawlowski[133] can be

adapted to work within a commercial TPS, it will solve the issues involved in computing
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the kV CBCT dose using an adapted TPS. These correction factors currently have to be

calculated empirically on a case-by-base basis using lengthy Monte Carlo computations—

Pawlowski reports a length of four to five days per patient. The main advantage of using

commercial TPS to compute the patient and beam-specific patient dose deposited by kV

CBCT imaging procedure is its clinical feasibility—that is, it requires no additional soft-

ware, equipment or knowledge to operate and includes the imaging dose. While it is promis-

ing, the proposed bone-correction technique does not currently hold many advantages over

conventional Monte Carlo simulations.

1.2.4 Conclusions

In this section, we described current and proposed dose measurement and estimation

techniques for kV CBCT imaging procedures. The current standard estimation technique,

the CTDI, is highly problematic. Many of the theoretical assumptions required for CTDI

to represent the average patient dose are not true in kV CBCT beams. While the CTDI

is useful for comparing machine output from one imaging protocol to the next, it does

not provide a patient-specific spatially absorbed dose, and the conversion to effective dose

depends on “one-size-fits-all” factors published by the ICRP.[78, 79, 81] Other experimental

techniques are better since they offer insight on patient-specific skin dose or anthropomorphic

phantom internal dose. Unfortunately, they do not provide the patient-specific internal dose

distribution.

Theoretical dose estimation methods should, in principle, bridge this gap and provide

full 3-D spatial distributions of the absorbed dose inside the patient. However, the methods

currently proposed still have issues which limit their clinical feasibility. Adapting commercial

TPS offers the most clinical feasibility by making use of software already available in every

medical physics clinic. Unfortunately, the convolution-superposition algorithms they use

cannot accurately model the attenuation through bone, and therefore are liable to systematic
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errors near or through bony structures. Monte Carlo simulation techniques provide the best

estimate we have of the “real” dose, but are time-consuming and require highly specialized

techniques.

There is therefore room for the development of an alternative method more accurate than

adapted commercial TPS, yet easier to implement clinically than conventional Monte Carlo

simulations. In the following section, we describe the kV dose computation method that is

proposed as an alternative by this thesis.

1.3 kVDoseCalc

1.3.1 kVDoseCalc overview

Introduction

There are three main categories of dose computation sofware: correction-based, model-

based, and Monte-Carlo.[121]

Correction-based software, which are also known as empirically-based, use extensive mea-

surements of dose depth-dose, inline and crossline profiles in homogeneous materials to es-

timate the dose in a volume. Patient-specific inhomogeneities and variations across the pa-

tient’s contour are handled by corrections like the effective radiological pathlength method

or the Batho Power law method. Correction-based methods can be used either for kV or

MV treatment planning; one such example for kV beams is recent work by Marco-Rius et

al. to calculate the dose delivered in small animals[114]. Correction-based algorithms can

be very accurate calculating dose to simple geometries, but are unable to model the com-

plicated scatter conditions caused by contours and inhomogeneities, so are unsuitable for

patient-specific dose calculations.[121]

In contrast, model-based software describe either Monte Carlo or commercial treatment-

planning algorithms, such as Pinnacle3 or Varian’s analytic anisotropic algorithm (AAA)

that we previously described in section 1.2.3. The commercial algorithms rely on dose mea-
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surements taken at commissioning to obtain beam-specific variables. They are more accurate

than correction-based approaches, but not as much as complete Monte Carlo approaches.

Finally, Monte Carlo algorithms model the photon flux and dose distribution from first prin-

ciples by using a stochastic approach. They offer the best accuracy if sufficient statistics are

obtained, but this can be quite a lengthy process.

In this thesis, the method we use is a kV dose computation software originally developed

in-house by Alexei Kouznetsov and Mauro Tambasco—kVDoseCalc[103]. kVDoseCalc uses

both deterministic and stochastic algorithms to calculate the photon flux and dose at a series

of points of interest (POIs). It is therefore a hybrid of both Monte Carlo and deterministic

calculations. In this section, we provide an overview of kVDoseCalc and the work done

by collaborators before the beginning of this thesis. We then present the steps which were

required to characterize a kV CBCT beam and the different steps we took to achieve this

objective.

Summary

kVDoseCalc contains a graphical user interface (GUI) that makes it relatively easy to

use. These are the main steps required to calculate the dose:

(1) A CT image in DICOM (Digital Imaging and Communications in Medicine) format

describes the volume of interest.

(2) The x-ray source is described as a spatial distribution of photons with a certain

energy, origin, and direction.

(3) The user defines the materials of interest in the volume (e.g., tissue, bone, lung).

These are used to weight the microscopic atomic interaction cross-sections for photoelectric,

coherent and incoherent scattering from the ENDF/B-VI microscopic atomic interaction

cross-section library[129]. Thus, the material-specific interaction cross-sections are calculated

for every possible energy (1–150 keV). The choice of the ENDF/B-VI cross-sections was made
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by the original designers of the kVDoseCalc algorithm.[103] However, in principle other cross-

section libraries could be used.

(4) The CT image contains HU information (electron density), but the software requires

material physical densities. Therefore, the user specifies ranges of HU in the CT image

that correspond to known physical densities (g/cm3). Ranges of physical densities are set

to correspond to a specific material. The entire DICOM image is segmented into various

materials and physical densities.

(5) The primary and scattered differential angular flux densities are calculated at the

POI using deterministic and stochastic algorithms (see section 1.3.1) to solve the linear

Boltzmann transport equation (LBTE).

(6) The primary and scattered dose is calculated at the POI using the material-specific

cross section from (3) integrated over the spectrum of the differential energy flux and the

energy transfered to the medium by the relevant particle-matter interactions.

Description of the Source

To estimate the dose at the POI, kVDoseCalc requires that the kV x-ray source be

described by a source term. This source term, q(~r, E, Ω̂), represents the fraction of photons

with an energy E, coming from the position ~r, and with an orientation Ω̂. From a computing

perspective, the source is entirely arbitrary; in practice, the user is constrained through the

GUI to a relatively simple description of the kV source.

At the start of this project, the source model was limited to a conical source with a single

spectrum (see Fig. 1.10). Some conical kV x-ray sources exist, such as in superficial or

orthovoltage therapy. Since CBCT fields are square, kVDoseCalc required extensive changes

to the source description GUI and the source model. A full description of the medical physics

and mathematical formalism of the final source model is available in Chapter 3. Figure 1.11
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Figure 1.10: Early conical source description (a) and model (b) in kVDoseCalc. The spec-
trum is defined in the column to the left. The user can specify a radial fluence variation
using the right column.
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Figure 1.11: Final square source description in kVDoseCalc. The user specifies details of
the scan parameters such as the isocentre position, jaw settings, and arc size (a). Then, the
user defines spectral variations along the transverse axis (b) as well as a 2-D planar fluence
array (c). These values are used to create the histories in kVDoseCalc’s biased Monte Carlo
transport algorithm.
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shows how the user defines the spatial and spectral variations of the beam.

The spatial and spectral variations of the fluence are used to solve the LBTE and generate

the histories of the particles in the calculation of the differential angular flux density (see

section 1.3.1).

Material segmentation

CT images are used in radiation therapy planning because they provide volumetric elec-

tron density information through HU. With an appropriate HU-to-electron density curve,

the HU provides enough information for accurate MV x-ray dose calculation because the

Compton effect dominates. In kV beams, the increased importance of the photoelectric ef-

fect in high-Z materials requires the segmentation of the CT image into different material

compositions. In kVDoseCalc, this is a three-step process.

First, the user defines the materials of interest in the volume. For each material, the user

specifies the number density of every element in units of 1024 atoms/cm3 (Fig. 1.12a). The

number density ni of the i-th element of a material is defined by the expression

ni =
P i

Air
ρNA, (1.13)

where ρ is the physical density (g/cm3) of the material, NA is Avogadro’s number, P i is the

fraction of the material mass due to the i-th element, and Air is the relative atomic mass

of the i-th element. Second, a HU-to-density table converts HU ranges to physical density

ranges (Fig. 1.12b). Finally, a table assigns materials to physical density ranges (Fig. 1.12c).

In the case of artificial phantoms, these physical densities are known for all of the ma-

terials. However, estimating the density of tissues inside a patient is much more difficult.

Ultimately, there is no alternative to relying on published data such as the ICRU publication

46[82], a limitation that is shared by algorithms which require more than the CT-provided

electron density. These atomic number densities are used to calculate the material and
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energy-specific interaction coefficients required to solve the LTBE[103, 129].

1.3.2 Photon flux transport

The photon differential angular flux density is evaluated at the POI in three separate

components: primary/unscattered, first-collision, and multiple-collision. The primary com-

ponent is calculated deterministically, while both scattered components are calculated using

a biased Monte Carlo stochastic algorithm. Unlike conventional Monte Carlo simulations

where trajectories are chosen in a truly random manner, biased Monte Carlo algorithms are

design to sample trajectories which will are more likely to deposit dose at the POI over those

which are less likely.

Primary component

The primary component represents photons that have never interacted with the medium.

Since primary photons cease to exist at their first interaction, it is relatively easy to apture

their first interaction in the medium. The differential angular flux density is attenuated

through the beam divergence expressed by the inverse-square law, and by linear attenuation

through the material.

First-collision component

The first-collision component represents photons interacting at the POI that have only

interacted once within the medium. In principle, the first-collision component differential

angular flux density at the POI can be evaluated relatively simply: it will be equal to the

primary differential angular flux density at the first interaction point (calculated as per

the primary component), times the coherent and incoherent scattering cross-section for the

specific scattering angle needed to reach the POI (second point of interaction), attenuated

exponentially through the material between the scattering point and the POI. However,

obtaining an analytical equation for the scattered flux at the POI requires integrating over
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Figure 1.12: Process of material segmentation in kVDoseCalc. First, material atomic densi-
ties are defined (a). Then, a HU-to-physical density conversion table is applied (b). This con-
version table is currently arbitrarily defined by the user, further investigation is required to
find the optimal values for patient computations. Finally, materials are assigned to ranges of
physical densities (c). These materials correspond to the atomic densities from (a) which con-
tain all of the interaction cross-section information needed for radiation transport throughout
the volume of interest.
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the entire volume, for all energies and scattering angles.

Instead, kVDoseCalc evaluates the first-collision differential angular flux density at the

POI by Monte Carlo simulation. Instead of calculating the entire radiation transport through

the medium, scattering points are generated around the POI and the transport equation is

solved for individual scattering histories. To reduce the calculation times, kVDoseCalc uses

importance sampling, a common Monte Carlo technique[124]. Since photons that scatter

far away from the POI are more likely to interact before reaching the POI, sampling the

whole volume equally would lead to excessive computational resources being spent generating

histories from scattering events which account for a relatively small portion of the incident

flux. Instead, the importance sampling function decreases exponentially with distance from

the POI (taking material composition into account), giving a greater weight to photons that

scatter close to the POI and vice-versa.

Multiple-collision component

Obtaining a transport equation for the first-collision component of the differential angular

flux density was relatively simple, since it depends on the easily-calculated primary compo-

nent. However, with each successive scattering event, modeling the transport becomes more

complex. In kVDoseCalc, this is avoided by generating a population of representative origin

points for the multiple-collision component of the flux at the POI. This scattering point pop-

ulation is generated by following the histories of individual photons through Monte Carlo

simulations for each investigated geometry and source combination. Since a photon scatter-

ing in any of these points could reach the POI, all of the scattering points act as a source

of the multiple-collision component of the flux. Unlike the first-collision component of the

flux, where scattering points are generated around the POI for every new POI, the same

scattering points are used to calculate the multiple-scattered flux for any POI, regardless of

the position. Hence, the scattering points population is calculated only once for a charac-

terized x-ray source/CT image combination and saved in a separate file. Since the majority
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of the transport calculations are done in advance, this approach calculates the multiple-

collision differential angular flux density much more rapidly than conventional Monte Carlo

simulations.

Kerma calculation

We have shown how kVDoseCalc calculates the incident photon flux at the POI, but

the quantity we are really interested in is the dose rate at the POI. As we explained earlier

in section 1.2.2, electrons are absorbed locally for kV energy beams so we have charged

particle equilibrium (CPE) at every point in the medium. Furthermore, x-ray producing

bremsstrahlung interactions are negligible (≤ 0.1%) at this energy-range, even in the rela-

tively high-Z bone[11]. Therefore, the dose D(E) deposited by photons of energy E is equal

to the kerma K(E), as per the following expression

D(E)
CPE
= K(E) = Φ(E)

µen(E)

ρ
E, (1.14)

where µen/ρ represents the mass-energy absorption coefficient (i.e., the fractional energy lost

by interactions in the medium) and Φ(E) represents the flux at the POI. Like previously

mentioned, kVDoseCalc models three types of interactions: photoelectric, coherent, and

incoherent scattering. All of the energy is absorbed during a photoelectric interaction, so

µen = µ.

Compton scattering interactions are more complicated, since the energy lost in the col-

lision depends on the scattering angle. In kVDoseCalc, the Klein-Nishina (Compton) cross

sections are calculated in every material. They are integrated over every possible scattering

angle to count the contribution of every possible amount of energy imparted to the medium.

Doing this yields a flux-to-kerma rate coefficient factor that can be used to convert direction

from the flux (which is known) to the dose (which is the quantity of interest). These are

calculated in every material and for every photon energy.
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Monte Carlo validation

Kouznetsov and Tambasco validated the software computationally against the industry-

standard Monte Carlo code packages EGSnrc[95] and MCNP[187] in a heterogeneous block

phantom[103]. The kV x-ray beam was described as having a constant fluence over a diameter

of 10 cm, placed 100 cm from the surface of the phantom. The quality was a 125 kVp Varian R©

OBI R© obtained from Ding et al. by Monte Carlo simulations[46]. The dose was computed

inside a heterogeneous phantom comprised of tissue, lung, and cortical bone as defined by

the ICRU-46 publication[82]. Since the same beam and geometry were defined for all three

computation methods, the only source of disagreement was the dose calculation method

itself. However, all three computation techniques agree within 1.5% in all points. This

result shows that the software is able to accurately model the physics of kV x-ray transport

in a highly attenuating heterogeneous geometry.

However, this was achieved for a very simple beam geometry. In reality, the accuracy

of the dose calculation will only be as accurate as the description of the volume and the

kV x-ray source. Thus, the objective of this thesis is the development of a virtual point

source model and empirical source characterization method to accurately compute the dose

deposited by kV CBCT procedures in a clinically feasible manner.

1.3.3 Thesis overview

The aim of this thesis is to provide a clinically feasible characterization and source model

to compute the absorbed dose deposited by kV x-rays. More specifically, I model and validate

the method for kV CBCT imaging procedures as they represent a potentially important

source of unaccounted dose in radiation therapy. However, the method described in this

thesis is not limited to CBCT imaging and has been applied successfully in other applications

such as conventional CT scanners, and for square beams in superficial and orthovoltage
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therapeutic x-ray units.

At the beginning of this project, our only resource was the previously described kV-

DoseCalc: a kV x-ray dose computation software previously validated with well-established

Monte Carlo simulation techniques MCNP and EGSnrc[103]. However, at this time it was

only possible to define a beam in kVDoseCalc with a single spectrum defining the whole

beam, and a circular shape where photon intensity depended solely on the radius. Unfortu-

nately, these properties did not describe many clinical beams with the possible exception of

superficial or orthovoltage therapeutic x-ray units. Therefore, an overhaul of the software

and the way in which it modeled a kV x-ray beam was required.

Approach philosophy

In order to achieve the purpose of this thesis, the first and foremost task was to devise

a method by which to describe and characterize a clinical kV x-ray source. There are two

main ways in which this problem could be approached: First, the source could be modeled

from first principles using Monte Carlo simulation techniques, such as was done by Ding

et al.[46, 45]. Alternatively, one could use experimental measurements to characterize the

beam, such as done by Alaei et al. when commissioning an Elekta kV XVI unit using the

commercial TPS Pinnacle3[4, 5, 7]. The common element to both of these kV x-ray source

characterizations is that the chosen source model and characterization method plays to the

strength of the dose computation method (kVDoseCalc).

Likewise, I decided early in the project that the characterization method and source

model we would choose would play on the strengths of kVDoseCalc. While the model is

not exclusive to kVDoseCalc and could theoretically be applied to other dose computation

methods, it was developed with the limitations and advantages of kVDoseCalc in mind. The

main advantage of the model is that it is defined entirely by empirical values and does not

require any proprietary knowledge from the manufacturer. Therefore, it does not depend on
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Monte Carlo simulation techniques. To show that this model did not require complex Monte

Carlo modeling techniques, I decided to never require Monte Carlo techniques at any step

of the source characterization and modeling process.

The philosophy of this thesis is that a medical physicist should be able to characterize

and model a kV x-ray source using a minimum number of empirical measurements obtained

with routine clinical equipment without specialized equipment or computational techniques.

Spectrum characterization

The first step of this project was to develop a method to characterize a kV x-ray beam

spectrum. We developed a simplified spectrum characterization method requiring only

the nominal kVp and measured HVL. We generate spectra using a third-party freeware

(Spektr[153]) and vary the inherent aluminum filtration in an iterative process until the cal-

culated HVL of the beam matches the measured HVL. Chapter 2 outlines this method, and

shows how it was validated by a sensitivity analysis and ionization chamber measurements.

The work described in this chapter has been published in the peer reviewed journal, Medical

Physics, under the title A simplified approach to characterizing a kilovoltage source spectrum

for accurate dose computation[138].

Fluence characterization

The second step of the project was to build on the spectral characterization and cre-

ate a complete model of the kV x-ray beam. This included modeling spatial variations of

the spectrum and fluence. Chapter 3 describes in detail the full virtual point source model

and characterization method proposed in this thesis. It lays down the complete intellectual

groundwork of our approach. We use the method to characterize imaging beams includ-

ing bowtie filters. To validate the approach, we compare the computed dose to ionization

chamber measurements in homogeneous and heterogeneous block phantoms. The work pre-
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sented in this chapter has been published in the peer reviewed journal Medical Physics, under

the title Experimental validation of a kilovoltage x-ray source model for computing imaging

dose[137].

Validation and proof of concept for CBCT imaging

Finally, the last step was to use the previously validated method to characterize complete

CBCT imaging procedures. In chapter 4, we provide a proof of principle by comparing

computations to measurements in a CTDI-like homogeneous cylindrical phantom and—more

importantly—in a patient-simulating anthropomorphic phantom. The work in this chapter

represents a full proof of concept—we show that it is possible to load a CT of a patient and

compute the dose deposited by a kV CBCT within reasonable accuracy. We also outline the

issues which will need to be resolved before the method can be applied clinically. This work

manuscript will be submitted in early 2014 in the peer reviewed journal Medical Physics. It

will be titled Experimental validation of a kilovoltage CBCT dose computation method.

Applications, conclusions and future work

The characterization method and virtual point source method that are the subject of

this thesis were designed and validated to calculate the kV CBCT dose. However, it can

be used to describe any kV x-ray source and has wide applicability in kV dosimetry. In

collaboration with others, the method outlined in this thesis was successfully used to describe

a kV orthovoltage unit and a conventional CT scanner. Chapter 5 briefly discusses these

results, and presents overall conclusions and future work.
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Chapter 2

Spectrum Characterization

2.1 General Introduction

The work presented in this chapter represents the initial steps in creating a viable and

clinically feasible virtual point source model for kVDoseCalc by focusing first on a simple

way to characterize the kV beam spectrum. We propose a method in which the HVL and

kVp are used in conjunction with third-party freeware in order to derive the full spectral

information of the beam. An analysis on the sensitivity of dose computations with regards to

HVL and kVp reveals that they represent sufficient characterization of the beam for accurate

dose computation within experimental uncertainty. We use this method to characterize the

spectrum of three kV imaging energies in our centre and validate our characterization by

comparing dose computations to percent depth-dose profiles and transverse axis profiles in

a homogeneous and heterogeneous phantom.

The remainder of this chapter has been published in Medical Physics, a peer reviewed

journal[138]. I was the first author of this work, and the contributing authors were Dr.

Alexei Kouznetsov and Dr. Mauro Tambasco. Dr. Mauro Tambasco suggested the spec-

trum characterization method and the sensitivity analysis. I designed and performed the

sensitivity analysis and the experimental measurements, and proposed the earliest version

of the new virtual point source model allowing for square fields. With assistance from Dr.

Alexei Kouznetsov, I designed a new GUI in kVDoseCalc allowing the isocentre plane fluence

to be input by the user, which Dr. Alexei Kouznetsov then implemented. I wrote the first

draft of the manuscript, and all authors helped review and revise the manuscript before its

ultimate publication.
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In the process of writing the manuscript of the following chapter, I noticed a minor error

affecting the reported accuracy of the dose computation within the bone-equivalent material.

I investigated the source of the error and the corrections were published as an erratum in

Medical Physics [139]. This erratum is presented in section 2.3 after the main text.
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2.2 A Simplified Approach to Characterizing a Kilovoltage Source

Spectrum for Accurate Dose Computation

Y Poirier1, A Kouznetsov1, and M Tambasco2

1 Department of Physics and Astronomy, University of Calgary, Calgary, Alberta T2N

4N2, Canada

2 Department of Physics and Astronomy and Department of Oncology, University of

Calgary and Tom Baker Cancer Centre, Calgary, Alberta T2N 4N2, Canada

2.2.1 Abstract

Purpose: To investigate and validate the clinical feasibility of using half-value layer

(HVL) and peak tube potential (kVp) for characterizing a kilovoltage (kV) source spectrum

for the purpose of computing kV x-ray dose accrued from imaging procedures. To use this

approach to characterize a Varian R© On-Board Imager R© (OBI) source and perform experi-

mental validation of a novel in-house hybrid dose computation algorithm for kV x-rays.

Method and Materials: We characterized the spectrum of an imaging kV x-ray source

using the HVL and the kVp as the sole beam quality identifiers using third-party freeware

Spektr to generate the spectra. We studied the sensitivity of our dose computation algorithm

to uncertainties in the beams HVL and kVp by systematically varying these spectral param-

eters. To validate our approach experimentally, we characterized the spectrum of a Varian R©

OBI system by measuring the HVL using a Farmer-type Capintec ion chamber (0.06 cc) in

air, and compared dose calculations using our computationally validated in-house kV dose

calculation code to measured percent depth-dose and transverse dose profiles for 80 kVp, 100

kVp, and 125 kVp open beams in a homogeneous phantom and a heterogeneous phantom

comprising tissue, lung, and bone equivalent materials.
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Results: The sensitivity analysis on dose computation accuracy to changes in beam qual-

ity parameters (i.e., HVL, kVp, and field size) shows that typical measurement uncertainties

in the HVL and kVp (±0.2 mm Al and ±2 kVp, respectively) lead to dose computation

errors of less than 2%. Furthermore, for an open beam with no added filtration, HVL varia-

tions affect dose computation accuracy by less than 1% for a 125 kVp beam when field size

is varied from 5 × 5 cm2 to 40 × 40 cm2. The central axis depth dose calculations and ex-

perimental measurements for the 80 kVp, 100 kVp, and 125 kVp energies agreed within 2%

for the homogeneous and heterogeneous block phantoms, and agreement for the transverse

dose profiles was within 6%.

Conclusions: The HVL and kVp are sufficient for characterizing a kV x-ray source

spectrum for accurate dose computation. As these parameters can be easily and accurately

measured, they provide for a clinically feasible approach to characterizing a kV energy spec-

trum to be used for patient specific x-ray dose computations. Furthermore, these results

provide experimental validation of our novel hybrid dose computation algorithm.

2.2.2 Introduction

Kilovoltage (kV) image-guided radiotherapy (IGRT) techniques such as cone-beam com-

puted tomography (CBCT), fluoroscopy, and radiography are commonly used for radiation

treatment volume localization[21]. These IGRT procedures offer many advantages such as

allowing patient repositioning to account for set-up errors and inter-fractional shifts of the

target volume[176]. Furthermore, the volumetric information from daily CBCT allows for

adaptive treatment re-planning during treatment following changes in patient anatomy such

as tumor shrinkage[163].

Although IGRT techniques are valuable in radiation therapy, these procedures introduce

additional absorbed radiation dose to patients. As kV imaging x-rays have relatively low

energies, the maximum dose is absorbed at the skin surface and in higher atomic number
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(Z) materials such as bone. When added to megavoltage treatment dose and its associated

scatter and leakage, the imaging dose could push the dose received by organs at risk (OAR)

beyond their tolerances leading to a greater risk of inducing normal tissue complications.

The added imaging dose may also lead to an increased risk of stochastic effects such as

a secondary cancer[20, 105]. Despite the potential risk from the added dose from IGRT

procedures, to the authors’ knowledge there are currently no commercially available tools

for routine clinical patient-specific calculations of absorbed imaging dose. Ding et al.[44]

reported that daily CBCT for a simulated prostate treatment leads to total OAR doses of

76.7 cGy to the rectum and 141.3 cGy to the femoral heads. In vivo thermoluminescent

dosimeter measurements by Wen et al.[182] showed that the total dose to the pelvic area

can range from 130 cGy to 400 cGy for peripheral tissues and hip joints, respectively. Palm

et al.[131] found that the average absorbed dose arising from CBCT procedures using the

Varian R© On-Board Imager (OBI R©) (Varian Medical Systems, Inc, Palo Alto, California,

USA) systems ranges from 3 to 35 mGy per fraction, depending on the site imaged and

the CBCT acquisition settings. Hence, there is a need for a clinically feasible method for

accurately computing dose deposited by in-room kV image-guided systems. Such a tool

could be used to modify an imaging procedure/frequency and/or a radiation treatment plan

to avoid exceeding OAR dose tolerances as well as keep track of the dose during the course

of adaptive radiotherapy. Since radiation therapy patients are imaged using a CT simulator

for the purpose of treatment simulation and planning, a CT image of the patient is already

available to the physicist for this purpose.

Kouznetsov and Tambasco recently developed a novel approach to rapidly and accurately

compute radiation dose at a point or series of points of interest (POI)[103]. This in-house

method uses a hybrid computation algorithm combining deterministic and stochastic calcu-

lations for the primary and scattered components of the beam; respectively. The method

was validated computationally by comparing it with the industry standard Monte Carlo N-
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Particle Transport Code (MCNP) and EGSnrc using an idealized circular beam projection

of a single spectral source[103].

In this study, the method is validated experimentally, and it is used to investigate the

clinical feasibility of using the half-value layer (HVL) and the tube potential (measured

in kVp) to characterize the source spectrum in a way that does not rely on specialized

equipment or complex Monte Carlo modeling. The intent is that the beam quality could be

locally determined by a physicist while the beam fluence could either be measured or taken

from Monte Carlo published data.

In a recent study, Spezi et al.[156] modeled an open beam with a single averaged spec-

trum and they modeled a beam with added external filtration with varying spectra on the

transverse axis. While the study by Spezi et al. focused on the spatial distribution of the

photons, projecting the photons from three points (i.e., the target, the filtration cone and

the bowtie filter), they did not investigate a clinically feasible approach for characterizing

the spectrum of a beam, which is the focus of this study

For quality control purposes, it is common clinical practice to measure HVL and kVp

to assess beam quality for kV imaging devices. Unfortunately, the measurement of HVL

and kVp do not uniquely determine a spectrum, nor are they independent parameters as

higher energy beams are more penetrating and thus have higher HVL. The use of published

spectral data (e.g., measured or modeled by Monte Carlo) is generally not practical for

dose calculations as filtration varies greatly from one x-ray tube to another, suggesting that

machine-specific characterization is essential. In this study, we investigate whether HVL

and kVp and their associated measurement uncertainties are sufficient to characterize the

spectrum for the purpose of accurately computing x-ray dose. While these parameters do not

uniquely determine an energy spectrum, they are the standard beam quality specifiers[111,

91]. This approach is tested using our previously validated hybrid kV dose computation

method[103].
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To study the effect of measurement uncertainty in HVL and kVp on computed dose accu-

racy, we performed an analysis of the sensitivity of computed dose distribution on variations

in HVL and kVp. To validate our machine-specific characterization, we compared computed

dose with ion chamber measurements for a Varian R© OBI R©. The comparison was done using

a homogeneous and a heterogeneous block phantom.

We found that dose can be computed accurately by modeling the x-ray source using

a Monte Carlo generated 2-D fluence distribution and characterizing the energy spectrum

using the HVL and the kVp. Hence, future commissioning and clinical implementation of

kV dose computation systems could be simplified by using the source spectrum modeling

approach described in this study.

2.2.3 Materials and Methods

Beam Modeling

To fully model the x-ray beam, the spectral and spatial distribution of the photons must

be known as the energy spectrum from a real x-ray source varies with position due to the

heel effect and inherent or added filtration. The spatial distribution of the photons, or beam

fluence, can be either measured or modeled through Monte Carlo simulation. We modeled

the beam by projecting the fluence of a defined field size at the isocenter from a single

target point. We neglected in-head scattering, geometric source size, and collimator scatter.

In addition, we approximated the beam as having a single spectrum over its entire cross-

section, while the fluence was position-dependent. The total dose rate from a kilovoltage

unit depends on scanning parameters such as tube current, pulse width (mAs), and scan

time. To compute absolute dose for a given kV imaging procedure these parameters would

be needed as input for the specific imaging procedure/protocol that is performed.

To generate the spectra for our investigation, we used the computational tool Spektr

developed by Siewerdsen[153] which is based on the approach by Boone et al.[24] In Boone’s
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approach, the spectra are generated by polynomial interpolation between published direct

spectra measurements of different beam quality. This tool allows the user to generate an

x-ray spectrum based on tube potential and inherent aluminum filter thickness. Hence, a

spectrum corresponding to a specific HVL and kVp can be generated by varying the inherent

filtration until the calculated HVL matches the measured value.

In this study, we have used the Monte Carlo generated fluence distribution for Varian R©

OBI R© kV imaging systems from Ding et al.[46] As such, our approach to characterizing the

x-ray source assumes that the fluence field for a given x-ray tube model (e.g., Varian R© OBI R©)

is not machine-specific, allowing us to use a single characterization of the fluence for all kV

imaging devices of the same model.

Sensitivity of X-ray Dose to HVL and kVp

The HVL and kVp were varied for the 125 kVp reference spectrum and the effect of

these spectral changes on the calculated x-ray dose in the homogeneous and heterogeneous

block phantoms (Fig. 2.1a) was examined. The goal of this experiment was to determine

whether the HVL and kVp are sufficient to characterize an x-ray spectrum for accurate dose

computation given the uncertainties in the measurement of these parameters. The reference

spectrum for a 125 kVp Varian R© OBI R© x-ray source was taken from the EGSnrc/BEAMnrc

Monte Carlo beam modeling performed by Ding et al.[46] According to Ding et al., the HVL

of this spectrum is 4.4 mm Al. We imported this spectrum into Spektr and used the software

to analyze its HVL, and we found it to be 4.337 mm Al, which is very close to the value

reported by Ding et al.[46]

We performed the sensitivity analysis for the 125 kVp beam by varying the HVL from

3.6 to 6.0 mm Al (Fig. 2.2a) in steps of 0.25 mm Al. We included one spectrum of exactly

4.337 mm Al in order to compare with the spectrum we used as a reference. From Fig. 2.2,

we can see that the generated and reference spectra have the same general shape. However,
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a) b)

Figure 2.1: The heterogeneous block phantoms used in (a) the beam quality sensitivity
analysis, and (b) the experimental validation of the source characterization.

69



the Monte Carlo generated reference spectrum fully resolves the characteristic peaks whereas

the spectra generated by Spektr amalgamated these into two wide peaks.

We also investigated the sensitivity of x-ray dose to the x-ray tube’s peak potential

(kVp). While kVp cannot be measured directly from the x-ray beam, there exist a number

of commercial meters that will report a beam’s kVp within 2%[168, 74]. Therefore, we

analyzed multiple spectra with tube potentials ranging from 120-130 kVp, each with a HVL

of exactly 4.337 mm Al, to cover a range of spectra representative of the uncertainty in kVp

one might expect from a diagnostic x-ray unit and kVp measurement device (i.e., 1-2 kVp).

Dose Calculations

The x-ray dose is computed according to the method described by Kouznetsov and

Tambasco[103]. In this method, dose is computed at a point of interest (POI) by calcu-

lating the primary beam component deterministically and the scatter component of the

beam stochastically. More specifically, the scatter component of the beam is separated into

a first collision and a multi-collision contribution, both computed using biased Monte Carlo

techniques incorporating the relevant basic interactions (i.e., photoelectric effect, coherent

scattering, and incoherent Compton scattering).

In general, CT images are used to provide the spatial and Hounsfield Unit (HU) infor-

mation of the volume in which dose is computed. To dissociate errors due to the imaging

process (e.g., noise, imaging artifacts, and reconstruction errors) from errors due to the

characterization process or our dose computation algorithm, we used idealized images of

the homogeneous and heterogeneous block phantoms (Fig. 2.1), i.e., images free of noise,

artifacts, and reconstruction errors, instead of real CT images. The images were constructed

using MATLAB R©, and saved in the DICOM format. The dimensions and materials of the

block phantoms were reproduced and consisted of 512×512×91 voxels ( 23.8 million total),

each of size 0.081×0.081×0.30 cm3.
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a)

b)

Figure 2.2: (a) Spectra of varying HVL and (b) varying kVp that were used in the sensitivity
analysis. Arrows denote the direction of increase in the parameter illustrated.
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In the approach developed by Kouznetsov and Tambasco[103], HU ranges were associated

with physical density ranges, which were attributed to different materials. These materials

were assigned an elemental composition by the user by specifying the elements and their

corresponding nuclear densities. Final interaction macro cross-sections are calculated using

the ENDF/B-VI micro cross-section library[129].

For all dose computations, dose from a single x-ray projection was computed in water

for the homogeneous case and in lung, bone, and tissue for the heterogeneous case (Fig.

2.1a). The x-ray source was positioned along the central axis of the block phantoms 100

cm above their surfaces. The material compositions of the tissues in the heterogeneous

phantom were obtained from ICRU report 46[82]. Tissue-mimicking materials were used for

the experimental validation of our kV source spectrum characterization, and in our in-house

computation software[103]. For the homogeneous block phantom, we used Gammex 457

Certified-Therapy Grade Solid Water R© (Gammex 457 CTG Solid Water R©), Gammex, Inc,

Middleton, Wisconsin, USA. For the heterogeneous block phantom (Fig. 2.1b), we also used

Gammex Tissue Equivalent Materials for lung (Gammex 455) and cortical-bone (Gammex

450). For experimental ease, the dimensions of the materials were changed from the ones

used for the heterogeneous phantom in the sensitivity analysis (cf., Fig. 2.1a and Fig. 2.1b).

The material composition of these structures was obtained from the manufacturer as atomic

mass percentages, and we used these to calculate atomic density (expressed as the number

of nuclei/m3, a necessary parameter for the dose computation algorithm) for all the material

components.

X-ray dose was calculated using our in-house software[103] and four Intel R© CoreTM 7

960 CPU at 3.20 GHz for each POI. An average of 24 seconds was required to compute dose

at a POI. The number of POIs depended on the nature of the computation (percent depth

dose versus profile dose), but it ranged between 40 and 70 for a total maximum time of

approximately 28 minutes.
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Figure 2.3: Effect of the number of photons on the computed dose. The dose is computed in
water for 10 equally spaced points that are separated by 1 cm up to a depth of 10 cm. Both
the maximum difference and the average difference are plotted.

The use of fewer photons speeds up computational time exponentially, but increases sta-

tistical noise for situations in which most of the beam has been attenuated such as at greater

depths or in high-density material (e.g., bone). In this study, we used 1.5 million photons

to calculate dose. Figure 2.3 shows the relative difference between computations performed

using 1.5 million photons and computations using photons ranging from 10 thousand to 1

million photons. Figure 2.3 shows that the computational accuracy in the dose does not vary

greatly (average variation within 1%) for calculations performed using 500 thousand to 1.5

million photons. However, some points vary by more than 2% when less than 500 thousand

photons are used.
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Experimental Validation

We made anterior-posterior x-ray projection measurements using the Varian R© OBI R©

system with an open field and no added filtration. A field size of 10 × 10 cm2 was used

for the homogeneous block phantom measurements. For the heterogeneous phantom field

sizes of 5 × 5 cm2, 10 × 10 cm2, and 20 × 20 cm2 were used for the 125 kVp beam, and

the 10 × 10 cm2 field size was used for the 80 kVp and 100 kVp beams. The technique

settings for the dose measurements were 80, 100 and 125 kVp with a 160 ms pulse length

and a 160 mA tube current. These settings were chosen to maintain a high signal-to-noise

ratio at depths greater than 11 cm while minimizing the risk of overheating the x-ray tube

over the course of many measurements. All doses were taken to be the average of three

measured doses. The standard deviation of the average of these three measurements was

calculated to provide an estimate of the reproducibility of the measured dose; however,

except for HVL measurements where small (0.1%) measurement uncertainties propagated

to form larger HVL uncertainties, the resulting experimental uncertainties were too small to

be visible graphically. As we normalized measured dose to a depth of 2 cm, we did not have

to consider inter-session changes in the source output. Measurement uncertainty could be

as much as 2 mm systematically in the case of a misaligned phantom or positional lasers,

which could change the value of measured dose by up to 1%, which is relatively small due to

the relative flatness of the beam. Similarly, random shifts of up to 1 mm due to movement

of the phantom along on the x-axis could change the value of measured dose by up to 0.5%.

According to Svensson, uncertainties arising from measuring megavoltage (MV) dose with

ion chambers can reach 2.1% due to fluctuations in chamber response, exposure rate, and

local calibration[160]. If these uncertainties are added in quadrature, they would represent

an overall dose measurement uncertainty of 2.4%.
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The HVL of three OBI R© systems at the authors’ institution were evaluated. The mea-

surements were made with a 0.06 cc PR-06C Capintec farmer-style chamber (Capintec Inc.,

Ramsey, NJ, USA). The chamber was calibrated for photons in the kV energy range at

70, 100, 120 and 150 kVp. Since the calibration factor varied by less than 0.3% over the

relatively large range of beam qualities, we simply neglected changes in response between

calibration quality and in-phantom radiation quality. To determine the HVL, we used a

three point semi-logarithmic interpolation technique[73]. With this technique, HVL is in-

terpolated using Eq. 2.1 and measurements of doses D0, D1, and D2 corresponding to an

unfiltered beam, and a beam filtered by aluminum thicknesses of T1 and T2, respectively[73].

These aluminum thicknesses were placed directly on the kV unit.

HV L =
T1ln

(
2D1

D0

)
− T2ln

(
2D2

D0

)
ln
(
2D1

D2

) (2.1)

The thicknesses T1 and T2 were chosen such that the HVL would be greater than T1 and

less than T2. For the characterization of the 80 and 100 kVp beams T1 and T2 were 1.53 ±

0.02 and 3.00 ± 0.03 mm Al, respectively, and for the characterization of the 125 kVp beam,

they were 3.07 ± 0.03 and 6.12 ± 0.06 mm Al, respectively.

To investigate the relationship between beam quality and field size and how they affect

dose accuracy, the half-value layers for the 125 kVp beam were measured for field sizes

ranging from 5 × 5 cm2 to 40 × 40 cm2 defined at a distance of 100 cm from the x-ray

source. Uncertainties were obtained by propagating the uncertainty in the measurement

values in Eq. 2.1 following the method outlined by Hill et al.[73].

Relative dose measurements were taken inside the homogeneous and heterogeneous (Fig.

2.1b) block phantoms using the same 0.06 cc PR-06C Capintec ion chamber used to measure

the HVL. The ion chamber was placed inside a 2 cm thick slab of the relevant material (i.e.,

solid water, lung or bone) via a cavity that was drilled to the specific volume and geometry
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of the chamber. The block phantom was placed on the Varian R© linear accelerator couch with

the gantry rotated at 90 degrees to have the kV source perpendicular to the top surface of

the block phantom. The depth dose measurements were made by exchanging the 2 cm slab

of filled material at each measurement depth with a slab of the same material containing

the ion chamber. The profile measurements were made by shifting the entire structure

laterally via the couch controls and using a ruler and the overhead laser to monitor lateral

displacement. The profile measurements were made using the smaller field (10 × 10 cm2) to

preserve sufficient material for the contribution of dose from possible photon side-scatter.

As the chamber was calibrated for dose in water, we applied conversion factors when

measuring dose to bone or lung-equivalent materials. These conversion factors were the

ratio of mass-energy absorption coefficients for the relevant materials obtained from Ma

and Seuntjens[112]. A publication by The American Association of Physicists in Medicine

(AAPM) Radiation Therapy Committee Task Group 61 (TG-61)[111] advises performing

HVL measurements in narrow-beam geometry to avoid errors due to collimator scatter.

However, this contamination from scatter contributes to the x-ray dose absorbed by a patient;

hence, we investigated the variation of HVL with field size to assess its effect. According to

TG-61, the conversion factor from dose-to-water to dose-to-medium is given by[111]

Cmed
w =

Bmed

Bw

·
[
(µ̄en/)

med
w

]
air
, (2.2)

where (µ̄en/)
med
w is the in-air mass energy-absorption coefficient ratio of the medium to that

of the water averaged over the primary photon spectrum (using HVL as the sole beam quality

identifier), and Bmed/Bw is the ratio of the backscatter factor of the medium to that of the

water. Values for these factors were obtained from Appendix B.3 of TG-61[111]. As there

are no published values for Gammex Solid Water R© Tissue Equivalent Materials for tissue,

lung, and cortical bone materials used in the study, we used the values for normal tissue,

lung, and bone, respectively.
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2.2.4 Results and Discussion

Sensitivity of X-ray Dose to HVL and kVp

As expected, changes in beam quality lead to changes in absorbed dose inside the phan-

toms. This is evident in Figs. (2.4) and (2.5), which show that softer beams with a lower

HVL or kVp (expressed as a variation over the base of the 125 kVp, 4.337 mm Al Monte-

Carlo generated beam) deposit more dose near the surface while harder beams with a higher

HVL or kVp deposit more dose at greater depths. The percent difference between the spec-

trum that had the same HVL and kVp as the baseline spectrum is less than 0.1% for all

points in both the homogeneous and the heterogeneous block phantom; this suggests that

Monte Carlo modeling of the source spectrum is not necessary for accurate dose computation

and the use of Spektr[153] is sufficient.

It is generally known that beam quality depends on kVp, the maximum energy of a

beam, as well as HVL, which is a common descriptor of beam quality. Since interaction

cross-sections in the kV range generally decrease with energy[89], we expect beams with

higher kVp and higher HVL to be more penetrating so that absorbed dose will increase with

increasing depth depths compared to a less penetrating beam (and vice-versa). However, as

HVL and kVp are used to characterize a beam for quality assurance purposes rather than

quantitative dose computation, studies seldom focus on the degree to which these parameters

affect dose computation accuracy. Figures 2.4 and 2.5 show that, beam quality depends on

HVL and kVp.

When the HVL was varied (Fig. 2.4), the greatest percent dose difference between the

generated spectra and the Monte Carlo generated spectrum was observed at the surface for

both the heterogeneous (Fig. 2.4a) and the homogeneous (Fig. 2.4b) phantoms. At greater

depths (more than 2.8 cm for the homogeneous phantom and beyond the bone layer for the

heterogeneous phantoms) the percentage dose difference relative to the baseline spectrum
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a)

b)

Figure 2.4: Computed relative dose differences between the Spektr generated spectra and
the reference Monte Carlo spectrum[46] as a function of depth for varying HVL in (a) the
heterogeneous phantom, and (b) the homogeneous phantom. Curves are labeled according
to their associated variation in HVL.
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a)

b)

Figure 2.5: Computed relative dose differences between the Spektr generated spectra and
the reference Monte Carlo spectrum[46] as a function of depth for varying kVp in (a) the
heterogeneous phantom, and (b) the homogeneous phantom. Curves are labeled according
to their associated variation in kVp.
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becomes fairly constant for each material and HVL variation. When the kVp was varied

(Fig.2.5), the difference within the heterogeneous phantom (Fig. 2.5a) become important

only when the beam crosses the bone-lung and the bone-tissue interfaces where differences

increase to 2 to 2.5%. Within the homogeneous phantom (Fig. 2.5b), the difference varies

by less than 1% even for a 5 kVp variation.

As HVL is varied, the relative percentage dose difference exhibits a fairly constant be-

havior until it reaches a certain depth, and the crossover from negative to positive relative

difference occurs at about the same depth, between 1.6 to 1.7 cm for the heterogeneous (Fig.

2.4a) and 2.9 to 3.4 cm for the homogeneous (Fig. 2.4b) phantoms, respectively. In the kVp

analysis, the crossover occurs between 2.6 to 2.8 cm for the heterogeneous phantom (Fig.

2.5a) and does not occur within the homogeneous phantom (Fig. 2.5b). Beams with differing

kVp are seen to be particularly affected by high-Z materials (Fig. 2.5a), whereas beams that

possess a similar HVL are seen to have similar radiological properties in water-equivalent

material regardless of kVp (Fig. 2.5b).

The various spectra were normalized to the same number of particles. Hence, a higher

HVL leads to a greater proportion of high energy photons. Likewise, a higher kVp (keeping

HVL constant) leads to both more high-energy and low-energy photons, but fewer photons

in the mid-energy range. When the beam is heavily attenuated, such as at greater tissue

depths or after crossing a bone layer, low energy x-rays are preferentially absorbed via the

photoelectric effect thus hardening the beam. As a result, beams with a higher HVL (or kVp

in the heterogeneous phantom) are left with a greater proportion of high-energy photons,

explaining the higher dose at greater depths for these beams.

The fairly constant percent dose difference relative to the baseline spectrum is due to the

interaction coefficient for Compton scattering, which is more dominant at energies greater

than 60 keV and does not depend strongly on energy in the 60 to 125 keV range[89]. Thus, the

behavior of the beam will mostly depend on the surviving number of high-energy photons
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once the low-energy component has been attenuated. There was no strong relationship

between kVp and dose deposition behavior in the homogeneous phantom. This may be

because HVL is the main factor determining the penetration ability of the beam in the

absence of a bone layer to preferentially absorb low-energy photons.

As uncertainties in HVL and kVp can be measured to within 0.1 mm Al and 1 kVp,

respectively, the uncertainty in computed x-ray dose due to these source parameter uncer-

tainties is within 0.5% for variations in both HVL and kVp. While these results are specific

to the phantom and the beam quality used in the sensitivity analysis, they provide a good

estimate of the relative importance of HVL and kVp on dose computation.

Figure 2.6 shows the average dose difference for HVL and kVp variations in the 125

kVp beam over the entire depth of the phantom (15 cm). The percent difference in dose

computation in both phantoms is fairly linear with HVL and kVp variation. In the ho-

mogeneous phantom, the slope is 1.6%/mm Al for HVL variations and 0.1%/kVp for kVp

variations, while in the heterogeneous phantom, the slope is 4.6%/mm Al for HVL variations

and 0.5%/kVp for kVp variations, respectively.

HVL Direct Measurement

While there is some dependence of the HVL of the 125 kVp beam on field size, Fig. 2.7

shows that variations of HVL with field size are about 0.1 mm Al over the entire range of

the fields (5 × 5 cm2 to 40 × 40 cm2). The significance of this result is that it shows that

the characterization of the spectrum by the HVL does not change significantly with the field

size and is within measurement uncertainty. As shown with the sensitivity analysis for beam

quality (Fig. 2.4), small variations in HVL (0.1 to 0.2 mm Al) lead to small changes in dose

computation (0.5 to 1%). Therefore, a single value of HVL is sufficient to calculate dose to

within 1% independent of field size for the case of the 125 kVp beam. In future work, we will

investigate the spatial variation of HVL with and without the addition of external filtration
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a)

b)

Figure 2.6: Computed average percentage dose difference over the entire depth of the
phantom (15 cm) between the Spektr generated spectra and the reference Monte Carlo
spectrum[46] as a function of depth in both phantoms for (a) variations in HVL, and (b)
kVp. Error bars depict standard deviations.
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Figure 2.7: Measured HVL as a function of field size for three 125 kVp OBI R© units. The
HVL is measured at the centre of the beam.

such as half- or full-bowtie filters.

Experimental Validation

For both the homogeneous (Fig. 2.8) and the heterogeneous (Figs. 2.9 and 2.10) phan-

toms, relative dose measurements agreed with computation to within 2 and 4%, respectively,

except for the positive off-axis direction of the dose profiles (Figs. 2.8b and 2.10). All pro-

files except the 125 kVp beam in the homogeneous phantom show dose agreement becoming

progressively worse (up to 6%) along the positive off-axis distance direction. The authors

suspect that the Monte Carlo generated beam fluence used to compute dose may be greater

than the actual fluence of our OBI R© source on the positive edge of the x-axis resulting in the

discrepancies in that region of the field. Nevertheless, a 6% dose difference still represents

reasonable agreement between the computed and measured dose profiles.

To the authors knowledge, there is currently no accepted standard for the accuracy of
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a)

b)

Figure 2.8: Percent depth dose for the homogeneous phantom at (a) the center of the beam
and (b) transverse dose profile at a 2 cm depth. Doses are normalized to the 2 cm depth.
Computed dose (line) is compared to the measured relative dose (circles).
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Figure 2.9: Percent depth dose for the heterogeneous phantom at the center of the 125 kVp
beam. The dose was normalized to a depth of 2 cm. Computed dose (line) is compared to
the measured relative dose (circles).
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a)

b)
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c)

Figure 2.10: Transverse dose profile for the heterogeneous phantom for an (a) 80 kVp beam,
(b) 100 kVp beam, and (c) 125 kVp beam in bone (4 cm depth) and lung (6 cm depth).
The doses are normalized to the center of the beam in bone for all profiles. Computed dose
(line) is compared to the measured relative dose (circles).
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patient-specific IGRT dose calculations. If one is to eventually incorporate IGRT dose in

treatment plans, it is not unreasonable to expect that existing guidelines for the accuracy

of computed treatment planning dose would also be applied to imaging dose. The average

uncertainties in our calculations in the heterogeneous phantom were 0.9 to 1.8%, with a

maximum uncertainty of 6%. These uncertainties are comparable to the uncertainties in

the accuracy of MV treatment planning dose calculations, which have been estimated to be

between 2 to 4.4%[172].

Our in-house hybrid dose computation method was previously validated with MCNP and

EGSnrc[103], and this study provides experimental validation and shows that the source

spectrum can be characterized by HVL and kVp with accurate dose computation. In the

future, further characterization of the beam fluence would be needed to investigate differences

between x-ray tubes of the same model, and to account for spatial variations in the beam

fluence arising from the bowtie filters commonly added to CBCT imaging systems used

in radiotherapy. We are currently investigating the use of GAFCHROMICTM XR-QA2

(International Specialty Products, Wayne NJ), a radiochromic film that is sensitive to low

doses (0.1 to 20 cGy) and low energies (20 to 200 keV), to characterize the spatially-varying

change in HVL and beam fluence using the film characterization procedure described by

Tomic et al.[167] Alternatively, the required set of fluence fields for a given x-ray tube type

and added bowtie filter could be generated using Monte Carlo modeling of the tube, as done

by Ding et al.[46]

In future work we will also perform further experimental validation of our spectral char-

acterization and in-house hybrid dose computation method using an anthropomorphic phan-

tom. In addition, future validation of our approach for CBCT imaging would need to account

for spatial variations in the beam fluence arising from the commonly added bowtie filters,

and validating our approach with different OBI R© units.
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2.2.5 Conclusion

In this study, we have investigated the feasibility of using a simplified method for char-

acterizing the spectrum of an x-ray source as part of a novel approach for modeling a kV

imaging device for machine-specific radiation dose computation. Our investigation of the

sensitivity of dose computation accuracy on beam quality parameters (i.e., HVL, kVp, and

field size) shows that the measurement uncertainty of 0.2 mm Al in HVL results in a dose

uncertainty of less than 1%, making HVL a useful parameter to characterize beam quality

for this purpose. We have also shown that a spectrum generated by interpolation based on

HVL and kVp can be used to calculate dose to within 0.1% of the baseline Monte Carlo

generated spectrum[46]. Hence, HVL and kVp are suitable parameters for characterizing a

kV x-ray source spectrum for kV dose calculations. Furthermore, we have shown that HVL

varies by about 0.1 mm Al with variations in field size, suggesting that one characterization

of the source spectrum is sufficient for all field sizes if no additional filtration is used.

While the main goal of the study was to validate the proposed source characterization

method, it is worth noting that we have also validated our in-house dose calculation algorithm

by performing experimental relative dose measurements for three different tube potentials

(80, 100, and 125 kVp). We have shown that the computed central axis depth doses agree

with measurement to within 2% for both the homogeneous and heterogeneous block phan-

toms. The profile doses agree with an average deviation of 1.8%, and a maximum deviation

of 2% and 6% for the for the homogeneous and heterogeneous phantoms, respectively. These

results show that the HVL and kVp are sufficient to characterize beam spectra for accurate

kV dose computation.

These results bring us one step closer to the development and validation of an accurate

patient-specific dose computation system for kV IGRT imaging procedures. Future work

will focus on further experimental validation of our kV dose computation system using an
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anthropomorphic phantom, and modeling the CBCT source rotation and imaging filters in

our in-house hybrid dose computation method[103].
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2.3 Erratum: A simplified approach to characterizing a kilovolt-

age source spectrum for accurate dose computation [Med.

Phys. 39(6), 30413050 (2012)]

Y Poirier1, A Kouznetsov1, and M Tambasco2

1 Department of Physics and Astronomy, University of Calgary, Calgary, Alberta T2N

4N2, Canada

2 Department of Physics and Astronomy and Department of Oncology, University of

Calgary, Calgary, Alberta T2N 1N4, Canada and Department of Physics, San Diego State

University, San Diego, California 92182-1233, USA

We would like to draw your attention to a small error that we recently discovered in

our published manuscript (Medical Physics, 2012, 39(6), pp. 3041-3050) describing the

validation of a kV spectral characterization method. Equation 2.2 in the manuscript was

used to convert dose-to-water to dose-to-medium in bone and lung-equivalent materials at

a depth of 4–6 cm. However, this equation, taken from the AAPMs TG-61 report outlining

dosimetry protocols in the kV energy range, was meant only for surface dose conversions. At

a depth of 4 cm, the conversion of dose-to-water to dose-to-bone should consist simply of the

ratio of mass-energy absorption coefficients ((µ̄en/ρ)wmed), and not include the bone-to-water

backscatter factor ratio (Bmed/Bw).

This error affects the measured point in bone-equivalent material depicted in Fig. 2.9

below by decreasing the agreement in local dose from ≤ 3% to ≤ 6%. The measured points

in lung-equivalent materials were unaffected because the backscatter factor ratio was used

only for the bone slab comparison.

While the agreement of ≤ 6% is larger than previously reported, it remains within exper-

imental uncertainty. As the uncertainty in the position of the ionization chamber is within
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Figure 2.11: Percent depth dose for the heterogeneous phantom. The dose was normalized
to a depth of 2 cm at the center of the 125 kVp beam. Computed dose (line) is compared
to the measured relative dose (circles).

half of an in-slice side length of a voxel (±0.4 mm), and the local dose gradient is ≥ 7%/mm

at the measurement point, there is a ∼5% uncertainty in local dose due solely to the position

of ionization chamber.

Furthermore, additional uncertainties arise from ion chamber response (2.4%, section

2.2) and the proposed beam characterization method (1%, section 2.3). If we add these in

quadrature, we obtain an experimental uncertainty of 5.5%, placing all corrected measure-

ments within experimental uncertainty of the computed doses.

It should be noted that the corrected results for the bone slab do not detract from

the conclusions of the paper, as they still provide validation of the computed doses within

experimental uncertainty.
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2.4 General Conclusions

The spectrum characterization method we presented in this manuscript was able to calcu-

late the absorbed dose in a homogeneous and heterogeneous block phantom with reasonable

accuracy. However, the use of a single third-party fluence for all three beams led to de-

creasing accuracy in transverse axis profiles for the lower energy beams. The beams used for

CBCT usually comprise added bowtie filtration to decrease the patient dose; these beams are

highly attenuated with a high variation in photon intensity and energy across their profile.

Clearly, it is preferable to characterize beam-specific spatial variations of the fluence and

spectrum to accurately compute the dose delivered by CBCT beams.

These concerns are addressed in the next chapter where we propose and validate a com-

plete spatial fluence and spectral characterization method based on similarly simple empirical

measurements. We use this characterization to construct the final form of the virtual point

source proposed in this thesis.
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Chapter 3

Fluence characterization and virtual source model

3.1 General Introduction

This chapter introduces the formalism of the source characterization method and virtual

point source we use to compute the dose with kVDoseCalc. Like in the previous chapter,

the HVL and kVp are used to characterize the spectrum; however, while a single spectrum

defined the entire beam in the previous chapter, here we measure HVL across the transverse

axis. Using this spatially-varying spectrum, we extract the fluence across the transverse and

radial axes, which are then multiplied together to form the 2-D isocentre planar fluence.

This characterization is used to construct a simplified virtual point source of the kV source,

in turn used to carry out the dose computation. We validate the virtual point source and

characterization method for radiographic exposures using square field sizes of four different

filter/energy combinations corresponding to the default CBCT imaging procedures of the

imaging unit used in our institution.

The remainder of this chapter was submitted in a peer reviewed journal, Medical Physics [137]

on July 1, 2013. It is currently under review since July 23, 2013. I was the first author of this

manuscript while Dr. Alexei Kouznetsov and Dr. Mauro Tamsbasco were contributing au-

thors. I designed the characterization method and suggested the general form of the virtual

point source. In consultation with Dr. Alexei Kouznetsov, I designed the general idea of the

virtual point source and the GUI in which the user can input the various quantities required

to construct the virtual point source. Dr. Alexei Kouznetsov carried out the modifications

of KVDoseCalc’s source code required to implement the virtual point source and GUI. I

designed and carried out the experiments and measurements that we use to validate our ap-
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proach. Dr. Mauro Tambasco provided support throughout the project, notably suggesting

that the fluence measurements be done by ionization chamber measurements rather than ra-

diochromic film. This suggestion was instrumental to the success of the study in light of the

energy dependence of XR-QA radiochromic film. I wrote the first draft of the manuscript,

and the contributing authors helped review and revise it throughout the submission process.
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3.2 Experimental validation of a kilovoltage x-ray source model

for computing imaging dose

Y Poirier1, A Kouznetsov1, and M Tambasco1,2

1 Department of Physics and Astronomy, University of Calgary, Calgary, Alberta T2N

4N2, Canada

2 Department of Oncology, University of Calgary, Calgary, Alberta T2N 1N4, Canada

and Department of Physics, San Diego State University, San Diego, California 92182-1233,

USA

3.2.1 Abstract

Purpose: To introduce and validate a kilovoltage (kV) x-ray source model and charac-

terization method to compute absorbed dose accrued from kV x-rays.

Method and materials: We propose a simplified virtual point source model and char-

acterization method for a kV x-ray source. The source is modeled by: 1) characterizing the

spatial spectral and fluence distributions of the photons at a plane at the isocentre, and

2) creating a virtual point source from which photons are generated to yield the derived

spatial spectral and fluence distribution at isocentre of an imaging system. The spatial pho-

ton distribution is determined by in-air relative dose measurements along the transverse x-

and radial y-directions. The spectrum is characterized using transverse axis half-value layer

(HVL) measurements and the nominal peak potential (kVp). This source modeling approach

is used to characterize a Varian R© on-board-imager (OBI R©) for four default cone-beam CT

beam qualities: beams using a half bow-tie filter (HBT) with 110 and 125 kVp, and a full

bow-tie filter (FBT) with 100 and 125 kVp. The source model and characterization method

was validated by comparing dose computed by our in-house software (kVDoseCalc) to rel-
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ative dose measurements in a homogeneous and a heterogeneous block phantom comprised

of tissue, bone and lung-equivalent materials.

Results: The characterized beam qualities and spatial photon distributions are compa-

rable to reported values in the literature. Agreement between computation and measurement

is ≤ 2% in the homogeneous block phantom and ≤ 2.5% in the heterogeneous block phan-

tom. Profiles taken at depths of 2 and 6 cm in the homogeneous block phantom show

an agreement within 4%. All profiles in water, in bone, and lung-equivalent materials for

beams using a HBT, have an agreement within 5%. Measured profiles of FBT beams in bone

and lung-equivalent materials were higher than their computed counterparts resulting in an

agreement within 2.5%, 5% and 8% within solid water, bone, and lung respectively.

Conclusions: The proposed virtual point source model and characterization method

provide accurate computation of absorbed dose in both the homogeneous and heterogeneous

block phantoms, providing experimental validation for our kV dose computation software,

kVDoseCalc. As the characterization relies on easily-measured parameters, it is relatively

easy to implement in any clinical medical physics facility, and the constructed virtual source

model can be used as input for dose calculation systems. The source model is also flexible

and can be adapted for a variety of kV x-ray dose sources.

3.2.2 Introduction

Modern radiotherapy techniques localize the treatment volume to reduce patient setup

uncertainty and allow for smaller treatment margins. Kilovoltage (kV) image-guided ra-

diotherapy (IGRT) such as cone-beam computed tomography (CBCT), fluoroscopy, and

radiography are common techniques used to achieve this[21]. Moreover, IGRT techniques

are also useful in identifying changes in patient anatomy such as tumor shrinkage requir-

ing treatment re-planning[163]. Unlike therapeutic megavoltage (MV) dose, patient-specific

kV imaging dose is not routinely computed nor accounted for. Others have measured the
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dose deposited by CBCT to be between 3-8 cGy per imaging exam[84, 99]. If added to

the therapeutic dose, the accumulated imaging dose from daily IGRT techniques could be-

come significant[70], possibly pushing dose to organs at risk beyond acceptable dose limits

and causing deterministic effects or lead to secondary cancers[20, 105]. According to the

AAPM’s Task Group 75, patient dose arising from imaging procedures should be used with

great scrutiny by carefully considering the potential risk from deterministic and stochastic

effects of the dose to individual patients[126]. To make these decisions, the first step is an

assessment of the spatial distribution of the imaging dose. For this reason, the development

of a tool capable of computing patient-specific dose arising from kV imaging procedures

would be useful for monitoring purposes.

It is possible to adapt a commercial treatment planning system to compute kV dose by

generating kV-energy dose deposition kernels[7]. This method is relatively easy to implement

in a clinical setting. However, since energy kernels used in superposition-convolution algo-

rithms handle heterogeneities by scaling the electron density without taking atomic number

(Z) differences into account, there is room for improving the accuracy in high-Z tissues such

as bone. Monte Carlo algorithms like the one used by Ding et al.[46] are very accurate and

useful for research purposes, but typically rely on modeling the imaging systems based on

nominal values that discount variations between individual machines of the same model.

Furthermore, they are computationally intense and difficult to implement without technical

knowledge of Monte Carlo algorithms, which makes them less clinically feasible.

Kouznetsov and Tambasco have developed in-house software (kVDoseCalc) capable of

rapidly and accurately computing the absorbed radiation dose to a series of points of inter-

est (POIs)[103]. The computation is performed using a hybrid algorithm that comprises de-

terministic and stochastic components. kVDoseCalc was computationally validated against

industry standard Monte Carlo N-Particle Transport Code (MCNP)[187] and EGSnrc[95]

using an idealized cone beam projection of a point source[103]. It was also experimen-
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tally validated in homogeneous and heterogeneous block phantoms for small beams with no

added filtration[138]. However, this validation was performed with a single spectrum per

field and using third-party photon fluence distribution obtained by a sophisticated Monte

Carlo simulation[46].

The purpose of this study is to introduce and validate a new method for characterizing the

x-ray beam and creating a corresponding virtual source model for a kV x-ray source that is

machine-specific and based on variables that can easily be measured in the clinic. The model

can be used to characterize a Varian R© On-Board Imager (OBI R©) (Varian Medical Systems,

Inc, Palo Alto, California, USA) source using only ionization chamber measurements without

need for Monte Carlo models or specialized equipment. The spectrum of a Varian R© OBI R©

only varies appreciably along the transverse axis[46]. Therefore, we have only measured

spectral changes along this direction. This approach is similar to the one taken by Spezi et

al. in their description of an Elekta CBCT unit,[156] however we derive the beam spectra

and spatial fluence distribution by experimental methods whereas those used by Spezi et al.

were generated using Monte Carlo simulation of the x-ray machine.

The proposed x-ray source model was used to characterize a Varian R© OBI R© for vari-

ous tube settings representing standard OBI R© CBCT beam qualities. The spectrum was

interpolated using the third-party freeware Spektr and measurements of the HVL across

the transverse axis of the beam and the nominal tube accelerating potential (kVp)[153]; a

method we validated in a previous study[138]. This approach was also used by Turner et

al. to successfully characterize the spectrum of commercial CT scanners; however in their

work the transverse-axis bowtie profile and spectrum are used to reconstruct an equivalent

bowtie filter thickness which is used in their Monte Carlo x-ray photon source model[170].

To obtain the spatial fluence distribution, the spectra are integrated with the National Insti-

tute of Sciences and Technology (NIST) mass-energy attenuation coefficients with respect to

energy to derive the incident spatial fluence distributions[17]. We performed experimental
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validation of the proposed virtual point source model and its characterization using relative

dosimetry in a homogeneous and a heterogeneous block phantom.

We show that our approach to modeling the kV x-ray source yields accurate dose com-

putation. While our ultimate goal is to develop a tool that rapidly and accurately computes

patient-specific x-ray dose from CBCT IGRT procedures, the source construction and mod-

eling formalism proposed in this study could easily be applied to any machine with a kV

x-ray source. Furthermore, the main appeal of the method is that it requires only ionization

chambers available at any clinical medical physics facility. Therefore, the future commis-

sioning and clinical implementation of kV x-ray dose computation systems could be greatly

facilitated by following the approach presented in this study.

3.2.3 Materials and Methods

Source Modeling

X-ray source model

The model relies on the following assumptions: (1) All photons originate from a single

point located at the same source position as the real physical source; (2) the spatial, an-

gular and energy distribution of the photons is derived from in-air relative dose and HVL

measurements at the isocenter plane; and (3) the 2-D photon fluence at the isocentre plane

can be described as the product of the central axis photon distribution in the transverse x-

and radial y-directions, which are independent of each other. This virtual source model and

characterization geometry is depicted in Fig. 3.1.

The source of x-ray photons is expressed as S(~r, Ω̂, E) where ~r, Ω̂, and E, indicate their

initial location, orientation, and energy, respectively. The orientation Ω̂ of a photon originat-

ing at point ~r and traveling through an arbitrary point ~r′ is defined by Ω̂ = (~r − ~r′) /‖~r−~r′‖.

The virtual point source can be described by the following equation
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a) b)

Figure 3.1: Depiction of the simplified source model (a) and the planar fluence characteri-
zation (b).

S(~r, Ω̂, E) = S0 · δ(~r − ~r0) ·
dP (Ω̂, E)

dΩdE
, (3.1)

where δ(~r − ~r0) is a Dirac delta function indicating that photons all originate from the

point ~r0, S0 is the source rate (photons/s), and dP (Ω̂, E)/dΩ ·dE is a normalized differential

probability distribution function representing the probability density of a photon of energy E

being emitted in the direction Ω̂ from the source. The discretized version of dP (Ω̂, E)/dΩdE

(P i,j,k) was constructed using the radiation fluence which was determined through in-air

relative dose measurements in the isocentre plane.

That is, values of P i,j,k, representing the fraction of photons of energy Ek going through

the solid angle element ∆Ωi,j, are estimated by evaluating the fluence of the x-ray beam at the

isocentre plane through the small elements ∆Si,j. The average fluence φi,j,k (photons/cm2)

is the average fluence of photons of energy Ek going through ∆Si,j in the direction Ω̂i,j

corresponding to the path between the source (~r0) and the middle of the element ∆Si,j (Fig.

3.1). The values of φi,j,k are experimentally determined in the next section; therefore, we can
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derive the discrete normalized probability distribution of photons P i,j,k from the following

equation

P i,j,k =
φi,j,k · (Ω̂i,j · Ω̂0)∑

i,j,k
(φi,j,k · (Ω̂i,j · Ω̂0))

. (3.2)

Overview of the virtual source model characterization

The x-ray virtual source model described above uses only empirical quantities that are

easily measurable with standard equipment available at clinical medical physics facilities. As

we have seen, the normalized differential probability distribution comprising the virtual point

source is constructed from the projection of the measured differential energy fluence through

element (i, j) in the isocenter plane projected from a single point. The planar differential

energy fluence is described as a separable function as follows:

φ(x, y, E) = X(x)Y (y)U(x,E)φ0. (3.3)

The function U(x,E) represents the spectrum of the beam. For the Varian OBI source

considered in this study, the spectrum is assumed to vary only along the transverse (x)

direction of the beam, as that is the direction in which the heel effect and the additional

filtration (i.e., bow-tie filters) influence the beam. The relative intensity photon distribution

of the beam (described by X(x) and Y (y)) is taken to vary independently in the transverse x-

and radial y-direction of the beam.These functions are normalized such that
∫
X(x)dx = 1,∫

Y (y)dy = 1,
∫
U(x,E)dE = 1, and the constant (φ0) is a unitless scaling factor. This

calibration term relates relative to absolute fluence; however, in this study we only use

relative absorbed dose for the sake of simplicity. These functions are defined in greater

detail in the following sections.

Characterizing the transverse-axis variation of the spectrum

For accurate dose computation, the spectrum of a beam needs to be modeled sufficiently
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accurately. In previous work, we showed that the HVL and kVp of a beam can be used to

characterize the spectrum of an open kV x-ray beam to compute dose within an accuracy

of ±2%[138]. The spectrum is generated using a third-party Matlab R© freeware (Spektr) by

varying inherent aluminum filtration to match the measured HVL and the kVp[153]. In a

previous study, we used a single spectrum for the entire field[138]. For a Varian R© OBI R©

cone-shaped x-ray beam, the photon distribution and the beam quality along the transverse

direction are influenced by the heel effect and added filtration such as the half or full bow-tie

filter. In contrast, there is relatively little variation in the beam quality and photon fluence

along the radial y-direction[46]. Hence, the function U(x,E) describing spatial variations

in the spectrum only varies with transverse-axis position x and energy E. The nominal

kVp technique setting and HVL measurements along the transverse direction are used to

characterize the spatially-varying spectrum.

Characterizing the photon distribution

Once the spatially-varying spectrum has been characterized, it is possible to characterize

the spatial photon intensity distribution and fully describe an x-ray source according to our

proposed virtual point source model. In a previous study, we used a photon distribution de-

termined from stochastic Monte Carlo simulation by Ding et al.[46] for the Varian R© OBI R©.

However, the use of third-party data limits one to the description of sources corresponding

to energies and field sizes reported in the literature. While a full description of the spatial

photon distribution can be obtained by Monte Carlo simulation, such as the model devel-

oped by Spezi et al., which separates the photon distribution into three sources,[156] such

simulations require technical knowledge that makes the approach less practical for clinical

medical physicists. We propose a spatial photon fluence and spectral characterization that

depends only on the measured relative absorbed dose in air. Since the wall thickness of most

ionization chambers are thick enough to achieve charged-particle equilibrium for photons in

the kV energy range,[111] the absorbed dose in air is equal to collisional kerma[11] and thus
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given by the following equation:

Dair(x, y) =
∫ Emax

0
φ(x, y, E)

(
µen
ρ

)
air

EdE. (3.4)

The spatially-varying one-dimensional projection of the fluence in the transverse x and

the radial y directions can be derived from in-air dose measurements according to Eq. (3.4)

which represents the in-air Kerma for a beam described with the differential energy fluence

φ(x, y, E). By replacing φ(x, y, E) using the separable function described in Eq. (3.3), it is

possible to isolate the spatial components of the fluence. To find X(x), we measured dose

in the air along the transverse axis of the beam (y = 0) and we expressed the in-air dose

profile relative to dose at the centre of the beam (x, y) = (0, 0), as shown in the following

expression:

Dair(x, 0)

Dair(0, 0)
=

∫ Emax
0 φ(x, 0, E)

(
µen
ρ

)
air
EdE∫ Emax

0 φ(0, 0, E)
(
µen
ρ

)
air
EdE

=

∫ Emax
0 X(x)Y (0)U(x,E)

(
µen
ρ

)
air
EdE∫ Emax

0 X(0)Y (0)U(0, E)
(
µen
ρ

)
air
EdE

. (3.5)

Since the integrals in Eq. (3.5) are only with respect to energy (E), the spatial photon

distributions X(x) and Y (y) can be pulled outside the integrals, leaving only U(x,E). This

gives the follow equation which expresses the X(x) fluence in terms of measurable values:

X(x)

X(0)
=
Dair(x, 0)

Dair(0, 0)

∫ Emax
0 U(0, E)

(
µen
ρ

)
air
EdE∫ Emax

0 U(x,E)
(
µen
ρ

)
air
EdE

. (3.6)

Similarly, the spatial photon distribution Y (y) in the radial y-direction can be expressed

by Eq. (3.7) below because the spectral function U(x,E) is independent of y.

Y (y)

Y (0)
=
Dair(0, y)

Dair(0, 0)
. (3.7)

Discrete function representation

As it is not feasible to measure X(x), Y (y), and U(x,E) at more than a few points

without specialized scanning equipment, the discrete function φi,j,k (Eq. 3.8) is obtained
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Table 3.1: Characterized beam qualities.

Filter Energy
Full bow-tie 100 kVp

125 kVp
Half bow-tie 110 kVp

125 kVp

by interpolating between measurement points. We performed this interpolation using the

cubic spline interpolation function in Matlab R©. We chose a resolution of, 2.5 mm for the

x-direction, 5 mm for the y-direction, and 1 keV increments for energy. The interpolated

discrete values of Xi, Yj, and Ui,k are used as input for characterizing the virtual point source

in kVDoseCalc.

φi,j,k = XiYjUi,k ∼= φ(x, y, E)/φ0. (3.8)

Experimental measurements

We characterized the Varian R© OBI R© source using four beam qualities (Table 3.1) which

were chosen because they are the default settings for OBI R© 1.4 CBCT imaging techniques.

We measured dose deposited by the OBI unit using a 160 ms pulse length and a 160 mA

tube current to maintain a high signal-to-noise ratio at depths greater than 11 cm while

minimizing the risk of overheating the x-ray tube over the course of many measurements.

All measurements were performed using a 0.65 cc PR-06C Capintec farmer-style chamber

(Capintec Inc., Ramsey, NJ, USA) calibrated in the kV energy range, and a Standard Imag-

ing Supermax electrometer (Standard Imaging, Middleton, WI, USA) set in the low-dose

sensitivity range with a potential bias of +300 V applied.
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Figure 3.2: Measuring geometry for HVL at an off-axis distance x and a source-to-axis
distance SAD showing the longer pathlength Tθ,1 and Tθ,2 taken by photons going through
the thicknesses T1 and T2 of attenuating material.

Transverse-axis HVL measurements

The HVL was measured in the centre of the beam and at intervals of 2 cm along the

transverse x-axis at a surface-to-axis distance (SAD) of 100 cm for each characterized beam

quality (Fig. 3.2). For each point, absorbed dose in air (Dn) was measured three times

under three different filtrations (Tn): no filtration (T0 = 0, D0), enough aluminum to reduce

absorbed dose in air by less than 50% (T1, D1), and enough aluminum to reduce absorbed

dose in air by more than 50% (T2, D2). The aluminum thicknesses used for our measurements

varied between 2.0 mm Al to 12.0 mm Al depending on the position and the bowtie filter used.

To position the kV source perpendicular to the transverse axis, the linac gantry was rotated

to 90 degrees. The couch top was moved laterally using the digital couch readings to position

the source at the different locations along the transverse axis. The HVL was computed from

these measurements using the two point non-linearity interpolation technique (Eq. 3.9)[61]:
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HVL =
Tθ,2 · ln

(
2 · D1

D0

)
− Tθ,1 · ln

(
2 · D2

D0

)
ln
(
D1

D2

) . (3.9)

We used the method described by Hill et al. to account for the longer photon path-

length through the attenuating material when measuring the off-axis HVL[73]. The effective

thickness is given by Tθ,n = Tn/ cos(θ)= Tn × SAD/
√

(SAD2 + x2) for a given SAD and

off-axis position x. The uncertainties in calculated HVLs were obtained by propagating the

uncertainty in attenuating thicknesses and in-air dose measurements following the method

outlined by Hill et al.[73]

Phantom relative dose measurements

Relative dose measurements were taken inside a homogeneous and heterogeneous (Fig.

3.3) block phantoms placed at a source-to-surface distance (SSD) of 100 cm using the in-

room patient-positioning lasers. The block phantoms were comprised of Gammex R© solid

water R© (Gammex R© 457), solid bone R© (Gammex R© 456), and solid lung R© (Gammex R© 455,

Gammex Inc, Middleton WI, USA). The 0.65 cc Capintec ionization chamber was placed

within a 2 cm thick slab of the relevant material via a cavity that was drilled to the specific

volume and geometry of the chamber using the setup described in section 3.1. The depth of

the measurement was varied by displacing the slab containing the ionization chamber to the

depth of interest, while the off-axis position was varied by moving the couch top laterally

and using the digital couch readings to find the desired positions. The AAPM’s Task Group

61 (TG-61) describes the protocols to be followed when performing dosimetry for x-ray

beams in the 40-300 kV energy range[111]. Following the TG-61 guidelines, the relative

dose measurements were normalized at a depth of 2 cm[111]. As the ionization chamber

was calibrated to read absorbed dose to water, a calibration factor had to be applied when

measuring dose in lung or bone-equivalent materials. This conversion factor is the ratio of

mass-energy absorption coefficients in a medium over that of water, averaged over a spectrum

free in air ([(µen/ρ)medw ]air). The values of the mass-energy absorption coefficients were taken
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Figure 3.3: Experimental setup for the heterogeneous block phantom. The dimensions of the
field, SSD, and the characterized beam qualities and associated bow-tie filters are depicted.

from Table 3.1 in Appendix B of TG-61. As there are no published values for Gammex solid

water R© tissue equivalent materials for tissue, lung, and cortical bone materials used in this

study, we used the values for normal tissue, lung, and bone; respectively. We chose the

mass-energy absorption coefficients for the beam qualities that most closely matched our

four characterized beams in central-axis HVL and kVp.

Measurements with ionization chambers are subject to systematic and random uncer-

tainties. The positional lasers used to position the centre of the phantom are calibrated

monthly to a tolerance of 1 mm; this means that transverse axis-profile have a maximum

systematic positioning uncertainty of 1 mm. The transverse position of the couch was set

using the digital couch readings, which have a resolution of 1 mm. The measurement of

central axis depth-dose profiles would not be affected because the beam is relatively flat

108



within ±1 cm of the central axis. While the top of the phantom is positioned using the same

lasers, an uncertainty of 1 mm over an SSD of 100 cm would only lead to an uncertainty of

0.2% due to the inverse square-law. The positions in transverse-axis profiles are measured

by using the digital couch readings which have a resolution of 1 mm, leading to a random

±1 mm uncertainty. Furthermore, there are statistical uncertainties arising from ionization

chamber measurements themselves, which have been estimated at 2.1% in MV beams[160]

while TG-61 estimates the uncertainty for relative and absolute dosimetry in kV beams to

be 3.0% and 4.7%, respectively[111].

Measurements in this heterogeneous geometry are subject to many uncertainties due to

the high attenuation of kV beams by high-Z materials. In the solid bone region, where

the local dose gradient is ±6%/mm, the position of the ionization chamber can only be

pinpointed in a CT scan and defined in kVDoseCalc to within half of the height of a CT

voxel (0.81 mm for our CT images of the phantoms). Therefore, there is a 5% relative dose

uncertainty due to the uncertainty of the ionization chamber position alone.

Unlike the solid bone slab, the measurements taken in the solid lung slab are not located

in a high-gradient region. However, the measurements are very sensitive to the thickness of

solid bone, which can only be modeled to the nearest half-pixel, leading to another 2.5% un-

certainty. Furthermore, while we modeled it with a constant density, the solid lung material

is very porous with numerous air pockets. According to the manufacturer, the nominal CT

density is -690 ±80 HU, which we confirmed with our CT scan average of -720 HU with a

standard deviation of ±35 HU. Likewise, the nominal physical density is 0.300 g/cm3 while

it was measured at 0.271 g/cm3. In comparison, variations in HU inside the solid water slab

were only ±10 HU. If we assume that reconstruction uncertainties account for 10 out of 35

HU, we can estimate a variation of local density of 9% throughout the volume.

Added in quadrature, we estimate the total experimental positional uncertainties in trans-

verse profiles to be ±2.5 mm. Total experimental dosimetric uncertainties in relative depth-
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dose profiles were ±2.1 %, ±5.5 %, and ±10 % in the solid water, bone and lung slabs,

respectively.

Dose computation

An in-house software, kVDoseCalc, was used to compute the absorbed x-ray dose[103].

The software separates the absorbed dose at a POI into two components: the primary

dose which is calculated deterministically and the scattered component which is calculated

stochastically. The scattered dose is further separated into a first-collision contribution

and a multi-collision contribution. These two stochastic components of the x-ray dose are

computed using biased Monte Carlo techniques to model the relevant photon interactions:

photoelectric effect, and coherent and incoherent Compton scattering[103].

kVDoseCalc uses the spatial and Hounsfield Unit (HU) information from a DICOM-

format CT image to compute the dose. However, to dissociate errors due to the imaging

process (e.g., reconstruction errors and statistical noise) from errors due to our virtual source

model and its characterization, we computed dose in an idealized CT image of the homoge-

neous and heterogeneous (Fig. 3.3) block phantoms. We constructed the idealized images of

the block phantoms using MATLAB R© by assigning the corresponding nominal HU values to

the voxels representing air, water, lung, or bone. The dimensions of both idealized images

were 512 × 512 × 91 voxels (∼23.8 million total), each of size 0.81 × 0.81 × 3 mm3.

kVDoseCalc allows the user to define HU ranges associated with physical density ranges

attributed to different material compositions (expressed in atoms/cm3). The elemental com-

positions of the Gammex R© solid water R©, lung R© and bone R© were provided by the manufac-

turer of these materials. The interaction micro cross-sections for all relevant energies (e.g.,

1-150 keV in 1 keV energy bins) are calculated using the ENDF/B-VI micro cross-section

library[129].
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For all computed doses, the virtual point source was positioned along the central axis

of the block phantoms at a distance of 100 cm from their surface. The computations were

performed using four Intel R© Core
TM

i7 960 CPU at 3.20 GHz for each POI using 1.5 millions

seeded photons.

3.2.4 Results

kV source model

Figure 3.4 demonstrates the variation of the measured and interpolated HVL as a function

of the transverse axis displacement for each evaluated beam modality. For a beam with no

added filtration, one would expect a relatively constant HVL with slight beam hardening in

the direction of the anode due to the heel effect. The addition of a bow-tie filter introduces

significant filtration and beam hardening. We therefore expect HVL to rise sharply from the

central-axis value where the bow-tie filter is thickest, as shown in Fig. 3.4. Near the edges

of the beam, we measured the HVL at a distance of 5 mm from the edge of the beam to

avoid artifacts due to volume averaging effects of the ionization chamber in the high gradient

penumbra region of the beam. We use the measurements to extrapolate the HVL in the outer

5 mm near the edge of the field. While this may introduce an error in the characterization of

the beam, the dose quickly drops off in this penumbra region due to reduced lateral scatter

in the phantom as well as the reduced amount of photons from the source.

Figure 3.5 shows good agreement between our experimentally derived photon fluences

for the 125 kVp beams and the corresponding fluences Ding et al.[46] reported using Monte

Carlo modeling of a Varian R© OBI R© x-ray source. In the case of the transverse axis (Fig.

3.5a), the only noticeable difference is that the HBT fluence determined by Monte Carlo

exhibits a small central-axis bump that we did not measure. Our radial axis fluences (Fig.

3.5b) agree with the Monte Carlo generated fluences within the Monte Carlo statistical noise

for both bow-tie filters. Furthermore, the radial axis fluence determined experimentally does
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Figure 3.4: Measured (dots) and interpolated (lines) HVL for each beam quality investigated.
This HVL data was used to obtain the spectra in the kV virtual source model.

not vary appreciably between different modalities. For all four characterized beam qualities

normalized at the centre of the beam, we determined the greatest fluence difference to be

only 0.2% between a 125 kVp and a 100 kVp beam at the farthest distance (10 cm) from the

centre of the beam. Since the Varian OBI 1.4 default CBCT settings have a maximum field

size of 10.3 cm (symmetrically) in this axis, a single characterization of the radial axis photon

distribution Y(y) could be used for all four beam modalities in our beam model without loss

of computational accuracy. Larger fields or kV imaging units from other manufacturers such

as the Elekta XVI may require individual characterization of different beam qualities.

Homogeneous phantom measurements

For all the beam qualities, the agreement between computed and relative dose inside the

homogeneous phantom is within 2% of the reference dose (Fig. 3.6).

112



a)

b)

Figure 3.5: Comparison between fluence determined by Monte Carlo (line) by Ding et al.[46]
and the fluence interpolated from our experimental measurement (symbols) along the trans-
verse axis (a) and the radial axis (b).
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Figure 3.6: Comparison between central-axis relative depth dose measurements (dots) and
computed dose (lines) for all four beam qualities inside the homogeneous block phantom.
All profiles were normalized to 2 cm depth for the 125 kVp HBT beam to distinguish them
from one another.
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Homogeneous phantom transverse-axis dose profile measurements agree with computa-

tion within 2% and 4% of the central dose in the low and high-gradient parts of the beam,

respectively (Fig. 3.7).

The virtual point source model assumes that every photon originates from the a single

point; in reality, the focal spot is not a point but has a finite size. Moreover, the photons do

not originate solely from the focal spot of the x-ray tube, but also from interactions in the

components of the tube head, which include collimators and possible filters (e.g., bow-tie

filters). Spezi et al. report that photons from these additional sources can cause up to 10%

of the absorbed dose in water, especially closer to the surface[156]. We therefore expect

that our measurements would be higher than computation near the surface and lower than

computation at depth, which is what is observed in Fig. 3.6.

Heterogeneous phantom measurement

The heterogeneous phantom central-axis depth-dose measurements agree with calcula-

tions within 2.5% of reference dose for all beam qualities (Fig. 3.8). As previously noted in

section 3.2, the systematic uncertainty in the radiological depth traversed by the beam adds

up to ≥ 10% of local dose due to the uncertainty in the thickness of high-density solid bone

and the uncertainty in density through the porous solid lung. Hence, the agreement between

measurement and computation is within experimental uncertainty for all points.

Transverse-axis profiles for HBT beams show agreement within 5%, with the worst points

being located in the high-gradient region (Fig. 3.9). FBT beams show agreement within

2.5%, 5%, and 8% for solid water, bone, and lung, respectively (Fig. 3.10). Measured

FBT profiles in solid bone and lung are systematically greater than computed profiles, with

distance to agreement ≤ 5 mm in bone and ≤ 7 mm in lung. The discrepancy is too high to

be attributable to experimental error and is probably due to the simplified modeling of the

beam. As previously mentioned, up to 10% of photons may originate from scattering from
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a)

b)

Figure 3.7: Comparison between transverse-axis relative dose profile measurements (sym-
bols) and computation dose (lines) with HBT (a) and FBT (b) inside the homogeneous
block phantom. All profiles were normalized to the centre of the 125 kVP beam at a depth
of 2 cm beam to distinguish them from one another.
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Figure 3.8: Comparison between central-axis relative depth dose measurements (symbols)
and computation (lines) for all four modalities inside the heterogeneous block phantom. All
profiles were normalized to 2 cm depth for the 125 kVp HBT beam to distinguish them from
one another.

117



a)

b)

Figure 3.9: Comparison between transverse-axis relative dose profile measurements (sym-
bols) and computation dose (lines) with HBT at 110 kVp (a) and 125 kVp (b) inside the
heterogeneous block phantom. All profiles were normalized to the centre of the 125 kVp
beam at a depth of 2 cm to distinguish them from one another.
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a)

b)

Figure 3.10: Comparison between transverse-axis relative dose profile measurements (sym-
bols) and computation dose (lines) with FBT at 100 kVp (a) and 125 kVp (b) inside the
heterogeneous block phantom. All profiles were normalized to the central axis of the 125
kVp beam at a depth of 2 cm to distinguish them from one another.
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within the bow-tie filter,[156] and the focal spot has a small (∼0.8 mm) finite size which

we model as a point source. These extra-focal photons have slightly different scattering

directions than our virtual point source predicts, and therefore would contribute to the

discrepancies seen in the high-complexity heterogeneous geometry.

3.2.5 Discussion and Conclusion

The purpose of this study was to introduce and validate the formalism of a simplified

virtual source model and characterization method for kV x-ray dose computation, that could

be easily implemented in a clinical medical physics setting. Although we have used in-house

software (kVDoseCalc) to validate our kV source modeling approach, the approach can be

incorporated into other x-ray dose calculation systems. To use the software to compute doses

delivered by clinical kV x-ray sources, it was necessary to develop a method to model and

characterize the spectral and spatial photon distribution of the source. While validation of

the simplified spectrum characterization method was conducted for unfiltered beams,[138]

this study represents a full characterization of the kV x-ray source for use in kV x-ray dose

computation.

To validate our simplified virtual point source model and characterization method, we

have applied it to a Varian R© OBI R© 1.4 imaging unit. The agreement with experiment that

we have achieved in this study is comparable or better than that achieved by adapting

MV commercial treatment planning software to compute kV dose; particularly in the area

outside the path of the beam where dose is deposited solely by scattered photons[7]. One can

obtain slightly better agreement using standard Monte Carlo modeling[45] or a multi-focal

source such as proposed by Spezi et al. (≤ 2%),[156] but the former requires specialized

knowledge of Monte Carlo modeling while the latter is not defined entirely by experimental

measurements.
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While validation in homogeneous geometries is essential, high-Z heterogeneities pose the

greatest challenges in kV x-ray dose computation in anthropomorphic geometries. For this

reason, the validation in the heterogeneous phantom, comprising 2 cm of highly attenuating

bone-equivalent material and low-density lung-equivalent material, is of particular interest.

Our computed percent depth-dose curves and transverse-axis profiles generally agreed with

measurements within experimental uncertainty. To the best of the author’s knowledge, such

accuracy is not currently possible with megavoltage therapy treatment planning systems

adapted for kV dose computations[5]. There are proposed algorithms which take into ac-

count the high-Z contribution of bone such as the one proposed by Ding et al.[133, 50];

unfortunately, these correction-based methods currently have to be applied externally in

post-processing analysis, which reduces their clinical feasibility.
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3.3 General Conclusions

This chapter introduces and validates the formalism used to describe a kV beam in

kVDoseCalc for the rest of this work. Despite the high variations in fluence and spectrum

accross beams comprising a bowtie filter compared to open beams, we were able to compute

the transverse axis dose profiles with greater accuracy than achieved for open beams in

the previous chapter. This shows that our beam-specific experimental fluence and spectral

characterization method and virtual point source are superior to using that obtained from

third-party Monte Carlo simulation.

The only beams for which the agreement between measurements and computation was

worst (∼5-8%) was for beams comprising a FBT in heterogeneous geometries, presumably

due to the ∼10% of extra-focal photons which we neglect in our virtual point source[156].

It is likely that the accuracy could be improved by implementing a multi-focal virtual point

source such as the one proposed by Speci et al.[156]; however, to characterize a multi-focal

source would require more complexity than that offered by our method which relies solely on

empirical measurements. Therefore, it would run afoul of this project’s philosophical goal of

a clinically feasible kV dose computation method.

As we show in the next chapter, whatever are the inaccuracies that we introduce by

our characterization of FBT beams, they do not translate in significant disagreement in

the computation of dose deposited by kV CBCT imaging procedures since we obtain good

agreement even in a highly heterogeneous patient-simulating anthropomorphic phantom.
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Chapter 4

Experimental validation of the source model for CBCT

imaging

4.1 General Introduction

In this chapter, we use the source model developed in chapters 2 and 3 to experimentally

validate our kV dose computation method applied to four default CBCT imaging proto-

cols. We compare measurements to dose computations in two geometries: a homogeneous

cylindrical phantom and the RANDO R© anthropomorphic phantom. The anthropomorphic

phantom is comprised of tissue and lung-equivalent materials, as well as real bones. It repre-

sents the closest approximation to measuring the dose inside a real patient for the purposes

of experimental validation of our approach.

The remainder of this chapter is in manuscript form for submission to the peer re-

viewed journal, Medical Physics. I was the first author of this manuscript, and Dr. Alexei

Kouznetsov and Dr. Mauro Tambasco were contributing authors. I designed the homoge-

neous cylindrical phantom and characterized the TLDs for use at kV energies. I also designed

and performed all the experiments. Dr. Alexei Kouznetsov adapted the source code of kV-

DoseCalc to allow rotating sources according to my specifications. He also produced a new,

more efficient GUI in which the user provides the starting angle and arc size. Dr. Mauro

Tambasco provided the original research idea behind the work done in this manuscript and

suggested the use of a cylindrical homogeneous phantom. I wrote the first draft of the

manuscript, and the contributing authors have helped with review and revisions.
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4.2 Experimental validation of an in-house method for computing

patient-specific kV-CBCT imaging dose

Y Poirier1, A Kouznetsov1, and M Tambasco2

1 Department of Physics and Astronomy, University of Calgary, Calgary, Alberta T2N

4N2, Canada

2 Department of Physics and Astronomy and Department of Oncology, University of

Calgary, Calgary, Alberta T2N 1N4, Canada and Department of Physics, San Diego State

University, San Diego, California 92182-1233, USA

4.2.1 Abstract

Purpose: To provide experimental validation of a previously developed kilovoltage

(kV) x-ray source characterization/model and dose computation method for estimating the

patient-specific absorbed dose from kV cone-beam computed tomography (CBCT) imaging

procedures.

Method and materials: We simulated the default Varian R© on-board-imager (OBI R©)

1.4 CBCT imaging protocols using our previously developed and simple to implement x-

ray point-source model and source characterization approach for use in our in-house kV

dose computation software (kVDoseCalc). We compare the absorbed dose computations

to doses derived from ionization chamber measurements acquired at several points in a

homogeneous cylindrical phantom and from thermoluminescent detectors (TLDs) placed in

an anthropomorphic phantom.

Results: Inside the homogeneous cylindrical phantom, the computed doses agreed with

measurements within ≤2% of local dose, except in regions of high dose gradient where the

distance to agreement is 2 mm. The computed absorbed dose inside the anthropomorphic
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phantom generally agreed with TLD measurements, with an average percent dose difference

ranging from 2.4 ± 6.0% to 5.7 ± 10.3%, depending on the characterized CBCT imaging

protocol. The low-dose thorax and the standard-dose head scans showed the best and worst

agreement, respectively.

Conclusions: Our previously developed method for characterizing and modeling a kV

x-ray source and computing kV x-ray dose is capable of assessing patient-specific absorbed

dose from kV CBCT procedures within reasonable accuracy.

4.2.2 Introduction

Cone-beam computed tomography (CBCT) is a common volumetric imaging technique

used in image-guided radiation therapy (IGRT) to localize tumors and organs-at-risk and to

verify the patient position. While the patient-specific absorbed dose deposited by megavolt-

age (MV) therapeutic and imaging beams can be routinely calculated using commercially-

available treatment planning software (TPS), no equivalent commercial software currently

exists for kV x-rays. The American Association of Physicists in Medicine (AAPM)’s Task

Group 75 report raised concerns regarding the imaging dose accrued by patients during

IGRT[126]. There is interest in developing a fast and accurate method to compute the

patient-specific absorbed dose from kV imaging procedures and to possibly incorporate it in

the radiation treatment plan.

Recent attempts to develop such a method include adapting the Pinnacle TPS (Philips

Medical Systems, Milpitas, CA USA) for kV dose computation[7] and conventional Monte

Carlo (MC) simulations to estimate the kV CBCT dose in a prostate patient[44]. The

former approach is relatively easy to implement in the clinic since it uses existing comercially

available software and equipment. Unfortunately, the method of scaling energy-deposition

kernels with electron density underestimates the photoelectric effect and attenuation in bone

by a factor of three to four[50]. In contrast, MC simulation techniques are very accurate,
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but are computationally intense and require specialized software implementation that make

them less feasible for routine clinical use.

Kouznetsov and Tambasco have developed an in-house software (kVDoseCalc) that al-

lows one to use CT image data to rapidly and accurately compute the absorbed kV x-ray

dose at a series of points of interest (POIs)[103]. This method was validated computationally

using the MCNP[187] and EGSnrc[95] MC simulation techniques[103]. It was also validated

experimentally for radiographic imaging procedures using open beams[138] and beams pro-

duced with added bowtie filters[137]. A machine-specific virtual point source model was

developed by Poirier et al.[138, 137]. This source model is characterized from simple in-air

ionization chamber measurements without the need for specialized equipment or knowledge

of MC modeling techniques.

However, in previous studies our dose computation method was only validated for the

stationary beams used in radiographic imaging. The purpose of this study is to provide

experimental validation of the method for a rotating source. The validation was performed

using a Varian R© On-Board Imager (OBI R©) 1.4 imaging unit (Varian Medical Systems, Inc,

Palo Alto, CA USA) in homogeneous and anthropomorphic phantoms.

4.2.3 Materials and methods

Model and calculation overview

Software algorithm overview

We computed the absorbed kV x-ray dose using kVDoseCalc, a kV dose computation

software developed in-house by Kouznetsov and Tambasco[103]. The software computes the

dose by numerically evaluating the linear Boltzmann transport equation (LBTE) to find the

differential photon angular flux density at a POI, and converts this to absorbed radiation dose

using collisional-kerma factors based on the on coherent and incoherent angular distribution

functions and photoelectric absorption interaction cross sections.
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The differential angular flux density is separated into its primary and scattered com-

ponents. The primary component of the differential angular flux density is calculated de-

terministically using exponential attenuation and the beam divergence as described by the

inverse-square law (1/r2). The scattered component is further separated into a first- and a

multiple-collision contribution, which are calculated using biased MC methods to generate a

population of representative distribution of scattering points. The scatter component of the

differential angular flux density at the POI is calculated by using these scattering points as

a secondary radiation source in the numerical evaluation of the LBTE[103]. To evaluate the

interaction cross-sections throughout the medium, the software requires a DICOM-format

CT image in which Hounsfield units (HU) ranges are assigned a physical density (g/cm3)

and an elemental material composition (atoms/cm3). The interaction cross-sections from the

ENDF/B-VI micro cross-section library[129] are used to calculate total interaction cross sec-

tions of each material. These interaction cross sections are used to compute the optical length

of the photon trajectories required for the photon transport for the various components of

the differential angular flux density. The dose is computed from the flux (the differential

angular flux density integrated over all solid angles) through flux-to-kerma conversion fac-

tors which are also pre-calculated for each photon energy and material composition in the

CT image by integrating the differential distribution of photon energy fluence with the mass

energy-transfer coefficient of each possible energy and scattering angle.[103].

The virtual point source model is created from the user-specified spatially-varying spec-

trum and planar fluence at the isocentre plane. This virtual point source is used to create

the photons which are transported in the biased MC calculations of the scattered component

of the differential angular flux density. In this model, photons are generated with a given

energy and trajectory from the source location (the focal spot on the x-ray tube anode) to

the isocentre plane[137]. To model rotating CBCT sources, the software was modified to

incorporate a starting gantry angle and arc size. Photons are assigned a random angle in
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Table 4.1: Default settings for CBCT procedures using the Varian R© OBI R© 1.4 system.

Protocol Standard-dose head Pelvis spotlight Low-dose thorax Pelvis
Filter Full bowtie Half bowtie

Field size (cm) (x1, x2)=(13.6, 13.6) (x1, x2)=(6.8, 23.5)
(y1, y2)=(9.2, 9.2) (y1, y2)=(10.3, 10.3)

Arc size 200◦ 360◦

Energy (kVp) 100 125 110 125
Exposure (mAs) 145 720 262 580

this angular range to assign random origins to each photon.

The dose computations were performed at each POI using 1.5 million seeded photons on

four 3.20 GHz Intel R© Core
TM

7 960 CPU. The virtual point source was placed at a 100 cm

surface-to-axis distance (SAD) from the isocentre for all computations so as to match the

default CBCT imaging parameters of the Varian R© OBI R© 1.4 imaging system.

CBCT source characterization

The imaging source of a Varian R© OBI R© 1.4 imaging unit was characterized for four kV

CBCT imaging protocols (Table 4.1) using our previously validated kV source characteriza-

tion method and virtual point source model[137]. Briefly, this method involves measuring

the HVL along the transverse axis and the in-air kerma profiles along the radial and trans-

verse axis. These values were measured at 2 cm intervals for all four beam qualities using a

0.65 cc PR-06C Capintec farmer-style chamber (Capintec Inc., Ramsey, NJ, USA) calibrated

in the kV energy range (60, 80, 100, 150 and 200 kVp) and a Standard Imaging Supermax

electrometer (Standard Imaging, Middleton, WI, USA) set in the low-dose sensitivity range

with an applied potential bias of +300 V. The pelvis spotlight CBCT procedure is usually

calibrated using a half bow-tie filter, but we chose to characterize the pelvis spotlight proto-

col using a full bow-tie filter, as Varian R© suggests it reduces the CTDIw[162]. Furthermore,

it allowed us to directly compare our results with similar measurements reported by Palm

et al.[131].
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a) b)

Figure 4.1: Cylindrical acrylic phantom (a) with dots showing possible ionization chamber
positions at radii r = 0, 3.6, 5.2 and 6.6 cm, respectively. The phantom can be rotated in
increments of 90◦ which allows dose measurements along the x and y-axes (b).

Validation

We irradiated two phantoms using the characterized OBI R© 1.4 CBCT default imaging

protocols to validate our approach. To provide validation in homogeneous and heterogeneous

patient-mimicking geometries, we used a cylindrical acrylic phantom similar to a CTDI head

phantom and an anthropomorphic phantom, respectively.

Cylindrical homogeneous phantom measurements

A 15.2 cm-diameter acrylic phantom was constructed for experimental validation in a

homogeneous phantom. Holes were drilled to accommodate the Capintec 0.65 cc ionization

chamber at the centre and at three different radii as shown in Fig. 4.1a. The phantom is

designed to rotate in 90◦ increments to enable dose measurements at 13 different positions

(Fig. 4.1b). A fitted acrylic sleeve accommodates the ionization chamber at the measurement

points of interest, while the other holes are filled with whole acrylic rods.

The centre of the acrylic phantom was placed on a support so as to hang at the end of the

couch, so that the beam would not be attenuated by the couch. We positioned the phantom
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at the isocentre of the beam using the in-room patient positioning lasers (calibrated monthly

to within 1 mm accuracy) and imaged for each characterized CBCT setting (Table 4.1). The

dose was measured at each of the 13 points consecutively for all CBCT settings. To assess

the error due to positioning and output fluctuations, we repeated the measurements over

three days and found that the measurements were reproducible within ± 0.8%.

Cylindrical homogeneous phantom calculations

We constructed idealized DICOM images matching the physical dimensions of our ho-

mogeneous cylindrical phantom. The image was comprised of 512 × 512 × 91 voxels (∼23.8

million voxels) with dimensions of 0.81 × 0.81 × 3 mm3 in the x, y and z directions respec-

tively. The phantom it represents was fabricated with acrylic material by our machine shop

with a diameter of 15.2 cm and a length of 22 cm (more details under dose measurements:

cylindrical phantom). We used the nominal acrylic molecular composition C5O2H8 and the

measured physical density of 1.16 g/cm3 to calculate the atomic number density (atom/cm3)

for each element required by kVDoseCalc. We computed profiles along the x and y axes (Fig.

4.1b).

Anthropomorphic phantom measurements

We measured the absorbed dose inside the anthropomorphic RANDO phantom using

high-sensitivity MCP-N (LiF:Mg,Cu,P) TLD chips (Radcard, Krakow, Poland). We posi-

tioned the 4.5 mm diameter and 1 mm width TLD chips in the pre-drilled holes in the

RANDO phantom. They were held in place by two small acrylic cylinders positioned in a

way that sandwiched the chips between them, minimizing any potential air-gaps. The loca-

tions of the TLDs (Fig. 4.2) were chosen to sample as many positions and tissues as possible

within the two central slices of the relevant anatomical site (i.e., pelvis, thorax, or head).

The sites were imaged using the appropriate default CBCT imaging technique (Table 4.1).

We positioned the phantom by aligning the in-room positional lasers to external markers

recognizable on the DICOM image used in the dose computation.
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a)

b) c)

Figure 4.2: Measurement and computation points inside the anthropomorphic RANDO
phantom in the pelvis (a), the thorax (b), and the head (c). Points are numbered from
left to right, top to bottom.

Anthropomorphic phantom calculations

We computed absorbed dose inside the anthropomorphic RANDO phantom (The Phan-

tom Laboratory, Salem, NY, USA) comprising tissue and lung-equivalent materials, and

human bones. We imaged the RANDO phantom using a Brilliance Big Bore CT scanner

(Phillips Healthcare, Best Netherlands) and imaging protocols standard in our institution:

the head (512 × 512 × 191 voxels of size 0.70 × 0.70 × 2.5 mm3) and body (512 × 512

× 236 voxels of size 0.81 × 0.81 × 3 mm3) scans. The CT image was exported in DICOM

format to use in kVDoseCalc. We assigned material compositions and physical densities to

ranges of HU (see Table 4.2). The bones vary according to the imaging site (e.g., femurs

in pelvis), so we only implemented the relevant bone types for the relevant sites. The man-

ufacturer provided the nominal material compositions (expressed in mass percentage) and

physical densities for the RANDO tissue and lung-equivalent materials. We used published

values from the International Commission on Radiation Units and Measurements (ICRU)
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Table 4.2: HU to materials conversion table
Imaged location HU range Material Physical Density (g/cm3)

Pelvis -1000 – -300 Air 0.00120
-300 – 50 RANDO (tissue) 0.997
5 – 100 Bone marrow 1.03

100 – 400 Femur 1.33
400 – 10 000 Cortical bone 1.92

Thorax -1000 – -750 Air 0.00120
-750 –300 RANDO (lung) 0.352
-300 – 50 RANDO (tissue) 0.997

50 – 10 000 Cortical bone 1.92
Head -1000 – -300 Air 0.00120

-300 – 50 RANDO (tissue) 0.997
50 – 10 000 Cortical bone 1.92

report 46[82] for the various bone material compositions and physical densities assuming

adult bones.

While the number of photons seeded is sufficient to lower the statistical uncertainty of

our computation below 1%, the TLDs have a finite size across which the dose may vary.

We computed the absorbed dose over a uniform distribution of POIs corresponding to the

physical size of the detectors (3 pixel radius (∼2.46 mm) and 1 pixel length). The uncertainty

due to the dose gradient over the detector measurement volume was assessed by the standard

deviation over the average dose of these points.

Absorbed dose calibration

The output of the Varian R© OBI R© 1.4 imaging unit was evaluated using the in-phantom

method outlined by the AAPM’s Task Group 61 (TG-61)[111] guidelines on kilovoltage-

energy dosimetry. We used the same ionization chamber and electrometer used to charac-

terize the x-ray beams. The ionization chamber was placed at a depth of 2 cm in Gammex

solid water with 6 cm of backscatter. The outputs corresponding to a calibration exposure

of 160 mA and 160 ms (25.6 mAs) were measured for a calibration field (20×20 cm2) and the

relevant CBCT fields (Table 4.1) for each energy and filter combination. We verified that

the output linearity of the imaging unit was within 1% for the relevant imaging exposures
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by measuring the dose with varying currents and time settings.

TLD characterization

According to the manufacturer, MCP-N TLD chips exhibit a sensitivity 30 times greater

than conventional MTS-N (LiF:Mg,Ti) TLDs and have a detection threshold of 50 nGy

making them ideal for measuring the low absorbed doses deposited by CBCT imaging pro-

cedures. Furthermore, while conventional MTS-N TLDs exhibit an energy response limiting

their use in kV dosimetry applications, Duggan et al. showed that MCP-N TLDs are not

significantly energy-dependent at low energies[55].

Unlike TLD powder, TLD chips can only be read once before they must be annealed to

restore their sensitivity. Following the manufacturer’s guidelines, the chips were annealed

at 100 ◦C following an irradiation to eliminate noise due to low-energy electron traps. The

TLDs were then read by a photomultiplier tube (PMT) at a temperature of 240 ◦C, after

which they were annealed at a temperature of 240 ◦C. Each annealing was followed by a

rapid cooling by placing the chips directly on an aluminum surface.

To assess the reproducibility of the TLD chips, they were irradiated five times at the

centre of a 20 × 20 cm2 beam in a phantom of therapy-grade Solid Water (Gammex R©

455, Gammex Inc, Middleton WI, USA) at a depth of 2 cm and with 6 cm of backscatter.

The phantom was placed at a source-to-surface distance (SSD) of 100 cm and irradiated

with a technique setting of 160 ms and 160 mA (25.6 mAs) using the relevant energies and

corresponding bow-tie filter. The response of the TLD chips stabilized after 3-5 irradia-

tion/annealing cycles. We observed that the average sensitivity of the TLD batch could

vary from one exposure to the next, but that the response of an individual chip against the

average of the whole never varied by more than 3%. Therefore, three chips were kept aside

during every experiment and exposed using the calibration dose to eliminate the uncertainty

related to variations in sensitivity between annealing cycles. Once stabilized, the standard

deviation of five consecutive exposures was used to assess the reproducibility of the TLD
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readings, and was found to range from 1-3%. The dose response of each TLD chip was

individually determined over a range of three different exposures (mAs) by a linear fit of the

measured charge (Q) and the absorbed dose (D), as shown by the following expression

D = mQ+ b, (4.1)

where m and b represent the slope and intercept of the linear fit, respectively. Values for

the absorbed dose D were obtained by ionization measurements under the same conditions.

The uncertainty in the absorbed dose ∆Di was estimated by the expression

∆D = Q∆m+m∆Q+ ∆b, (4.2)

where ∆m and ∆b represent the TLD-specific fit uncertainties of the slope and intercept,

respectively, and ∆Q represents the uncertainty in measured charge, where ∆Q/Q is the

normalized standard deviation of the TLD readings discussed earlier. These characterizations

were carried out for each energy shown in Table 4.1.

Tissue conversion factors

At low kV energies, electrons have a maximum range in the order of micrometers, so they

can be considered to be locally absorbed[89]. Therefore, the dose measured by the TLD de-

pends only on the incident photon fluence, and no tissue-specific calibration is required when

the chips are placed in the RANDO tissue and lung-equivalent materials. Since the chips

were characterized in Gammex solid water, they report absorbed dose to tissue-equivalent

material. The TLDs were placed in RANDO cavities usually occupied by a tissue-equivalent

spacing plug. Therefore, the dose to the tissue-equivalent material was measured and not the

dose to bone or lung-equivalent materials. Therefore, there is no need to account for bone-

to-tissue conversion factors. In the thorax, spacing plugs are comprised of lung-equivalent

material so a lung-to-tissue factor is required to convert dose to lung to dose to tissue.

We obtained this factor empirically by using kVDoseCalc to compute the dose in a voxel

134



located in a cylinder of lung-equivalent material, then replacing that same voxel with a

tissue-equivalent voxel, and using the ratio of both quantities as the conversion factor.

4.2.4 Results

Cylindrical acrylic phantom

The agreement between ionization chamber measurements the dose computed with kV-

DoseCalc within the cylindrical acrylic phantom is within 2% of the local dose for most

points (Fig. 4.3). There is an abrupt dose drop-off at a radius of 6.8 cm in the pelvis and

low-dose thorax beams (Fig. 4.3a and c). For 200◦ arc size scans (Fig. 4.3b and d), the

measurements agree with computation to within 2% of local dose for the standard-dose head

scan and within 4% for the pelvis spotlight scan.

Anthropomorphic phantom

We compared TLD dose measurements to kVDoseCalc computation in Figs. 4.4, 4.5.

Figure 4.4 shows that the calculated dose correlates very well with measured values. The

local percent difference is usually within 10%, and always within 20% except in the head

and a single point for the pelvis protocol.

We calculated the average and standard deviation of the percent difference in local ab-

sorbed dose between measurement and computation, and found that it varies between 2.4

± 6.0% and 5.7 ± 10.3% according to the site and imaging protocol. The low-dose thorax

offers the best agreement with an average of -2.4% and a standard deviation of 6.0%, and

with the measured and computed dose error bars overlapping for every point. The thorax

is also the imaging site exhibiting the least variation in structures as the lung-equivalent

material is fairly homogeneous, and the ribs and spine are the only significant bony struc-

tures. Conversely, the standard-dose head scan showed the most variation (-4.1 ± 26.9%)

in agreement, because it is the geometry which exhibits the most heterogeneity (e.g., dense
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a)

b)
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c)

d)

Figure 4.3: (a) to (d) Comparison between measured (circles and crosses) and computed
dose (lines) relative to the centre of the cylindrical acrylic phantom for each imaging protocol
shown in Table 4.1. Axes are defined according to Fig. 4.1. Positive differences mean that
measurements are higher than calculations and vice-versa.
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Figure 4.4: Comparison between measured and computed dose inside the anthropomorphic
phantom for all imaging technique settings. The full line indicates a perfect agreement (slope
=1), while the doted lines indicate discrepancies ranging from -20–20%. For all imaging tech-
niques, except for the standard dose head, most of the measurements agree with kVDoseCalc
computations within 10%. Only a single point for the pelvis protocol has a disagreement
larger than 20%.

Table 4.3: Summary of the measured and computed dose in the anthropomorphic phantom.

CBCT procedure Pelvis Low-dose thorax Pelvis spotlight Std.-dose head

TLD (cGy) 1.78–3.84 0.60–1.12 0.56–4.62 0.07–0.50

kVDoseCalc (cGy) 1.75–4.35 0.51–1.12 0.50–4.14 0.07–0.56

Palm et al.a) (cGy) 2.4–3.1 0.9–1.7 0.5–6.0 0.1–0.6

CTDIb)w (cGy) 1.77 0.47 1.44 0.39

Avg. agreement 5.6 ± 8.3% -2.4 ± 6.0% -5.7 ± 10.3% -4.1 ± 26.9%

Pass/fail 8/15 (53%) 20/20 (100%) 8/14 (57%) 5/14 (36%)

a) Measured TLD dose in anthropomorphic Alderson phantom by Palm et al., 2010[131].
b) Nominal values from the Varian R© OBI R© Reference Guide[162].
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and shallow bones, air cavities). In contrast, the two pelvic scans (pelvis & pelvis spotlight)

showed similar results (5.6 ± 8.3% and -5.7 ± 10.3% respectively) which suggests that the

imaging site, and consequently the HU-to-materials conversion, is the most important factor

determining the agreement between computation and measurement.

Figure 4.5: Comparison between measured absorbed TLD dose (white columns) and kVDose-
Calc computations (grey columns) for the pelvis (a), pelvis spotlight (b), low-dose thorax
(c) and standard-dose head (d) CBCT default parameters. The error bars of the measured
values generally overlap with those of the computed values. Points for which the error bars
do not overlap are marked with an asterisk (∗). Generally speaking, imaging techniques with
a 200◦ arc (b and d) deposit less dose in the anterior and more dose in the posterior regions
of the phantom, hence the somewhat monotonic increase of dose with measurement point in
these figures. The dotted line indicates the nominal CTDIw dose for that imaging protocol
as a means of comparison. The results are further summarized in Table 4.3.

A point-by-point comparison is shown in Fig. 4.5. While the agreement is generally

good, it is not always within experimental uncertainty. We see that most of the error bars

associated with the measured value overlap with those of the computed values, ranging from

36 to 100% of the values depending on the imaging protocol (Table 4.3). Figure 4.6 shows

the location of the points in which error bars do not overlap.
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a)

b)

c) d)

Figure 4.6: Points inside the anthropomorphic phantom where the computed and measured
dose intervals of confidence do not overlap for the pelvis (a), the pelvis spotlight (b), the
low-dose thorax (c), and the head (d) scans. Yellow points show where the intervals of
confidence overlap, while blue and red points indicate where the computed dose is lower or
higher than TLD measurements and the error bars do not overlap, respectively.

4.2.5 Discussion

Cylindrical homogeneous phantom

The percent difference between kVDoseCalc computation and measured dose relative to

the centre in the homogeneous cylindrical phantom is ≤2% except in regions of high gradient

for both 360◦ procedures. For these procedures, points measured at the outermost position

(r = 6.6 cm, see Fig. 4.1) are sampling the high-gradient region of the field where the x1=6.8
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cm blade defines the edge of the high-intensity side of the beam. Thus, there is a dose volume

averaging effect in the 6mm-diameter ionization chamber which leads to the measured dose

being lower than computation, with a distance-to-agreement of ≤2 mm.

As we mentioned previously, our software computes the dose deposited the primary,

first scattered and multiple-scattered photons separately. Our dose computation software,

kVDoseCalc, had previously been validated only for radiographic exposures incident on flat

surfaces where there were no contour effects. In contrast, this study involves a rotating

beam incident on a round phantom. At the centre of the phantom, about 50% of the dose is

deposited by the scattered component. An accurate computation of the dose in this region

therefore requires not only an accurate characterization of the beam and geometry, but also

an accurate computation of these multiple scattering events.

Our results show that kVDoseCalc can calculate the dose delivered by a rotating beam in-

cident on a curved homogeneous surface, even in the presence of experimental and theoretical

difficulties, with the same accuracy as previously achieved in flat phantom surfaces[137].

Anthropomorphic phantom

We compared TLD dose measurements to kVDoseCalc computations in the anthropo-

morphic phantom for four different default CBCT imaging protocols (Fig. 4.5). These

comprise three different imaging locations, three energies, two bowtie filters (Table 4.1), and

a number of different materials (e.g., RANDO tissue and lung-equivalent materials, cranial,

spine and femoral bones). Despite the great variety in measurement conditions and a range

of two orders of magnitude in the measured dose (0.07 to 4.62 cGy), we obtain excellent cor-

relation between measured and calculated values (Fig. 4.4). For all four imaging protocols,

the average of the local dose percent difference is close to zero, which shows that there is

no obvious systematic difference between computation and measurement. While the error

bars TLD measurements do not overlap with computed values in all cases, we should point
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out that these error bars only represent uncertainties which can be evaluated quantitatively

such as TLD reproducibility and uncertainties in the linear fit in the TLD characterization.

They do not include uncertainties due to CT image artifacts and tissue segmentation, which

are much more difficult to evaluate.

Palm et al.[131] measured the CBCT dose in a similar anthropomorphic phantom imaged

using the same CBCT protocols, but in different locations. As shown in Table 4.3, our

measurements generally fall within the same range as Palm et al.’s for all CBCT scans[131].

These results provide some further validation for our methodology.

We also confirm Palm et al.’s report that absorbed doses in the anthropomorphic phantom

are generally about twice as high as the nominal CTDIw, except for head scans[131]. This is

explained by differences in sizes between a body CTDI phantom and RANDO. Indeed, the

latter is ∼ 57% smaller in volume than the former, so the beam experiences less attenuation.

Conversely, the head CTDI phantom is only ∼ 90% smaller in volume than RANDO’s

head, so the nominal CTDIw is a better estimate of the absorbed dose. This confirms

previous reports that the CTDI is not adequate to estimate the patient-specific absorbed

dose[27, 28, 23]. While the nominal value of the CTDI in the head falls within the same

order of magnitude as measured doses in the anthropomorphic phantom, it fails to account

for the large (0.07-0.49 cGy) dose variations throughout the volume.

There are other methods currently being developed to estimate the patient-specific CBCT

dose, such as conventional MC algorithms[45] or an adapted MV commercial TPS[7]. A

study by Alaei et al. compares TLD measurements, adapted MV TPS calculations and

conventional MC computations inside an anthropomorphic phantom[7]. The agreement we

obtained is slightly better than that obtained by adapted TPS (-8% to 8% average percent

difference)[7], and comparable to that obtained by conventional MC modeling (0.3% to 7.9%

average percent difference)[7]. Another MC validation in an anthropomorphic phantom was

performed by Li et al. who modeled a conventional CT scanner. They found that the local
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difference between MC simulation values and TLD measurements ranged from -17.2% to

13.0%, which are comparable to our results.

The main advantage of kVDoseCalc is that its characterization relies on a handful of

empirical values which can be measured using equipment available to most radiation therapy

clinics. It is therefore easier to implement than conventional MC simulation. While adapted

MV TPS are interesting due to their clinical feasibility, they still require the measurement

of many percent depth-dose and profile curves[7] which represent more measurements than

required using our method to characterize and model an x-ray source.[137].

These results show a proof of principle of our approach. That is, it is possible to import a

CT data set into in kVDoseCalc and calculate patient-specific dose from CBCT procedures

with reasonable accuracy. This absorbed dose calculation is more accurate than the CTDI

values usually used to estimate CT and CBCT dose.

Our method has been validated computationally against MC simulation techniques[103],

we therefore know that we are accurately modeling the physics involved in kV x-ray dosime-

try. However, the absorbed dose in a patient can only be accurately computed if the in-

put parameters are accurate. We have previously validated both our x-ray source/beam

characterization method and kVDoseCalc experimentally for a stationary beam incident on

homogeneous and heterogeneous phantoms[138, 137]. The homogeneous cylindrical phan-

tom measurements in this work show that kVDoseCalc can accurately compute the dose

deposited by a rotating x-ray source defining a rotating beam incident on curved surfaces.

Therefore, in principle one should be able to accurately compute the dose in an anthropo-

morphic phantom, as there are no additional conceptual difficulties. However, computing

the dose in anthropomorphic phantoms or patients introduces procedural sources of error

that are not specific to kVDoseCalc, in particular the issue of accurate tissue segmentation.
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Tissue segmentation

Transport-based calculations, whether performed using conventional MC software or kV-

DoseCalc, rely on the accurate description of the x-ray source and the irradiated volume.

Our source model was validated in previous work using block phantoms that removed errors

due to physical densities and material compositions[137]. However, real patients and an-

thropomorphic phantoms contain bones in which the physical density and effective Z varies

significantly due to differences in high-Z phosphorus and calcium content[193]. While soft

tissues also vary in density and material composition, they do so to a far lesser extent[184].

The difficulties in segmenting the irradiated volume into ranges of physical densities

and material compositions introduces errors in both photon transport and fluence-to-dose

conversions[177]. According to a study by Zhou et al.[193], using the common three-tissue

HU-to-material segmentation scheme to compute the dose deposited by a 120 kVp beam can

lead to errors of up to 100% in bone and up to 30% in adjacent soft tissues. They propose a

42-bones segmentation scheme for accuracy within 2.5% throughout the volume[193]. In ad-

dition to the conventional HU, images taken with a dual-energy CT scanner yield volumetric

effective Z. Bazalova and Greaves have proposed a 39-tissues segmentation scheme based on

both of these quantities for even greater accuracy compared to a 4- or 8-tissue segmentation

scheme[13]. However, we should point out that this increased accuracy is presumed based

on the assumption that dose computations using a more detailed model are necessarily more

accurate. This assumption has not been experimentally validated.

We found that the fraction of points where measured and calculated dose error bars

overlapped was best in the thorax (20/20) and worst in the head (5/14). The thorax contains

few complex bony structures, while the head contains a larger variation in bone HU. Thus,

we suspect that the agreement between measured and calculated dose, as well as the accuracy

in calculating dose in patients, could be improved by implementing a more complex tissue

segmentation scheme. At the moment, kVDoseCalc is not designed to accommodate such a
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large number of tissues. The issue of tissue segmentation will be addressed in future work to

improve the accuracy of kV CBCT dose computations, whether performed by conventional

MC approaches, or by kVDoseCalc.

Despite the limitations of tissue segmentation, the approach validated in this study rep-

resents a convenient, clinically feasible method for calculating the absorbed dose in a patient-

mimicking phantom within reasonable accuracy.
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4.2.6 Conclusion

This study provided experimental validation of an in-house dose computation software

(kVDoseCalc) to compute the machine and patient-specific dose deposited by kV CBCT

imaging procedures. While the software had been previously validated computationally[103]

and experimentally for open beams[138] and beams with additional bow-tie filters[137] in

radiographic geometries, this is the first validation including a rotating x-ray source fully

modeling CBCT imaging protocols. We showed that kVDoseCalc can be used to calculate

the absorbed dose in a homogeneous cylindrical phantom and the anthropomorphic RANDO

phantom within reasonable accuracy. This study represents a final proof of principle of

the development of a fast and accurate patient-specific dose computation system for kV

IGRT imaging procedures. Further studies will focus on exploiting the flexibility of our x-

ray source characterization method and kVDoseCalc to characterize other kV x-ray sources

such as superficial and orthovoltage therapy units, improving accuracy by implementing a

more comprehensive tissue-segmentation, and developing methods to rapidly and accurately

compute absorbed dose to not just POIs but over entire volumes.
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4.3 General conclusions

This chapter provides the final validation of our source model and dose computation

method. Compared to other anthropomorphic phantom validations, our approach is of com-

parable accuracy to the much more complex MC approaches, and more accurate than the

simpler TPS-based approaches.

The work presented in this chapter is very sensitive to tissue segmentation. While the

anthropomorphic phantom is comprised of heterogeneous structures–especially the bones–the

tissue and lung equivalent materials are approximately homogeneous. Tissue segmentation

in a real patient would certainly be more complex and requires future work.

The goal of this thesis, namely the development of a feasible kV x-ray source model and

characterization method, has been achieved. However, there is room for improvement before

the method can be applied in routine clinical use. These improvements will be the subject

of future work and are described in the following chapter.
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Chapter 5

Conclusions and Future work

5.1 Conclusions

In this thesis, we hypothesized that it was possible to model and characterize a kV x-ray

source using only empirical quantities measured using equipment common to all medical

physics clinics without need for specialized knowledge of Monte Carlo calculations. While

the method was developed for the kV dose computation software developed by Dr. Alexei

Kouznetsov and Dr. Mauro Tambasco, it is not specific to it and could in principle be used

for other dose computation methods. The model depends on characterizing the spectrum of

the beam using the nominal kVp and measured HVL at various positions along the transverse

axis, and thereby deriving empirical values for the fluence.

The first part of this thesis focused on developing and validating a simplified spectrum

characterization method. This method can characterize a spectrum using only the nominal

kVp and measured HVL and can be useful in applications where the spectrum is relatively

invariant and the only quantity of interest is the depth-dose profile, such as in section 5.2.3.

We performed a sensitivity analysis of the effect of HVL and kVp variations on dose de-

position which showed that the experimental uncertainty of these values did not lead to

significant errors. Validation performed for radiographic imaging of homogeneous and het-

erogeneous block phantoms showed that, while the method provided reasonable accuracy in

computing transverse-axis profiles, a more detailed approach would be required for modeling

the addition bow-tie filters.

This more detailed approach was presented in Chapter 4, in which we explained the

full formalism of our proposed virtual point source model and characterization method.
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This method involved using the previously-validated spectrum characterization method to

characterize the spectrum along the transverse axis of the beam, and the fluence is derived

from in-air transverse kerma profiles. We validated the method with radiographic imaging

of homogeneous and heterogeneous block phantoms.

Finally, we performed a validation for CBCT rotating beams in a homogeneous and a

heterogeneous anthropomorphic phantom. The validation inside the homogeneous cylin-

drical phantom showed that the rotating x-ray source model and beam characterization in

kVDoseCalc could accurately handle curved surfaces and rotating beams. Finally, the an-

thropomorphic phantom validation showed that our method could be used to calculate dose

in a patient-mimicking geometry within reasonable accuracy.

In summary, we showed that the virtual point source model and beam characterization

method proposed in this thesis could accurately model kV beams for radiographic and CBCT

imaging procedures. The model is more accurate and simpler to characterize than converted

TPS algorithms, and does not require the specialized techniques used in conventional Monte

Carlo packages. The main advantage of the method is its simplicity and flexibility: using

simple in-air dose measurements, one can characterize and model the kV x-ray source without

need for specialized equipment. Furthermore, this model and characterization method are

not unique to assessing dose from kV imaging, but can be used for assessing dose from

superficial and orthovoltage radiation therapy as well (see section 5.2).

At the beginning of this project, kVDoseCalc had already been validated computationally,

but it was for a simple geometry that was not representative of a real clinical setting. During

the course of this thesis, the software was modified, experimentally validated, and shown to

accurately compute the absorbed dose in a patient-mimicking phantom. While the main

scientific contribution of this thesis is the x-ray source model and beam characterization

method, this work also shows a proof of principle for the use of kVDoseCalc in a clinical

setting. Although further improvements are required before kVDoseCalc is ready for routine
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clinical use, it has already been helpful in solving a clinical issue (see 7.2.4).

Recently, a similar model was published by McMillan et al.[119] to describe kV CBCT

x-ray sources. This model is similar in that it also characterizes the spectrum via kVp and

HVL. However, in this proposed model, the effect of an added bowtie filter is modeled by

an effective aluminum thickness through which the x-ray beam is attenuated. This effective

bowtie filter both hardens and attenuates the beam, meaning that the fluence and spectrum

of the beam are dependent on one another. In contrast, the model proposed in this thesis

characterizes the spectrum and the fluence independently, although more studies would be

required to determine which model allows the most accurate dose computations.

5.2 Other applications

Over the course of this thesis, I became involved in a number of studies in which the

virtual x-ray point source model and beam characterization method were used in other

applications. While I was heavily involved in all of these projects, my role was to support the

investigation and provide advice rather than performing the majority of the work. For this

reason, and since these studies are not directly related to the main focus of this thesis (i.e.,

modeling kV CBCT imaging beams), they were not included as chapters in the main body

of the text. Nevertheless, they bear mentioning for successfully showcasing the flexibility

and wide applicability of the method proposed in this thesis.

5.2.1 Conventional CT scanners

I aided Mitch Sommerville (another graduate student supervised by Dr. Mauro Tam-

basco) characterize the transverse axis fluence and spectrum of a Phillips Big Bore con-

ventional CT scanner (Philips Medical Systems, Best, Netherlands) following the method

outlined in Chapter 4. Third-party data was used to model the longitudinal z-axis of the
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beam to avoid uncertainties due to the volume averaging effects in the ionization chamber

which could become important due to the small thickness (four slices of 6 mm each = 2.4 cm)

of the beam. Since kVDoseCalc is not currently designed to accommodate helical beams,

we limited ourselves to modeling a single-slice axial scan of the homogeneous cylindrical

phantom depicted in Chapter 4 for three energies: 90, 120 and 140 kVp. Ionization chamber

measurements of the dose relative to the centre of the phantom agreed with kVDoseCalc

computation within a maximum percent difference of 3.64%. This work was presented at

the AAPM 2013 Annual Scientific Meeting in Indianapolis[154], and a completed manuscript

is currently undergoing revision for submission to Medical Physics with the title A measure-

ment based x-ray source model for CT dosimetry computations..

5.2.2 Superficial Therapy

I aided Christopher Johnstone (another graduate student supervised by Dr. Mauro Tam-

basco) characterize an Xstrahl 150 superficial kV therapy unit following the method outlined

in Chapter 4 for three cone sizes (2, 5 and 15 cm diameter) and four energies (80, 100, 120,

and 150 kVp). Depth-dose and transverse axis profiles were measured in a water tank using

an ionization chamber and compared to kVDoseCalc computations. We found that kV-

DoseCalc relative dose computations agreed with measurements within 3% of local dose in

depth-dose profiles and 6% of local dose in transverse axis profiles. The depth-dose profiles

were also compared to published data from the British Journal of Radiology supplement 25

(BJR 25)[92], where the maximum disagreement exceeded 6% of local dose at depths ≥ 3 cm

and 10% at depths ≥ 5 cm. Since this published data currently represents the standard used

to plan superficial therapy treatments, kVDoseCalc could be useful when treating structures

at depths ≥ 3 cm. These results were presented at the COMP/CARO 2013 Joint Scientific

Meeting in Montreal[90], and a completed manuscript is currently undergoing revisions in

preparation for a submission to Medical Physics.
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5.2.3 Radiochromic film dosimetry

In collaboration with Ferenc Jacso, Dr. James Grafe, Ian Nygren, Dr. Eduardo Villareal-

Barajas and Dr. Rao Khan, I investigated the use of Gafchromic EBT3 radiochromic films

for kV dosimetric applications, in particular depth-dose profile relative dosimetry. During

the course of our investigation, we observed relatively large (≤5%) discrepancies between

ionization chamber and radiochromic film measurements. To provide additional confidence

in our experimental results, we characterized the spectrum of an Xstrahl 300 orthovoltage

kV therapy unit using the method outlined in Chapter 3 for 100, 150 and 200 kVp beams.

Since we were not interested in accurate lateral dose profile computations, we assumed a flat

fluence diverging due to the inverse-square law. kVDoseCalc relative depth-dose profiles fell

between the extremes of ionization chamber and film measurements and agreed within 3.5%

of all modalities. These results confirmed the validity of film dosimetry while underlining

the experimental difficulties of kV dosimetry. They were presented at the COMP/CARO

2013 Joint Scientific Meeting in Montreal[85], and we are currently writing a manuscript for

a submission in Medical Physics.

5.2.4 Standoff factor corrections

The field size in superficial and orthovoltage kV x-ray therapy is determined by applicator

cones which can be either open or close-ended. In some patients, the applicator cannot be

placed directly against the treated surface. These patients are treated at an extended SSD,

and a stand-off correction is calculated using the inverse square law. In our clinic, our in

vivo radiochromic film dosimetry program showed that some extended SSD patients were

receiving a lower (∼ 6%) dose than planned, even when calculating the stand-off factor. In

collaboration with the same team as in 7.2.3, I modeled the 4 mm acrylic end-plate present in

close-ended applicators in kVDoseCalc and computed in-air dose profiles. Figure 5.1 shows
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that the results agree with ionization chamber measurements. The discrepancy is due to

the fact that about 10% of the dose at the surface of the end-plate is deposited by photons

scattering inside the end-plate. As the distance from the end-plate increases, the scattered

component of the dose becomes less important and the in-air dose profile is better modeled

by the inverse square law. The kVDoseCalc computations obtained from the application

of the method in this thesis confirmed the experimental results and provided a theoretical

explanation. These results were presented at the 2013 Alberta Cancer Foundation Annual

Cancer Research Conference, and a manuscript describing these results was completed and

has been accepted for publication in the Journal of Clinical Applications in Medical Physics

under the title Quantifying the divergence from the inverse square law and clinical significance

for orthovoltage beams at extended SDD. These results have been used to calculate an effective

FSD to minimize dosimetric errors. This effective FSD is currently in clinical use.

5.3 Future Work

In this thesis, we characterized and validated our approach for default CBCT imaging

technique settings. In practice, the user is able to change these settings (e.g., reduce imaging

dose by using a smaller field size) while our characterization is beam-specific. The devel-

opment of a dose computation tool truly analogous to a commercial TPS will need a more

flexible approach requiring the characterization of different field sizes, output factors, and

other similar quantities. A sensitivity analysis should be performed to determine how many

fields need to be characterized for accurate computation of the dose. Furthermore, in chapter

3 and 4, we characterized the beams by measuring transverse axis HVL and kerma in-air

profiles at intervals of 2 cm. While we have shown that this interval is adequate, there has

been no investigation to determine if it is optimal.

In the same vein of thought, the kVDoseCalc GUI currently does not accommodate an

interface for a reference dose calibration. In this thesis, calculated doses were converted
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Figure 5.1: (a) Treatment geometry for orthovoltage therapy at an extended standoff. The
distance from the endplate d is added to the applicator field-to-source distance FSD, with
total distance from the x-ray source being FSD + d. Close-ended applicator cones of an
Xstrahl 300 orthovoltage unit contain a 4 mm acrylic endplate in which photons scatter
before entering the patient. (b) Relative dose in air as a function of d. Ionization chamber
measurements do not follow the inverse square law (FSD/FSD+d)2 prediction due to scatter
in the endplate. kVDoseCalc computations agree with ionization chamber measurements and
explain why the inverse square law fails to explain the behaviour of the stand-off factor in
this geometry.

to relative doses, and a field-specific calibration factor was subsequently applied. This ad-

hoc calibration factor is not appropriate for clinical applications, and a more comprehensive

investigation of the relationship between field size and dose rate (i.e., output factors) will

increase the clinical usability of the software.

In Chapter 5, we saw there was room for improvement in full bow-tie transverse-axis

profiles computed in heterogeneous media. We hypothesized that the difference in width in

the solid bone and lung-equivalent material was caused by approximation that all photons

originate from a point-source, while in reality as many as 10% of the photons originate

from scatter in the bow-tie filter[156]. By applying the characterization method described in

Chapter 4 at two different SSDs, we could theoretically derive the component of the fluence

originating from the focal spot on the anode separate from the rest of the fluence. We could
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then investigate whether that leftover fluence could be approximated as originating from a

single effective source point and whether this bifocal source model would increase agreement

between computation and measurements in FBT heterogeneous transverse profiles.

As we mentioned earlier, the accuracy of dose computations inside a real patient will

benefit from a more sophisticated tissue segmentation. For instance, Bazalova and Graves

found that they needed to implement a segmentation scheme of 39 different tissues in order

to obtain good accuracy[14]. Furthermore, they found that the segmentation based on mass

density, which we used in Chapter 4, was insufficient for optimal tissue segmentation and

proposed a scheme based on effective-Z instead[14]. A tissue segmentation scheme based on

effective-Z requires a dual-energy CT scan, which should be investigated.

Currently, kVDoseCalc is capable of computing dose only to a series of POIs. In the

future, the evaluation of full 3-D dose distributions will be required if the imaging dose is to

be incorporated to the therapeutic dose in the radiation treatment plan. Dr. Tambasco and

Dr. Kouznetsov are currently investigating the use of a sparse-grid based interpolation to

estimate 3-D dose distribution from an optimal number of point calculations. This approach

would greatly reduce the amount of computation required to obtain an accurate 3-D dose

distribution compared to the conventional full grid used in most TPS.
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