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#### Abstract

Deductive databases result from the integration of relational database and logic programming techniques. This thesis analyzes two significant problems inherent in this integration: namely complex object modeling and higher-order features. It also gives a critical analysis of related work in logic programming and deductive databases, such as extended logic terms which can represent the existence and complex intensional structure of objects, and extended deductive database languages which incorporate higher-order features.

A novel deductive database language called NLO (Natural Logic for Objects) is proposed. It is based on the semantic and object-oriented data models, extended logic term approaches and extended deductive database languages.

The major original contributions of the research presented here are threefold. First, the language NLO is defined with enough expressive power to solve the above two problems. Second, the language is given a firm logical foundation. This includes extended Herbrand models, the model intersection property of definite programs, fix-point, least and minimal models, stratification, perfect models, and precisely defined semantics of NLO programs. Third, a transformation algorithm is given which converts NLO programs and queries into semantically equivalent Prolog programs and queries. Together these imply that NLO is not only syntactically expressive and semantically sound, but also fully implementable in practice.
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## Chapter 1

## Introduction

Databases and logic programming have been two independently developed fields in computer science in the last two decades.

Database technology has evolved in order to efficiently organize, manage and maintain a large amount of data on secondary storage. This led to the development of several basic data models. A data model is a collection of well-defined concepts that helps the database users to understand and express the static and dynamic properties of applications. It determines the types of data structures visible to the user and the operations allowed on these structures. It provides the conceptual basis for thinking about applications and provides a formal basis for developing and using the database systems. The relational data model was developed as a simplification of more complex, machine-oriented hierarchical and network models, to enable setoriented, non-procedural data manipulation.

Logic Programming began in the early seventies as a direct outgrowth of earlier work in automated theorem proving and artificial intelligence. Logic programming is based on first-order logic, formalized in terms of proof theory and model theory. Proof theory provides formal specifications for correct reasoning with premises, while model theory analyses how general assertions may be interpreted with respect to a collection of specific facts. First-order logic was not used in programming actual applications until the introduction of Prolog, a language for PROgramming in LOGic.

Prolog uses a restricted form of more general theorem proving techniques to provide efficiency and programmability.

Throughout the seventies and early eighties, the use of both Prolog and relational databases has become widespread, not only in academic or scientific environments, but also in the commercial world [CGT90].

In recent years, there has been a growing interest in the integration of logic programming and relational databases to generate a new type of systems, called deductive databases, which use logic programming to make deductions about the contents of a relational database. This integration combines the benefits of these two approaches, such as representational and operational uniformity, ease of use, deductive power, firm theoretical basis, and efficient secondary storage access.

Unfortunately, current deductive databases are quite limited in their expressive power. They cannot support complex object modeling in a direct and natural way, although this is a common requirement of advanced database applications [Mai86, KL89, LR89]. They also cannot support higher-order features such as schema and sets in a uniform way [KN88]. The problems result from the use of inexpressive flat structures in the underlying relational data model and logic programming languages.

As a reaction to the lack of expressiveness, in relational databases, logic programming, and correspondingly in deductive databases, a number of attempts have been made to increase the expressive power.

To improve the relational data model, a number of new approaches called semantic and object-oriented data models have emerged during the last two decades. These aim to provide increased expressiveness to the user and incorporate a richer set of
semantics into the database. Examples are RM/T [Cod79], FDM [Shi79], TAXIS [MBW80], SDM [HM81], SHM + [Bro84], Galileo [ACO85], SAM* [Su86], Gemstone [MSOP86], IFO [AH87], Orion [KBC+87], FAD [DKV88], $\mathrm{O}_{2}$ [LR89], Vbase [And91], etc. They provide a number of powerful data modeling manipulation concepts for complex object modeling including object identity, object properties, types and inheritance.

To improve the expressiveness of logic programming, some extensions have been made by using extended logical terms with internal structures, such as LOGIN [AKN86], O-Logic [Mai86], Revised O-Logic [KW89], and F-logic [KL89, KLW90]. To improve the expressiveness of deductive database languages, LDL [TZ86], COL [AG88], IQL [AK89], L2 [KN88], etc. have been proposed which incorporate certain higher-order features.

Semantic and object-oriented data models are quite expressive. However, the proposed extended logic term approaches and extended deductive database languages are not general enough to capture the most important ideas of these models.

This thesis proposes a deductive database language called NLO (Natural Logic for Objects), based on the extended logic terms approaches and extended deductive database languages. It is a natural generalization of semantic and object-oriented data models. It has expressive and deductive powers that can naturally represent and manipulate complex objects and desired higher-order features in a uniform way.

This thesis also investigates the syntactic and semantic properties of NLO programs. These include extended Herbrand models, the model intersection property of definite programs, fixpoint, least and minimal models, stratification, perfect models,
and precisely defined semantics of NLO programs.

### 1.1 Organization of Thesis

In order to make this thesis as self-contained as possible, Chapter 2 first introduces relational databases and logic programming. Then it describes deductive databases based on these two approaches.

Chapter 3 analyzes the problems of deductive database design. It discusses the requirements of many significant database applications and shows why the relational data model and logic programming languages cannot satisfy these requirements.

Chapter 4 gives a critical analysis of related work. This gives the motivation for the deductive database language NLO.

Chapter 5 introduces NLO by examples and shows its advantages over other approaches.

Chapter 6 presents the syntax and semantics of NLO.
Chapter 7 focuses on the extended Herbrand models and discusses the syntactic and semantic properties as well as the precisely defined semantics of NLO programs.

Chapter 8 presents a formal transformation algorithm which converts NLO programs and queries into semantically equivalent Prolog programs and queries.

Finally, Chapter 9 summarizes the research and discusses potential topics for future research. Table 9.2 compares NLO with other approaches.

## Chapter 2

## Background

This chapter provides an introduction to the major concepts of relational databases and logic programming which will be used in the following chapters.

### 2.1 Relational Databases

The kernel of the relational database technology is the relational data model. The relational data model, although not the first data model used in database management systems, has grown in importance since its exposition by Codd in 1970. The most important reason for the model's popularity is its simplicity and formality. It takes over the complex, machine-oriented hierarchical and network models to enable powerful, set-oriented, declarative, i.e. non-procedural, data query or manipulation.

### 2.1.1 The Relational Data Model

In the relational model, data are organized using relations which are defined as follows. A domain is just a finite set of values. The Cartesian Product of domains $D_{1}, D_{2}, \ldots, D_{n}$ (not necessarily distinct) is denoted by $D_{1} \times \ldots \times D_{n}$ and is the set of all tuples $\left(x_{1}, \ldots, x_{n}\right)$ such that $x_{i} \in D_{i}, i=1, \ldots, n$. A relation is any subset of the Cartesian product of one or more domains. The members of a relation are called tuples. Note that a relation is a set, therefore tuples in a relation are distinct, and
the order of tuples is irrelevant. The arity of a relation $R \subseteq D_{1} \times \ldots \times D_{n}$ is $n$. The number of tuples in R is called its cardinality. A relation is finite if its cardinality is finite. A database is a finite set of finite relations.

It is customary when discussing relations to represent a relation as a table and name it by a relation name in which each row is a tuple and each column is often given a name called its attribute. In this view, a tuple is a list of values and a relation is a set of lists. Attribute values of a tuple are determined by their positions in the tuple. However, relations can also be viewed as a set of mappings from the attribute names to values in the domains of the attributes. In this view, attribute values of a relation are determined by their attribute names rather than positions.

Chapter 3 will show that current deductive databases can only take the first view, i.e., relations as sets of lists rather than sets of mappings, which means that attribute values of a tuple are determined only by their positions in the tuple. This is certainly inconvenient to the user.

A minimal subset of the attributes of a relation whose values uniquely identify the tuples of the relation is called a key of the relation. It is possible for a relation to have more than one key. In this case, it is customary to designate one as the primary key. The ordered set of attribute names for a relation is called the schema of this relation. If a relation is named by REL, its relation schema has attributes $\mathrm{A}_{1}, \mathrm{~A}_{2}, \ldots, \mathrm{~A}_{n}$, and $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{m}$ is a primary key, then the relation schema is written as $\operatorname{REL}\left(\mathbf{A}_{1}, \ldots, \mathbf{A}_{\mathbf{m}}, \ldots, \mathrm{A}_{n}\right)$. The specific relation is said to be an instance of the relation schema.

Not all possible instances of a relation schema have meaningful interpretations;
that is, they do not correspond to valid sets of data according to the intended semantics of the database. Therefore a set of constraints, referred to as integrity constraints, is introduced to be associated with relation schemas to ensure that the database meets the intended semantics. There are two major kinds of integrity constraints: type constraints, which require the attribute values of relations to belong to specified domains, and dependency constraints, which express structural properties of relations.

Often a subset of the attributes of one relation will correspond to a key of another relation so that different relations can be implicitly related. It is called a foreign key. A foreign key need not be (and often is not) a key of its own relation. Relations are related normally through foreign keys.

| NAME | PHONE | DEPT |
| :--- | :--- | :--- |
| Bob | 6124 | Mathematics |
| Henry | 3620 | Philosophy |
| John | 5016 | Physics |
| Jenny | 6017 | Mathematics |
| Smith | 9015 | Physics |
| Sally | 3105 | Mathematics |

EMPLOYEE

| DEPT | LOCATION |
| :--- | :--- |
| Philosophy | Building 3 |
| Mathematics | Building 1 |
| Physics | Building 2 |
| Chemistry | Building 5 |

DEPARTMENT
Figure 2.1 Two Example Relations.

Example 2.1 Figure 2.1 shows two relations. The relation EMPLOYEE has attributes NAME, PHONE, and DEPT where NAME is a primary key and DEPT is a foreign key. The schema of EMPLOYEE is EMPLOYEE(NAME, PHONE, DEPT). The relation DEPARTMENT has attributes DEPT and LOCATION where

DEPT is a primary key. The schema of DEPARTMENT is DEPT(NAME, LOCATION). Here an integrity constraint requires that the values of attribute DEPT in the relation EMPLOYEE should be the values of attribute DEPT in the relation DEPARTMENT.

To summarize, a database schema consists of a collection of relation schemes together with a set of integrity constraints. A database, also called a database instance or a database state, is a collection of relations (relation instances), one for each relation schema in the database schema. A database is said to be valid if all relations that it contains obey the integrity constraints.

### 2.1.2 Relational Query Languages

Associated with the relational data model, there are two kinds of relational query or manipulation languages which can be used to express queries about relations in a relational database:

Relational algebra is defined through several operators that apply to relations and produce other relations. Queries of relational algebra naturally suggests some order in which operations can be applied to the database. However, queries are often transformed equivalently into some optimized forms so that they can be processed in a more efficient way.

Relational Calculus expresses a query by means of a first-order logic formula on the tuples or domains of the database; the result of the query is also a relation that satisfies the formula. The relational calculus is a kind of pure declarative query language, because the query expression in the calculus does not suggest a method
for computing the answer.
These two kinds of languages have been proved to be equivalent in their expressive power [Ull88]. Relational algebra seems to be inherent in the relational model. This thesis considers relational algebra only.

Relational algebra consists of five basic operators: selection, projection, Cartesian product, union, and difference, each of which applies to relations, yielding a new relation as a result.

- Selection: Given a relation $R$ and a collection of conditions $P$ over the relation, the selection operation, denoted by $\sigma_{P}(R)$, produces a relation with the same schema as that of $R$, whose tuples are in $R$ and satisfy the given conditions.
- Projection: Given a relation $R$ and a subset of attribute names $A$ of $R$, the projection operation, denoted by $\pi_{A}(R)$, produces a relation which consists of the specified columns of the given relation, and eliminates duplicates from the results. The schema of the result relation is $A$.
- Cartesian Product: Given two relations $R$ and $S$ of arity $r$ and $s$ respectively, the Cartesian product operation, denoted by $R \times S$, is a relation of arity $r+s$, whose tuples are formed by all the possible concatenations of tuples of $R$ and tuples of $S$.
- Union: Given two relations $R$ and $S$ which have identical schema, the union operation, denoted by $R \cup S$, produces a relation with the same schema, whose tuples are in $R$ or $S$ or both.
- Difference: Given two relations $R$ and $S$ which have identical schema, the difference operation, denoted by $R-S$, produces a relation with the same schema, whose tuples are in $R$ but not in $S$.

The most often used operation is called natural join or join which can be derived from the above basic operations:

- (Natural) Join: Given two relations $R$ and $S$, the natural join operation, denoted by $R \bowtie S$, is formed by computing the Cartesian product $R \times S$, selecting out all tuples whose values on each attribute common to $R$ and $S$ coincide, and projecting one occurrence of each of the common attributes.

The join operation is used to draw explicit relationships between different relations via common attributes such as foreign keys. However the natural join operator is also quite time consuming. A lot of efforts have been invested to improve its performance [Ul188].

| NAME | DEPT |  |
| :--- | :--- | :---: |
| Bob | Mathematics |  |
| Jenny | Mathematics |  |
| Sally | Mathematics |  |
| Answers to a) |  |  |


| LOCATION |
| :--- |
| Building 3 |
|  |
| Answer to b ) |

Figure 2.2 Answers to Queries

Example 2.2 In order to get the names and phone numbers of employees in the Department of Mathematics and the location of Henry's department from the two
relations in Figure 2.1, we can use
a) $\pi_{\text {NAME,PHONE }}\left(\sigma_{\text {DEPT }}=\right.$ Mathematics $\left.E M P L O Y E E\right)$
b) $\pi_{\text {LOCATION }}\left(\sigma_{\text {NAME }}=\right.$ Henry $\left.(E M P L O Y E E ~ \bowtie D E P T)\right) ~$
respectively. The answers to these queries are shown in Figure 2.2.

### 2.2 Logic Programming

Logic programming is based on mathematical logic which is the study of the relationship between formally expressed premises and conclusions. For example, if we assume that $A r t$ is a parent of $B o b$ and that a parent is an ancestor, then we can infer that Art is a ancestor of Bob. The first two sentences imply the conclusion. In logic programming the programmer encodes in a logic program a set of premises about the application and the machine applies rules of inference to known premises and derives conclusions that are logically implied by those premises. Subsequent applications allow a program to derive further conclusions.

Most logic programming is based on clause form, which is a restricted form of first-order logic. The most general kind of program clause usually considered is

$$
\begin{equation*}
A \leftarrow L_{1}, \ldots, L_{n} . \tag{1}
\end{equation*}
$$

where $A$ is an atom and $L_{1}, \ldots, L_{n}$ are literals [ABW88, Llo87, She88]. An atom is of the form $p\left(t_{1}, \ldots, t_{m}\right)$ where $p$ is an $m$-ary predicate symbol and $t_{1}, \ldots, t_{m}$ are terms. A literal is either an atom or the negation of an atom, i.e. of the form $\neg p\left(t_{1}, \ldots, t_{m}\right)$. A term can be either a constant, a variable, or a function which takes terms as its arguments. Normally, constants, functions and predicates are represented by a lower-case letter, while variables by upper-case letters or the underscore symbol. The
atom $A$ in the rule is called the head or conclusion, and $L_{1}$ through $L_{n}$ form the body or conditions of the program clause.

A program clause $A \leftarrow L_{1}, \ldots, L_{n}$, is a universally quantified first-order formula $\forall X_{1} \ldots \forall X_{m}\left(A \vee \neg\left(L_{1} \wedge \ldots \wedge L_{n}\right)\right)$ where $X_{1}, \ldots, X_{m}$ are all variables appearing in the program clause. But variables appearing only in the body may be equivalently regarded as quantified existentially within the body, while other variables are universally quantified over the entire clause, that is, $\forall X_{1} \ldots \forall X_{l}\left(A \vee \neg \exists X_{l+1} \ldots \exists X_{m}\left(L_{1} \wedge \ldots \wedge L_{n}\right)\right)$ where $X_{l+1}, \ldots, X_{m}$ are variables appearing only in the body.

There exist three types of program clauses: facts, rules, and queries (or goals) [ABW88, Llo87, GM92]. A fact is a program clause with an empty set of conditions. A rule is a program clause with non-empty head and conditions. A query is a program clause with an empty head and is normally represented as ?- $L_{1}, . ., L_{n}$.

A logic program is a finite set of facts and rules. A logic program is definite if it does not have negation in its rules. Otherwise, it is normal. Queries may be associated with a logic program to be answered whether or not they can be satisfied by the program.

A term which contains no variables is called a ground term. A program clause (a literal) in which no variables appear is called a ground clause (ground literal).

A substitution $\theta$ is a finite set of the form $\left\{X_{1} / t_{1}, \ldots, X_{n} / t_{n}\right\}$, where each $X_{i}$ is a distinct variable and each $t_{i}$ is a term distinct from $X_{i}$. The substitution is ground if every term $t_{i}$ is ground. Let $\theta=\left\{X_{1} / t_{1}, \ldots, X_{n} / t_{n}\right\}$ be a substitution and $E$ is either a term, a literal or a program clause, then $E \theta$, the instance of $E$ by $\theta$ is a term, a literal or a program clause obtained from $E$ by simultaneously replacing each occurrence
of the variable $X_{i}$ in E by the term $t_{i}$.

Example 2.3 An example of a definite logic program $P_{1}$ is as follows.
(1). parent $(a r t, b o b) \leftarrow$.
(2). parent $($ mary, art $) \leftarrow$.
(3). ancestor $(X, Y) \leftarrow \operatorname{parent}(X, Y)$.
(4). ancestor $(X, Y) \leftarrow \operatorname{parent}(X, Z)$, ancestor $(Z, Y)$.

This program has two ground facts and two rules. The first fact says "Art is a parent of Bob." The second fact says "Mary is a parent of Art." The first rule says "for all $X$ and $Y$, if $X$ is a parent of $Y$, then $X$ is an ancestor of $Y$." The second rule says "for all $X, Y$, and $Z$, if $X$ is a parent of $Z$ and $Z$ is an ancestor of $Y$, then $X$ is an ancestor of $Y$, " or "for all $X$ and $Y, X$ is an ancestor of $Y$ if there exists a $Z$ such that $X$ is an ancestor of $Z$, and $Z$ is a parent of $Y$." The query ?- ancestor $(X, b o b)$, can be used to ask if there exists an $X$ such that $X$ is a parent of $B o b$ based on the program.

Example 2.4 An example of a normal logic program $P_{2}$ is as follows.
(1). inWater $($ peter $) \leftarrow$.
(2). canSwim $($ phil $) \leftarrow$.
(3). $\operatorname{sink}(X) \leftarrow i n W a t e r(X), \neg \operatorname{canSwim}(X)$.
(4). $\operatorname{happy}(X) \leftarrow i n W a t e r(X), \neg \operatorname{sink}(Y)$.

This program has two facts and two rules. The first fact says "Peter is in the water." The second fact says "Phil can swim." The first rule says "for all $X$, if $X$ is in the water and $X$ cannot swim, then $X$. sinks." The second rule says "for all $X$, if $X$ is in the water and $X$ does not sink, then $X$ is happy." The query ?- happy (peter), can be used to ask if Peter is happy or not based on the program.

What a logic program can compute or what the intended semantics of a logic
program is, and how the output of a logic program can be computed; and when given queries, what the answers to the queries should be and how these answers can be found are the contents of two complementary aspects of logic programming. One is called model theory, which deals with semantics, and the other is called proof theory which deals with syntax [ABW88, CGT90, Llo87, She88].

Model theory is, in general, considered as the more intuitive or declarative approach to the meaning of a program. Proof theory, on the other hand, often provides more efficient computational methods.

### 2.2.1 Model Theory

The declarative semantics of a logic program is based on the usual model-theoretic semantics of formulas in first-order logic.

In model theory, we are concerned with interpretations and models. An interpretation of a set of program clauses consists of a nonempty set $D$, called the domain of the interpretation, over which the variables range, and an assignment to each constant of some fixed element in $D$, to each $n$-ary function symbol of a mapping from $D^{n}$ into $D$, to each $n$-place predicate symbol of an $n$-place relation on $D^{n}$. An interpretation thus specifies a meaning for each symbol in a set of program clauses.

A variable assignment assigns each variable an element in the domain.
Given an interpretation $I$ with a domain $D$, and a variable assignment $V$, the truth value, true or false, of a program clause, with respect to $I$ and $V$, can be obtained as follows. If $p^{\prime}$ is the relation assigned to an $n$-place predicate symbol $p$, then the positive literal $p\left(t_{1}, \ldots, t_{m}\right)$ evaluates to true if $\left\langle t_{1}^{\prime}, \ldots, t_{m}^{\prime}\right\rangle \in p^{\prime}$, where $t_{1}^{\prime}, \ldots, t_{m}^{\prime}$ are the term assignments of $t_{1}, \ldots, t_{m}$ with respect to $I$ and $V$; otherwise it
evaluates to false. A negative literal $\neg p$ evaluates to true if $p$ is false; otherwise it evaluates to false. If both $p_{1}$ and $p_{2}$ are true, then $p_{1}, p_{2}$ evaluates to true; otherwise it evaluates to false. If either $p_{1}$ is true or $p_{2}$ is false, then $p_{1} \leftarrow p_{2}$ evaluates to true; otherwise it evaluates to false.

Let $\psi$ be a program clause, $I$ an interpretation and $V$ a variable assignment. If $\psi$ evaluates to true with respect to $I$ and $V$, then we say that $\psi$ is satisfied by $I$ and $V$, denoted by $I \models V(\psi)$.

For a program clause $\psi$, all variables in it are universally quantified. So given an interpretation $I, \psi$ is true under $I$ if and only if it is true with respect to every possible variable assignment $V$ and $I$. In other words, $\psi$ is satisfied by $I$, denoted by $I \models \psi$ if and only if for every possible variable assignment $V, I \models V(\psi)$.

A model of a logic program $P$ is an interpretation which satisfies all facts and rules of $P$. A program clause $C$ is said to be a logical consequence of a logic program $P$, denoted by $P \vDash C$, if and only if for every model $M$ of $P, M \models C$.

In first-order logic, given a logic program $P$ without queries, we are concerned with all its logical consequences, that is $\{C \mid P \vDash C\}$. Given a logic program $P$ with a query ?- $L_{1}, \ldots, L_{n}$, we are concerned whether or not the query can be satisfied by the program, that is, whether or not there are ground substitution $\theta$ such that $P \vDash L_{i} \theta, 1 \leq i \leq n$. Therefore, we consider all possible interpretations and models of the program with or without queries. This declarative view of a logic program may be the ultimate ideal of logic programming. But it is not the way current logic programming makes [She88]. There are two reasons. One is that we do not intend to consider all possible interpretations and models of a logic program
in logic programming. For the fact parent (art, bob) in Example 2.3, the constants $a r t, b o b$ and predicate parent are intended to be interpreted as persons Art, Bob and the parent relation between persons respectively, rather than something else. Another reason is that in a logic program only the true facts are asserted and the rules can only infer true facts, because the volume of false facts is usually much greater than the volume of true facts. Negative facts are neither asserted nor can be inferred. In this sense the program is incomplete. But it is very convenient to the user and it results in efficient implementations [She88]. For example, we do not assert that $\neg \operatorname{parent}(b o b, a r t), \neg \operatorname{parent}(b o b$, mary $), \neg \operatorname{parent}($ art, mary $)$, etc. in Example 2.3 and $\neg i n W a t e r(p h i l), \neg c a n S w i m(p e t e r)$ etc. in Example 2.4. These practical reasons prohibit us to focus on logical consequences of a logic program because what we obtain from a program may not be logic consequences of the program.

Therefore, in logic programming, we are concerned with the intended interpretations and models of a logic program, that is, so-called Herbrand interpretations and Herbrand models. In some simple case, that is, for a definite logic program, the intended meaning of a program clause in a logic program is also the logical consequence of the program.

## Herbrand Interpretations and Models

In logic programming, only a special kind of interpretation is of interest, rather than general interpretations. This special kind of interpretation gives the intended semantics of logic programs. These are the so-called Herbrand interpretations.

Given a program $P$, the domain $U$ of a Herbrand interpretation includes all constant symbols in $P$. Each constant symbol is assigned to itself. Every $n$-ary
function symbol is assigned to a mapping $U^{n}$ to $U$ denoted by itself too. For example, if $f$ is a unary function and $a, b, c, \ldots$ are constants, then $f$ is interpreted by $\{f(a), f(b), f(c), \ldots\}$. Therefore, all Herbrand interpretations have the same domain and assign the same meaning to the constant symbols and function symbols in the program. Each $n$-place predicate is interpreted as mapping from $U^{n}$ to the set $\{$ true, false\}. Thus, Herbrand interpretations differ from one another only in the interpretations of predicate symbols. This means that Herbrand interpretations differ from one another only in the truth value of ground facts.

Note that in Herbrand interpretations, the so-called freeness axioms are assumed, that is, the axioms

$$
\begin{equation*}
f\left(X_{1}, \ldots, X_{n}\right) \neq g\left(Y_{1}, \ldots, Y_{m}\right) \tag{2}
\end{equation*}
$$

for each pair $f, g$ of distinct functions

$$
\begin{equation*}
f\left(X_{1}, \ldots, X_{n}\right)=f\left(Y_{1}, \ldots, Y_{m}\right) \rightarrow X_{1}=Y_{1} \wedge \ldots, \wedge X_{n}=Y_{n} \tag{3}
\end{equation*}
$$

for each function $f$, and

$$
\begin{equation*}
t(X) \neq X \tag{4}
\end{equation*}
$$

for each term $t(X)$ different from $X$ in which $X$ occurs [She88]. For this reason, function symbols are usually called uninterpreted or freely interpreted because they have no a priori meaning. As a result, husband(mary) $=j o h n$ cannot be directly expressed.

Normally, a Herbrand interpretation is represented as a set which includes all the ground facts that are interpreted true. The set of all possible ground facts is called the Herbrand Base. So, each different Herbrand interpretation corresponds to a different subset of the Herbrand Base.

Let $H$ be a Herbrand interpretation of the program $P$. Then for a ground fact $F$, $H \models F$ if and only if $F \in H ; H \models \neg F$ if and only if not $H \models F$, that is, $F \notin H$. For a non-ground fact $F, H \models F$ if and only if for each ground substitution $\theta, F \theta \in H$; $H \models \neg F$ if and only if not $H \models F$, that is, there exists a ground substitution $\theta^{\prime}$ such that $F \theta \notin H$. For a rule $r$ of the form $A \leftarrow L_{1}, \ldots, L_{n}, H \models r$ if and only if for each ground substitution $\theta$, whenever $H \models L_{1} \theta, \ldots, H \models L_{n} \theta$, then $H \models L \theta$.

A Herbrand model of a logic program $P$ is a Herbrand interpretation which is a model for $P$. Every logic program has at least one Herbrand model which is the Herbrand Base. However, the Herbrand Base is usually not used as the intended semantics as it contains all possible ground facts. The usual approach is to look for small Herbrand models in order to make the least number of assumptions concerning what is true in a logic program [GM92].

Let $P$ be a logic program, ?- $L_{1}, . ., L_{n}$ a query, and $M$ a Herbrand model of $P$. An answer to the query ?- $L_{1}, \ldots, L_{n}$ under $M$ is either no if there does not exist a ground substitution $\theta$ such that $M \models L_{i} \theta, 1 \leq i \leq n$, or yes if there exists a ground substitution $\theta$ such that $M \models L_{i} \theta, 1 \leq i \leq n$. In the later case, an answer is normally represented by a ground substitution.

Example 2.5 For the definite logic program $P_{1}$ in Example 2.3, following are some possible Herbrand models:

$$
\begin{aligned}
& M_{1}=\{\text { parent }(a r t, b o b), p a r e n t(m a r y, a r t), \\
& \text { ancestor(art, bob), ancestor(mary, art), ancestor(mary,bob)\} } \\
& M_{2}=\{\text { parent }(a r t, b o b), \text { parent (mary }, \text { art }), \text { parent (art, mary) }, \\
& \text { ancestor (art, bob), ancestor (mary, art), ancestor (art, mary) } \\
& \text { ancestor (mary, bob), ancestor (art, art), ancestor (mary, mary) \} } \\
& M_{3}=\{\text { parent (art, bob), parent(mary, art), parent(bob,mary), } \\
& \text { ancestor(art, bob), ancestor (mary, art), ancestor (bob, mary) }
\end{aligned}
$$

> ancestor $($ mary, bob $)$, ancestor $($ bob, art $)$, ancestor $($ art, mary $)\}$
> $M_{4}=\{$ parent $($ art, bob $)$, parent $($ mary, art $)$, parent $($ bob, art $)$, ancestor $($ art, bob $)$, ancestor $($ mary, art $)$, ancestor $($ bob, art $)$
> ancestor $($ mary bob $)$, ancestor $($ bob, bob $)$, ancestor $($ art, art $)\}$

For the query ?- ancestor ( $X, b o b$ ), different models give different answers. Under $M_{1}$ and $M_{2}$, the answers to the query are $\{X / a r t\}$, and $\{X / m a r y\}$. Under $M_{3}$ and $M_{4}$, the answers to the query are $\{X / a r t\},\{X /$ mary $\}$, and $\{X / b o b\}$.

Example 2.6 For the normal logic program $P_{2}$ in Example 2.4, following are some possible Herbrand models:

$$
\begin{aligned}
M_{1}= & \{\text { inWater }(\text { peter }), \text { canSwim }(\text { phil }), \operatorname{sink}(\text { peter })\} \\
M_{2}= & \{\text { inWater }(\text { peter }), \text { canSwim }(\text { phil }), \text { canSwim }(\text { peter }), \text { happy }(\text { peter })\} \\
M_{3}= & \{\text { inWater }(\text { peter }), \text { canSwim }(\text { phil }), \text { canSwim }(\text { peter }), \operatorname{sink}(\text { peter })\} \\
M_{4}= & \{\text { inWater }(\text { peter }), \text { inWater }(\text { phil }), \text { canSwim }(\text { peter }), \operatorname{canSwim~}(\text { phil }), \\
& \operatorname{sink}(\text { peter }), \sin k(\text { phil }), \text { happy }(\text { peter }), \text { happy }(\text { phil }),\}
\end{aligned}
$$

For the query ?- happy (peter), under $M_{2}$ and $M_{4}$, the answer is yes; while under $M_{1}$ and $M_{3}$, the answer is no. The models $M_{3}$ and $M_{4}$ contains information contradictory to what is intended, such as $\operatorname{canSwim}($ peter $), \operatorname{sink}(p e t e r)$, and $\operatorname{sink}(p e t e r$, happy (peter).

Since there are many Herbrand models for a given logic program, how can we define the semantics? Two kinds of Herbrand models are of special interests: least models and minimal models. If a model $M$ of a program $P$ is a subset of every model of $P$, then $M$ is called a least model of $P$. If $M$ is a model of $P$ such that no model of $P$ is its proper subset, then it is called a minimal model of $P$ [ABW88]. Thus, a least model is a minimal model, but not necessarily conversely. The semantics of a definite program is given by its least model. For a normal program, there may be
more than one minimal model, its semantics is given by one of its minimal models called perfect model which is preferable to other minimal models.

## Least Model Semantics for Definite Program

A definite program $P$, that is, program without negation, has the following properties [Llo87, ABW88]:

1. The intersection of its Herbrand models is itself a Herbrand model.
2. It has a unique least Herbrand model $M_{P}$.
3. Every ground fact in $M_{P}$ is a logical consequence of $P$.

Property 1 is usually called the model intersection property of definite programs. For the property 2, the least Herbrand model $M_{P}$ is just the intersection of all possible Herbrand models. Property 3 says that every ground fact are deducible from $P$. Therefore, the declarative semantics of a definite program $P$ is given by its least Herbrand model $M_{P}$ [SS86, CGT90]. This $M_{P}$ tells us exactly what the program can compute, answer or prove. The answers to a query ?- $L_{1}, \ldots, L_{n}$ associated with a definite program $P$, are all ground substitutions $\theta$ such that $M_{P} \vDash L_{i} \theta, 1 \leq i \leq n$.

Example 2.7 Consider the Herbrand models in Example 2.5, $M_{1} \cap M_{2}, M_{2} \cap M_{3}$, $M_{1} \cap M_{2} \cap M_{3} \cap M_{4}$, etc. are models and $M_{1}$ is the least Herbrand model which gives the semantics of the definite program $P_{1}$ in Example 2.3. Note non-least Herbrand models, such as $M_{2}$, include facts which are not deducible from the program, such as parent $(b o b, a r t)$. The answers to the query ?- ancestor $(X, b o b)$, are $\{X / a r t\}$ and $\{X / m a r y\}$.

## Perfect Model Semantics for Normal Program

For a program $P$ with negation, the intersection of Herbrand models does not need to be a model of $P$ and $P$ may have no least model but several minimal models.

Example 2.8 Consider the normal program $P_{3}$ :

$$
\operatorname{even}(0) \leftarrow \neg \operatorname{odd}(0)
$$

It has three models $\{\operatorname{even}(0)\},\{\operatorname{odd}(0)\},\{\operatorname{even}(0)$, odd $(0)\}$ but their intersection is the empty set $\phi$ which is not a model. The models $\{\operatorname{even}(0)\}$ and $\{\operatorname{odd}(0)\}$ are minimal, but there exists no least model. The non-minimal model $\{\operatorname{even}(0)$, odd $(0)\}$ contains information which is contradictory to what is intended and thus cannot be taken as the intended semantics of the program.

Example 2.9 Consider the Herbrand models in Example 2.6 for the normal program $P_{2}$ in Example 2.4, $M_{1} \cap M_{2}, M_{2} \cap M_{3}$ are not models of $P_{2}$. Both $M_{1}$ and $M_{2}$ are minimal models of $P_{2}$. The contradictory information only appears into non-minimal models.

As the above examples show, non-minimal models, such as $\{\operatorname{even}(0), \operatorname{odd}(0)\}$ in Example 2.8 and $M_{3}$ and $M_{4}$ in Example 2.6 may include facts which are contradictory to what is intended. This suggests the semantics of a normal program should be given by one of it minimal models. Since several minimal Herbrand models exist for a normal program, as the above examples show, which one should be considered as its intended semantics? Of course one would like to select the most "natural" and "intuitive" one from the different minimal Herbrand models, which is supported by the program. For the program $P_{3}$, the fact odd $(0)$ cannot be inferred and should be
taken as false. This is intended for the negated facts. Then the fact even $(0)$ can be inferred and thus the minimal model $\{$ even $(0)\}$ is supported. This model can be considered more natural and intuitive than the other minimal model $\{\operatorname{odd}(0)\}$. Similarly, for the program $P_{2}, M_{1}$ is more natural and intuitive than $M_{2}$ in Example 2.6.

Unfortunately, not every normal program has a minimal model which can be considered more natural and intuitive than any others.

Example 2.10 Consider another normal program $P_{4}$ :

$$
\begin{aligned}
& \text { (1). female }(\text { mary }) \leftarrow \neg \text { male }(\text { mary }) . \\
& \text { (2). male }(\text { mary }) \leftarrow \neg \text { female }(\text { mary }) .
\end{aligned}
$$

This program has two minimal models: \{female(mary)\} and \{male(mary)\}, If female(mary) is taken as false, then the model $\{$ male (mary) \} is obtained. If male(mary) is taken as false, then the model $\{$ female(mary) $\}$ is obtained. However, it is certainly not clear whether female(mary) or male(mary) should be taken as false, based on the program itself.

The program $P_{4}$ shows that when recursion is combined with negation, the semantics of the program is problematic. Therefore, a syntactic constraint called stratification is added to normal programs which disallows the combination of recursion with negation that may obscure the semantics of the program.

If a predicate $p$ is in the head and a negation of a predicate $q$ is in the body, then $p$ is said to depend-on $q$, denoted by $>$. This depends-on relation is transitive. A program is called stratified if there is no predicate $p$ in the program such that $p$ depends-on $q, q$ also depends-on $p$. If a program $P$ is stratified, then $P$ can be
partitioned into a set of stratums $\left\{P_{1}, \ldots, P_{n}\right\}$, and $P=P_{1} \cup \ldots \cup P_{n}$, such that if a predicate $p$ is in the head of a rule in $P_{i}$, then every predicate $q$ which $p$ depends on can only be a head of a rule in $\cup_{j<i} P_{j}$.

Example 2.11 The programs $P_{1}$ in Example 2.3, $P_{2}$ in Example 2.4 and $P_{3}$ in Example 2.8 are stratified. But the program $P_{4}$ in Example 2.8 is not stratified, while The programs $P_{1}$ and $P_{3}$ just have one stratum. The programs $P_{2}$ can be partitioned as follows.

$$
\begin{aligned}
P_{2}= & \{\text { inWater }(\text { peter }) \leftarrow ., \text { canSwim }(\text { phil }) \leftarrow .\} \cup \\
& \{\operatorname{sink}(X) \leftarrow \operatorname{inWater}(X), \neg \operatorname{canSwim}(X) .\} \cup \\
& \{\operatorname{happy}(X) \leftarrow \operatorname{inWater}(X), \neg \operatorname{sink}(X) .\}
\end{aligned}
$$

Suppose that $M$ and $N$ are two distinct models of a stratified normal program P. $N$ is called preferable to $M$, if for every ground fact $A$ in $N-M$ there exists a ground fact $B$ in $M-N$, such that $A$ depends on $B$. A model $M$ is called perfect if there are no models preferable to $M$. Every perfect model is minimal [Prz88]. Therefore, this unique distinguished minimal Herbrand model can be selected in a very natural and intuitive way as the intended semantics of the program.

Intuitively and naturally, a fact $B$ is true if it is asserted or is deducible from some rule, otherwise it is intended to be false and its negation is then true. But if such $B$ is true in some model $M$, then the model $N$ results from $M$ by removing $B$ (making it false) and adding $A$ which depends on the negation of $B$ does reflect the intended semantics.

Note that the least Herbrand model of a definite logic program is a special perfect model of the program.

The answers to the query ? $-L_{1}, \ldots, L_{n}$ associated with a normal program $P$, are all ground substitutions $\theta$ such that $M_{P} \vDash L_{i} \theta, 1 \leq i \leq n$.

Example 2.12 Consider Example 2.8 again. For the program $P_{3}$, since $\{\operatorname{even}(0)\}$ -$\{\operatorname{odd}(0)\}=\{\operatorname{even}(0)\},\{\operatorname{odd}(0)\}-\{\operatorname{even}(0)\}=\{\operatorname{odd}(0)\}$ and even depends on odd, $\{\operatorname{even}(0)\}$ is preferable to $\{\operatorname{odd}(0)\}$ and therefore $\{\operatorname{even}(0)\}$ is the perfect model of $P_{3}$. For another example, consider Example 2.6 again. Since $M_{1}-M_{2}=$ $\{\operatorname{sink}(p e t e r\}\}, M_{2}-M_{1}=\{\operatorname{canSwim}(\operatorname{peter}), h a p p y(p e t e r)\}$ and $\operatorname{sink}$ depends on canSwim. So $M_{1}$ is preferable to $M_{2}$ and $M_{1}$ is also the perfect model of $P_{2}$. For the query ?- happy (peter), the answer is no based on the perfect model $M_{1}$.

### 2.2.2 Proof Theory

By model theory, we know what a program computes or proves. When given a query, we know what the answers to the query should be, based on the intended model of the program. However, this does not lead to any constructive method for evaluating the program and computing the answers to the query. Such methods are the content of the proof theory.

In proof theory, we are concerned with what can be derived by the application of some given rules of inference from a given program.

There are two kinds of approaches for evaluating programs which are called forward chaining or bottom-up computation and backward chaining or top-down computation respectively. Bottom-up computation is better for computing all ground facts that a program can prove, or all answers to a given query; while top-down computation is better for computing one answer to a specific query at a time.

## Top-Down Computation for Definite Programs

In Top-down computation, an inference rule called resolution is the most extensively studied and used to deduce new program clauses.

Two literals are said to be unifiable if they can be made identical by some substitution. For example, literals parent $(X, b o b)$ and $\operatorname{parent}(a r t, Y)$ are unifiable with the substitution $\{X / a r t, Y / b o b\}$. Literals $\operatorname{parent}(X, b o b)$ and $\operatorname{parent}(Y, a r t)$, however, are not unifiable.

Given two clauses with unifiable literals on different sides of two clauses, the resolution rule can be used to create, or deduce a new clause in which the left- and right-side are the unions of the left- and right-hand sides of the two original clauses, with the unified expressions deleted and the unifying substitution applied to the remaining expressions.

Example 2.13 Given two program clauses as follows.
(1). ancestor $(X, a r t) \leftarrow \operatorname{parent}(X, a r t)$.
(2). ancestor $(X, b o b) \leftarrow$ ancestor $(X, Y)$, parent $(Y, b o b)$.

Using the resolution rule to unify ancestor ( $X$, art $)$ in (1) and ancestor $(X, Y)$ in (2), we get

$$
\text { (3). ancestor }(X, b o b) \leftarrow \operatorname{parent}(X, a r t), \operatorname{parent}(a r t, b o b) .
$$

Resolution is used mostly to carry out refutation proofs: Given a definite program $P$ and a query ?- $L_{1}, . ., L_{n}$, in order to prove $L_{1}, . ., L_{n}$, is deducible from $P$, written as $P \vdash L_{1}, . ., L_{n}$, we can try to show that $P$ and $\neg\left(L_{1}, . ., L_{n}\right)$, are not simultaneously satisfiable. If we can derive the empty clause $\phi$, that is, a clause with no conditions and no conclusions, then $P$ and $\neg\left(L_{1}, . ., L_{n}\right)$, cannot simultaneously be satisfiable,
thus we have proved the query $P \vdash L_{1}, . ., L_{n}$. When a query contains variables and the empty clause can be derived, then we have proved the query, and furthermore found a desired answer from the substitution.

Example 2.14 Consider the definite program $P_{1}$ in Example 2.3 and the query ?- ancestor $(X, b o b)$. Using resolution we can derive the empty clause and get one answer $\{X / a r t\}$ as follows.

$$
\begin{array}{ll}
?-\text { ancestor }(X, b o b) & \text { query } \\
?-\text { parent }(Y, b o b) . & \text { Clause (3) in } P_{1} . \\
?-\phi \text { with }\{X / a r t\} & \text { Clause (1) in } P_{1}
\end{array}
$$

The following derivations show how to get the second answer $\{X /$ mary $\}$ for the query.

$$
\begin{array}{ll}
\text { ?- ancestor }(X, \text { bob }) & \text { query } \\
?-\text { parent }(Z, b o b), \text { ancestor }(X, Z) . & \text { Clause (4) in } P_{1} . \\
?-\operatorname{ancestor}(X, \text { art }) & \text { Clause (1) in } P_{1} . \\
?-\text { parent }(X, \text { art }) & \text { Clause (3) in } P_{1} . \\
?-\phi \text { with }\{X / \text { mary }\} & \text { Clause (2) in } P_{1} .
\end{array}
$$

The resolution refutation has following properties. If a definite program $P$ and $\neg\left(L_{1}, \ldots, L_{n}\right)$ have a refutation, i.e. $P \vdash L_{1}, \ldots, L_{n}$, and $M_{P}$ is the least Herbrand model of $P$, then $M_{P} \vDash L_{1}, \ldots, L_{n}$ (and $P \vDash L_{1}, \ldots, L_{n}$ also). This means that the resolution refutation is sound in that any conclusion it draws is guaranteed to be correct with respect to its intended semantics so long as its premises are correct. On the other hand, if $M_{P} \vDash L_{1}, \ldots, L_{n}$ (or $P \models L_{1}, \ldots, L_{n}$ ), then $P \cup\left\{\neg\left(L_{1}, \ldots, L_{n}\right)\right\}$ has a refutation and hence $P \vdash L_{1}, \ldots, L_{n}$. This means that resolution refutation is also complete in that it can derive any correct conclusion from a given program with respect to the intended semantics.

## Top-Down Computation for Stratified Normal Programs

The above inference system is very specialized. It cannot deduce negative information. In a program with negations, another inference rule called the negation as failure rule is also used to infer negative information. It states that for a normal program $P$ if not $P \vdash A$ then infer $\neg A$.

Negation as failure is easily and efficiently implemented by the above resolution proof. Suppose we have a query ?- $\neg A$. The system tries the query ?- $A$. If ?- $A$ succeeds, then ?- $\neg A$ fails, while if it fails then ? $-\neg A$ succeeds.

Example 2.15 Consider the normal program $P_{2}$ in Example 2.4 and the query ?happy (peter). Using resolution (R) and negation as failure ( N ) rules, we can get the answer no as follows.

```
?- happy(peter)
?- inWater(peter), \negsink(peter). By R on Clause (4) in P}\mp@subsup{P}{2}{}
?- \neg\operatorname{sink(peter). By R on Clause (1) in P2.}
    ?- sink(peter). Subquery }1
    ?- inWater(peter), \negcanSwim(peter). By R on Clause (3) in P2.
    ?- \negcanSwim(peter). R on Clause (1) in P2.
        ?- canSwim(peter). Subquery 2.
        ?- canSwim(peter) fails By R
    ?- \negcanSwim(peter) succeeds By N.
    ?- sink(peter) succeeds By R.
?- \negsink(peter) fails By N.
?- happy(peter) fails Answer to the query by R
```

Let $P$ be a normal program and $M_{P}$ its perfect model. Like resolution refutation, we have if $P \vdash L_{1}, \ldots, L_{n}$, then $M_{P} \vDash L_{1}, \ldots, L_{n}$ (but not $P \vDash L_{1}, . ., L_{n}$ ). This means that our top-down computation is sound in that any conclusion it draws is guaranteed to be correct with respect to its intended semantics so long as its premises
are correct. Also, if $M_{P} \vDash L_{1}, \ldots, L_{n}$, then $P \vdash L_{1}, \ldots, L_{n}$. This means that our topdown computation is also complete in that it can derive any correct conclusion from a given program with respect to the intended semantics.

The most popular logic programming language Prolog uses this top-down, computation.

## Bottom-Up Computation for Definite Programs

Consider a rule $r$ of the form $A \leftarrow A_{1}, \ldots, A_{n}$ and a list of ground facts $g_{1}, \ldots, g_{n}$ If a substitution $\theta$ exists such that for each $1 \leq i \leq n, A_{i} \theta=g_{i}$, then from rule $r$ and the facts $g_{1}, \ldots, g_{n}$, we can infer in one step the ground fact of $A \theta$. The inferred fact may be either a new fact or it may be already known. This inference rule is called elementary production [CGT90]. Like resolution, it is a meta-rule, since it is independent of any particular rules in a program.

Based on the elementary production, we can first infer all ground facts because their bodies are empty and are always satisfied. This is normally considered as one step even through it may actually take many steps to finish. Then we can infer new ground facts using rules and inferred ground facts for another step. This process keeps going until we reach a state in which no more new facts can be produced.

Example 2.16 Consider the program $P_{1}$ in Example 2.3 again. The facts that can be inferred in step $i$ are shown below in the set $S_{i}$, and the process stops when $i$ is 3 .

$$
\begin{aligned}
S_{1}= & \{\text { parent }(\text { art }, b o b), \text { parent }(\text { mary }, \text { art })\} \\
S_{2}= & \{\text { parent }(\text { art }, b o b), \text { parent }(\text { mary }, \text { art }), \\
& \text { ancestor }(\text { art }, \text { bob }), \text { ancestor }(\text { mary }, \text { art })\} \\
S_{3}= & \{\text { parent }(\text { art }, \text { bob }), \text { parent }(\text { mary }, \text { art }), \\
& \text { ancestor }(\text { art }, \text { bob }), \text { ancestor }(\text { mary }, \text { art }), \text { ancestor }(\text { mary }, b o b)\}
\end{aligned}
$$

Note here that $S_{3}$ is exactly the same as the least Herbrand model $M_{1}$ in Example 2.7. Since we have inferred ancestor (art, bob), and ancestor (mary, bob), we can conclude that $\{X / a r t\}$ and $\{X /$ mary $\}$ are the only two correct answers to the query ?- ancestor $(X, b o b)$.

The same as the resolution refutation, the inference rule elementary production is also sound and complete with respect to the intended semantics of the program.

The above bottom-up computation for definite programs can be naturally described as a least fixpoint computation based on concepts from the mathematical theory of lattices.

A lattice is a set with a partial ordering ( $\leq$ ) relation. For a lattice $L$ and a set $X \subseteq L, a \in L$ is called an upper bound of $X$ if $x \leq a$ for all $x \in X$. A least upper bound of $X, \operatorname{lub}(X)$, is unique, if it exists. In a similar but opposite manner the notions of lower bound and greatest lower bound can be defined. A lattice $L$ is complete if $l u b(X)$ and $g l b(X)$ exist for every subset $X$ of $L$. A complete lattice $L$ has a bottom element which is $g l b(L)$ denoted by 1 .

Let $L$ be a complete lattice for the following definitions. Let $X \subseteq L, X$ is said directed if it contains an upper bound for its every finite subset. A mapping $T: L \rightarrow L$ is monotonic if $x \leq y$ implies $T(x) \leq T(y)$, and continuous if $T(l u b(X))=$ $l u b(T(X))$ for every directed subset $X$ of $L$. An element $a \in L$ is called a fixpoint of $T$ if $T(a)=a$. If there exists a fixpoint $a$ of $T$ such that for all fixpoints $b$ of $T$, $a \leq b$, then $a$ is called a least fixpoint of $T$ and is written as $\operatorname{lfp}(T)$.

Powers of a monotonic mapping $T$ are defined as follows:

$$
\begin{aligned}
& T \uparrow 0=\perp \\
& T \uparrow(i+1)=T(T \uparrow i) \\
& T \uparrow \omega=\operatorname{lub}\{T \uparrow i \mid i<\omega\}
\end{aligned}
$$

where $\omega$ is the first infinite ordinal.
Following two results about lattices will be used to describe fixpoint computation.
(1) If $T$ is monotonic then $l f p(T)$ exists.
(2) If $T$ is continuous then $l f p(T)=T \uparrow \omega$.

Let $P$ be a program and $H B$ be the Herbrand Base. Then $2^{H B}$ is the set of all possible Herbrand interpretations of $P$ which forms a complete lattice under the partial order of set inclusion $\subseteq$, a mapping $T_{P}: 2^{H B} \rightarrow 2^{H B}$ is defined as follows. Let $I$ be a Herbrand interpretation. Then $T_{P}(I)=\left\{A \in H B \mid A \leftarrow A_{1}, \ldots, A_{n}\right.$ is a ground instance of a clause in $P$ and $\left.\left\{A_{1}, \ldots, A_{n}\right\} \subseteq I\right\}$. So $T_{P}(I)$ contains all immediate consequences of the rules of $P$ applied to $I$. If $I$ is a model of $P$, then we have $T_{P}(I) \subseteq I$. Since $T_{P}$ is defined over a complete lattice and it is monotonic, it has a least fixpoint $l f p\left(T_{P}\right)$. Also it is continuous, so $l f p\left(T_{P}\right)=T_{P} \uparrow \omega$. An interesting result for the least Herbrand model $M_{P}$ is $M_{P}=T_{P} \uparrow \omega$. This means $M_{P}$ can be bottom-up computed from the empty set which is $T_{P} \uparrow 0 . T_{P} \uparrow 1$ corresponds to the step one of the computation, $T_{P} \uparrow 2$ corresponds to the step two, $\ldots, T_{P} \uparrow \omega$ corresponds to the state in which no more new facts can be produced, see Example 2.16 for detail.

## Bottom-Up Computation for Stratified Normal Programs

For a stratified normal program $P=P_{1} \cup \ldots \cup P_{n}$, the bottom-up computation first computes the least Herbrand model $M_{1}$ for the stratum $P_{1}$, then the least Herbrand model $M_{2}$ for the stratum $P_{2}$ based on $M_{1}, \ldots$, finally the least Herbrand model $M_{n}$
for the stratum $P_{n}$ based on $M_{n-1}$. The negation as failure rule is also used here for negative facts. That is, if a rule in stratum $P_{i}$ uses a negative literal $\neg A$, then $\neg A$ is true if there is a ground substitution $\theta$ such as only if $A \theta \notin M_{j}, j \leq i$.

Example 2.17 Consider the program $P_{2}$ in Example 2.4 again. The facts that can be inferred in stratum $i$ are shown below in the set $M_{i}$, and the process stops when $i$ is 2 .

$$
\begin{aligned}
& M_{1}=\{\text { inWater }(\text { peter }), \text { canSwim }(\text { phil })\} \\
& M_{2}=\{\text { inWater }(\text { peter }), c a n S w i m(\text { phil }), \operatorname{sink}(\text { peter })\}
\end{aligned}
$$

Note here $M_{2}$ is exactly the same as the perfect model $M_{1}$ in Example 2.12. Since we do not have happy (peter) in $M_{2}$ we can conclude that no is the correct answer to the query ?- happy(peter).

Such bottom-up computation is also sound and complete with respect to the intended semantics. It can also be naturally described by a fixpoint computation. However, the $T_{P}$ operator need not be monotonic for a stratified program. For instance, in $P_{3}$ of Example 2.8 with the predicates even and odd, we have $T_{P}(\phi)=$ $\{\operatorname{even}(o)\}$ and $T_{P}(\{o d d(0)\})=\phi$. To avoid this problem, cumulative powers of an operator $T$ are used for stratified program as follows:

$$
\begin{aligned}
& T \uparrow 0(I)=I \\
& T \uparrow(i+1)(I)=T(T \uparrow i(I)) \cup T \uparrow i(I) \\
& T \uparrow \omega(I)=\cup\{T \uparrow i(I) \mid i<\omega\}
\end{aligned}
$$

Let $P$ be a stratified program such that $P=P_{1} \cup \ldots \cup P_{n}$. Then the bottom-up computation can be described as a sequence of least fixpoint computations through the levels $1, \ldots, n$, via the strata $P_{1}, \ldots, P_{n}$ as follows:

$$
\begin{aligned}
& M_{1}=T_{P_{1}} \uparrow \omega(\phi) \\
& M_{2}=T_{P_{2}} \uparrow \omega\left(M_{1}\right) \\
& \cdots \cdots \\
& M_{n}=T_{P_{n}} \uparrow \omega\left(M_{n-1}\right)=M_{P}
\end{aligned}
$$

In other words, we first compute the least fixpoint $M_{1}$ corresponding to the first stratum of the program from the empty set. Then we compute the least fixpoint $M_{2}$ corresponding to the second stratum of the program based on $M_{1}$. Finally the computation terminates with the result $M_{n}=M_{P}$, the perfect model of the program.

### 2.2.3 Summary of Logic Programming

Logic programming is programming by description [GG84]. In traditional programming, one builds a program by specifying the operations to be performed in solving a problem, that is, by saying how the problem is to be solved. In logic programming, however, a program is constructed by describing its application, that is, by saying what is true in terms of clauses which have the requisite declarative semantics. The system will use the rules of inference to choose specific operations to draw conclusions about the application and to answer queries even though these answers are not explicitly recorded in the description. The semantics of program clause logic can be described declaratively as well as operationally.

### 2.3 Deductive Databases

In recent years, there has been a growing interest in the integration of relational databases and logic programming. The most important reason for such interest is that the integration is not only possible but also beneficial. The relational database
and logic programming techniques have been found to be strongly similar in their representation of data and complementary in their implementations.

Relational systems are superior to standard implementations of Prolog with respect to ease of use, data independence, suitability for parallel processing and secondary storage access [TZ86]. They provide the technology for managing large, shared, persistent, and reliable data collections. The control over the execution of query languages is the responsibility of the system which, through query optimization and compilation techniques, ensures efficient performance over a wide range of storage structures. Physical structure changes do not affect the users view of data in the database. The working assumption is that the volume of data to be manipulated is too large to be contained in the memory of a computer and hence, that special techniques for secondary memory data access and update must be employed. However, the expressive power and functionality offered by a relational database query language are limited compared with those of logic programming languages. Relational query languages are often inadequate to express complete applications, and are thus embedded in traditional programming languages. However, these two kinds of languages are almost always mismatched in their type systems and their programming style, which cause the so-called impedance mismatch [Mai87, ZAKB ${ }^{+} 85$ ] problem between programming and relational query languages.

On the other hand, logic programming offers a general programming language which is a natural and powerful generalization of the relational data model. It can express data, constraints, deductive information and queries in a uniform way. It has no mismatch problem. Query and constraint representation are possible in a
homogeneous formalism and their evaluation requires the same inferencing mechanisms, hence enabling more powerful reasoning about the database contents. The logic programming language Prolog is in fact being used so with great success in varied applications such as symbolic manipulation, rule-based expert systems and natural language parsing [Bra86]. However, Pure Prolog is based on the program clause logic and a sequential execution-control model. Rules are searched and queries are examined in the order in which they are specified (SLD resolution). Thus, the responsibility for the efficient execution and termination of programs rests with the programmer: an improper ordering of the predicates or rules may result in poor performance or even in a non-terminating program. In addition, a number of extralogical constructs (such as the cut) have been grafted onto the language, turning it into an imperative, rather than a purely declarative language.

Now let us see the inherent connection between the relational model and Prolog. A logic program can be considered as a natural and powerful generalization of the relational model [GMN84, Ull88, Rei84]. Any tuple $\left\langle t_{1}, \ldots, t_{m}\right\rangle$ of a relation $p$ can be expressed as a predicate of the form $p\left(t_{1}, \ldots t_{m}\right)$. Relational databases can be considered from the viewpoint of logic in two different ways: either the model-theoretical view or the proof-theoretical view. The model-theoretical view has contributed to the understanding of the semantics of a databases and answers to queries. The prooftheoretical view enables us to derive information which is not explicitly expressed, therefore achieving the desired deductive power.

The use of mathematical logic in describing relational database models has helped to solve a number of important problems, including the definition of formal query
languages, the treatment of incomplete information (null values) in databases, and the definition and enforcement of integrity constraints. The primary attraction of logic here is the clear formalism capable of expressing facts, deductive information, integrity constraints, and queries in a uniform way. Besides, by using first-order logic as a database language, it is possible to explore well-developed techniques of theorem proving for providing powerful deductive tools. Lastly, logic provides a firm theoretical basis upon which one can pursue the data model theory in general.

Based on the above comparison, it seems possible and productive to integrate these two approaches and obtain the benefits of both. This integration has resulted in an active field in computer science called deductive databases [GMN84].

The advantages of deductive databases can be summarized as follows:
(1). Representational and operational uniformity. program clause form can be used to express facts, integrity constraints, deductive information, and queries in a uniform way.
(2). Ease of use. The user only needs to specify what should be done declaratively, how to do it is the responsibility of the system. Besides, physical structure changes will not affect users view of data in the database.
(3). Deductive power. By using program clause logic as a database language, it is possible to use well-developed techniques of inference to provide powerful deductive tools.
(4). Logic provides a firm theoretical basis upon which one can pursue problems of relational data model theory in general such as the treatment of incomplete information (null values) in databases, and the definition and enforcement of integrity
constraints.
(5). Efficient secondary storage access. It has great potential to be efficiently implemented based on the existing relational database and Prolog technology.

As the theoretical basis has been formed, the next thing is to efficiently implement deductive databases. There are two ways. One can be termed as loosely-coupled Prolog and relational databases. The other as tightly-coupled Prolog and relational databases.

In loosely-coupled systems, the connection between relational databases and Pro$\log$ is obtained by building an interface. The large collection of Prolog facts is managed in secondary storage by using the existing relational database technology. Systems of this kind include EDUCE [Boc86], CGW [CGW86], and NU-Prolog [TL86]. This approach suffers from a mismatch between the computational models of these coupled subsystem: Prolog is oriented towards a fact (or tuple) at a time model, while the relational model is oriented towards a set at a time computation.

Tightly-coupled systems, on the other hand, use a logic-based language called Datalog which is a similar to Prolog, but has no function symbols and is free of the sequential execution model and other spurious constructs of Prolog. It is based on bottom-up, fixpoint computation by extending database compilation and optimization techniques to handle the richer functionality of the language. LDL [TZ86, BNST91] is an example of this kind which extends Datalog by adding set grouping and set enumeration constructors.

## Chapter 3

## Problems with Basic Deductive

## Databases

Deductive databases represent the convergence of logic programming and relational databases and combine the benefits of both, such as representational and operational uniformity, ease of use, deductive power, data independence, efficient secondary storage access, etc. However, such basic deductive databases are quite limited in their expressive power. They cannot support complex object modeling in a direct and natural way, although this is a common requirement of advanced database applications [Mai86, KL89, LR89]. They also cannot support higher-order features such as schema and sets in a uniform way [KN88]. These problems result from the use of inexpressive flat structures in the underlying relational data model and logic programming languages. This chapter investigates why the relational data model and logic programming languages cannot support complex object modeling and higher-order features and discusses what should be incorporated to extend deductive databases, based on the work of object-oriented programming languages and semantic and object-oriented data models.

### 3.1 Complex Object Modeling

Many significant applications require effective representation, storage, and manipulation of structured objects of high complexity. These include computer-aided software engineering (CASE), mechanical and electrical computer-aided design (CAD), computer-aided manufacturing (CAM), scientific and medical applications, graphics representation, office automation, knowledge representation for artificial intelligence, and business modeling applications. It has been realized that there are many powerful data modeling and manipulation concepts which need to be introduced in both programming languages and data models [Bee89, HK87, SS77, PM88]. One of these concepts is the need to model arbitrarily complex objects. In fact, the ability to model complex objects is characterized as one of the most important features of modern object-oriented programming languages, semantic and object-oriented data models [GH91].

Complex object modeling requires the adequate representation and manipulation of object identity, object properties, types, classes and inheritance [HM81, KL89, Mai87, Shi79]. The standard logic programming language and relational model using unexpressive flat structures are not rich enough to support them directly and naturally. Corresponding deductive database languages also inherit these problems.

### 3.1.1 Object Identity

Object identity is the mechanism for identifying and referring to objects. The purpose of introducing it is mainly for object sharing and updates. In traditional logic, object names are assumed to be different and not to ever change. Thus they can
be used to identify and represent objects. The same is true for logic programming systems. However, actual applications often violate this assumption. Two distinct objects may have the same name. For instance, it is not uncommon that two individuals have exactly the same name. In addition, object names are subject to change by the users. A database having no conflicts on object names initially may be changed to have such conflicts.

Even if we require that all objects always have distinct names, current logic programming systems cannot handle changes of object names properly. If two facts share an object, the system does not keep track of them. If the name of the shared object in one fact is changed, the system does not know whether or not the name of the object in the other fact should be changed. The user has to keep in mind which facts share an object and must change all of them explicitly if he wants to change the name of the object.

Example 3.1 Consider following two facts which describe the same individual called Bob, who is the author of the books Prolog and Databases:
author (prolog, bob). author(databases, bob).

If he changes his name to Henry, both facts should be updated. The change is made by retracting those facts and asserting new facts:
author (prolog, henry). author(databases, henry).

In interpreting these new facts, nothing about them requires that the domain element representing $B o b$ in the first case to be the same as in the second. There is no way to say that everything stayed the same except the name.

One solution to this problem requires explicitly using a unique but meaningless identifier which is also a term, or more specifically, a constant, to represent each object.

Example 3.2 We can use following facts to replace the facts in Example 3.1:
author(prolog,o1).
author(databases,o1).
object (ol, bob).
To change the individual's name from Bob to Henry, we just need to retract the fact object (ol, bob) and assert a new fact object(ol, henry). The solution here requires systematically introducing "meaningless" terms such as ol to identify corresponding objects explicitly by the user.

Here, the user himself must remember the positions of such terms in the corresponding predicates and their meanings, and make sure that they will not be changed by chance. The system cannot treat these special terms as object identifiers and prevent any changes on them. Also, it is unreasonable to restrict such name changes.

In the relational data model, user-defined and user-controlled primary keys or foreign keys are intended for object identity. A major problem with this method is that object identity is subject to change and a single such change may require many other changes in different relations in order to keep the database consistent and meaningful. For example, suppose we use social insurance numbers (SIN), social security numbers (SSN), or other kind of serial numbers as object identity, for various reasons such as status changing, we may need to change such numbers. Since these numbers may participate in many relations as primary keys and foreign keys, all of them should be changed. It is unreasonable to disallow the change of primary
keys as well as foreign keys because they are user-defined and user-controlled values. The example below shows problems which apply to both logic programming and relational databases.

Example 3.3 Suppose Mary has a car which is a white 1992 Toyota Corolla. Here we mean a specific car. How could we identify it? -"Mary's car"? -we cannot because Mary may sell the car to someone; "white 1992 Toyota Corolla"? -there are lots of them; "car serial number?" -Another factory might use the same number for their car; "both serial number and Toyota Corolla?" -if Toyota changes its name to Tayoto someday, the identity discontinues.

The object discussed in Example 3.3 is a physical entity in the real world, but current logic programming and relational databases have problems identifying such an object, given the above situations. The approach to object identity which is being used is not general enough to deal with these possible situations.

In object-oriented programming languages and semantic and object-oriented data models, two mechanisms are used to represent object identity: addresses and surrogates.

Address In a program or a database, associated with every object is its unique record number, i.e., address. Some language and data models take advantage of these unique addresses and use them to identify and refer to objects, such as Smalltalk, Gemstone [MSOP86], $\mathrm{O}_{2}$ [LR89], etc.

However, using addresses for object identity is still problematic. A major problem is that it is not physical independent in the sense that moving objects in storage
devices changes object identity.

Surrogates Objects are better identified by something independent of their addresses and related values. Several data models use system-generated surrogates to represent, identify and refer to objects in databases. These include RM/T, SDM, Orion, etc. Here, the user just needs to tell the system to generate a unique surrogate and then use it for some object. The generated surrogates can only be deleted, but are not subject to change.

However, using system-generated surrogates is not always the best way. As long as they are unique and unchangeable, user-defined surrogates are adequate also. For example, the user first inserts a surrogate, if it already exists in the database, then this insertion fails and user has to choose another one. This approach relies on the system to do lookups. The advantage of this approach is that surrogates can be meaningful to the user. It is used by TAXIS, Vbase, etc. But the user has to interact with the system every time, which may not be convenient for some applications. Ideally, system-generated and user-defined surrogates should both be supported.

As discussed above, introducing addresses and surrogates is mainly for object sharing and updates. There is another kind of object which have no problem with sharing and updates, exemplified by numbers and strings. This kind of object can be identified by its representation without the above problems. In this case, the representation of an object and its identity can coincide.

Set Objects In semantic and object-oriented data models, we often need to model set objects [Bro84, AH87, HK87]. A set object is a collection of objects. There are two different ways to deal with its identity. One is using a surrogate or an address as the identity of a set object. Any changes to sets do not affect their identity. The other way is to treat a set object itself as its own identity. An insertion or deletion does not change a set, but rather it produces a new set from the given set. These two approaches are used in semantic and object-oriented data models. Choosing one or the other depends on the other factors such as object properties which immediately follows.

### 3.1.2 Objects and Object Properties

In many semantic and object-oriented data models and object-oriented programming languages, everything is modeled as an individual object and set objects are then constructed based on these individual objects. Constructing set objects from individual objects is normally called set formation [Ull88]. Individual objects are normally divided into two kinds, basic (or atomic) objects and composite (or constructed) objects [ $\mathrm{KBC}^{+} 87$, Car84]. A basic object is a nondecomposable value such as a string and a number. A composite object is made up of a collection of basic objects, composite and set objects.

Composite objects are normally used to describe complicated physical entities and conceptual entities in the real world such as persons, cars, departments, and universities. In relational databases and deductive databases, objects making up a composite objects may spread among different relations or predicates because the unknown values cannot be allowed in relations. For example, we cannot combine
relations EMPLOYEE and DEPARTMENT in Example 2.1 into one because no employees in the database are known in the Department of Chemistry. But in many semantic and object-oriented data models and object-oriented programming languages, a composite object must have all component objects exist in it and normally factual attributes (field names, or labels) are used to name the component objects. A component object named by a factual attribute is then called the factual attribute value. Each factual attribute and corresponding object is then called a factual property of the composite object. A factual attribute is called single-valued if the factual attribute value is an individual objects. Otherwise it is called set-valued. Thus composite objects are described via properties and thus acquire connotations. This approach is normally called tuple formation [LR89] or record formation [Car84, Ull88] by which objects are viewed as tuples or records. Note a composite object finally consists of basic objects via various tuple formation and set formation.

Example 3.4 Consider a student called Smith, aged 29, male, who is studying in the Department of Computer Science, takes courses CS 413 and CS 521, borrows books Prolog and Databases. By tuple formation, this object is represented as follows.

```
tuple(name: "Smiṭh",
    age: 29,
    gender: "Male",
    studiesIn:tuple(name: "Computer Science",...),
    takes: {tuple(courseNo:"CS 413",...),
        tuple(courseNo: "CS 521",...)},
    borrows: {tuple(bookName: "Prolog",...),
    tuple(bookName:"Databases",...)}).
```

This object is a tuple composed of several basic objects, a tuple and two sets of tuples which are in turn composed of basic objects.

In programming languages and data models based on tuple formation, addresses or surrogates are just used as an implementation mechanism for object sharing and updates. Set objects normally have separate identity from their contents (states) here. Basic objects also have their representation as their identity. If a component object is a tuple or a set, it can have an identifier of some kind, i.e., address or surrogate. Its inclusion in other objects is then implemented by using this identifier. Therefore, it can be shared by more than one object and updating its contents does not affect such sharing. But these identifiers have no meaning in the database or program. This approach is used by IFO [AH87], FAD [DKV88], Vbase [And91], Galileo [ACO85].

Tuple formation is not necessarily the best way to represent complex objects. Circular reference such as person's spouse's spouse is still this person cannot be directly represented by such formation. Since physical and conceptual entities in the real world should have some kind of surrogates as their identity in the database, as discussed in the last section, these surrogates can be viewed as objects called representational objects because they represent real world entities. In [HK87, Bee89], they are called abstract objects. But the term "abstract objects" have been extensively used in logic and AI with completely different meanings [Zal88].

Factual properties of representational objects are described by a number of partial functions called factual attributes which relate the described representational object to other objects, which can be atomic object, representational object, or set of representational objects. Since the related representational object may be described by other factual attributes, complex objects are then constructed. This approach can be
called function (or attribute) formation in which objects are viewed as surrogates and object properties are represented by functions on these surrogates. Here the objects related through factual attributes are also called factual attribute values which are different from the factual attribute values in tuple formation. Since factual attribute values can be either individual objects or sets, the corresponding factual attributes are called single-valued or set valued. Set objects normally have no separate identity.

In this approach, a surrogate is no longer an identification or implementation mechanism, but a representation mechanism. It has full meaning in the database. Circular reference is not a problem any more. This approach is used by SDM [HM81], TAXIS [MBW80], Orion [ $\mathrm{KBC}^{+} 87$ ].

Example 3.5 Consider the object in Example 3.4 again. Let smith be a surrogate for the above object and compSci, cs413, cs521, prolog and databases be surrogates for the Department of Computer Science, courses CS 412 and CS 521, books Pro$\log$ and Databases respectively. By function formation, this object is described as follows.

```
smith ( name: "Smith",
    age: 29,
    gender:"Male",
    studiesIn: compSci,
    takes: {cs413, cs521},
    borrows: {prolog, databases} ).
```

In the relational data model, there is no concept of properties in this sense. Attributes of the relational model are simply the column names of relations. The relational attribute values can be identified either by their names if we use the set of mappings definition for relations or by their positions if we use the set of lists
definition for relations. The properties of an object can be represented by having both the object identity which is the primary key and related objects or object identifiers which are foreign keys in the same tuple of some relation. The related objects may also have properties and are represented in the same way so that deeply nested structured objects can exist. The set-valued properties are normally simulated by a set of tuples.

| NAME | AGE | STREET-NO | STREET |
| :--- | :--- | :--- | :--- |
| Mary | 18 | 182 | Rocky |
| Bob | 52 | 3452 | Golden |
| Jenny | 37 | 1834 | Silver |

(a) PERSON

| CAR-NO | MODEL | YEAR |
| :--- | :--- | :--- |
| 632087 | Toyota Corolla | 1989 |
| 724512 | Ford Mustang | 1990 |
| 393762 | Mercedes Benz | 1985 |
| 789413 | Honda Accord | 1992 |

(b) CAR

| CAR-NO | NAME |
| :--- | :--- |
| 632087 | Mary |
| 724512 | Bob |
| 393762 | Bob |

(c) OWNED-BY

Figure 3.1 Example Representation of Object Properties by Relations.

Example 3.6 The relations in Figure 3.1 represent objects, persons and cars. Each
individual in the relation PERSON has properties name, age, street number, and street name. Each vehicle in relation CAR has properties car serial number, model, and year. Each person also has a set-valued property own which relates the person to a set of cars. But it is indirectly represented by the intermediate relation OWNEDBY. For example, Bob has two cars: a 1990 Ford Mustang and a 1985 Mercedes Benz.

The example above shows that the relationships between persons and cars are represented through common values in different relations indirectly. To obtain such a relationship, for example, what cars are owned by Mary, we must perform join operations over these three relations. Users must keep in mind the relationships between relations. One might argue that a single relation can be used to represent all objects for the above example. The problem with this is that some persons without cars like Jenny and some cars without owner like the 1992 Honda Accord cannot exist in the relation. For this reason, the relational model is sometimes called a syntactic model, i.e., there is no semantics in the relations. The semantics are in the user's mind.

In logic programming, uninterpreted function symbols can be used to describe objects. The user can take advantage of this interpretation for organizing objects, representing object properties and making them behave as tuple formation.

Example 3.7 Figure 3.2 shows a fact which represents information about cars. The term vehicle(...) describes a certain car and the term owner(...) describes its owner. The subterm $n o(6320847)$ represents the serial number of the car, model(toyotacorolla) represents the model of the car and year (1989) represents the year when the
car was made for. The rest are self explanatory.

$$
\begin{gathered}
\text { car }(\text { vehicle }(\text { no }(6320847), \\
\\
\text { model(toyota - corolla }), \\
\text { year }(1989)), \\
\text { owner }(\text { name }(\text { mary }), \\
\text { age }(18), \\
\text { address }(\text { number }(182), \\
\text { street }(\text { golden }))) .
\end{gathered}
$$

Figure 3.2 Example Representation in Logic Programming.

But this approach has several problems. First, it does not give direct semantics to these object properties because these function symbols are not interpreted. Second, the interpretation of argument positions within a predicate is not transparent to the user. Indeed, in using the term owner(...) in the above fact, one must always be aware that the first argument is a name, the second is an age, etc. Third, set-valued properties cannot be supported directly. The problems with this will be discussed further in the next section. Finally, circular reference cannot be directly represented.

First-order logic was developed to give precise meaning to statements in mathematics. It does not support the description and manipulation of the existence and intensional structure of complex objects naturally and directly [Mai86]. Logic programming based on first-order logic inherits this problem.

In deductive databases, we have two choices to represent object properties: using uninterpreted function symbols as in logic programming, or taking the view of relations as sets of lists and using the position names as the relational attribute names. We cannot take the other view of relations as sets of mappings because a
tuple corresponds to a fact, the positions of a fact in which the components (relational attribute values) appear are important. The problems with the first choice have been discussed. In relational databases, we can query attribute values simply by using attribute names. However, in deductive databases, the position name is in the contents of schema and is not usable in the database level. The next section will show why. So the user must keep the schemas in his mind when referring to the relational attribute values. This means the user must know precisely all structures of different fact collections (each of them represents a relation), instead of the information contents of the facts which is typical to the relational model. So the management of large applications becomes more complex from the view point of the user. Data independence is lost.

In summary, in deductive databases, the representation of object properties is not direct and natural, and querying on object properties is problematic.

### 3.1.3 Types and Classes

Objects often share common factual structural and behavioral properties. To be able to describe them uniformly and make them more meaningful, the concept of types and classes has been introduced [AFOP88, Bor88, Bee89].

Objects sharing common factual structural and behavioral properties are normally grouped into classes. Corresponding to each class, a type is used to give a precise specification of common properties shared by all objects in the class. The properties defined for a type are called definitional properties of the type, in contrast to the factual properties of objects, and are normally represented different from factual properties. Therefore, type and class are two closely related aspects. They
represent the same group of objects with different functionality. The type represents the intensional or definitional aspect of this group. The class represents the extensional aspect of this group.

In some language such as Galileo, both class name and type name must be given explicitly. But this is inconvenient to the user [Bor88]. So normally, class names and their type names are the same. For example, the type INTEGER may only allow arithmetic operations on it and the class INTEGER denotes the set of all possible integers; while the type STRING may only allow equality and inequality operations on it and class STRING denotes the set of all possible strings.

Types can also be viewed as constraints on structural and behavior properties. In this view, typing helps to enforce correctness and detect errors [CW85, Bor88].

In most object-oriented programming languages and semantic and object-oriented data models, types for basic objects, such as strings and integers, called basic types, are built-in as STRING and INTEGER and so are their objects. That is, these types do not need to be defined and objects in the corresponding classes do not need to be specified. But types for composite objects or representational objects, depending on how objects are formed, must be defined explicitly. The extensions of these types, that is, the classes are application dependent and may vary from time to time.

For every type A, its set type represented by set(A) (or set of A) is automatically defined which normally allows usual set operations on the objects possessing this type and the corresponding class represented also by set(A) which is power set of the class $A$, that is, $\operatorname{set}(A)=2^{A}$. Therefore, objects possessing a set type $\operatorname{set}(A)$ has to be a homogeneous set in the sense that all objects in the set must possess the same type
A. Other kinds of set objects are normally disallowed.

Types for composite objects or representational objects are defined differently, depending on how objects are formed. For tuple formation, structural properties of a type are represented by a list of attributes and corresponding attribute types which determine possible factual attribute values. This kind of types are called constructed type or record types [Car84, $\mathrm{KBC}^{+} 87$, Ul188]. Each object possessing such a type is a tuple, and classes are sets of tuples.

Example 3.8 The type for the tuple object in Example 3.4 can be defined as follows.

```
type STUDENT
    name: STRING;
    gender: STRING;
    age: INTEGER;
    studiesIn: DEPARTMENT(name: STRING; ...);
    takes: set(COURSE(name: STRING; ...));
    borrows: set(BOOK(name: STRING; ...));
end STUDENT.
```

For function formation, objects are just surrogates and classes are sets of surrogates. Structural properties of a class, that is, its type is represented by a list of definitional attributes which are mappings from the class to other classes. This kind of types are called representational types in this thesis. Each object possessing such a type has a list of factual attributes which link this object to other objects (surrogates).

Example 3.9 The type for the representational object in Example 3.5 can be defined as follows.

```
type STUDENT
    name: STRING;
    gender: STRING;
    age: INTEGER;
    studiesIn: DEPARTMENT;
    takes: set(COURSE);
    borrows: set(BOOK);
end STUDENT.
```

In terms of expressive power, representational types are more powerful than constructed types, because circular reference is allowed. For example, we can have PERSON(father:PERSON, mother:PERSON, children:set(PERSON)) only as a representation type rather than a constructed type. This is because the structural properties in constructed types have to be built bottom-up.

The interaction between types and objects is modeled normally in two different ways in programming languages and data models. One is called conforms-to which states that if an object possesses the structure that a type expects its elements to have, then the object conforms to the type and is an element of the corresponding class. The condition for conformity only bounds the object structure from below. It is prescriptive: an object can have more structure than the type specifies and still conforms to the type. In this way, types can be inferred from objects. This approach applies to tuple formation only.

The other way is called asserted-of which states that an object possesses a type if and only if it is explicitly asserted to be a member of the corresponding classes. That it is asserted of a type. The reason for this is that two different types may have exactly the same properties and we cannot tell which class an object is in by its properties. For example, type NEWSPAPER and JOURNAL may have the same
properties: name, publisher. The asserted-of approach is intended to give this higherlevel control to the user: it is up to the user to decide on the intended conceptual constraints. In this case, even though some attribute values of an object are unknown, it still possesses the type. Unlike the conforms-to approach, here type inference is disallowed. This approach applies to function formation and tuple formation. It is especially useful for database applications. All the extensions to logic programming and deductive databases which will be examined use this approach. Therefore, the rest of this chapter focus on asserted-of approach.

### 3.1.4 Property Inheritance

The factual properties of objects determined by certain types, as discussed above, are intended to be incomplete. That is, further factual properties can be added to these objects via the introduction of subtypes. A subtypes is a type which inherits all definitional properties from its supertypes and can have extra definitional properties local to itself.

The relationship between types is normally modeled by is-a (subtype of) which states that if $A$ is-a $B$ then all definitional properties of type $B$ are also definitional properties of type A, and every object in class A either by confirms-to or by assertedof is also in class B. The is-a relationship is a partial order. That is, it is reflexive, antisymmetric and transitive.

Subtypes of basic types are supported only in some models and languages. When supported, they normally do not need to be defined, they are just directly used in other type definitions. Using subtypes of basic types can make other type definitions more precise and meaningful. For example, $\{15 . .35\}$ is a subtype of INTEGER, which
contains all integers between 15 and 35 inclusive. Similarly, \{"Male", "Female"\} is a subtype of STRING, which contains only two strings "Male" and "Female". For the type definitions in Examples 3.8 and 3.9, it makes more sense if pairs gender:STRING and age:INTEGER are changed to gender:\{"Male","Female"\} and age:\{15..35\}.

Normally, the type OBJECT (or ENTITY) for all possible representational objects or composite objects is built-in. It has no structural properties but it may have some kind of behavioral properties such as equality or inequality operations applicable to its objects. Its extension is application dependent and has to be inserted into or deleted from the corresponding class explicitly by the user. Every composite type or representational type is a subtype of OBJECT so that the behavioral properties can be inherited.

Using inheritance, types can be and are often organized into a meaningful type subsumption hierarchy (taxonomy). The type subsumption hierarchy affects both intensional as well as extensional aspects of types. The former is manifested in the form of inheritance: subtypes inherit all definitional properties from their supertypes. The latter takes the form of subset inclusion, the class corresponding to a type is included in the class corresponding to its supertypes.

Normally, a type definition contains its (immediate) supertypes and definitional properties local to itself and may further refine some definitional properties of its supertypes.

Example 3.10 Figures 3.3 and 3.4 show how types can be defined in two typical databases. Both of them define two types: PERSON and STUDENT. Type PERSON is-a ENTITY and have definitional properties: name, gender, age and address.

```
define type PERSON
    supertypes \(=\{\) ENTITY \(\}\)
    properties \(=\{\)
        name: STRING;
        gender: STRING;
        age: INTEGER;
        address: STRING; \(\}\)
end PERSON;
define type STUDENT
    supertypes \(=\{\) PERSON \(\}\)
    properties \(=\{\)
        studiesIn: DEPARTMENT;
        takes: set[COURSE];
        borrows: set[BOOK];
end STUDENT.
```

Figure 3.3 Type Definitions in Vbase.

Type STUDENT is-a PERSON with additional definitional properties: studiesIn a department, takes a set of courses, borrows a set of books. In Figure 3.3, subtypes of INTEGER and STRING cannot be used, therefore definitional property refinement on age is disallowed. But in Figure 3.4 subtypes of INTEGER and STRING, such as $\{15 . .35\},\{0 . .125\}$ and $\{$ "Male", "Female" $\}$ can be used, which makes the type definition more meaningful and precise. By saying STUDENT is-a PERSON in type definitions, all definitional properties of PERSON are automatically inherited by STUDENT and all objects in the class STUDENT are also in the class PERSON. If we need to delete or add some definitional properties such as gender from or to PERSON, we do not need to change the description for STUDENT at all. If an object is deleted from or inserted to the class STUDENT, it is automatically deleted from or inserted to the class PERSON.

class PERSON isa ENTITY with<br>name: STRING;<br>gender: \{"Male", "Female"\};<br>age: $\{0 . .125\}$;<br>address: STRING;<br>end PERSON.<br>class STUDENT isa PERSON with<br>age: $\{15.35\}$;<br>studiesIn: DEPARTMENT;<br>takes: set of COURSE;<br>borrows: set of BOOK;<br>end STUDENT.

Figure 3.4 Type Definitions in TAXIS.

Property inheritance has following advantages. It enhances semantics expressiveness and reduces conceptual complexity of a system specification by providing a natural structure for defining and sharing definitional properties. It increases system maintainability by allowing new definitional properties to be added by augmentation, rather than mutation of existing code. It allows for sharing of code and implementation and reduces the redundancy of the specification while maintaining its completeness.

All the type definitions constitute the schema for the database and all entered objects satisfying the schema form the database. Like the relational model, most semantic and object-oriented data models offer a language for schema definition and query and another language for object manipulation and query. The reason for this separation is that schema information is used not only for querying but also for strong type checking, enforcing integrity and database organization. Therefore, its
usage is quite different from object information in databases. For example, in Vbase, schema language is called TDL and object language is called COP.

In the relational model, a relational schema can be viewed as a type definition for the relation. Each attribute in a relation corresponds to a class named by itself. It can also be viewed, quite artificially, as a mapping from the class of the objects represented by the primary key to the class denoted by the attribute. Set-valued definitional properties are not directly supported. Instead, they must be represented as many-one or many-many relationships. These relationships among relations are represented by the common data values and are not supported by the system, rather they are kept in the user's mind and obtained through the use of join operations.

Example 3.11 Consider the relations in Figure 3.1, the relational schema PERSON(NAME, AGE, STREET-NO, STREET) can be viewed as a type definition for type PERSON. The attribute AGE can be viewed as a mapping from the object class denoted by NAME to the class denoted by AGE; while the set-valued property own is represented by a many-one relationship from CAR to PERSON via three relations PERSON, OWNED-BY, and CAR.

The subsumption relationship between two types $A$ and $B$ can be represented by two relations $A$ and $B$, which only share the same key values in relational systems, see example below. This representation suffers the same problem, that is, the join operation has to be used to obtain the inherited properties via the common key values.

Example 3.12 Consider the Example 3.6 again. We can use relational schemas PERSON(NAME, AGE, ADDRESS) and EMPLOYEE(NAME, SALARY, MANAGER) to represent type PERSON and EMPLOYEE in the relational model. To obtain the properties which EMPLOYEE inherited from PERSON, we must use the join operation over the common key NAME. We cannot ask what properties an EMPLOYEE, say Mary has without knowing that EMPLOYEE is related to PERSON and without joining them.

In summary, the structure of the relational data model is too simple to directly support general hierarchies of types with complex nested structures.

It is argued by Reiter in [Rei84] that logic programming systems could use logical implication to express inheritance. However Hassan and Nasr claim in [AKN86] that using logical implication to represent data abstractions and inheritance does not naturally represent what we mean:
"For example, when it is asserted that "whales are mammals", we understand that whatever properties mammals possess should also hold for whales.

Naturally, this meaning of inheritance can be well captured in logic by the semantics of logical implication. Indeed,

$$
\forall x W h a l e(x) \Rightarrow \operatorname{Mammal}(x)
$$

is semantically satisfactory.
However, it is not pragmatically satisfactory. In a first-order logic deduction system using this implication, inheritance from "mammal" to

> "whale" is achieved by an inference step. But the special kind of information expressed in this formula somehow does not seem to be meant as a deduction step-thus lengthening proofs. Rather, its purpose seems to be to accelerate, or focus, a deduction process-thus shortening proofs."

What the argument suggests is that current logic programming systems are not smart enough to track inheritance information represented by logical implication and take advantage of it to produce more efficient systems. Using a special structure other than logical implication to represent inheritance explicitly by the user could be beneficial.

### 3.2 Higher-Order Features

In mathematical logic, the primitive symbols include constants, function symbols, predicate symbols and various variables. In first-order logic, only individual variables can be used, i.e., variables can only be used in the places where constants can be used. In second-order logic, not only individual variables, but also function variables and predicate variables can be used. In other words, variables can not only be used in place of constants, but also in place of predicates and functions. Since predicates are interpreted as sets and relations, variables can represent not only elements, but also sets, subsets, relations and functions constructed out of the domain of discourse in second-order logic. In higher-order logic, variables can be used over functions defined on functions, etcetera.

In deductive databases, to manipulate schema and sets naturally lead us into higher-order logic. This section focuses on the problems associated with these two
higher-order features.

### 3.2.1 Schema

A deductive database is a model of some portion of the real world in which one is interested. This model is partitioned into two parts: (1) the schema, which captures generic, time-invariant structural or definitional information, and (2) the database, which captures specific, more volatile individual or factual information which satisfies the schema. Usually the database is much larger than the schema. The schema includes all predicate and function definitions, as well as integrity constraints on legal values. It tells how the database is structured, such as how many relations there are and how many attributes within each relation are used in the database. This information allows the system to organize the database effectively and enables static type checking which avoids a large number of common errors. It also gives some kind of meaning to the data in the database. Relational names are described by a set of attribute names and attribute names tell what the components in a relation tuple are used for and thus make the relational names meaningful.

Example 3.13 Suppose the database consists of the three relations in Example 3.6: PERSON, CAR, OWNED-BY. The schema for each relation tells how many attributes are used and what they are used for. For the relation PERSON, it has exactly four attributes: person name, age, street number and street name and the corresponding relational schema is PERSON(NAME, AGE, STREET-NO, STREET). Given a tuple of PERSON or a fact such as person(mary, 18, 182, rocky). We know how to interpret each component based on the schema. We cannot insert person(henry, 25),
because it does not obey the relational schema.

It is a natural requirement of deductive databases to have function and predicate variables to query the schema. Unfortunately, this cannot be done in the same way as we query the database. There are several difficulties.

First, schema information is not compatible with either relation tuples or facts. In other words, schema information cannot be directly and naturally represented in the same way as individual information is dealt with. In deductive database, the definition and query of data is done in a uniform way. However, the definition and query of schema (or meta) information and data cannot be supported in such an integrated framework directly and naturally. We have to separate the schema and the database and also use a mechanism different from logic programming to represent schema and queries on them. This is a serious impediment to the development of integrated systems.

Example 3.14 Consider Example 3.6 again. The schema for the relation PERSON is PERSON(NAME, AGE, STREET-NO, STREET). However, it cannot be represented as it is now. For example, how could a fact person(mary, 18, 182, rocky) be distinguished from the schema. Even if some mechanism can be used to tell them apart in the way they are now, there may still be difficulties to query them in the logic programming style. We may wish to use a variable $X$ to list all predicates or relation names in the schema. The substitution for X should range over all the predicate or relation names. However, the present form of deductive databases cannot represent this query in such a simple way. Since relations or predicates can have different numbers of arguments, simply using a predicate variable does not allow us to express this
query in the usual way which logic programming uses. So we have to use a number of queries $X(-)$ for unary relations name, $X(-,-)$ for binary relations name, etc. and there should not be an upper bound for this sequence in theory. Even though we know the relation name PERSON and we want to know the attribute names, if we have no idea about the number of attributes, we still need to use a number of queries, such as person $\left(A_{1}\right)$, person $\left(A_{1}, A_{2}\right), \ldots$ to find out how many attributes the relation has and what they are. Only the query person $\left(A_{1}, A_{2}, A_{3}, A_{4}\right)$ can succeed in this case and report the first attribute name is name, the second is age, etc.

Secondly, even the above way to query the schema cannot work. In relational databases, the user can use attribute names to query the database. But this cannot be done in deductive databases based on traditional logic programming. It leads us beyond first-order logic to higher-order logic to deal with the schema. However, the use of higher-order facilities introduces serious technical problems which will be discussed later in this section. So normally, a separate language is provided to specify and query the schema information.

Based on the above discussion, the language for a schema is unrelated to the logic programming language. As a consequence, the user cannot use the schema information such as attribute names to query the database because of the separation of the schema language and the logic programming language, even though the relational schemas give some kind of interpretation to the data in the database. Instead, he must find out schema information using the schema language and remember it, such as relational names and attribute names, while he wants to query the database and interpret the results. For example, Let person(john, mary, bob) be a fact obtained
by the user. This fact may be interpreted in many different ways, such as john's mother is mary, and his father is bob, or mary and bob are john's children, etc. By looking up the schema using the schema language or remembering the schema information for person, the user can then give the right interpretation. This is certainly inconvenient to the user.

### 3.2.2 Sets

As discussed earlier, the representation and manipulation of sets is an important aspect of complex object modeling. In mathematical logic, unary predicates can be used to represent sets and their arguments represent their elements. Using variables to range over various sets actually requires these variables to range over predicate symbols based on standard semantics. This is therefore a higher-order feature.

As will be discussed later in this section, the use of higher-order facilities introduces serious technical problems. Besides, representing sets by predicates has other problems. Here there is no notion of sets syntactically, only constants, function symbols, predicate symbols and various variables. Therefore, a set cannot be represented directly in the usual mathematical sense. It has to be represented via a predicate indirectly or semantically. As example 3.5 shows, complex object modeling requires syntactic sets. Using only semantic sets to simulate is not intuitive and convenient. Besides, since there is no sets syntactically, there is no syntactic variables over such sets. As a result, the relationships between sets such as subset, disjoint etc. cannot be represented directly and intuitively.

Example 3.15 Suppose Mary speaks English, French, Chinese, and Bob speaks

English and French. In mathematical logic, predicate symbols marySpeaks and bobSpeaks can be used to represent sets of languages which Mary and Bob speak:
marySpeaks(english).
marySpeaks(french).
marySpeaks(chinese).
bobSpeaks(english).
bobSpeaks(french).
So a set is represented by a set of unary relation which is a special case of the representation of the relational model. A similar example in the relational model has been discussed in Example 3.6. To find out whether the languages spoken by Bob are also spoken by Mary, set-valued variables cannot be directly used here to do the comparison. Instead, an individual variables have to be used to ask the query: $\leftarrow$ bobSpeaks $(X), \neg(\operatorname{marySpeak}(X))$, which says if there is a language $X$ which is spoken by Bob but not spoken by Mary. This representation seems to be procedural. That is, it tells how it will be done. This is contrary to the general philosophy of logic programming. If syntactic sets like \{english, french, chinese\} \{english, french\} can be used to represent the languages spoken by Mary and Bob in some way as Example 3.5 shows and variables $X$ and $Y$ can be used to range over them respectively, then query $\leftarrow Y \subseteq X$ or $\leftarrow \operatorname{subset}(Y, X)$ seems to be more direct and intuitive.

Since sets are so useful, an important extension has been proposed and used extensively in the logic programming language Prolog [War82]. The extension is based on the mathematical definition of sets: $S=\{X \mid P\}$, where $S$ stands for the defined set, $X$ stands for the variable ranging over the set and $P$ is a predicate in which $X$ occurs. It is read as "The set of all instances of $X$ such that $P$ is true is $S . " H e r e S$ is a syntactic set. In Prolog, the extension takes the form of a built-in
predicate:

$$
\operatorname{setof}(X, P, S)
$$

Unfortunately, there is no published formal semantics for the setof predicate in current logic programming languages. The difficulties for the semantics is due to the general higher-order logic problems which will be presented shortly, because predicate variables can be used in it.

In addition, in Prolog, the set $S$ is represented as a list whose elements are sorted into a standard order without any duplicates. A list is defined as an uninterpreted function consisting of the special functor "." applied on the head, and the tail which is also a list, either empty [] or having its own head and tail.

$$
.(H e a d, T a i l)
$$

Example 3.16 The set \{english, french, chinese\} can be represented in Prolog by a list [english, french, chinese] which is an alternative notation for .(english, .(french, .(chinese, []))). Using the setof predicate, the query in Example 3.15 can be represented as follows.

$$
\begin{aligned}
\leftarrow & \operatorname{setof}\left(X, \text { marySpeaks }(X), S_{1}\right), \\
& \operatorname{setof}\left(X, \operatorname{bobSpeaks}(X), S_{2}\right) \\
& \operatorname{subset}\left(S_{1}, S_{2}\right) .
\end{aligned}
$$

where the predicate subset will be defined in Example 3.18.

Example 3.17 Using lists in Prolog, the membership predicate is usually be defined as follows.

```
member }(X,[X|L])\leftarrow
member }(X,[X|L])\leftarrow member (X,L)
```

Representing sets as lists also causes problems. The semantics for lists is quite different from that of sets. When a predicate involves more than one set, the rules can become quite complicated and unintuitive. The user has to specify details about implementation, such as how to iterate over the sets (see examples below). This is also contrary to the general philosophy of logic programming as well as deductive databases [Kup87]. Whenever possible, the user should not have to deal with the control structures in the program.

Example 3.18 In Prolog, the predicates that say one set is a subset of another and two sets are disjoint could be defined as follows.

$$
\begin{aligned}
& \begin{array}{l}
\text { subset }([], L) \leftarrow . \\
\text { subset }\left(\left[X \mid L_{1}\right], L\right) \leftarrow \operatorname{member}(X, L), \operatorname{subset}\left(L_{1}, L\right) . \\
\\
\text { disjoint }(L,[]) \leftarrow . \\
\text { disjoint }([], L) \leftarrow . \\
\operatorname{disjoint}\left(\left[X \mid L_{1}\right],\left[Y \mid L_{2}\right]\right) \leftarrow \\
\\
\\
\\
\operatorname{disjoint}\left(\left[X \mid L_{1}\right], L_{2}\right), X \neq Y, \\
\operatorname{disjoint}\left(L_{1},\left[X \mid L_{2}\right]\right) .
\end{array}
\end{aligned}
$$

In summary, even with the higher-order problems as will be discussed shortly, sets cannot be directly and naturally represented in mathematical logic. To naturally account for the complex object modeling, a new logical semantics should be developed which includes syntactical sets as well as variables for these syntactical sets.

### 3.2.3 Problems with Higher-Order Logic

In mathematical logic, various formal systems called theories are studied [Hat82]. A theory has two aspects: syntax and semantics. The syntactic aspect is concerned with well-formed formulas admitted by the grammar of a formal language, as well as
deeper proof-theoretic issues. The semantics is concerned with the meanings attached to the well-formed formulas and the symbols they contain. A theory consists of an alphabet, an object language, a set of axioms, and a set of inference rules. The language consists of the well-formed formulas of the theory built out of the alphabet. The axioms are a designated subset of well-formed formulas. Based on the set of axioms, whatever can be inferred from the language using inference rules are called theorems.

An interpretation simply consists of some domain of discourse and a semantic function which attaches some meaning to each of the symbols in the language and decides the truth or falsity of every well-formed formula. The relationship between valid well-formed formulas of a language and theorems is of most interest in mathematical logic. A desired property is that valid well-formed formulas are exactly the theorems. This is so called completeness and soundness property of the inference rules.

First-order logic theories allow only individual variables. Higher-order logic theories allows not only individual variables, but also function variables and predicate variables.

For a theory (first-order and higher-order), it is often required that the alphabet, the language, and the set of axioms be effective in the sense that there is some procedure which can decide whether a given object is or is not a sign of the system, or whether a given expression is or is not a well-formed formula, or whether a given well-formed formula is or is not an axiom. A theory is called has an effective notion of proof if all the theorems are a decidable set [Hat82, BJ89].

There are two kinds of semantics for higher-order logic, standard model, and general model [Hat82, vBD83, BJ89]. In standard model, the logical consequences are the well-formed formulas which are true in all possible models. In general model, the logical consequences are the well-formed formulas which are true in all general models which are models satisfying some constraints.

Higher-order logic is certainly more expressive than first-order logic. However, it suffers various problems. Important properties held for first-order logic fail for higher-order logic [BJ89]. First-order logic has an effective notion of proof which is complete and sound with respect to the intended interpretation. This is the content of Godel's completeness theorem, which says in any predicate calculus, the theorems are precisely the logically valid well-formed formulas. As a result, the set of universally valid first-order formulas is recursively enumerable based on Godel's numbers [Hat82, vBD83, BJ89]. But with second-order logic, the set of second-order validities is not arithmetically definable in standard semantics, let alone recursively enumerable, and hence an effective and complete axiomatization of second-order validity is impossible [vBD83]. In general model, second-order validities can be defined, But there is no effective notion of proof for validity.

Even the simplest questions about the model theory of second-order logic turn out to raise problems of set theory, rather than logic. If two models are first-order equivalent and one of them is finite, they must be isomorphic. If we use secondorder equivalence and relax finiteness to, say, countability, it has been proved that this question is undecidable.

The most significant problem with higher-order logic is that higher-order uni-
fication is undecidable [Gol81, Hue73]. In automatic theorem proving and logic programming, unification is the kernel for deduction. The undecidability of higherorder logic makes such deduction impossible. Given a query of higher-order logic, we may end up with infinite waiting. This means that we cannot use it to query the schema and the database.

In practice, many mathematical theories are first-order even though they involve sets, subsets, relations. These includes number theory, ZF set theory [Hat82]. The reason for this possibility is that these theories take advantages of the difference between higher-order syntax and higher-order semantics. A theory has a higher-order syntax if it appears to be higher-order, i.e., have variables for predicates, functions, sets, or, subsets, etc. A theory has a higher-order semantics if its variables range over not only individuals, but also domains of individuals, relations and functions constructed out of the domain of individuals in its semantics.

Example 3.19 ZF set theory has sets, supports subset relations and allows variables for them. But it is first-order because there is no variables for function and predicate symbols. Based on this syntactical classification, it, can be said, has first-order syntax. However semantically, individuals are interpreted as sets which can contain other sets. Therefore, the variables for individuals become the variables for sets. Every term is referred to as a set. The domain of interpretation no longer consists of individuals, but rather of sets constructed out of individuals. Its semantics is no longer that of traditional first-order logic. Based on this semantic classification, it, can be said, has higher-order semantics. But if higher-order syntax is used, major axioms of the ZF set theory would be represented more naturally. With higher-order
logic, one really enters the realm of set theory. However, the first-order version of these axioms have turned out to be sufficient for many mathematical purposes.

### 3.3 Summary

To model complex object, we need proper notions to represent object identity, singlevalued properties and set-valued properties, syntactical sets, types, classes and inheritance. Since classes and objects are two fundamentally different concepts and used differently, there ought to be some way to distinct them clearly. But it is also desirable to treat classes as meta-objects and to view the associated type definitions for their instances as part of their own properties and make the schema of a database accessible to its users [Bor88]. In this sense, object properties and class properties should be somewhat uniformly represented.

To represent and manipulate schema and sets, we need variables for not only individuals, but also predicates and functions. This leads to higher-order logic. However, higher-order logic has serious problems with its semantics and unification. It seems to be a dilemma.

As will be discussed later, deductive databases only require very limited higherorder features and it seems possible to avoid these problems.

We also need variables for syntactical sets. In such case, we no longer have well formed logical foundation based on mathematical logic. Substantial theoretical work is needed to account for this.

In the next chapter, various extensions to mathematical logic, logic programming and deductive databases are examined against the above criteria.

## Chapter 4

## Critical Analysis of Related Work

In the last chapter, the need for complex object modeling and higher-order features has been discussed and the corresponding concepts have been introduced. This chapter examines typical extensions to mathematical logic, logic programming and deductive databases in the literature and shows why they cannot naturally and directly support complex object modeling and higher-order features. The examined extensions to mathematical logic and logic programming can be called extended logic term approaches.

### 4.1 Extended Logic Term Approaches

As a result of the lack of expressiveness in mathematical logic and logic programming, some attempts have been made to provide those missing functionalities, such as object identity, object properties, sets, types, inheritance, and well-formed semantics. These include LOGIN [AKN86], O-Logic [Mai86], Revised O-Logic [KW89], and Flogic [KL89, KLW90]. They try to provide various notions to represent complex objects and higher-order features. This section examines them individually from a historical point of view based on the concepts developed in the last chapter. Following the usual conventions in logic programming, variables are represented by upper-case letters and words, non-variables are represented by lower-case words.

### 4.1.1 LOGIN

In LOGIN of Act-Kaci and Nasr [AKN86], a program consists of four parts: a type signature, $\psi$-terms, predicates and rules. Predicates and rules are the same as traditional logic programming. But terms are extended to more expressive $\psi$-terms and unification is extended to deal with the type signature.

The type signature $\Sigma$ is a partially ordered set of type symbols containing two special elements: a greatest element $(\mathrm{T})$ and a least element $(\perp)$. All types in the signature are representational types. The symbol $T$ corresponds to the type OBJECT which denotes the set of all possible representational objects and the symbol $\perp$ denotes the empty set. The type signature is just a type hierarchy as discussed earlier. The type signature determines the subtype relationship ( < ) between all representational types. Even though subtypes of basic types are used in LOGIN and can form a type hierarchy, they are not included in the signature. The reason might be that subtypes of basic types in LOGIN usually have no names.

The $\psi$-terms are used to define types and describe objects. For every type $a$, if there is no type $b$ except $T$ in the signature such that $a<b$, then its type definition can be represented directly by a $\psi$-term. A $\psi$-term consists of a type symbol, labels, sub- $\psi$-terms and arrows ( $\Rightarrow$ ) from labels to sub- $\psi$-terms. Labels are used to represent attributes defined on the type symbol. Each label denotes a function from the root class to the class denoted by its associated sub- $\psi$-term. That is, LOGIN uses function formation to describe complex objects.

Example 4.1 Let the type person have definitional attributes name which is a string; gender which is either "Male" or "Female"; age, an integer between 0 and 120;
lives, an addresse consisting of attributes number, an integer, street, city which are strings. Suppose that there is no type $B$ such that person $<B$ is in the signature. Then its definition in LOGIN can be expressed by a $\psi$-term as follows.

$$
\begin{aligned}
& \text { person(name } \Rightarrow \text { string; } \\
& \text { gender } \Rightarrow[\text { "Male", "Female" }] ; \\
& \text { age } \Rightarrow[0 \text {...120]; } \\
& \text { lives } \Rightarrow \text { address }(\text { number } \Rightarrow \text { integer } ; \\
& \text { street } \Rightarrow \text { string; } \\
& \text { city } \Rightarrow \text { string })) .
\end{aligned}
$$

If $a<b$ is in the signature, then all definitional properties of $b$ defined by a $\psi$-term are inherited by $a$. But if $a$ has its own properties or further refines some properties of $b$, then this must be expressed in LOGIN by $a=\Psi$, where $\Psi$ is a $\psi$-term which has $b$ as its root symbol and includes the properties local to $a$ and refined type properties of $b$. Each label in $\Psi$ is no longer a function from the class $b$ but from the class $a$.

Example 4.2 Let student < person be in the signature. Besides the inherited definitional properties from person in Example 4.1, suppose student has its own definitional attribute studiesIn a department and further refines person's definitional attributes age to 15 till 35. This definition can be represented in LOGIN as follows.

$$
\begin{gathered}
\text { student }=\text { person }(\text { studiesIn } \Rightarrow \text { department } ; \\
\text { age } \Rightarrow[15 \ldots 35]) .
\end{gathered}
$$

In LOGIN, objects are represented by user-defined identifiers. That is, objects are viewed as surrogates in the sense discussed earlier. LOGIN uses the asserted-of approach for types of objects. That is, objects of a type must be asserted in LOGIN. To assert an object $o$ to be of type $t$, we can use $o=\Psi$, where $\Psi$ is a $\psi$-term which
has $t$ as its root symbol and includes all the known factual properties of $o$ defined on type $t$.

Example 4.3 In LOGIN, to assert mary to be of type person, where mary is the object identifier for a person called Mary, female, aged 18, living in 3452, Golden street, Calgary, and to assert smith of type student, where smith is the object identifier for a student called Smith, Male, aged 29, who studies in the Department of Computer Science, we could use

$$
\begin{gathered}
\text { mary }=\text { person }(\text { name } \Rightarrow \text { "Mary"; } \\
\text { gender } \Rightarrow \text { "Female"; } \\
\text { age } \Rightarrow 18 ; \\
\text { lives } \Rightarrow \text { address }(\text { number } \Rightarrow 3452 ; \\
\text { street } \Rightarrow \text { "Golden"; } \\
\text { city } \Rightarrow \text { "Calgary")). } \\
\text { smith }=\text { student }(\text { name } \Rightarrow \text { "Smith"; } \\
\text { gender } \Rightarrow \text { "Male"; } \\
\text { age } \Rightarrow 29 ; \\
\text { studiesIn } \Rightarrow \text { cpsc })) .
\end{gathered}
$$

Even though types and objects are both represented by $\psi$-terms, the results of such representation have fundamental difference. A complete definition of a type can be obtained by combining both a $\psi$-term and the signature. But a description of an object by a $\psi$-terms itself is complete.

A $\psi$-term differs from a traditional term. It is not a fixed-arity term. Its arguments are identified by their attribute labels, not by their positions.

In LOGIN, set types are not supported and therefore set-valued properties cannot be defined for types directly in the way discussed in the last chapter. For example, within the type definition for student in Example 3.8, the fact that every student
taking a set of courses cannot be defined. But information about set valued attributes of individual objects can be represented by using traditional predicates and lists.

Example 4.4 The fact that student identified by smith takes two courses: cs413 and cs 521 and borrows two books: Prolog and Databases, can be represented in LOGIN by

$$
\begin{aligned}
& \text { takes }(\text { smith },[\text { cs413, cs } 521]) \text {. } \\
& \text { borrows }(\text { smith },[\text { prolog }, \text { databases }]) .
\end{aligned}
$$

The intention of LOGIN is to extend the unification algorithm of Prolog. The major contributions of LOGIN are that $\psi$-terms are more meaningful and expressive than traditional terms. Object identity, single-valued factual properties, type and inheritance can be naturally supported. Inheritance information can result in more efficient Prolog systems.

However, the approach is restricted to the unification algorithm, that is, given two $\psi$-terms, how to unify them with respect to the signature. The denotational semantics is given only to $\psi$-terms, not to programs. It is not clear in which logic this unification algorithm would yield a sound proof procedure [KLW90]. Besides, given a program of LOGIN, what can be computed or what is the intended semantics and what properties the program may have are not explored. Objects cannot be generated here by rules. Besides, $\psi$-terms still function as normal terms. That is, they are used in traditional predicates which are not $\psi$-terms, as the above example shows. Within a predicate, positions for terms are still important and each predicate still has fixed-arity. Like Prolog, set objects are represented by lists and variables can range over these lists. If LOGIN is used as the deductive database language, the
schema is very complicated, we have $\psi$-terms as type definitions for objects, we also have types for predicates which should be defined differently and separately for the reasons discussed in the last chapter.

### 4.1.2 O-Logic

An extended first-order logic called O-Logic (logic for objects) was described by Maier [Mai86]. In O-logic, a program consists of only two parts: O-terms and rules. O-terms are used to describe objects and rules are used to derive new objects. An O-term is similar to a $\psi$-term in syntax, with a variable, labels, sub-O-terms and arrows $(\rightarrow)$ from labels to sub-O-terms. Type names can be added in front of the variable in an O -term.

Example 4.5 Objects similar to bob and mary in Example 4.5 can be represented by O -terms as follows.

$$
\begin{aligned}
\text { person }: P(n a m e ~
\end{aligned} \rightarrow \text { string : "Mary"; }, \text { "female"; }
$$

where $P, A, S$, and $D$ are variables.

The variables in O -terms are somewhat misleading. They are not logical variables intended to range over all objects of some types. A variable is intended to bind one
representational object semantically. It helps to view such a variables as telling the system to generate a surrogate. Each label is a single-valued function which relates the described object to another object. Note even though type names can be used, type definitions are not proposed.

Unlike LOGIN, there is no predicate in O-logic. O-terms can function not only as terms but also as atoms. This uniformity is certainly an advantage. Rules can be defined by O-terms alone. However, variables in a rule are different from variables just in O-terms. The variables in the body of a rule or in both the body and head are intended to range over all objects of some types. The variables only in the head are like the variables just in O-terms. If the body is satisfied, then it tells the system to generate a surrogate for the object described in the head.

Example 4.6 Consider an object-creating rule that forms an interestingPair object for each employee whose manager has the same name. This is defined by the following rule.

$$
\begin{aligned}
& \text { interesting } P \text { air: } P(e m p \rightarrow \text { employee }: E, \text { mgr } \rightarrow \text { employee }: M) \Leftarrow \\
& \text { employee }: E(\text { name } \rightarrow \text { string }: N, \\
& \quad \text { worksIn } \rightarrow \text { dept }: D(\text { manager } \rightarrow \text { employee }: M(\text { name } \rightarrow \text { string }: N)) .
\end{aligned}
$$

In this rule, if the body is satisfied with some objects bound to $E, N, D$, and $M$, a unique object is intended to be created and bound to $P$.

However, the object creating rules in O-logic are problematic. These rules themselves do not determine what objects should be created. For the above example, the problem is how $P$ should be generated, since $P$ does not occur in the body. The author recognized that $P$ should be existentially quantified, with respect to other
variables in the rules. But the scope of the existential quantifier remains unspecified in the rule, there are several possible cases, $\forall E \forall M \forall N \forall D \exists P$ and $\forall E \forall M \exists P \forall N \forall D$, etc. each of which is reasonable and each of which has different semantics.

In summary, object identity and single-valued factual properties are supported in O-logic. But set-valued properties are not expressible. Types, inheritance, schema, set objects are not supported, let alone higher-order features. The semantics is not well-defined.

### 4.1.3 Revised O-Logic

Based on O-logic, Revised O-logic was presented by Kifer and Wu [KW89], as a solution to the problems of O-logic. A program in Revised O-logic consists of revised O-terms (here called E-terms for convenience) and rules. Like O-terms, E-terms can only be used to represent objects rather than types. O-terms are extended here to include sets (set objects). An E-term consists of a class, an object identifier, labels, sub-E-terms which can be single-valued or set-valued, and arrows.

Example 4.7 Consider the object smith in Example 3.5. It cannot be represented in O-logic at all. It can be indirectly represented in LOGIN using a $\psi$-term in Example 4.3 and two predicates in Example 4.4. But it can be directly represented by an E-term as follows.

```
student : smith[name }->\mathrm{ string: "Smith",
    age }->\mathrm{ integer : 29;
    gender }->\mathrm{ string: "Male",
    studiesIn }->\mathrm{ dept : compSci,
    takes }->\mathrm{ {course :cs413, course:cs521}
    borrows }->{\mathrm{ book : prolog, book:databases}].
```

where smith, compSci, prolog and databases are some kind of object identifiers. Since compSci, prolog and databases can be further described in the same way, complex objects are thus obtained.

Unlike the semantic and object-oriented models, E-terms do not require set objects to be homogeneous. That is, a set object can consist of objects of different types, for example, $\{$ student : john, course : prolog\} is allowed.

The problems with object-creating rules in O-logic are solved here by introducing explicit skolem functions of existential variables called object constructors so that the quantification problem can be explicitly expressed by the user according to the intended semantics. For example, to represent the quantification $\forall X \forall Y \exists Z$, one can use $f(X, Y)$ directly to stand for the object $Z$. This is consonant with the system-generated surrogate representation of object identity. For the same $X$ and $Y$, different object identifiers can be generated by using different object constructors.

Example 4.8 The object-creating rule in Example 4.6 can be expressed in Revised O-logic as follows.

$$
\begin{aligned}
& \text { interestingPair: } f(E, M)[\text { emp } \rightarrow \text { employee }: E, \text { manager } \rightarrow \text { employee }: M] \Leftarrow \\
& \text { employee: } E[\text { name } \rightarrow \text { string: } N, \\
& \quad \text { worksIn } \rightarrow \text { dept: } D[\text { manager } \rightarrow \text { employee }: M[\text { name } \rightarrow \text { string }: N]] .
\end{aligned}
$$

where $f(E, M)$ is an object constructor.
In the Revised O-logic, object identity, object generation, single-valued and setvalued factual properties are supported. Class and object are strictly distinct. But type definitions and inheritance are not supported and set-valued variables are still not allowed. It has been given a well-defined semantics, but it is quite complicated and unintuitive because inconsistent information is allowed by way of terms $p: \mathrm{T}$.

Example 4.9 In Revised O-logic, the following two E-terms are allowed:

$$
\begin{aligned}
& \text { student }: \text { smith }[\text { age } \rightarrow \text { integer }: 29] . \\
& \text { student }: \text { smith }[\text { age } \rightarrow \text { integer }: 32] .
\end{aligned}
$$

The semantics is so designed that the following E-term is logically entailed by the above:

$$
\text { student }: \text { smith }[\text { age } \rightarrow \text { integer }: T] .
$$

where $T$ is the meaningless object. The claimed advantage for this is that inconsistent knowledge about age only prevents a meaningful answer regarding smith's age, but it does not affect the consistent parts of the database.

### 4.1.4 F-Logic

In order to incorporate type definitions and inheritance in the revised O-logic, F-logic was proposed by Kifer, Lausen and Wu [KL89, KLW90]. In F-logic, there are three kinds of terms: signature $F$-terms which are used to define types with single-valued and set-valued definitional properties; data $F$-terms which are used to represent complex objects with single-valued and set-valued factual properties; is-a $F$-terms which are used to represent subtype-of relationship between types and asserted-of relationship between objects and types, and to enforce property inheritance. Like the revised O-logic, objects are still viewed as surrogates and the object-generating rules in Revised O-logic are extended so that classes can be generated using rules. But unlike the revised O-logic, here the set objects are required to be homogeneous. Also the ability to deal with incomplete information is abandoned.

Example 4.10 The type definitions in Example 3.9 and the object description in Example 3.5 are represented in F-logic by signature F-terms in Figure 4.1, data

```
person[name \(\Rightarrow\) string;
    gender \(\Rightarrow\) sex;
    age \(\Rightarrow\) age;
    lives \(\Rightarrow\) string]
student \([\) age \(\Rightarrow\) young;
    studies \(I n \Rightarrow\) department;
    takes \(\Rightarrow\) course;
    borrows \(\Rightarrow\) book]
```

Figure 4.1 Signature F-Terms.

F-terms in Figure 4.2, and is-a F-terms in Figure 4.3.
In the signature F -terms, single-valued and set-valued definitional properties are represented by $\Rightarrow$ and $\Rightarrow$ respectively.

In the data F-terms, single-valued and set-valued factual properties are represented by $\rightarrow$ and $\rightarrow$ respectively.

All is-a F-terms determine a partial order ' $:$ ' over all classes and objects. Classes and objects are not distinguished and are interweaved together by is-a F-terms. In student : person, student is a class; while in smith : student, smith is an object. Also not only subclasses but also objects inherit type properties. Based on is-a F-terms in Figure 4.3 and signature F-terms in Figure 4.1 student inherits all type

```
smith[name \(\rightarrow\) "Smith";
    age \(\rightarrow 29\);
    gender \(\rightarrow\) "Male";
    studiesIn \(\rightarrow\) compSci;
    takes \(\rightarrow\{\) cs413, cs521 \(\}\);
    borrows \(\rightarrow\) \{prolog, databases \(\}\) ]
```

Figure 4.2 Data F-Terms.

student : person<br>smith: student<br>compSci: department<br>cs413: course<br>cs521: course<br>prolog : book<br>databases : book

age : integer<br>young: age<br>29 : young<br>sex: string<br>"Male" : sex<br>"Female": sex

Figure 4.3 IS-A F-Terms.
properties of person and has its own type properties and further refines the age property of person. The object smith inherits all type properties of student. Therefore, smith $[n a m e \Rightarrow$ string, takes $\Rightarrow$ course $]$ is inherited by smith. Factual properties of objects are represented by data F-terms using $\rightarrow$ and $\rightarrow$ and must satisfy their type constraints.

F-logic is the most elaborate approach so far. It supports object identity, object generation, single-valued and set-valued definitional and factual properties, syntactic sets, types and inheritance. The object-generating rules in Revised O-logic is extended so that classes can be generated using rules.

However, F-logic does not support higher-order features in a natural way. It mixes the is-an-instance-of between objects and classes and is-a-subtype-of relationships between types. In F-logic, classes and objects are interwoven together. Objects can play dual roles: an instance of its class and a class of its instances. This special treatment of classes and objects makes F-logic have higher-order syntax but firstorder semantics. Therefore, it is impossible to define an overall schema for the database in F-logic in the sense discussed in the last chapter. As a result, the queries in F-logic like ?- $X$ : person is problematic. It may ask for objects of person. It
may also ask for subclasses of person. Given an answer $a$, the user has no idea if $a$ is an object or a class. There is no way for the system to implicitly find out this kind of information. The proposed solution is to use symbols ! in front of objects and \# in front of classes in all F-terms explicitly by the user which is inconvenient to the user. Objects and classes are different level concepts and have different functionality, there should be some simple way to distinguish them.

A second problem with F-logic is that set-valued variables are not allowed even though set objects can be used. To query a set object, the user has to use individual variables to get one answer at a time. For example, to query all the courses taken by Smith in F-logic, we have to use ?-smith[takes $\rightarrow\{X\}]$ where $\{X\}$ represents a set over which the variable $X$ ranges. For this reason, nested sets cannot be supported. These certainly limit its expressive power. The reason for excluding them is also to avoid higher-order semantics.

A third problem is that its use of $\Rightarrow \Rightarrow \Rightarrow \rightarrow$ and $\rightarrow$ to represent properties makes it complicated. Even the factual properties of classes can be inherited by its objects. For example, if every student speaks at least English, then there can be a data F-term for the class student such that student[speaks $\rightarrow\{$ english $\}$ ] so that every instance of student can have this property. Such representation mixes definitional properties and factual properties.

Another minor problem is that subtypes of basic types cannot be defined in the way discussed earlier. For example, a subtype of integer cannot be represented as an interval without giving a name, such as [0..125]. Instead, the user has to use a lot of is-a F-terms, like $0:$ age $1:$ age, $\ldots, 125$ : age explicitly. The semantics of F-logic is
quite complicated [Zan89].
Last, is-a F-terms and data and signature F-terms are separated which violates its goal of grouping data around objects. As in automatic theorem proving of firstorder logic, negated information must be explicitly represented in the program. Flogic uses an existential quantification for object identifiers in clauses which makes the semantics different and more complex than the standard one of logic programming [Zan89]. Also, the intended semantics of its programs and their syntactic and semantic properties are not explored as in logic programming.

|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Criteria | LOGIN | O-Logic | R-Logic | F-Logic |
|  |  |  |  |  |
| Object is viewed as | surrogate | surrogate | surrogate | surrogate |
| Object Identity | surrogate | surrogate | surrogate | surrogate |
| Object Generation | No | Yes | Yes | Yes |
| Single-Valued Factual Property | function | function | function | function |
| Set-Valued Factual Property | prolog | No | function | function |
| Syntactic Sets | list | No | hetero | homo |
| Nested Sets | No | No | No | No |
| Set Variables | prolog | No | No | No |
| Separation of Classes and Objects | Yes | Yes | Yes | No |
| Uniformity of Terms and Atoms | No | Yes | Yes | Yes |
| Type Definitions | some | No | No | Yes |
| Subtypes of Basic types | Yes | No | No | some |
| Inheritance | Yes | No | No | Yes |
| Well-defined Semantics | No | No | complex | complex |
| Semantic Properties of Program | No | No | No | No |
|  |  |  |  |  |

Table 4.1 Comparison of Extended Logic Term Approaches

### 4.1.5 Summary

This section has examined four typical extensions to traditional logic and logic programming, LOGIN, O-logic, Revised O-logic and F-logic, based on the concepts discussed in the last chapter. Table 4.1 summarizes the features of these extensions. Some abbreviations are used: function means function formation; prolog means the prolog approach; homo means sets are homogeneous; hetero means sets are heterogeneous; some means some of the desired functionalities are supported.

### 4.2 Extensions to Deductive Databases

Extended logic term approaches focus more on the complex object modeling than higher-order features. But higher-order features are natural requirement of deductive databases. In recent years, a few attempts have been made to deal with them, such as LDL, COL, IQL, LPS, $\mathrm{L}^{2}$, etc. They are direct extensions to datalog by adding syntactic sets, schema operators and higher-order predicates. Complex object modeling is normally ignored in these approaches. This section analyses LDL, $\mathrm{L}^{2}$, COL because they originate several important notions for higher-order features.

### 4.2.1 LDL

Based on traditional logic programming, LDL [BNST91, TZ86] proposes a way of expressing sets. Set terms can be generated in LDL by using two set constructors: set-enumeration and set-grouping. Set enumeration is the process of constructing a set by listing its elements. But in set-grouping, the set is constructed by defining its elements using a property (i.e., a conjunction of predicates) that they satisfy.

Example 4.11 Let the relation book include tuples whose first component is the title of a book, and whose second component is the price of the book. To derive a relation bookDeal on sets of three book titles from the book relation such that their total price is less than $\$ 100$, the following rule of LDL can be used:

$$
\begin{aligned}
\operatorname{bookDeal}(\{X, Y, Z\}) \leftarrow & \operatorname{book}\left(X, P_{x}\right), \operatorname{book}\left(Y, P_{y}\right), \operatorname{book}\left(Z, P_{z}\right), \\
& X \neq Y, X \neq Z, Y \neq Z \\
& P_{x}+P_{y}+P_{z}<100
\end{aligned}
$$

Note that the same thing can not be directly represented in the standard logic programming language.

Example 4.12 Given a parts-and-suppliers relation supplier, the following program of LDL uses the set-grouping constructor to group all parts each supplier supplies: partSets $($ Supplier,$\langle$ Part $\rangle) \leftarrow$ supplier $($ Supplier, Part $)$.
where $(\ldots$.$) in the head is the grouping operator. The intended meaning is to find,$ for each Supplier, all substitutions that satisfy the body, to collect the Part-values in them into a set, and to construct a tuple in the result from each Supplier and the corresponding set of Part's.

Introducing set constructors improves the expressive power of LDL to a great extent. Set variables and set constructors can be used to construct complicated nested sets.

Example 4.13 Consider the program $\mathrm{P}_{1}$ in LDL:

$$
\begin{aligned}
& p(\langle X\rangle) \leftarrow q(X) . \\
& q(\langle Y\rangle) \leftarrow r(Y) . \\
& q(\langle Z\rangle) \leftarrow s(Z) . \\
& r(1) . \\
& s(2) .
\end{aligned}
$$

This program involves sets $\{1\},\{2\},\{\{1\},\{2\}\}$. Note that none of the extended term approaches discussed have such expressive power.

Some restriction has to be imposed on programs of LDL in order to have welldefined semantics. In traditional logic programming with negation, every program has to be stratified so that there exists a minimal model that is, in a well-defined sense, preferable to all other models of the program, which can be used as the intended semantics of the program. Since set variables and set constructors are allowed in LDL, negation can be defined in terms of them. For example negation $\neg p(X)$, can be defined in terms of the set constructor as $q(\langle X\rangle) \Leftarrow p(X)$ and $q(Y), Y=\{ \}$, where $Y$ is a set variable. This means the stratification restriction on LDL programs should be extended for predicates involving set constructions. Otherwise, problems with negation are also problems here.

If a predicate $p$ involves set constructions in the head and a predicate $q$ is in the body, or $p$ is in the head and a negation of a predicate $q$ is in the body, then $p$ depends-on $q$, denoted by $>$. This depends-on relation is transitive. A program is said to be stratified if there is no predicate $p$ in the program such that $p$ depends-on $q$, and $q$ also depends-on $p$. The program in Example 4.12 is stratified.

Introducing set constructors also incurs problems. Extending stratification is not enough for LDL program. The well-known model-intersection property of traditional logic program fails in the context of LDL because of sets and grouping, with stratified program without using negation.

Example 4.14 Consider the following stratified program $P_{2}$ in LDL:

$$
\begin{aligned}
& q(2) . \\
& p(\langle X\rangle) \leftarrow q(X) .
\end{aligned}
$$

This program may have the following models:

$$
\begin{aligned}
& M_{1}=\{q(2), p(\{2\})\} \\
& M_{2}=\{q(1), q(2), p(\{1,2\})\} \\
& M_{3}=\{q(2), q(3), p(\{2,3\})\} \\
& M_{4}=\{q(1), q(2), q(3), p(\{1,2,3\})\}
\end{aligned}
$$

The intersection of the above models is $\{q(2)\}$ which is not a model as it does not contain $p(\{2\})$. The reason is that the predicate $p$ freezes its arguments such that $p(\{1,2\})$ and $p(\{1,2,3\})$ are not comparable. To solve this problem, LDL introduces the concept on top of the notion of minimality called model dominate which is somewhat unnatural [KW89]. For the above example, $M_{2}$ dominates $M_{4}$, $M_{3}$ dominates $M_{4}$, while $M_{1}$ dominates $M_{2}$ and $M_{3}$ and $M_{1}$ is the minimal model based on domination.

LDL has a well-defined semantics. Important semantic properties of LDL programs are explored extensively. However, a number of unnatural concepts such as model domination are used which makes the semantics quite complicated [KW89]. As will be shown later, NLO includes all the expressive power of LDL but gets rid of its problems because of using attribute symbols.

LDL is based on traditional first-order logic, so the problems of complex object modeling discussed in the previous section still exist. Objects here are viewed as tuples and object identity is represented by object related values such as keys. Object properties, types are represented as in traditional deductive databases. Inheritance is not supported in the sense discussed earlier.

### 4.2.2 $\quad \mathbf{L}^{2}$

LDL extends traditional logic programming to include set constructors. But it cannot support schema and higher-order predicates in an integrated framework but relies on a separate language to specify the schema information and on evaluable predicates for expressing higher-order information. Furthermore, this schema information could not be used to compose a condition on the database. This is true for many other logic-based languages. To solve this problem, $\mathrm{L}^{2}$ was proposed by Krishnamurthy and Naqvi [KN88].

Objects in $\mathrm{L}^{2}$ are classified into four categories: atomic objects, functor objects, set objects and tuple objects. Atomic objects are basic objects discussed in the last chapter, such as integers, strings, etc. A functor object is recursively defined as an object of the form $f\left(\right.$ object $_{1}, \ldots$, object $\left._{n}\right)$, where $f$ is an $n$-ary functor symbol. A set object is a named (not necessarily homogeneous) collection of objects. A tuple object is a sequence of named objects, whose names are called attributes, of the form ( attr $_{1}:$ object $_{1}, \ldots$, attr $_{k}:$ object $_{k}$ ) in which each attr $_{i}:$ object $_{i}$ pair refers to the object $i_{i}$ that is the attr $_{i}$ attribute of the tuple and object ${ }_{i}$ can be another tuple, a set object, a functor object, or an atomic object. Therefore, objects are viewed as tuples in $L^{2}$. Since attribute names can be used, the relations as sets of mappings approach can be used rather than relations as sets of lists.

A database is defined as a tuple object database $=\left(r_{1}: s_{1}, r_{2}: s_{2}, \ldots, r_{n}: s_{n}\right)$, whose attributes are relations, i.e., a set of tuple objects. A rule is of the form $p(\ldots) \leftarrow X_{1}(\ldots), \ldots, X_{n}(\ldots)$ in which $p$ is an attribute of database for a derived relation and each $X_{i}$ is either an attribute of database or a variable ranging over all attributes
of database. Queries are then expressed over these relations.

Example 4.15 Suppose the database contains the following three relations: faculty, staff and student. Every relation has the same attributes: name, age, phone.

$$
\begin{aligned}
& \text { faculty }:\{(\text { name }: \text { henry, age }: 28, \text { phone }: 6320), \\
&\text { (name }: \text { jenny, age }: 41, \text { phone }: 5015), \\
&\text { (name }: \text { peter, age }: 25, \text { phone }: 1675)\}, \\
& \text { staff }:\{ (\text { name }: \text { bev, age }: 46, \text { phone }: 2518), \\
&\text { (name : jone, age }: 28, \text { phone }: 2518)\}, \\
& \text { student }:\{(\text { name }: \text { paul, age } 26, \text { phone }: 3108), \\
&\text { (name }: \text { mary, age }: 28, \text { phone }: 3538) \\
&\text { name }: \text { nancy, age }: 24, \text { phone }: 4917)\}
\end{aligned}
$$

Then based on them, the following higher-order rules can be represented in $\mathrm{L}^{2}$ :
(1). $p_{1}($ name $: X) \leftarrow Y($ name $: X)$
(2). $p_{2}$ (person $: X$, relation $\left.: Y\right) \leftarrow Y($ name $: X)$
(3). $p_{3}($ name $: Z$, relation $: X) \leftarrow X($ name $: Z$, phone $: T)$,

$$
Y\left(\text { name }: Z_{1}, \text { phone }: T\right), Z \neq Z_{1}
$$

(4). $p_{4}($ name $: Z$, relation $: X) \leftarrow X($ name $: Z$, phone $: T)$,
$Y\left(\right.$ name $: Z_{1}$, phone $\left.: T\right), X \neq Y$

In the first rule, the relation $p_{1}$ is defined to include all the names of persons in faculty, staff, and student relations. In the second rule, the relation $p_{2}$ is defined to include all person names and their relation names. A query $? p_{2}$ (person $:$ mary, relation $: Y$ ) computes mary's relation name, which is student as an answer. In the third rule, the relation $p_{3}$ includes the names of all persons and their relation names who share their phones. In the fourth rule, the relation $p_{4}$ includes the names of persons and the relation name who belong to different groups but share their phone.

The schema information can be represented as a special tuple expression $p[$ meta$\exp ]$ where $p$ is a database attribute (i.e., relation name or predicate), metaexp is a
meta expression for schema information. The examples below show how to represent schema and use schema information.

Example 4.16 The following expression defines a schema for relation person to be a set of tuples, each of which contains two attributes, names and age, which are defined to be of string and integer type respectively.

$$
\text { person }:[\text { type }=\text { set }]\{(\text { name }:[\text { type }=\text { string }], \text { age }:[\text { type }=\text { integer }])\}
$$

Example 4.17 To compute all attribute names in the predicates of the database that are defined to be sets, irrespective of any value associated with these attributes can be achieved by the rule:

$$
p_{5}(Y) \leftarrow X:(Y:[\text { type }=s e t])
$$

Example 4.17 shows that meta information can be used in rules as well as queries in conjunction with normal data. This uniformity in the treatment of the schema information is achieved through the use of the higher-order predicates.

The solution to higher-order unification problem is based on a bottom-up semantics where unification is replaced by matching, i.e. only one of the two terms contains variables. The higher-order variables are limited to range over database attributes and predicates. A rule with higher-order variables can be rewritten by replacing variables with attributes or predicates. The rewritten rules are in first-order logic and their meaning is well-defined. Since the number of database attributes and predicates have to be finite, this makes the language decidable. This semantics is called replacement semantics in that paper. The replacement semantics for higher-order variables in fact is of great value. It provides a technique for the integration of the
definition and manipulation of schema and data. In almost all deductive databases, only very limited higher-order features are used. Higher-order problems can actually be avoided based on the the replacement semantics. It is used by NLO as well.

The semantics of $\mathrm{L}^{2}$ [KN88] is a simple extension of that of LDL except the addition of domains for function variables and predicate variables constructed out of the domain of individuals.

Certainly, $L^{2}$ is quite expressive in terms of higher-order features with a decidable unification algorithm. It gets rid of those problems of higher-order logic by restricting the language to be a decidable but expressive subset of higher-order logic for deductive databases. The semantics of a program is given by its minimal model. However, $L^{2}$ is not expressive in terms of complex object modeling. Object identity and inheritance issues are not addressed.

### 4.2.3 COL

The Complex Object Language (COL) [AG88] is an extension of Datalog by allowing function symbols in a way different from logic programming, which permits the manipulation of complex objects obtained using tuple and (heterogeneous) set constructors.

Terms are made not only of functions but also of set and tuple constructors. A term made of an n-ary function $f$ and terms $t_{1}, . ., t_{n}$ is, as usual, represented by $f\left(t_{1}, \ldots, t_{n}\right)$. A term made of a tuple constructor on terms $t_{1}, \ldots, t_{m}$ is represented by $\left[t_{1}, \ldots, t_{m}\right]$. A term made of a set constructor on terms $t_{1}, \ldots, t_{k}$ is represented by $\left\{t_{1}, \ldots, t_{k}\right\}$. Here a set can be heterogeneous. For example, $[1,\{2, \operatorname{mary}\}, f(2)]$, friend(mary), spouse(mary) are terms. Note objects in COL are viewed as tuples
like LDL and component objects are addressed by their positions.
Terms still function as terms, rather than as atoms like O-logic. Two particular predicates $=$ and $\in$ are built-in in the language and have a predefined interpretation, i.e., classical equality and membership. Formulas and rules are constructed in the usual way. But they are more complex because of the complex terms and the two built-in predicates.

Example 4.18 Following are examples of facts and rules:
(1). parents(mary, $\{b o b, p a m\}$ );
(2). address(mary, [3452, Golden, Calgary]);
(3). silly $\in$ friends(mary);
(4). phil $=$ bestFriend(mary);
(5). friend $(X, Y) \leftarrow X \in \operatorname{friend}(Y)$;
(6). bestFriend $(X) \in$ friends $(X)$;
(7). $X \in U(Y, Z) \leftarrow X \in Y, X \in Z$;

The first fact says Mary's parents are Bob and Pam. The second fact tells mary's address. The third says silly is one of Mary's friends. The fourth says mary's best friend is phil. The fifth is a rule defining the predicate friend.. The sixth states that the best friend of somebody is also a friend of that person. The last rule defines set-valued function $U$, the usual set union.

COL has a fundamental difference from traditional logic programming as well as LDL and $\mathrm{L}^{2}$. It doesn't assume the freeness axiom,

$$
f\left(X_{1}, \ldots, X_{n}\right) \neq g\left(Y_{1}, \ldots, Y_{m}\right)
$$

for each pair $f, g$ of distinct functions. So, $j o h n=$ spouse(mary) can exist in a COL program. Certainly, COL gives a natural semantics to function symbols.

Like LDL, COL allows set variables, disallows function variables and predicate
variables, requires schema or types to be defined in a separate language, and represents object identity by object related names or keys. Inheritance is not supported.

### 4.2.4 Summary

This section has examined three typical extensions to deductive databases LDL, $\mathrm{L}^{2}$ and COL, based on the concepts discussed in the last chapter. Table 4.2 summarizes the features of these extensions based on the same criteria in Table 4.1. Some abbreviations are used: relational means the relational approach, tuple form means the tuple formation, homo means sets are homogeneous, and hetero means sets are heterogeneous.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
| Criteria | LDL | L $^{2}$ | COL |
|  |  |  |  |
| Object is viewed as | tuple | tuple | tuple |
| Object Identity | relational | relational | relational |
| Object Generation | relational | relational | relational |
| Single-Valued factual Property | tuple form | tuple form | tuple form |
| Set-Valued factual Property | tuple form | tuple form | tuple form |
| Syntactic Sets | hetero | hetero | homo |
| Nested Sets | Yes | Yes | Yes |
| Set Variables | Yes | Yes | Yes |
| Separation of Classes and Objects | Yes | Yes | Yes |
| Uniformity of Terms and Atoms | No | No | No |
| Type Definitions | relational | relational | relational |
| Subtypes of Basic types | No | No | No |
| Inheritance | No | No | No |
| Well-defined Semantics | Yes | Yes | Yes |
| Semantic Properties Explored | Yes | Yes | Yes |
|  |  |  |  |

Table 4.2 Comparison of Extensions to Deductive Databases

### 4.3 Summary

Chapter 2 has shown that program clause logic is a natural generalization of the relational data model. This strong inherent connection results in the deductive databases which combine the benefits of both approaches, such as representational and operational uniformity, ease of use, deductive power, data independence, efficient secondary storage access, etc. These new kinds of systems extend the frontiers of computer science in an important direction and fulfill the needs of new applications. However, as Chapter 3 has shown, these kinds of deductive databases are quite limited in their expressive power. They cannot support in a direct and natural way complex object modeling which is a common requirement of advanced database applications. Also they cannot support objects and higher-order features such as schema and sets in a uniform way. Semantic and object-oriented data models are more expressive than the relational model. This chapter has shown that the typical extended logic term approaches and extended deductive database languages are not general enough to capture the most important ideas of these models. However, they tackle some of the problems successfully. Based on them, the rest of this thesis is dedicated to a novel deductive database language called NLO (Natural Logic for Objects). As will be seen, NLO is a natural generalization of semantic and objectoriented data models. It stands in the same relationship to the semantic and objectoriented data models as the program clause logic to the relational data model. It has expressive and deductive power and can naturally represent and manipulate complex objects and desired higher-order features in a uniform way.

## Chapter 5

## NLO - Informal Presentation

The present form of NLO does not deal with update issues formally, that is, how to insert an object, how to delete an object, and how to change attribute values of an object. Like LOGIN, F-logic, COL, LDL, it deals with what makes up an NLO program, how queries are represented, what properties an NLO program may have, what the precisely defined semantics of a program is, and what the correct answers to queries are.

It is assumed that all representational objects in NLO are represented by their identifiers. The generation of such identifiers has been discussed in chapter 3 but is not part of the formal semantics of NLO.

This chapter informally introduces NLO through a number of examples. It describes what makes up an NLO program, how queries are represented and what seem to be correct answers to queries.

### 5.1 Objects, Programs and Queries

In NLO, there are two kinds of objects: individual objects and set objects. Individual objects are classified according to their factual structural and behavioral properties. Classes are used to denote the sets of objects which share common factual properties and types are used to formalize definitional properties that constrain the factual
properties of all objects in the corresponding classes. Types and classes always have the same names. For individual objects, NLO takes the asserted-of approach. That is, an object $o$ is of a type $t$ only if it is asserted by $o: t$ explicitly or implicitly via inheritance or rules. An object possessing a type should have all the factual properties defined by the definitional properties of its type, but the factual attribute values may be unknown.

Set objects are formed out of individual objects and represented in the standard set formation. Correspondingly, a set type and set class are used for set objects. That is, if $p$ is a type, then $\operatorname{set}(p)$ is a set type. For set objects, NLO takes the conforms-to approach. That is, if $o_{1}, \ldots, o_{n}$ are individual objects of type $p$, then $\left\{o_{1}, \ldots, o_{n}\right\}$ represents a set object of type $\operatorname{set}(p)$.

Types or classes themselves are meta individual objects which may have their own factual properties, besides their definitional properties. They belong to the meta type called type whose definitional properties constrain the factual properties of types or classes. Similarly, the meta type type is also an object and has its own factual properties. The type of type is defined to be itself.

Therefore, three disjoint kinds of objects function at three levels in any NLO program: ordinary objects at level one, types or classes at level two, and the unique meta type called type at level three.

Every object has a type. Every object may have definitional properties and factual properties. The definitional properties of an object $o$ of type $t$ are embraced in angle brackets, i.e., $o: t\langle\ldots\rangle$. The factual properties of an object $o$ of type $t$ are embraced in round brackets, i.e., $o: t(\ldots)$.

In any NLO program, all information about objects at levels two and three is grouped into a type system. All information about objects at level one is divided into the object base and rules. Thus, an NLO program consists of three parts: a type system, an object base, and a set of rules. The object base contains all known information about objects. That is, all asserted representational objects and their factual properties. Rules are used to deduce the information which is not explicitly represented in the object base. Objects in the object base and inferred by rules must satisfy the type definitions in the type system in order to have meanings.

Example 5.1 Figure 5.1 shows a simple NLO program. The type system only contains one type definition for person. The type person has one factual property called isa which says that person is a subtype of the built-in type object. It has several definitional properties for its objects, name, age, address, etc. Note that we can use a subtype of the integers such as $\{0 . .125\}$ in NLO.

The object base consists of seven asserted representational objects and their factual properties. Notice that these factual properties are all single-valued.

The rules of the program deduce factual properties of the objects in the object base. The first rule says that for each person $X$, his father or mother is one of his parents. Here $\{Y\}$ and $\{Z\}$ are called set grouping variables which represents sets of which $Y$ and $Z$ are elements respectively. The second rule says that for each person $X$, his parent $Y$ is one of his ancestors. The third rule says that for each person $X$, an ancestor $Y$ of his parent $Z$ is his ancestor as well. The fourth rule say that for each person $X$, if he is not greater than 20 years old, then he lives with his father or mother $Y$. The last rule says that for each person $X$, he lives with his spouse $Y$.

```
person : type(isa \(\rightarrow\) \{object \(\}\) )
    \(\langle\) name \(\rightarrow\) string,
    age \(\rightarrow\{0 . .125\}\),
    address \(\rightarrow\) string,
    spouse \(\rightarrow\) person,
    mother \(\rightarrow\) person,
    father \(\rightarrow\) person,
    parents \(\rightarrow\) set(person),
    ancestors \(\rightarrow\) set(person) \()\).
```

(a). The Type System

```
pam:person(spouse }->\mathrm{ tom).
tom : person(address -> "257 9 Av NW").
bob: person(father }->\mathrm{ tom, mother }->\mathrm{ pam,
        address }->\mathrm{ "128 2 St SW").
liz: person(father }->\mathrm{ tom).
ann: person(age }->20,\mathrm{ father }->\mathrm{ bob).
pat : person(father }->\mathrm{ bob, address }->\mathrm{ "439 5 Av NE").
jim:person(age }->16,\mathrm{ mother }->\mathrm{ pat).
```

(b). The Object Base.

$$
\begin{aligned}
& X: \text { person }(\text { parents } \rightarrow\{Y\}) \Leftarrow X: \text { person }(\text { father } \rightarrow Y) ; \\
& X: \text { person }(\text { mother } \rightarrow Y) . \\
& X: \text { person }(\text { ancestors } \rightarrow\{Y\}) \Leftarrow X: \text { person }(\text { parent } \rightarrow\{Y\}) . \\
& X: \text { person }(\text { ancestors } \rightarrow\{Y\}) \Leftarrow X: \text { person }(\text { parent } \rightarrow\{Z\}), \\
& Z: \text { person }(\text { ancestors } \rightarrow\{Y\}) . \\
& X: \text { person }(\text { address } \rightarrow Z) \Leftarrow(X: \text { person }(\text { age } \rightarrow A, \text { father } \rightarrow Y) ; \\
&X: \text { person }(\text { age } \rightarrow A, \text { mother } \rightarrow Y)), \\
& Y: \text { person }(\text { address } \rightarrow Z), A \leq 20 . \\
& X: \text { person }(\text { address } \rightarrow Z) \Leftarrow X: \text { person }(\text { spouse } \rightarrow Y), \\
& Y: \text { person }(\text { address } \rightarrow Z) .
\end{aligned}
$$

(c). Rules

Figure 5.1 A Sample NLO Program.

Queries can be defined over the object base, rules, and type system to obtain information about objects, types.

| (Query 1.) | ?- person : type $\langle A \rightarrow T\rangle$. |
| :---: | :---: |
| (Answer 1.1.) | $A=$ name, $T=$ string . |
| (Answer 1.2.) | $A=a g e, T=\{0 . .125\}$ |
|  |  |
| (Query 2.) | ?- person : type (isa $\rightarrow$ ) . |
| (Answer 2.1.) | $S=\{o b j e c t\}$. |
| (Query 3.) | ?- student : type. |
| (Answer 3.1.) | no. |
| (Query 4.) | ?- bob : $\operatorname{person}(A \rightarrow p a m)$. |
| (Answer 4.1.) | $A=$ mother . |
| (Query 5.) | ?- $X:$ person(ancestors $\rightarrow S$ ). |
| (Answer 5.1.) | $X=b o b, S=\{$ tom, pam $\}$. |
| (Answer 5.2.) | $X=l i z, S=\{t o m\}$. |
| (Answer 5.3.) | $X=a n n, S=\{t o m, p a m, b o b\}$. |
| (Answer 5.4.) | $X=p a t, S=\{t o m, p a m, b o b\}$. |
| (Answer 5.5.) | $X=j i m, S=\{t o m, p a m, b o b, p a t\}$. |
| (Query 6.) | ?- $X: T($ address $\rightarrow A)$. |
| (Answer 6.1.) | $X=\operatorname{pam}, T=$ person, $A=$ "2579 AvNW". |
| (Answer 6.2.) | $X=$ tom, $T=$ person, $A=$ "2579 Av NW". |
| (Answer 6.3.) | $X=b o b, T=$ person, $A=$ "128 2 AvSW". |
| (Answer 6.4.) | $X=a n n, T=$ person, $A=$ "2579 Av NW". |
| (Answer 6.5.) | $X=$ pat, $T=$ person, $A=$ " 4395 Av NE". |
| (Answer 6.6.) | $X=j i m, T=$ person, $A=$ "439 5 Av NE". |

Figure 5.2 Sample Queries and Answers.

Example 5.2 Figure 5.2 shows several queries and the corresponding answers to them based on the program in Figure 5.1. The queries 1 to 3 ask about the type system. The first query asks the definitional properties of the type person. The
second query asks the factual property $i s a$ of the type person. The third query asks if there is a type student in the type system. The answers to them are directly in the type system. The rest of the queries ask for information in the object base and deduced from the rules. The fourth query asks what kind of relationship bob and pam have, that is, whether or not there is an attribute which links bob to pam. The fifth query asks for each person $X$, his ancestors. The answers to it are deduced from the rules in the program. The last query asks what type of object has the attribute address and what the attribute value is. The answers to it are either directly in the object base or derivable from the rules.

The above simple program and queries give a flavor of programming in NLO. Following sections elaborate what can be represented in the type system, the object base, rules and queries.

### 5.2 Type System

There are four kinds of types in NLO: set types, built-in types, basic types, representational types.

For every type $t$, its set type set $(t)$ is automatically defined and the corresponding class is the power set of the class $t$, that is $\operatorname{set}(t)=2^{t}$. NLO extends the semantic and object-oriented data models by allowing nested set types to be automatically defined, for example, $\operatorname{set}(\operatorname{set}(\operatorname{set}(t)))$.

The built-in types are integer, string, and object. These built-in types have no factual structural properties, but only factual behavioral properties in the sense discussed in Chapter 3. The classes integer and string are intended to include all
possible integers and strings respectively and do not need to be explicitly asserted. The class object is intended to include all representational objects and is therefore application dependent. It automatically includes all representational objects that are in its subclasses because of inheritance.

Basic types are used to define subtypes of integer or string either by enumerating or by specifying the ranges. Subtypes may or may not have names. For example, $\{0 . .125\}$ specifies a subtype of integer without a name, whose class contains integers between 0 and 125; while gender $=\{$ "Male", "Female" $\}$ specifies a subtype of string called gender, whose class has only two elements "Male" and "Female".

A representational type is a type for representational objects and is a named subtype of object. Like the semantic and object-oriented data models, NLO uses the symbol isa to represent subtype relationships between types as well as subclass or subset relationships between classes. It is used as a set valued factual attribute which relates one type to its immediate supertypes. Let $t$ be a type and $s_{1}, \ldots, s_{m}$ are its immediate supertypes. It is asserted in NLO as

$$
t: \operatorname{type}\left(i s a \rightarrow\left\{s_{1}, \ldots, s_{m}\right\}\right)
$$

The result of such a representation is profound. The subtype relationships between types represented by the isa attribute is a partial order. The type $t$ inherits whatever properties each $s_{i}$ may have of its own or inherited from its supertypes and the class $t$ is included in each class $s_{i}$. Also the set class $\operatorname{set}(t)$ is automatically included in each set class $\operatorname{set}\left(s_{i}\right)$, so are $\operatorname{set}(\operatorname{set}(t)), \ldots, \operatorname{set}(\ldots(\operatorname{set}(t)) \ldots)$.

Using the isa attribute turns out to be syntactically expressive and semantically sound.

A representational type may have definitional properties, besides the factual property called isa. The definitional properties of a type constrain the factual properties of its objects at one level lower. A definitional property of a type formally defines the attribute as a mapping by letting the class corresponding to the defined type be the range and some class as the domain of the attribute. If $p$ is a type with a definitional attribute $l$ and the domain of $l$ is $q$, then this is represented in NLO by $p: t\langle l \rightarrow q\rangle$, and $l$ is called a definitional attribute of $p$ and $q$ is called the definitional attribute value of the definitional attribute $l$ of $p$.

There are two kinds of definitional attributes, single-valued and set-valued. A single-valued definitional attribute relates a non-set type to another non-set type, while a set-valued definitional attributes relates a non-set type to a set type as the program in Figure 5.1 shows.

All definitional properties applicable to a type are normally grouped together. That is, if a type $p$ has definitional attributes $l_{1}, \ldots, l_{n}$ and definitional attribute values $p_{1}, \ldots, p_{n}$, then this is normally represented as $p: t\left\langle l_{1} \rightarrow p_{1}, \ldots, l_{n} \rightarrow p_{n}\right\rangle$.

If a representational type has definitional properties defined by $p: t\left\langle l_{1} \rightarrow p_{1}, \ldots, l_{n} \rightarrow p_{n}\right\rangle$. and factual properties defined by $p: t\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{m}\right\}\right)$. then it is normally represented in the type system as

$$
\begin{equation*}
p: t\left(i s a \rightarrow\left\{q_{1}, . ., q_{m}\right\}\right)\left\langle l_{1} \rightarrow p_{1}, \ldots, l_{n} \rightarrow p_{n}\right\rangle \tag{1}
\end{equation*}
$$

The type person in Figure 5.1 is defined in this way.

Example 5.3 Figure 5.3 shows another example of a sample type system which defines 4 types. Note that the two type definitions PERSON and STUDENT in Example 3.9 are defined in NLO here. Based on the definitions, the type student

```
person: type(isa \(\rightarrow\) \{object \(\}\) )
    \(\langle\) name \(\rightarrow\) string,
    sex \(\rightarrow\) gender,
    age \(\rightarrow\{0 . .125\}\),
    address \(\rightarrow\) string \(\rangle\).
student \(:\) type \((\) isa \(\rightarrow\{\) person \(\})\)
    \(\langle\) age \(\rightarrow\{15 . .35\}\),
    studiesIn \(\rightarrow\) dept,
    takes \(\rightarrow\) set (course),
    borrows \(\rightarrow \operatorname{set}(\) book \()\rangle\).
employee : type \((\) isa \(\rightarrow\{\) person \(\})\)
    \(\langle a g e \rightarrow\{20 . .65\}\),
    worksIn \(\rightarrow\) dept,
    heads \(\rightarrow\) set(employee) \(\rangle.\)
workStudent \(:\) type (isa \(\rightarrow\{\) student, student \(\}\) )
```

Figure 5.3 A Sample Type System.
inherits all properties of person because of the factual attribute $i s a$ and refines the inherited property age. So is the type employee. The type workStudent multiply inherits all properties of student and employee. It is noticeable that the type representation of NLO is quite similar to TAXIS syntactically.

The type system of NLO consists of all type information for the object base and rules. It is also a meta-object base which can be queried in the same way as the normal object base.

The factual properties of representational types are constrained by the meta type type which is predefined in the type system as follows:

$$
\text { type }: \text { type }(i s a \rightarrow\{\text { type }\})\langle i s a \rightarrow \operatorname{set}(t y p e)\rangle .
$$

### 5.3 Object Base

In NLO, individual objects are classified into three disjoint classes, integer, string and object. The classes of integer and string are explicitly defined. The class of object is implicitly defined. The classes of basic types which are subclasses of integer and string are explicitly defined. The classes of set types are implicitly defined. Only the classes of representational types, are application dependent and their contents determine some implicitly defined classes.

Every representational object $o$ of type $t$ has to be explicitly asserted by $o: t$.
A representational object may have and can only have factual properties. A factual property of an object represents a relationship this object has with another object. Such a relationship is called a factual attribute which is constrained by the definitional attribute of the corresponding type. The related object is called the factual attribute value of the corresponding factual attributes.

There are two kinds of relationships in NLO between objects, complete and partial. If $o$ is an object of type $t$ and is related completely to an object $o_{s}$ via the factual attribute label $l$, then this is represented in NLO by $o: t\left(l \rightarrow o_{s}\right)$. It means that $o_{s}$ is the complete factual attribute value of $l$ on the object $o$, that is, $l(o)=o_{s}$. If $o$ is an object of type $t$ and is related partially to an object $o_{s}$ via the factual attribute label $l$, then this is represented in NLO by $o: t\left(l \rightarrow o_{s}^{\prime}\right)$. It means that $o_{s}$ is only a partial factual attribute value of $l$ on the object $o$, that is, $l(o) \supseteq o_{s}$.

Since a definitional attribute can be either single-valued or set-valued, the factual attribute can also be single-valued or set-valued correspondingly. A single-valued factual attribute relates an individual object to another individual object completely.

A set-valued factual attribute relates an individual object to a set object either partially or completely.

It is possible to have both $o: t\left(r \rightarrow\left\{o_{1,1}, \ldots, o_{1, m}\right\}^{\prime}\right)$ and $o: t\left(r \rightarrow\left\{o_{2,1}, \ldots, o_{2, n}\right\}^{\prime}\right)$ so that $r(o) \subseteq\left\{o_{1,1}, \ldots, o_{1, m}\right\} \cup\left\{o_{2,1}, \ldots, o_{2, n}\right\}$. Such interpretation for set-valued attributes can naturally represent many important applications, see next section.

Example 5.4 Following are several examples of objects and their factual properties.

$$
\begin{aligned}
& \text { smith }: \text { person }(\text { name } \rightarrow \text { "Smith"). } \\
& \text { smith }: \operatorname{person}(\text { age } \rightarrow 29) . \\
& \text { mary }: \text { student }(\text { takes } \rightarrow\{\text { cs } 413, \text { cs521 }\}) . \\
& \text { jenny }: \text { person }(\text { friends } \rightarrow\{\text { bob, silly, phil }\} \text { '). }
\end{aligned}
$$

Here, name and age are single-valued factual attributes and takes and friends are set-valued factual attributes. The factual attribute value $\{\operatorname{cs4} 43, \operatorname{cs521}\}$ of takes is complete, while the factual attribute value $\{b o b$, silly, phil $\}$ of friends is partial.

An object $o$ with a complete factual property represented by $o: t\left(l \rightarrow o_{s}\right)$ is called well-typed if $t$ has a definitional property defined by $t:$ type $\langle l \rightarrow s\rangle$ and $o_{s}$ is an object of $s$.

An object $o$ with a partial factual property represented by $o: t\left(l \rightarrow o_{s}^{\prime}\right)$ is called well-typed if $t$ has a definitional property defined by $t:$ type $(l \rightarrow s\rangle$ and $o_{s}$ is part (subset) of an object of $s$.

All factual properties applicable to an object are normally grouped together. That is, if an object $o$ of type $p$ has factual attributes $l_{1}, \ldots, l_{n}$ and factual attribute value $o_{1}, \ldots, o_{n}^{\prime}$, then this is normally represented as

$$
\begin{equation*}
o: p\left(l_{1} \rightarrow o_{1}, \ldots, l_{n} \rightarrow o_{n}^{\prime}\right) \tag{2}
\end{equation*}
$$

Note the isa attribute is a meta-attribute, that is, it can only be used to relate types with special meanings. Therefore it cannot be used for normal objects.

Example 5.5 The object in Example 3.5 is represented in NLO as a representational object as follows.

$$
\begin{aligned}
\text { smith }: \text { student } & (n a m e \rightarrow \text { "Smith", } \\
& \text { age } \rightarrow 29, \\
& \text { sex } \rightarrow \text { Male", } \\
& \text { studiesIn } \rightarrow \text { compSci, } \\
& \text { takes } \rightarrow\{\text { cs413, cs521 }\}, \\
& \text { borrows } \rightarrow \text { \{prolog, databases }\}) .
\end{aligned}
$$

The object base consists of all asserted representational objects of the form (2) which must satisfy the corresponding type definitions in order to have semantics.

Note that the object base only tells what is known about the values of factual attributes of objects. The unknown factual attribute values can be inferred directly from the type system.

Example 5.6 Consider the object $s m i t h$ in the example above. It satisfies the type definition of type student in Example 5.3. The factual attribute value of address can be inferred unknown:

### 5.4 Rules

Based on the object base, deductive information can be defined by using rules in NLO.

Rules are defined in terms of NLO-terms and comparison expressions.

Similar to objects, variables in NLO can be either individual variables or set variables depending on whether the attributes are single-valued or set-valued (as defined by the type system). Set variables can be either set-valued variables or set grouping variables of the form $\{X\}$. A set grouping variable $\{X\}$ represents a set over which the variable $X$ ranges. Here $X$ itself is called a set element variable which can be either an individual variable and the set $\{X\}$ is then a set of individuals, or a set-valued variable and the set $\{X\}$ is then a set of sets, not both. A set grouping variable $\{X\}$ is similar to a set grouping variable $\langle X\rangle$ in LDL, see Example 4.11 and Example 4.12. A set grouping variable $\{X\}$ in NLO can appear in the head and the body of a rule, see examples below, but a set grouping variable $\langle X\rangle$ in LDL can only be in the head of a rule. However the set $\langle X\rangle$ in LDL can be a set of individuals and sets which makes the semantics more complicated.

Following the usual conventions in logic programming, variables are represented by upper-case letters and objects are represented by lower-case words in NLO.

To deal with object creation, NLO uses the method of the Revised O-Logic, that is, using explicit skolem functions of existential variables called object constructors. An object constructor is of the form $f\left(Y_{1}, \ldots, Y_{n}\right)$, where $f$ is a skolem function symbol, each $Y_{i}$ is either a variable, an object, or a simpler object constructor. For example, $i(a, f(Y, b),\{c, a\})$ and $g(X, h(c,\{Z\}))$ are object constructors, where $i, f, g, h$ are skolem function symbols. In NLO, skolem functions are treated differently from attributes. Skolem functions are uninterpreted as the functions in logic programming, while attributes are interpreted.

An NLO-term is similar to a representational object of the form (2), but variables
and object constructors may be in place of the objects $o, o_{1}, \ldots, o_{n}$. An NLO-term is of the form

$$
\begin{equation*}
X: t\left(l_{1} \rightarrow X_{1}, \ldots, l_{m} \rightarrow X_{m}\right) \tag{3}
\end{equation*}
$$

where $X, X_{1}, \ldots, X_{m}$ are either variables, object constructors, or objects.

Example 5.7 Based on the type definitions in Example 5.1, following are several NLO-terms.
(1). $X:$ person.
(2). mary : person (name $\rightarrow X$, age $\rightarrow Y$ ).
(3). $f(X):$ person(gender $\rightarrow Y$ ).
(4). $X: \operatorname{person}($ takes $\rightarrow\{Y\})$.
(5). $X: \operatorname{person}($ borrows $\rightarrow S$ ).

Here $X$ and $Y$ are individual variables, $S$ is a set-valued variable, $\{X\}$ is a set grouping variable, and $f(X)$ is an object constructor.

A comparison expression in NLO is either a traditional arithmetic comparison between individual objects and individual variables using the operators $=,>, \geq,<$, $\leq+,-, \times$ and $\div$, or a traditional set comparison expression between set objects and set variables using the operators $=, \supset, \supseteq, \subset, \subseteq, \cup, \cap$, and $/$. Note that whether or not an operator is applicable to some objects is fully determined by the types of the objects. For example,,,$+->$, etc., are applicable only to integers.

Example 5.8 Following are example of comparison expressions in NLO.
(1). $X=Y \times 2$
(2). $X>50$
(3). $X \leq 100$
(4). $Y=$ "Mary"
(5). $S=S_{1} \cup S_{2}$

$$
\text { (6). } S_{2}=S_{3} / S_{4}
$$

(7). $S_{1} \subseteq S_{2}$

Here the first four expressions are arithmetic and the rest are set.

A rule in NLO is of the form $A \Leftarrow L_{1}, \ldots, L_{n}$, where $A$ is called the head of the rule which is an NLO-term and $L_{1}, \ldots, L_{n}$ is called the body of the rule, every $L_{i}$ in the body of the rule is either an NLO-term, a negation of an NLO term or a comparison expression, and every variable occurs in the head also occurs in the body.

A rules can be used in two different ways. One is to deduce factual attribute values of existing representational objects. The other is to construct new representational objects and deduce their attribute values. In the later case, object constructors have to be used in the head of the rule.

The rules in Figure 5.1 are used to deduce factual attribute values for existing objects.

Example 5.9 Following are two object creation rules. The first one is the NLO version of the object creation rule in Example 4.7. The second one shows how sets of sets are formed by set grouping where $S$ is a set-valued variable.

$$
\begin{gathered}
f(E, M): \text { interestingPair }(\text { worker } \rightarrow E, \text { manager } \rightarrow M) \Leftarrow \\
E: \text { employee (name } \rightarrow N, \text { worksIn } \rightarrow D), \\
D: \text { dept }(\text { manageger } \rightarrow M), \\
M: \text { employee }(\text { name } \rightarrow N) . \\
h(X,\{Y\}): t\left(\text { att }_{1} \rightarrow\{S\}\right) \Leftarrow X: s\left(\text { att }_{2} \rightarrow\{Y\}\right), Y: s\left(\text { att }_{3} \rightarrow S\right) .
\end{gathered}
$$

Note that in NLO, relationships between objects are represented by either singlevalued attributes or set-valued attributes, while in traditional logic programming, they are normally represented by predicates which is always set-valued. This is one
of the reasons that NLO programs may not be satisfiable while traditional logic programs are always satisfiable. For example, the gender attribute of person in Example 5.2 is defined as single valued and if we infer someone whose gender is both female and male, then this program is not satisfiable.

Another reason for a rule not being satisfiable is that some factual attribute values which are not well-typed are inferred for some objects. For example, if the age attribute of student is defined from 15 to 35 and we infer someone whose age is 36.

Like traditional logic programming and LDL, rules in NLO have to be stratified in order to have a well-defined semantics. Stratification is based on the depends-on relation between types and attributes. If a type $t$ involves set objects or set-valued variables in the head and another type $s$ is in the body, or $t$ is in the head and a negation of another type $s$ is in the body, or $s$ involves set objects or set-valued variables, then $t$ is said to depend on $s$. If $t$ depends on $s$, then $t$ depends on all attributes of $s$, all attributes of $t$ depends on $s$, and all attributes of $t$ depends on the attributes of $s$. Within a type, if an attribute $a t t_{p}$ involves set-valued variables in the head and another attribute $a t t_{q}$ is in the body, or $a t t_{p}$ is in the head and a negation of an attribute $a t t_{q}$ is in the body, then $a t t_{p}$ is said depends on $a t t_{q}$. This depends-on relation is transitive. A set of rules is said stratified if there is no attributes or type $p, q$ such that $p$ depends-on $q$, and $q$ also depends-on $p$. Example 5.1 and 5.9 are stratified rules. Complex examples are given in Chapter 7.

### 5.5 Queries

Queries are defined over the object base, rules, and the type system in a uniform way in NLO.

Queries are defined in terms of NLO-terms, typed NLO-terms and comparison expressions.

A typed NLO-term is similar to an NLO-term of the form (3), but variables may be in places of the types and attributes. A typed NLO-term is one of the following form

$$
\begin{aligned}
& P: \operatorname{type}\left\langle A_{1} \rightarrow P_{1}, \ldots, A_{m} \rightarrow P_{m}\right\rangle \\
& P: \operatorname{type}(i s a \rightarrow Q) \\
& P: \operatorname{type}(i s a \rightarrow\{Q\}) \\
& P: \operatorname{type}\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{m}\right\}^{\prime}\right) \\
& X: P\left(A_{1} \rightarrow Y_{1}, \ldots, A_{m} \rightarrow Y_{m}\right)
\end{aligned}
$$

where $P, P_{1}, \ldots, P_{m}$ are variables or types, $A_{1}, \ldots, A_{m}$ are variables or attribute, $Q$ is a variables or a set of types, and $X, Y_{1}, \ldots, Y_{n}$ are individual variables, set variables, object constructors, or objects.

A query is of the form ?- $L_{1}, \ldots, L_{n}$ where every $L_{i}$ is either an NLO-term, a typed NLO-term, a negation of an NLO term or a typed NLO-term, or a comparison expression.

Queries are used to ask for information which is either in the object base, derivable from the rules based on the object base, or in the type system.

Example 5.10 Figure 5.4 shows some further examples of queries and the corresponding answers based on the previous examples. The first query asks the definitional properties of workStudent either directly defined or inherited. Note that the

```
(Query 1.) ?- workStudent : type \(\langle L \rightarrow P\rangle\).
(Answer 1.1.) \(L=\) name,\(P=\) string.
(Answer 1.2.) \(L=s e x, P=\) gender.
(Answer 1.3.) \(L=a g e, P=\{20 . .35\}\).
(Answer 1.4.) ...
(Query 2.) ?- student : type(isa \(\rightarrow\) \{employee \(\}^{\prime}\) ).
(Answer 2.1.) no.
(Query 3.) ?- workStudent : type(isa \(\rightarrow\{X\}\) ).
(Answer 3.1.) \(\quad X=\) student.
(Answer 3.2.) \(X=\) employee.
(Query 4.) ?- \(X: P\) (borrows \(\rightarrow\{X\}\) ).
(Answer 4.1.) \(X=\) smith, \(P=\) student, \(X=\) prolog.
(Answer 4.2.) \(X=\) smith, \(P=\) student, \(X=\) databases.
(Query 5.) ?- smith : \(T\left(L \rightarrow\{c s 521\}^{\prime}\right)\).
(Answer 5.1.) \(T=\) student, \(L=\) takes.
(Query 6.) ?- \(X: T(\) takes \(\rightarrow S\), age \(\rightarrow Y), Y>25\).
(Answer 6.1.) \(X=\) smith,\(T=\) student \(, S=\{c s 413, c s 521\}, Y=29\).
```

Figure 5.4 Sample Queries and Answers.
definitional attribute value of $a g e$ is the intersection of definitional attribute values of age of student and employee. The second asks if employee is one of the supertypes of student. The third asks what types workstudent is a subtype of. The answers to these three queries are based on Figure 5.3. The fourth asks under what type of object $X$ has the factual attribute borrows and what the factual attribute values are. The fifth asks under what type and what factual attribute the object smith has a factual attribute value cs521. The last asks under what type of object $X$ has the factual attribute takes and age, and the attribute value of age is greater than 25 The answers to them are based on Example 5.5.

### 5.6 Summary

Objects in NLO are viewed as surrogates and therefore object identity can be represented by the objects themselves. Objects can be generated in rules by using skolem functions in the same way as F-logic. Single-valued properties and set-valued properties are represented by attributes. Homogeneous syntactical sets can be used to represent set-valued properties of objects directly. Types and inheritance are supported in the natural way discussed in Chapter 3. To make type definitions more meaningful, subtypes of basic types can be used. Since types and objects are two fundamentally different concepts and used differently, they are distinct here in contrast to F-logic. However, types are also meta-objects so that objects and types are uniformly represented. Terms in NLO can function as either terms or atoms. The attributes are interpreted as mappings. To represent and manipulate schema and sets, variables for not only individuals, but also types, attributes and syntactic sets can be used. Since types and objects are uniformly represented, higher-order queries and normal queries can also be uniformly represented. The higher-order problems with such usage is avoided by taking the replacement semantics of $L^{2}$. Compared to other approaches, the semantics of NLO is quite simple, direct and natural.

## Chapter 6

## Formal Presentation

This chapter defines the formal syntax and semantics of NLO, The syntax is concerned with valid programs and queries admitted by the grammar of NLO. The semantics is concerned with the meanings attached to the valid programs and the symbols they contain as well as answers to the queries.

### 6.1 Syntax of NLO

This section introduces the syntax of NLO, i.e., its alphabet, type systems, object bases, terms, rules and queries. Some of the definitions rely on the definitions below.

Definition 6.1 The alphabet of NLO consists of eleven classes of symbols:
(1). the set $\mathcal{A}=\{$ type $\} ;$
(2). the set $\mathcal{B}=\{$ object, integer, string $\} ;$
(3). a countably infinite set $\mathcal{T}$ of type symbols;
(4). a countably infinite set $\mathcal{Z}$ of integers;
(5). a countably infinite set $\mathcal{S}$ of strings;
(6). a countably infinite set $\mathcal{O}$ of object identifiers;
(7). a countable infinite set $\mathcal{L}$ of symbols for attributes labels containing isa;
(8). a countably infinite set $\mathcal{F}$ of function symbols containing set;
(9). a countably infinite set $\mathcal{V}$ of variable symbols;
(10). $\Leftarrow ; \leq, \geq,<,>; \subseteq, \supseteq, \subset, \supset ;=$, and $\neg$;
$(11) .+,-, \times, \div ; \cup, \cap, \backslash ;(),,\langle\rangle,,\{\},, \rightarrow$, comma, dot, semicolon, ', ', ', :, ?--

Here the sets $\mathcal{A}, \mathcal{B}, \mathcal{T}, \mathcal{Z}, \mathcal{S}, \mathcal{O}, \mathcal{L}, \mathcal{F}, \mathcal{V}$ and symbols in (10) and (11) are assumed to be pairwise disjoint.

Definition 6.2 The types of NLO are defined as follows:
(1). The type in $\mathcal{A}$ is a type, called a meta type.
(2). Every element of $\mathcal{B}$ is a type, called a built-in type.
(3). A basic type is a type and a representational type is a type.
(4). If $p$ is a type, then $\operatorname{set}(t)$ is a type, called a set type.

By the above two definitions, if $p$ is a type, then $\operatorname{set}(p), \operatorname{set}(\ldots(\operatorname{set}(p)))$, etc. are all types.

Definition 6.3 The basic types of NLO are defined as follows:
(1). $\left\{a_{1}, \ldots, a_{n}\right\}$ defines a basic type which is named by itself, where $a_{1}, \ldots, a_{n} \in \mathcal{S}$, or $a_{1}, \ldots, a_{n} \in \mathcal{Z},(n \geq 1)$.
(2). Let $t$ be a symbol in $\mathcal{T}$ and $a_{1}, \ldots, a_{n} \in \mathcal{S}$, or $a_{1}, \ldots, a_{n} \in \mathcal{Z},(n \geq 1)$, then $t=\left\{a_{1}, \ldots, a_{n}\right\}$ defined a basic type $t$.
(3). $\{l b . . r b\}$ defines a basic type named by itself, where $l b, r b \in \mathcal{Z}$, and $l b$ and $r b$ are called the left bound and the right bound of the range of the basic type $\{l b . . r b\}$ respectively.
(4). Let $t$ be a symbol in $\mathcal{T}$ and $l b, r b \in \mathcal{Z}$, then $t=\{l b . . r b\}$ defines a basic type $t$, and $l b$ and $r b$ are called the left bound and the right bound of the range of the basic type $t$ respectively.

Definition 6.4 Let $p$ belong to $\mathcal{T}, l$ be a label of $\mathcal{L}$ and $q$ be a type. Then $p$ : type $\langle l \rightarrow q\rangle$ defines a representational type $p$ and a definitional property of the type p. The label $l$ is called a definitional attribute of $p$ and $q$ is called the definitional attribute value of $l$ of the type $p$.

The definitional property of a representational type is used to constrain factual properties of the representational objects.

Definition 6.5 Let $p$ belong to $\mathcal{T}, q_{1}, \ldots, q_{m}, m \geq 1$ be types. Then $p:$ type $(i s a \rightarrow$ $\left\{q_{1}, \ldots, q_{m}\right\}$ ) defines a representational type $p$ and a factual property of $p$ called isa. Each $q_{i}, 1 \leq i \leq m$ is called a supertype of $p$.

It is intended that a representational type inherits all the definitional properties of its supertypes (if any) but may redefine them and may have its own properties. In other words, a representational type may have several definitional properties of the same name. For example, student can have both $\langle$ age $\rightarrow\{0 . .120\}\rangle$ and $\langle$ age $\rightarrow$ $\{15 . .35\})$. This will be reflected in the semantics in the next section.

Definition $6.6 p: \operatorname{type}\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{m}\right\}\right)\left\langle l_{1} \rightarrow p_{1}, \ldots, l_{n} \rightarrow p_{n}\right\rangle$ stands for $p:$ type $\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{m}\right\}\right)$ and $p: \operatorname{type}\left\langle l_{1} \rightarrow p_{1}\right\rangle, \ldots p:$ type $\left\langle l_{m} \rightarrow p_{m}\right\rangle$.

Definition 6.7 The type system $S$ of NLO consists of a finite set of type definitions and property definitions according to the definitions 6.3 to 6.6 .

Types in NLO are meta-objects and therefore have a type. The type for types is the meta-type type. Every representational type is intended to be a subtype of the built-in type object.

Definition 6.8 The meta type type and the built-in type object have following definitions:
(1). type $: \operatorname{type}(i s a \rightarrow\{$ type $\})\langle i s a \rightarrow \operatorname{set}($ type $)\rangle$.
(2). object : type $(i s a \rightarrow\{o b j e c t\})$

The definitional property of the meta-type type is used to constrain factual properties of types. Note that the factual property isa of object is constrained by the definitional property isa of type.

Definition 6.9 The objects of NLO are defined as follows:
(1). Every element of $\mathcal{Z}$ and $\mathcal{S}$ is an object, called a basic object.
(2). Every element of $\mathcal{O}$ is an object, called called a representational object.
(3). If $f$ is a $n$-ary function symbol from $\mathcal{F}$ other than set and $o_{1}, \ldots, o_{m}$ are objects, then $f\left(o_{1}, \ldots, o_{m}\right)$ is an object, called a representational object.
(4). If $o_{1}, \ldots, o_{n}$ are objects, then $\left\{o_{i}, \ldots, o_{n}\right\}$ is an object, called a set object $\}$ denotes the empty set object.

By this definition, not only individual objects, both also set objects, set set objects, etc are allowed in NLO.

Definition 6.10 Let $p$ be a representational type, $l \in \mathcal{L}, o \in \mathcal{O}$ and $o_{s}$ be an object. Then $o: p\left(l \rightarrow o_{s}\right)$ defines a full factual property for the representational object $o$ of the type $p$, which is $\left(l \rightarrow o_{s}\right)$, and $l$ is called a factual attribute of $o$ and $o_{s}$ is called the full factual attribute value of $l$ of the object $o$.

Definition 6.11 Let $p$ be a representational type, $l \in \mathcal{L}, o \in \mathcal{O}$ and $o_{s}$ be a set object. Then $o: p\left(l \rightarrow o_{s}^{\prime}\right)$ defines a partial factual property for the representational object $o$ of type $p$, which is $\left(l \rightarrow o_{s}^{\prime}\right)$, and $l$ is called a factual attribute of $o$ and $o_{s}$ is called the partial factual attribute value of $l$ of the object $o$.

It is intended that an object can only have a unique full factual attribute value for a factual attribute, but may have several partial factual attribute values for a factual attribute only if it does not have a full factual attribute value for this attribute. This
will be reflected in the semantics in the next section. The partial factual attribute values are used for partly known attributes values.

Definition 6.12 $o: p\left(l_{1} \rightarrow o_{1}, \ldots, l_{m} \rightarrow o_{m}, l_{m+1} \rightarrow o_{m+1}^{\prime}, \ldots, l_{n} \rightarrow o_{n}^{\prime}\right)$ stands for $o: p\left(l_{1} \rightarrow o_{1}\right), \ldots, o: p\left(l_{m} \rightarrow o_{m}\right) . o: p\left(l_{m+1} \rightarrow o_{m+1}^{\prime}\right), \ldots, o: p\left(l_{n} \rightarrow o_{n}^{\prime}\right)$.

Definition 6.13 An object base of NLO consists of a finite set of factual properties of representational objects, according to the definitions 6.10 to 6.12 .

The rest of this section defines rules and queries which are based on terms.

Definition 6.14 The variables of NLO are defined as follows:
(1). Every element of $\mathcal{V}$ is a variable.
(2). If $X$ is a variable then $\{X\}$ is also a variable, called a set grouping variable.

Definition 6.15 An object constructor is defined inductively as follows:
If $f$ is an n-ary function symbol from $\mathcal{F}$, and $Y_{1}, \ldots, Y_{n},(n \geq 1)$ are either variables, objects, or object constructors, then $f\left(Y_{1}, \ldots, Y_{n}\right)$ is also an object constructor.

## Definition 6.16 The basic terms are defined as follows:

(1). If $p$ is a representational type, $X$ is either a variable, an object, or an object constructor, then $X: p$ is a basic term.
(2). If $p$ is a representational type, $l$ is a label, $X$ is either a variable, a representational object or an object constructor, and $Y$ is either a variable, an object, or an object constructor, then $X: p(l \rightarrow Y)$ is a basic term.
(3). If $p$ is a representational type, $l$ is a label, $X$ is either a variable, a representational object or an object constructor, and $Y$ is either a variable, an object, or an object constructor, then $X: p\left(l \rightarrow Y^{\prime}\right)$ is a basic term.
(4). If $X: p\left(l_{1} \rightarrow X_{1}\right), \ldots X: p\left(l_{n} \rightarrow X_{n}\right)$ are basic terms, then $X: p\left(l_{1} \rightarrow X_{1}, \ldots, l_{n} \rightarrow X_{n}\right)$ is a basic term.

Definition 6.17 An arithmetic expression is recursively defined as follows.
(1). A variable or an object in $\mathcal{Z}$ is an arithmetic expression.
(2). If $\delta_{1}$ and $\delta_{2}$ are arithmetic expressions, then $\delta_{1}+\delta_{2}, \delta_{1}-\delta_{2}, \delta_{1} \times \delta_{2}, \delta_{1} \div \delta_{2}$ are arithmetic expressions.
(3). If $\delta$ is an arithmetic expression, then ( $\delta$ ) is an arithmetic expression.

Definition 6.18 A set expression is recursively defined as follows.
(1). A variable or a set object is a set expression.
(2). If $\delta_{1}$ and $\delta_{2}$ are set expressions, then $\delta_{1} \cup \delta_{2}, \delta_{1} \cap \delta_{2}, \delta_{1} \backslash \delta_{2}$ are set expressions.
(3). If $\delta$ is a set expression, then ( $\delta$ ) is a set expression.

Definition 6.19 A basic literal is defined as follows:
(1). A basic term is a positive basic literal.
(2). $\delta_{1}=\delta_{2}$ is a positive basic literal, where $\delta_{1}, \delta_{2}$ are either variables or objects.
(3). If $\psi$ is a positive basic literal, then $\neg \psi$ is a negative basic literal.
(4). If $\psi_{1}, \psi_{2}$ are two basic literals, then $\psi_{1} ; \psi_{2}$ is a basic literal.
(5). $\delta_{1} \leq \delta_{2}, \delta_{1} \geq \delta_{2}, \delta_{1}<\delta_{2}$, and $\delta_{1}>\delta_{2}$ are basic literals, where $\delta_{1}, \delta_{2}$ are arithmetic expressions.
(6). $\delta_{1} \subseteq \delta_{2}, \delta_{1} \subset \delta_{2}, \delta_{1} \supseteq \delta_{2}$, and $\delta_{1} \supset \delta_{2}$, are basic literals, where $\delta_{1}, \delta_{2}$ are set expressions.

Definition 6.20 A rule is an expression of the form $A \Leftarrow L_{1}, \ldots, L_{n}$ where the body $L_{1}, . ., L_{n}, n \geq 1$ is a conjunction of basic literals, the head $A$ is a positive basic literal and all variables in the head occur in the body.

Rules are used in two different ways: generating representational objects using object constructors and obtaining object attribute values, as shown in Examples 5.5 and 5.6.

Definition 6.21 A program $P$ is a triple $P=\langle S, O B, R\rangle$.
(1). $S$ is a type system,
(2). $O B$ is an object base,
(3). $R$ is a finite collection of rules.

A program is called definite if it does not have negations or sets in the body of a rule. Otherwise, it is called normal.

Definition 6.22 The typed terms are defined as follows:
(1). If $P$ is a type or a variable, then $P:$ type is a typed term.
(2). If $P$ is a type or a variable, and $\{Q\}$ is a type grouping variable, and $L$ is either isa or a variable then $P: \operatorname{type}(L \rightarrow\{Q\})$ is a typed term.
(3). If $P$ is a type or a variable, and $q_{1}, \ldots, q_{n}$ are types, and $L$ is either $i s a$ or a variable, then $P: \operatorname{type}\left(L \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}\right)$ is a typed term.
(4). If $P$ is a type or a variable, and $q_{1}, \ldots, q_{n}$ are types, then $P: \operatorname{type}\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}^{\prime}\right)$ is a typed term.
(5). If $P$ is a representational type or a variable, $Q$ is a type or a variable, and $L$ is a label or a variable, then $P: \operatorname{type}(L \rightarrow Q\rangle$ is a typed term.
(6). If $P: \operatorname{type}\left\langle L_{1} \rightarrow P_{1}\right\rangle, \ldots P: \operatorname{type}\left\langle L_{n} \rightarrow P_{n}\right\rangle$ are typed terms, then $P: \operatorname{type}\left\langle L_{1} \rightarrow P_{1}, \ldots, L_{n} \rightarrow P_{n}\right\rangle$ is a typed term.
(7). If $P$ is a variable, $X$ is either a variable, an object, or an object constructor, then $X: P$ is a typed term.
(8). If $P$ is a representational type or a variable, $L$ is a label or a variable, $X$ is either a variable, a representational object or an object constructor, and $Y$ is either a variable, an object, or an object constructor, then $X: P(L \rightarrow Y)$ is a typed term.
(9). If $P$ is a representational type or a variable, $L$ is a label or a variable $X$ is either a variable, a representational object or an object constructor, and $Y$ is either a variable, an object, or an object constructor, then $X: P\left(L \rightarrow Y^{\prime}\right)$ is a typed term.
(10). If $X: P\left(L_{1} \rightarrow X_{1}\right), \ldots X: P\left(L_{n} \rightarrow X_{n}\right)$ are typed terms, then $X: P\left(L_{1} \rightarrow X_{1}, \ldots, L_{n} \rightarrow X_{n}\right)$ is a typed term.

The typed terms are used only in queries to ask information about the type system.

Definition 6.23 A typed literal is defined as follows:
(1). A typed term is a positive typed literal.
(2). $\delta_{1}=\delta_{2}$ is a positive typed literal, where $\delta_{1}, \delta_{2}$ are either variables or typed.
(3). If $\psi$ is a positive typed literal, then $\neg \psi$ is a negative typed literal.
(4). If $\psi_{1}, \psi_{2}$ are two typed literals, then $\psi_{1} ; \psi_{2}$ is a typed literal.

Definition 6.24 A query is a conjunction of literals starting with ?-.

Queries are used to ask information about objects, type, factual attributes of objects and types, definitional properties of types, which either is in the object base, the type system, or can be inferred from the rules of the program.

### 6.2 Mathematical Preliminaries

This section will introduce the mathematical concepts which will be used later in this thesis.

Definition 6.25 The cartesian product $S \times T$ of two sets $S$ and $T$ is the set of all pairs $\langle x, y\rangle$ where $x \in S$ and $y \in T$.

Definition 6.26 A binary relation $R$ from a set $S$ to a set $T$ is a subset of the cartesian product $S \times T$. That is, $R \subseteq S \times T$.

Unless specified otherwise, all relations will implicitly considered to be binary from now on. The notation $x R y$ stands for $\langle x, y\rangle \in R$.

Definition 6.27 A mapping from a set $S$ to a set $T$, denoted by $f: S \rightarrow T$, is a relation from $S$ to $T$ such that every element of $S$ is related to a unique element of $T$. That is, for all $x \in S$, and all $y_{1}, y_{2} \in T, x f y_{1}$ and $x f y_{2} \operatorname{imply} y_{1}=y_{2}$. For this reason, we note $f(x)=y$ rather than $x f y$ and $y$ is called the image of $x$ under the mapping $f$. The set $S$ is called the domain of the mapping, and the set $T$ is called the codomain.

Definition 6.28 A mapping $f: S \rightarrow T$ is said to be one-to-one if $f(x)=f(y)$ implies $x=y$, for all $x, y \in S$.

Definition 6.29 A relation $R$ on a set $S$ is a relation from $S$ to $S$.

Definition 6.30 A relation $R$ on a set $S$ is
(1). reflexive iff $x R x$ for all $x \in S$.
(2). symmetric iff $x R y$ implies $y R x$, for all $x, y \in S$.
(3). antisymmetric iff $x R y$ and $y R x$ imply $x=y$, for all $x, y \in S$.
(4). transitive iff $x R y$ and $y R z$ imply $x R z$, for all $x, y, z \in S$.

Definition 6.31 A relation on a set $S$ is a partial order if it is reflexive, antisymmetric and transitive.

Definition 6.32 A set $S$ is a partially ordered set, denoted by $\langle S, \leq\rangle$, if the set $S$ is endowed with a partial ordering relation $\leq$.

Definition 6.33 A mapping $f$ from a partially ordered set $\left\langle S, \leq_{1}\right\rangle$ to a partially ordered set $\left\langle T, \leq_{2}\right\rangle$ is said to be monotonic iff for any $x, y \in S x \leq_{1} y$ implies $f(x) \leq_{2} f(y)$.

Definition 6.34 Let $\langle S, \leq\rangle$ be a partially ordered set. Then $a \in S$ is an upper bound of a subset $X$ of $S$ if $x \leq a$, for all $x \in X$. Similarly, $b \in S$ is a lower bound of $X$ if $b \leq x$, for all $x \in X$.

Definition 6.35 Let $\langle S, \leq\rangle$ be a partially ordered set. Then $a \in S$ is the join or least upper bound (abbreviated $l u b$ ) of a subset $X$ of $S$ if $a$ is an upper bound of $X$ and, for all upper bounds $a^{\prime}$ of $X$, we have $a \leq a^{\prime}$. Similarly, $b \in S$ is the meet or greatest lower bound (abbreviated $g l b$ ) of a subset $X$ of $S$ if $b$ is a lower bound of $X$ and, for all lower bounds $b^{\prime}$ of $X$, we have $b^{\prime} \leq b$.

Definition 6.36 A partially ordered set $\langle L, \leq\rangle$ is a meet-semilattice iff for every subset $X$ of $L$, there is a glb.

Definition 6.37 A partial ordered set $\langle L, \leq\rangle$ is a join-semilattice iff for every subset $X$ of $L$, there is a lub.

Definition 6.38 A partial ordered set $\langle L, \leq\rangle$ is a lattice iff for each pair of elements $a, b \in L$ both $l u b(\{a, b\})$ and $g l b(\{a, b\})$ exist.

Definition 6.39 A mapping $f$ from a lattice $\left\langle L_{1}, \leq_{1}\right\rangle$ to a lattice $\left\langle L_{2}, \leq_{2}\right\rangle$ is a lattice homomorphism if it preserves the meet and join operations. That is, for every pair $x, y \in L_{1}, f(l u b\{x, y\})=l u b(\{f(x), f(y)\})$, and $f(g l b\{x, y\})=g l b(\{f(x), f(y)\})$.

Thus, a lattice homomorphism is necessarily monotonic.

Definition 6.40 Let $L$ be a meet-semilattice and $T: L \rightarrow L$ be a mapping. We say $a \in L$ is the least fixpoint of $T$ if $a$ is a fixpoint (that is, $T(a)=a$ ) and for all fixpoint $b \in L$, we have $a \leq b$.

Theorem 6.1 Let $L$ be a meet-semilattice and $T: L \rightarrow L$ be monotonic mapping and $T(x) \leq x$. Then $T$ has a least fixpoint $l f p(T)=g l b\{x \mid T(x) \leq x\}$.

Proof: Put $G=\{x \mid T(x) \leq x\}$ and $g=g l b(G)$. We show that $g \in G$. Now $g \leq x$ for all $x \in G$, so that by the monotonicity of $T$, we have $T(g) \leq T(x)$, for all $x \in G$. Thus $T(g) \leq x$, for all $x \in G$, and so $T(g) \leq g$, by the definition of $g l b$. Hence $g \in G$.

Next we show that $g$ is a fixpoint of $T$. It remains to show that $g \leq T(g)$. Now $T(g) \leq g$ implies $T(T(g)) \leq T(g)$ implies $T(g) \in G$. Hence $g \leq T(g)$, so that $g$ is a fixpoint of $T$.

### 6.3 Semantics of NLO

Definition 6.41 An interpretation $I$ of $N L O$ is a tuple $\left\langle U, \Sigma, \Gamma, \pi, \sigma . g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$,
(1). $U$ is a countably infinite set called the universe of objects, which consists of three disjoint countably infinite sets $\mathbf{S}, \mathbf{Z}$ and $\mathbf{O}$. That is $U=\mathbf{Z} \cup \mathbf{S} \cup \mathbf{O}$.
(2). $\Sigma$ is a non-empty set called the universe of semantic types.
(3). $\Gamma$ is a countably infinite set called the universe of semantic labels, which consists of three disjoint sets: which contains $\left\{\gamma_{i s a}\right\}, \Gamma_{f}, \Gamma_{s}$. every semantic label in $\Gamma_{f}$ is called single-valued and every semantic label in $\Gamma_{s} \cup\left\{\gamma_{i s a}\right\}$ is called set-valued.
(4). $\pi$ maps each semantic type to its corresponding class. That is, $\pi: \Sigma \rightarrow 2^{U^{+}}$, where $2^{U^{+}}=2^{U} \cup 2^{2^{U}} \cup 2^{2^{2^{U}}} \ldots$
(5). $\sigma$ interprets each semantic label as a partial mapping as follows:
(5.1). $\sigma\left(\gamma_{i s a}\right)$ is a mapping: $\Sigma \rightarrow 2^{\Sigma}$,
(5.2). for each $l \in \Gamma_{f}, \sigma(l)$ is a mapping $U \rightarrow U$,
(5.3). for each $l \in \Gamma_{f}, \sigma(l)$ is a mapping $U \rightarrow 2^{U^{+}}$.
(6). $g_{\mathcal{T}}$ is a lattice homomorphism which interprets each syntactic type in $\mathcal{T}$ as a semantic type in $\Sigma$, that is, $g_{\mathcal{T}}: \mathcal{T} \rightarrow \Sigma$.
(7). $g_{\mathcal{L}}$ is a one-to-one mapping which interprets each syntactic label in $\mathcal{L}$ as a semantic label in $\Gamma$, that is, $g_{\mathcal{L}}: \mathcal{L} \rightarrow \Gamma$, especially, $g_{\mathcal{L}}: i s a \rightarrow \gamma_{i s a}$.
(8). $g_{\mathcal{O}}$ is a one-to-one mapping $g_{\mathcal{O}}: \mathcal{S} \cup \mathcal{Z} \cup \mathcal{O} \rightarrow \mathbf{S} \cup \mathbf{Z} \cup \mathbf{O}$.
(9). $g_{\mathcal{F}}$ is a function which interprets the symbol set as a mapping $\Sigma \rightarrow \Sigma$ and interprets each k-ary object constructor as a mapping $U^{k} \rightarrow U$.

An interpretation $I$ gives a denotational semantics to the language. It maps every syntactic object to a semantic object by the mapping $g_{\mathcal{O}}$; every syntactic type to a semantic type by the mapping $g_{\mathcal{T}}$; every syntactic label to a semantic label by the mapping $g_{\mathcal{L}}$; every syntactic function to a semantic function by the mapping $g_{\mathcal{F}}$. It associates every semantic type with a class of objects by the mapping $\pi$. It interprets every semantic label as a function by the mapping $\sigma$.

It is assumed that $\leq, \geq,<,>, \subseteq, \supseteq, \subset \supset$, and $=$ have their standard meanings.

### 6.3.1 Satisfaction of Types

Definition 6.42 Given an interpretation $I=\left\langle U, \Sigma, \Gamma, \pi, \sigma . g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$, the satisfaction of a type $\tau$ by $I$, denoted by $I \models \tau$, is defined by $g_{\tau}$ and $\pi$ as follows:
(1). For the built-in types:
(1.1). $I=$ object iff $g_{\tau}(o b j e c t) \in \Sigma$ and $\pi\left(g_{\tau}(o b j e c t)\right) \subseteq \mathbf{O}$;
(1.2). $I \models$ integer iff $g_{\mathcal{T}}($ integer $) \in \Sigma$ and $\pi\left(g_{\mathcal{T}}(\right.$ integer $\left.)\right)=\mathbf{Z}$;
(1.3). $I \vDash$ string iff $g_{\mathcal{T}}($ string $) \in \Sigma$ and $\pi\left(g_{T}(\operatorname{string})\right)=\mathbf{S}$.
(2). For a set type $\operatorname{set}(s), I \models \operatorname{set}(s)$ iff

$$
I \vDash s, g_{\mathcal{T}}(\operatorname{set}(s))=g_{\mathcal{F}}(\operatorname{set})\left(g_{\mathcal{T}}(s)\right) \in \Sigma \text { and } \pi\left(g_{\mathcal{T}}(\operatorname{set}(s))\right) \subseteq 2^{\pi\left(g_{\tau}(s)\right)} \subseteq 2^{U^{+}}
$$

(3). For the basic types:
(3.1). if $\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type, then $I \models\left\{a_{1}, \ldots, a_{n}\right\}$ iff $g_{\mathcal{T}}\left(\left\{a_{1}, \ldots, a_{n}\right\}\right) \in \Sigma$ and either $\pi\left(g_{\tau}\left(\left\{a_{1}, \ldots, a_{n}\right\}\right)\right)=\left\{g_{\mathcal{O}}\left(a_{1}\right), \ldots, g_{\mathcal{O}}\left(a_{n}\right)\right\} \subset \mathbf{S}$ or $\pi\left(g_{\mathcal{T}}\left(\left\{a_{1}, \ldots, a_{n}\right\}\right)\right)=\left\{g_{\mathcal{O}}\left(a_{1}\right), \ldots, g_{\mathcal{O}}\left(a_{n}\right)\right\} \subset \mathbf{Z}$;
(3.2). if $t=\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type, then $I \models t$ iff $g_{\mathcal{T}}(t) \in \Sigma$ and either $\pi\left(g_{\mathcal{T}}(t)\right)=\left\{g_{\mathcal{O}}\left(a_{1}\right), \ldots, g_{\mathcal{O}}\left(a_{n}\right)\right\} \subset \mathbf{S}$ or $\pi\left(g_{\mathcal{T}}(t)\right)=\left\{g_{\mathcal{O}}\left(a_{1}\right), \ldots, g_{\mathcal{O}}\left(a_{n}\right)\right\} \subset$ Z;
(3.3). if $\{l b . . r b\}$ is a basic type, then $I \vDash\{l b . . r b\}$ iff $g_{\tau}(\{l b . . r b\}) \in \Sigma$ and $\pi\left(g_{\tau}(\{l b . r b\})\right)=\left\{x \mid g_{\mathcal{O}}(l b) \leq x \leq g_{\mathcal{O}}(r b)\right\} \subset Z ;$
(3.4). if $t=\{l b . . r b\}$ is a basic type, then $I \models t$ iff $g_{\tau}(t) \in \Sigma$ and $\pi\left(g_{\mathcal{T}}(t)\right)=\left\{x: g_{\mathcal{O}}(l b) \leq x \leq g_{\mathcal{O}}(r b)\right\} \subset \mathbf{Z}$.
(4). For a representational type $p$ :
(4.1). If $p$ has a definitional property represented by $p:$ type $\langle l \rightarrow q\rangle$, then $I \vDash p:$ type $\langle l \rightarrow q\rangle$ iff $g_{\tau}(p) \in \Sigma, g_{\tau}(q) \in \Sigma, g_{\mathcal{L}}(l) \in \Gamma /\left\{\gamma_{i s a}\right\}$ and $\sigma\left(g_{\mathcal{L}}(l)\right)\left(\pi\left(g_{\mathcal{T}}(p)\right)\right) \subseteq \pi\left(g_{\mathcal{T}}(q)\right)$.
(4.2). If $p$ has a factual property defined by $p:$ type $\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{m}\right\}\right)$, then $I \vDash p: \operatorname{type}\left(\right.$ isa $\left.\rightarrow\left\{q_{1}, \ldots, q_{m}\right\}\right)$ iff $g_{\tau}(p) \in \pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma, g_{\tau}\left(q_{1}\right) \in$ $\pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma, \ldots g_{\tau}\left(q_{m}\right) \in \pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma, g_{\mathcal{L}}(i s a)=\gamma_{i s a}$, and $g_{\mathcal{L}}(i s a)\left(g_{\tau}(p)\right)=\left\{g_{\tau}\left(q_{1}\right), \ldots, g_{\tau}\left(q_{m}\right)\right\}, \pi\left(g_{\tau}(p)\right) \subseteq \pi\left(g_{\tau}\left(q_{i}\right)\right) \subset \mathbf{O}$, for $1 \leq i \leq m$, and if $I \vDash q_{i}:$ type $\left\langle l \rightarrow p_{t}\right\rangle$, then $I \vDash p:$ type $\left(l \rightarrow p_{t}\right\rangle$.
(5). For the meta type type and built-in type object:
(5.1). I三 type : type(isa $\rightarrow\{$ type $\})\langle$ isa $\rightarrow$ set (type) $\rangle$ iff
$g_{\mathcal{T}}($ type $) \in \Sigma, g_{\mathcal{L}}(i s a)=\gamma_{i s a}, \sigma\left(g_{\mathcal{L}}(i s a)\right)\left(\pi\left(g_{\tau}(t y p e)\right)\right) \subseteq 2^{\pi\left(g_{\tau}(t y p e)\right)}$, and $g_{\mathcal{L}}($ isa $)\left(g_{\tau}(\right.$ type $\left.)\right)=\left\{g_{\tau}(\right.$ type $\left.)\right\} ;$
(5.2). $I \models$ object : type(isa $\rightarrow\{$ object $\}$ ) iff
$g_{\mathcal{T}}($ object $) \in \pi\left(g_{\mathcal{T}}(\right.$ type $\left.)\right) \subseteq \Sigma, g_{\mathcal{L}}(i s a)=\gamma_{i s a}$, and $g_{\mathcal{L}}($ isa $)\left(g_{\mathcal{T}}(\right.$ object $\left.)\right)=$ $\left\{g_{\mathcal{T}}(o b j e c t)\right\}$.

By the definition, for every type $p$, all the definitional properties of its supertype are also its definitional properties. A type can have several definitional properties for the same attribute.

Definition 6.43 Two types $p$ and $q$ have a subtype relation based on some interpretation $I$ denoted by $p \preceq q$, if $\pi\left(g_{\tau}(p)\right) \subseteq \pi\left(g_{\tau}(q)\right)$.

So two types have subtype relation if their classes have subset relation. Immediately, the following theorems hold:

Theorem 6.2 The subtype relation is a partial order on $\mathcal{T}$.

Proof: Direct from the definitions.

Theorem 6.3 The subtype relationships between types are:
(1). If $\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type and $a_{i} \in \mathcal{Z}$ for $1 \leq i \leq n$, then $\left\{a_{1}, \ldots, a_{n}\right\} \preceq$ integer; if $\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type and $a_{i} \in \mathcal{S}$ for $1 \leq i \leq n$, then, $\left\{a_{1}, \ldots, a_{n}\right\} \preceq$ string.
(2). If $t=\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type and $a_{i} \in \mathcal{Z}$ for $1 \leq i \leq n$, then $t \preceq$ integer; if $t=\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type and $a_{i} \in \mathcal{S}$ for $1 \leq i \leq n$, then, $t \preceq$ string.
(3). If $\{l b . . r b\}$ is a basic type, then $\{l b . . r b\} \preceq$ integer.
(4). If $t=\{l b . . r b\}$ is a basic type, then $t \preceq i n t e g e r$.
(5). If $p$ is a representational type, then $p \preceq$ object.
(6). If $p \preceq q, p, q \in S$, then $\operatorname{set}(p) \preceq \operatorname{set}(q)$.

Proof: Direct from the definitions.

Representational types have the following properties.

Theorem 6.4 Let $p$ be a representation type with definitional properties: $\left\langle l \rightarrow p_{1}\right\rangle$, $\ldots,\left\langle l \rightarrow p_{n}\right\rangle$. Then $\sigma\left(g_{\mathcal{L}}(l)\right)\left(\pi\left(g_{\tau}(p)\right)\right) \subseteq \cap_{j=1}^{n} \pi\left(g_{\tau}\left(p_{j}\right)\right)$.

Proof: We have that $\sigma\left(g_{\mathcal{L}}(l)\right)\left(\pi\left(g_{\tau}(p)\right)\right) \subseteq \pi\left(g_{\tau}\left(p_{i}\right)\right), 1 \leq i \leq n$. So immediately, $\sigma\left(g_{\mathcal{L}}\left(l_{s}\right)\right)\left(\pi\left(g_{\tau}(p)\right)\right) \subseteq \cap_{j=1}^{n} \pi\left(g_{\tau}\left(p_{j}\right)\right)$.

Theorem 6.5 Let $p$ be a representational type with $p:$ type $\left(i s a \rightarrow\left\{p_{1}, \ldots, p_{m}\right\}\right)$
Then $p \preceq p_{i}, 1 \leq i \leq m$, i.e., $p$ is a lower bound of $p_{1}, \ldots, p_{m}$ under the relation $\preceq$, and $\pi\left(g_{\tau}(p)\right) \subseteq \cap_{j=1}^{m} \pi\left(g_{\tau}\left(p_{j}\right)\right)$.

Proof: Direct from the definitions.

This theorem says that the class $p$ is a subset of the intersection of the classes $p_{1}, \ldots, p_{m}$, or $p$ is a lower bound of $p_{1}, \ldots, p_{m}$. For example, workstudent is a lower bound of student and employee in Example 5.3.

Theorem 6.6 Let $p_{1}: \operatorname{type}(i s a \rightarrow\{. ., p, \ldots\}), \ldots, p_{m}: \operatorname{type}(i s a \rightarrow\{\ldots, p, \ldots\})$ are $m$ representational types. Then $p_{i} \preceq p, 1 \leq i \leq m$, i.e., $p$ is a upper bound of $p_{1}, \ldots, p_{m}$ under the relation $\preceq$, and $\cap_{j=1}^{m} \pi\left(g_{\tau}\left(p_{j}\right)\right) \subseteq \pi\left(g_{\tau}(p)\right)$.

Proof: Direct from the definitions.

This theorem says that the class $p$ is a superset of the union of the classes $p_{1}, \ldots, p_{m}$, or $p$ is an upper bound of $p_{1}, \ldots, p_{m}$. For example, person is an upper bound of student and employee in Example 5.3.

### 6.3.2 Satisfaction of Objects

Definition 6.44 Given an interpretation $I$, the satisfaction of an object $o$ by $I$, denoted by $I \models o$ is defined by $g_{\mathcal{O}}$ as follows:
(1). For each object $o \in \mathcal{S}, I \in o$ iff $g_{\mathcal{O}}(o)=u \in \mathbf{S}$;
for each object $o \in \mathcal{Z}, I=o$ iff $g_{\mathcal{O}}(o)=u \in \mathbf{Z}$;
for each representational object $o \in \mathcal{O}, I \vDash o$ iff $g_{\mathcal{O}}(o)=u \in \mathbf{O}$;
(2). For each set object $\left\{o_{1}, \ldots, o_{m}\right\}, I \models\left\{o_{1}, \ldots, o_{m}\right\}$ iff $I \vDash o_{i}, 1 \leq i \leq m$.
(3). For a representational object $o$,
(3.1). if $o$ has a full factual property defined by $o: p\left(l \rightarrow o_{t}\right)$, then

$$
I \models o: p\left(l \rightarrow o_{t}\right) \text { iff } g_{\mathcal{O}}(o) \in \pi\left(g_{\tau}(p)\right), \text { and } \sigma\left(g_{\mathcal{L}}(l)\right)\left(g_{\mathcal{O}}(o)\right)=g_{\mathcal{O}}\left(o_{t}\right)
$$

(3.2). if $o$ has a partial factual property defined by $o: p\left(l \rightarrow o_{t}^{\prime}\right)$, then $I \models o: p\left(l \rightarrow o_{t}^{\prime}\right)$ iff $g_{\mathcal{O}}(o) \in \pi\left(g_{\mathcal{T}}(p)\right)$, and $\sigma\left(g_{\mathcal{L}}(l)\right)\left(g_{\mathcal{O}}(o)\right) \supseteq g_{\mathcal{O}}\left(o_{t}\right)$.

By the definition, if an object has more that one different full factual properties, for example, if mary : person(gender $\rightarrow$ "Female") and mary : person(gender $\rightarrow$ "Male"), then there is no interpretation which can satisfy both of them. However, an object can have several partial factual properties.

Definition 6.45 Let $I$ be an interpretation. A representational object $o: p\left(l_{1} \rightarrow\right.$ $o_{1}, \ldots, l_{n} \rightarrow o_{n}$ ) is well-typed under $I$ iff there exist a representational type $p$ with $p: \operatorname{type}\left\langle l_{1} \rightarrow p_{1}, \ldots, l_{n} \rightarrow p_{n}\right\rangle$ such that $g_{\mathcal{O}}\left(o_{i}\right) \in \pi\left(g_{\mathcal{T}}\left(p_{i}\right)\right), 1 \leq i \leq n$.

### 6.3.3 Satisfaction of Basic Terms and Basic Literals

Definition 6.46 A variable assignment, $\nu$, is an assignment to each variable. It assigns an element in $U$ to a variable and the variable is called an individual object variable, an element in $2^{U^{+}}$to a variable and the variable is called a set object variable, a type in $\Sigma$ to a variable and the variable is called a type variable, and a label in $\Gamma$ to a variable and the variable is called a label variable. Besides, it is extended to non-variable elements as follows:
(1). if $o \in \mathcal{O} \cup \mathcal{S} \cup \mathcal{Z}$, then $\nu(o)=g_{\mathcal{O}}(o)$;
(2). if $l \in \mathcal{L}$, then $\nu(l)=g_{\mathcal{L}}(l)$;
(3). if $p \in \mathcal{T}$, then $\nu(p)=g_{\tau}(p)$;
(4). if $f \in F$, then $\nu(f)=g_{\mathcal{F}}(f)$;
(5). $\nu(f(\ldots, X, \ldots))=g_{\mathcal{F}}(f)(\ldots, \nu(X), \ldots)$;
(6). $\nu\left(\left\{o_{1}, \ldots, o_{n}\right\}=\left\{g_{\mathcal{O}}\left(o_{1}\right), \ldots, g_{\mathcal{O}}\left(o_{n}\right)\right\} ;\right.$
(7). if $t$ is a literal or an arithmetic expression, then $\nu(t)$ results from $t$ by applying $\nu$ to every object, label, type, variable, and object constructor of $t$.

Definition 6.47 Given an interpretation $I$ and a variable assignment $\nu$, the satisfaction of a basic term $\psi$ by $I$ and $\nu$, denoted by $I \models \nu(\psi)$, is defined as follows:
(1). For a basic term $X: p, I \models \nu(X: p)$ iff $\nu(X) \in \pi\left(g_{\tau}(p)\right)$.
(2). For a basic term $\psi=X: p(l \rightarrow Y), I \models \nu(\psi)$ iff for all $q$ such that $I \vDash p: \operatorname{type}\langle l \rightarrow q\rangle, \nu(X) \in \pi\left(g_{\tau}(p)\right), \nu(Y) \in \pi\left(g_{\tau}(q)\right)$, and $g_{\mathcal{C}}(l)(\nu(X)=\nu(Y)$.
(3). For a basic term $\left.\psi=X: p\left(l \rightarrow Y^{\prime}\right)\right), I \models \nu(\psi)$ iff for all $q$ such that $I \models p: \operatorname{type}\langle l \rightarrow q\rangle, \nu(X) \in \pi\left(g_{\mathcal{T}}(p)\right), \nu(Y) \in \pi\left(g_{\mathcal{T}}(q)\right)$, and $\sigma\left(g_{\mathcal{L}}(l)\right)(\nu(X)) \supseteq \nu(Y)$.
(4). For a basic term $\left.\psi=X: p\left(l_{1} \rightarrow Y_{1}, \ldots, l_{n} \rightarrow Y_{n}^{\prime}\right)\right), I \vDash \nu(\psi)$ iff $I \vDash \nu\left(X: p\left(l_{1} \rightarrow Y_{1}\right)\right), \ldots, I \vDash \nu\left(X: p\left(l_{1} \rightarrow Y_{1}\right)\right)$.

Definition 6.48 Given an interpretation $I$ and a variable assignment $\nu$, the satisfaction of basic literals other than basic terms are defined as follows:
(1). $I \models \nu\left(\psi_{1}=\psi_{2}\right)$ iff $\nu\left(\psi_{1}\right)=\nu\left(\psi_{2}\right)$.
(2). If $\psi$ is a positive basic literal, $I \models \nu(\neg \psi)$ iff $I \not \models \nu(\psi)$.
(3). If $\psi_{1}, \psi_{2}$ are basic literals, $I \models \nu\left(\psi_{1} ; \psi_{2}\right)$ iff $I \models \nu\left(\psi_{1}\right)$ or $I \models \nu\left(\psi_{2}\right)$.
(4). $I \vDash \nu\left(\delta_{1} \theta \delta_{2}\right)$ iff $\nu\left(\delta_{1}\right), \nu\left(\delta_{2}\right) \in \mathbf{Z}$ and $\nu\left(\delta_{1}\right) \theta \nu\left(\delta_{2}\right)$, where $\theta \in\{\leq, \geq,<,>\}$.
(5). $I \vDash \nu\left(\delta_{1} \theta \delta_{2}\right)$ iff $\nu\left(\delta_{1}\right) \theta \nu\left(\delta_{2}\right)$, where $\theta \in\{\subseteq, \supseteq, \subset, \supset\}$.

Clearly, for a ground basic term $\psi$, i.e, a basic term without variables, its satisfaction is independent of a variable assignment, and it can be simply written as $I \vDash \psi$.

### 6.3.4 Satisfaction of Rules

Definition 6.49 Let $I$ be an interpretation $r$ be a rule of the form $A \Leftarrow L_{1}, \ldots, L_{n}$, $I \models r$ iff for each variable assignment $\nu$, if $I \models \nu\left(A_{i}\right)$ for each $A_{i}, 1 \leq i \leq n$, then $I \models \nu(A)$, or for some variable assignment $\nu$, not $I \vDash \nu\left(p_{i}\right)$ for some $p_{i}, 1 \leq i \leq n$.

Note here that there is a major difference between NLO and Horn-clause logic in their definitions of satisfaction of a rule. In Horn-clause logic, a rule is always satisfied by all interpretations, while in NLO, a rule may not be satisfied by any interpretation. There are two reasons for a rule in NLO not to be satisfied based on the above definition. One is that inferred factual attribute values do not confirm to the constraints of type definitions. The other is that an attribute of an object gets more than one full factual value.

### 6.3.5 Satisfaction of Programs

Definition 6.50 Let $I$ be an interpretation and $W$ be a set of type definitions, object definitions, terms or rules, $I \models W$ iff for each $W_{i} \in W, I \models W_{i}$.

Definition 6.51 Let $I$ be an interpretation and $P=\langle S, O B, R\rangle$ a program, $I \models P$ iff $I \models S \cup O B \cup R$.

Definition 6.52 Let $P$ be a program and $I$ be an interpretation of $P, I$ is called a model of $P$ iff $\models_{M} P$.

Theorem 6.7 Let $P=\langle S, O B, R\rangle$ be a program. If $P$ has a model, then every representational object in $O B$ is well-typed.

Proof: Direct from the definition.

Definition 6.53 Let $P$ be a program and $F$ be an object. We say $F$ is a logical consequence of $P$ written as $P \models F$, if for every interpretation $I$ of $P, I \models P$ implies that $I \models F$.

Definition 6.54 Let $P$ be a program, we say $P$ is unsatisfiable if no interpretation of $P$ is a model.

Theorem 6.8 Let $P$ be a program and $F$ be an object. Then $F$ is a logical consequence of $P$ iff $P$ is satisfiable and $P \cup\{\neg F\}$ is unsatisfiable.

Proof: Suppose that $F$ is a logical consequence of $S$. Let $I$ be an interpretation of $P$ and suppose $I$ is a model for $P$. Then $I$ is a model for $F$. Hence $I$ is not a model for $P \cup\{\neg F\}$. Thus $P \cup\{\neg F\}$ is unsatisfiable.

Conversely, suppose $P \cup\{\neg F\}$ is unsatisfiable. Let $I$ be any interpretation of $L$. Suppose $I$ is a model for $P$. Since $P \cup\{\neg F\}$ is unsatisfiable, $I$ can not be a model for $\neg F$. Thus $I$ is a model for $F$ and so $F$ is a logical consequence of $P$.

### 6.3.6 Satisfaction of Typed Terms and Typed Literals

Definition 6.55 Given an interpretation $I$ and a variable assignment $\nu$, the satisfaction of a typed term $\psi$ by $I$ and $\nu$, denoted by $I \models \nu(\psi)$, is defined as follows:
(1). For a typed term $\psi=P:$ type, $I \vDash \nu(\psi)$ iff $\nu(P) \in \pi\left(g_{\mathcal{L}}(\right.$ type $\left.)\right) \subseteq \Sigma$.
(2). For a typed term $\psi=P: \operatorname{type}(L \rightarrow\{Q\}), I \models \nu(\psi)$ iff $\nu(L)=\gamma_{\text {isa }}, \nu(P) \in \pi\left(g_{\mathcal{L}}(\right.$ type $\left.)\right) \subseteq \Sigma, \nu(Q) \in \pi\left(g_{\mathcal{L}}(\right.$ type $\left.)\right) \subseteq \Sigma$, and $\nu(Q) \in \sigma(\nu(L))(\nu(P))$.
(3). For a typed term $\psi=P: \operatorname{type}\left(L \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}\right), I \vDash \nu(\psi)$ iff $\nu(L)=\gamma_{\text {isa }}, \nu(P) \in \pi\left(g_{\mathcal{C}}(\right.$ type $\left.)\right) \subseteq \Sigma, g_{\tau}\left(q_{i}\right) \in \pi\left(g_{\mathcal{C}}(\right.$ type $\left.)\right) \subseteq \Sigma$ for $1 \leq i \leq n$, and $\sigma(\nu(L))(\nu(P))=\left\{g_{\tau}\left(q_{1}\right), \ldots, g_{\tau}\left(q_{n}\right)\right\}$.
(4). For a typed term $\psi=P: \operatorname{type}\left(L \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}^{\prime}\right), I \models \nu(\psi)$ iff $\nu(L)=\gamma_{i s a}, \nu(P) \in \pi\left(g_{\mathcal{L}}(t y p e)\right) \subseteq \Sigma, g_{\tau}\left(q_{i}\right) \in \pi\left(g_{\mathcal{L}}(\right.$ type $\left.)\right) \subseteq \Sigma$ for $1 \leq i \leq n$, and $\sigma(\nu(L))(\nu(P)) \supseteq\left\{g_{\tau}\left(q_{1}\right), \ldots, g_{\tau}\left(q_{n}\right)\right\}$.
(5). For a typed term $\psi=P: \operatorname{type}\langle L \rightarrow Q\rangle, I \models \nu(\psi)$ iff $\nu(P) \in \pi\left(g_{\mathcal{T}}(\right.$ type $\left.)\right) \subseteq \Sigma, \nu(Q) \in \pi\left(g_{\mathcal{T}}(\right.$ type $\left.)\right) \subseteq \Sigma$, and $\sigma(\nu(L))(\pi(\nu(P))) \subseteq \pi(\nu(Q))$.
(6). For a typed term $\psi=P: \operatorname{type}\left\langle L_{1} \rightarrow P_{1}, \ldots, L_{n} \rightarrow P_{n}\right\rangle, I \vDash \nu(\psi)$ iff $I \models \nu\left(P: \operatorname{type}\left\langle L_{1} \rightarrow P_{1}\right\rangle\right), \ldots, I \models \nu\left(P: \operatorname{type}\left\langle L_{n} \rightarrow P_{1}\right\rangle\right)$.
(7). For a typed term $\psi=X: P, I \models \nu(\psi)$ iff $\nu(P) \in \pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma$, and $\nu(X) \in \pi(\nu(P))$,
(8). For a typed term $\psi=X: P(L \rightarrow Y), I \models \nu(\psi)$ iff
$\nu(P) \in \pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma, \nu(X) \in \pi(\nu(P))$, and for all $q$ such that $I \vDash \nu(P)$ : type $\langle\nu(L) \rightarrow q\rangle, \nu(Y) \in \pi(\nu(q)), \sigma(\nu(L))(\nu(X))=\nu(Y)$.
(9). For a typed term $\psi=X: P\left(L \rightarrow Y^{\prime}\right), I \vDash \nu(\psi)$ iff $\nu(P) \in \pi\left(g_{\tau}(\right.$ type $\left.)\right) \subseteq \Sigma, \nu(X) \in \pi(\nu(P))$, and for all $q$ such that $I \vDash \nu(P):$ type $\langle\nu(L) \rightarrow q\rangle, \nu(Y) \in \pi(\nu(q)), \sigma(\nu(L))(\nu(X)) \supseteq \nu(Y)$.
(10). For a typed term $\psi=X: P\left(L_{1} \rightarrow Y_{1}, \ldots, L_{n} \rightarrow Y_{n}\right) I \models \nu(\psi)$ iff $I \models \nu\left(X: P\left(L_{1} \rightarrow Y_{1}\right)\right), \ldots, I \vDash \nu\left(X: P\left(L_{n} \rightarrow Y_{n}\right)\right)$

Definition 6.56 Given an interpretation $I$ and a variable assignment $\nu$, the satisfaction of typed literals other than typed terms are defined as follows:
(1). $I \models \nu\left(\delta_{1}=\delta_{2}\right)$ iff $\nu\left(\delta_{1}\right)=\nu\left(\delta_{2}\right)$.
(2). If $\psi$ is a typed literal, $I \vDash \nu(\neg \psi)$ iff $I \not \models \nu(\psi)$.
(3). If $\psi_{1}, \psi_{2}$ are typed literals, $I \models \nu\left(\psi_{1} ; \psi_{2}\right)$ iff $I \models \nu\left(\psi_{1}\right)$ or $I \models \nu\left(\psi_{2}\right)$

### 6.3.7 Answers to Queries

Definition 6.57 Let $P$ be a program, $Q$ be a query and $M$ be a model of $P$ if it has, an answer to the query $Q$ based on $M$ is a variable assignment $\nu$ such that $M \models \nu(Q)$.

So far, how a program can be satisfied and what answers to queries are have been discussed. However, what is its intended semantics is still not clear. In fact, the intended semantics of a program $P$ is given by a special model $M_{P}$ if it has which has the desired properties. This model will be discussed in the next chapter.

## Chapter 7

## Herbrand Interpretations

The semantics given in the last chapter is quite general. It tells how various symbols can be interpreted and how an interpretation can satisfy a program. A program may have many different models and therefore answers to a query may be different based on these models. However, it does not tell exactly what the intended semantics of a program is, and when given queries, what should be the right answers to them.

This chapter deals with these questions. It investigates a special kind of interpretation, as in traditional logic programming. This special kind of interpretation extends the Herbrand interpretation discussed in Chapter 2 and is also called a Herbrand interpretation in this chapter.

Definition 7.1 An interpretation $H=\left\langle U, \Sigma, \Gamma, \pi, \sigma, g_{C}, g_{L}, g_{O}, g_{F}\right\rangle$ is a Herbrand interpretation iff the following conditions hold:
(1). $U_{0}=\mathcal{S} \cup \mathcal{Z} \cup \mathcal{O}$,
$U_{i}=U_{i-1} \cup\left\{f\left(o_{1}, \ldots, o_{k}\right): f\right.$ is a functor of arity $k$, and $\left.o_{j} \in U_{i-1}, 1 \leq j \leq k\right\}$,
$U_{*}=U_{i=1}^{\infty} U_{i}$,
$U=U_{*} \cup 2^{U_{*}}$.
(2). $\Sigma=\mathcal{T}$.
(3). $\Gamma=\mathcal{L}$.
(4). $g_{\tau}(p)=p$, for every $p \in \mathcal{T}$.
(5). $g_{\mathcal{L}}(l)=l$, for every $l \in \mathcal{L}$.
(6). $g_{o}(o)=o$, for every $o \in \mathcal{Z} \cup \mathcal{S} \cup \mathcal{O}$.
(7). $g_{\mathcal{F}}(f)=f$, for every $f \in \mathcal{F}$.

By the definition, the domains for objects, types and labels and functions of different Herbrand interpretations are the same, which are $U, \mathcal{T}, \mathcal{L}$ and $\mathcal{F}$. Also types, labels, objects and function symbols are interpreted as themselves in Herbrand interpretations. Only the classes and the mappings of labels may be interpreted differently. Since we are only interested in interpretations of a program, we can represent an interpretation by showing what the meta-class and normal classes are and how mappings of labels are defined and applied to objects.

Symbols such as integer and string have the normal fixed interpretation. For the simplicity of representation, example interpretations will not contain them.

Example 7.1 Consider the following definite program $P_{1}=\langle S, O B, R\rangle$.
(a). Type System $S$

$$
\begin{aligned}
& p: \operatorname{type}(\text { isa } \rightarrow\{\text { object }\})\langle f \rightarrow \text { integer }\rangle . \\
& q: \operatorname{type}(\text { isa } \rightarrow\{\text { object }\})\langle s \rightarrow \text { set }(\text { integer })\rangle .
\end{aligned}
$$

(b). Object Base $O B$

$$
\begin{aligned}
& a_{1}: p(f \rightarrow 1) \\
& a_{2}: p(f \rightarrow 2)
\end{aligned}
$$

(c). Rules $R$

$$
b: q(s \rightarrow\{X\}) \Leftarrow O: p(f \rightarrow X)
$$

A Herbrand interpretation for this program is

$$
\begin{aligned}
I= & I_{\mathcal{T}} \cup I_{\mathcal{O}} \\
I_{\mathcal{T}}= & \{\pi(\text { type })=\{p, q, \text { object }, \text { integer }\} \\
& \sigma(\text { isa })(p)=\{\text { object }\}, \sigma(\text { isa })(q)=\{\text { object }\} \\
& \left.\sigma(f)(\pi(p)) \subseteq \pi(\text { integer }), \sigma(s)(\pi(q)) \subseteq 2^{\pi(\text { integer })}\right\} \\
I_{\mathcal{O}}= & \left\{\pi(o b j e c t)=\left\{a_{1}, a_{2}, b\right\}, \pi(p)=\left\{a_{1}, a_{2}\right\}, \pi(q)=\{b\}\right. \\
& \left.\sigma(f)\left(a_{1}\right)=1, \sigma(f)\left(a_{2}\right)=2, \sigma(s)(b)=\{1,2\}\right\}
\end{aligned}
$$

It is more intuitive to represent the interpretation $I_{\mathcal{T}}$ and $I_{\mathcal{O}}$ in the following way:

$$
\begin{aligned}
I_{\mathcal{T}}= & \{p: \text { type }(\text { isa } \rightarrow\{\text { object }\})\langle f \rightarrow \text { integer }\rangle, \\
& q: \text { type }(\text { isa } \rightarrow\{\text { object }\})\langle f \rightarrow \text { set }(\text { integer })\rangle\} . \\
I_{\mathcal{O}}= & \left\{a_{1}: \text { object }, a_{2}: \text { object }, b: \text { object },\right. \\
& \left.a_{1}: p(f \rightarrow 1), a_{2}: p(f \rightarrow 2), b: q(s \rightarrow\{1,2\})\right\} .
\end{aligned}
$$

Later on, example interpretations will be represented by listing all classes and all mappings of labels in the representational object form.

Definition 7.2 Given a program $P$, a Herbrand model is a Herbrand interpretation which is a model for $P$.

For the Example 7.1, the Herbrand interpretation $I$ is obviously a Herbrand model for the given program.

Theorem 7.1 Let $P$ be a program and suppose $P$ has a model. Then $P$ has a Herbrand model.

Proof: Let $I$ be an interpretation of $P$. A Herbrand interpretation $I^{\prime}$ is defined as follows:

$$
\begin{aligned}
& I^{\prime}=I_{\mathcal{T}}^{\prime} \cup I_{\mathcal{O}}^{\prime} \\
& I_{\mathcal{T}}^{\prime}=\left\{s \mid s=p: \operatorname{type}\left(i s a \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}\right)\langle l \rightarrow q\rangle \text { and } I \models s\right\} \\
& I_{\mathcal{O}}^{\prime}=\left\{t \mid t=o: p\left(l_{1} \rightarrow o_{1}, \ldots, l_{n} \rightarrow o_{n}^{\prime}\right) \text { and } I \models t\right\}
\end{aligned}
$$

It is straightforward to show that if $I$ is a model, then $I^{\prime}$ is also a model.
As the above theorem shows, Herbrand models as well as interpretations are the union of two sets, the set of type properties and the set of object properties. They do not contain negated information. Instead negated information can be inferred based on them. This is similar to traditional logic programming.

Theorem 7.2 Let $P$ be a program. Then $P$ is unsatisfiable if $P$ has no Herbrand models.

Proof: If $P$ is satisfiable, then the above theorem shows that it has a Herbrand model.

Unless specified otherwise, all interpretations from here on will be implicitly considered as Herbrand interpretations and all models as Herbrand models.

Given a program, it may have many interpretations and models, which means it can be interpreted differently.

Example 7.2 For the program in Example 7.1 again, following are some interpretations which are also models.

$$
\begin{aligned}
I_{1}= & I_{\mathcal{T}_{1}} \cup I_{\mathcal{O}_{1}} \\
I_{\mathcal{T}_{1}}= & \{p: \operatorname{type}(\text { isa } \rightarrow\{\text { object }\})\langle f \rightarrow \text { integer }\rangle, \\
& q: \operatorname{type}(i s a \rightarrow\{\text { object }\})\langle s \rightarrow \text { set }(\text { integer })\rangle\} \\
I_{\mathcal{O}_{1}}= & \left\{a_{1}: \text { object }, a_{2}: \text { object }, a_{3}: \text { object }, b: \text { object },\right. \\
& \left.a_{1}: p(f \rightarrow 1), a_{2}: p(f \rightarrow 2), a_{3}: p(f \rightarrow 3), b: q(s \rightarrow\{1,2,3\})\right\} . \\
I_{2}= & I_{\mathcal{T}_{2}} \cup I_{\mathcal{O}_{2}} \\
I_{\mathcal{T}_{2}}= & \{p: \operatorname{type}(i s a \rightarrow\{\text { object }\})\langle f \rightarrow \text { integer }\rangle, \\
& q: \operatorname{type}(\text { isa } \rightarrow \text { \{object }\})\langle f \rightarrow \text { integer }\rangle, s \rightarrow \text { set }(\text { integer })\rangle\} \\
I_{\mathcal{O}_{2}}= & \left\{a_{1}: \text { object }, a_{2}: \text { object }, a_{3}: \text { object }, b: \text { object },\right. \\
& \left.a_{1}: p(f \rightarrow 1), a_{2}: p(f \rightarrow 2), a_{3}: p(f \rightarrow 4), b: q(s \rightarrow\{1,2,4\})\right\} .
\end{aligned}
$$

In $I_{1}, f$ maps $a_{3}$ to 3 , and $s$ maps $b$ to $\{1,2,3\}$, while in $I_{2}, f$ maps $a_{3}$ to 4 , and $s$ maps $b$ to $\{1,2,4\}$. Besides, $q$ has one more definitional property in $I_{2}$ than in $I_{1}$.

Since there exist many interpretations and models, what is the exact semantics of the program? To answer this question, we first consider the simpler definite programs, then we consider normal programs.

### 7.1 Least Model Semantics for Definite Programs

This section first discusses the properties of definite programs.

Definition 7.3 Let $P$ be a definite program, $I_{1}=\left\langle U, \Sigma, \Gamma, \pi_{1}, \sigma_{1}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ and $I_{2}=\left\langle U, \Sigma, \Gamma, \pi_{2}, \sigma_{2}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ be two interpretations of $P$. Then $I_{1}$ is a sub-interpretation of $I_{2}$, denoted by $I_{1} \sqsubseteq I_{2}$ iff the following conditions hold:
(1). $\pi_{1}($ type $) \subseteq \pi_{2}($ type $)$.
(2). $\pi_{1}(p) \subseteq \pi_{2}(p)$, for every $p \in \pi_{1}$ (type).
(3). if $\sigma_{1}(l)$ is defined on $o \in U$, then $\sigma_{2}(l)$ is defined on $o \in U$ and $\sigma_{1}(l)(o)=\sigma_{2}(l)(o)$, for every single-valued label $l \in \Gamma_{f}$.
(4). if $\sigma_{1}(l)$ is defined on $o \in U$, then $\sigma_{2}(l)$ is defined on $o \in U$ and $\sigma_{1}(l)(o) \subseteq \sigma_{2}(l)(o)$, for every set-valued label $l \in \Gamma_{s}$.

Example 7.3 For the interpretations $I, I_{1}, I_{2}$ in examples 1 and 2, we have $I \sqsubseteq I_{1}$, $I \sqsubseteq I_{2}$ but neither $I_{1} \sqsubseteq I_{2}$ nor $I_{2} \sqsubseteq I_{1}$ because $\sigma_{1}(l)\left(a_{3}\right) \neq \sigma_{2}(l)\left(a_{3}\right)$ and neither $\sigma_{1}(s)(b) \subseteq \sigma_{2}(s)(b)$ nor $\sigma_{1}(s)(b) \supseteq \sigma_{2}(s)(b)$.

Immediately, we have the following theorem.

Theorem 7.3 The sub-interpretation relation $\sqsubseteq$ over the set $\left\{I_{i}\right\}_{i \in N}$ of all possible interpretations of a given definite program is a partial order and $\left\{I_{i}\right\}_{i \in N}$ is a partially ordered set under $\sqsubseteq$.

Proof: Direct from the definition.

Definition 7.4 Let $P$ be a definite program and $I_{1}=\left\langle U, \Sigma, \Gamma, \pi_{1}, \sigma_{1}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ and $I_{2}=\left\langle U, \Sigma, \Gamma, \pi_{2}, \sigma_{2}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ be two interpretations of $P$. The intersection $I=\left\langle U, \Sigma, \Gamma, \pi, \sigma, g_{\tau}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$, of $I_{1}$ and $I_{2}$, denoted by $I=I_{1} \sqcap I_{2}$, is defined as follows:
(1). $\pi($ type $)=\pi_{1}($ type $) \cap \pi_{2}($ type $)$.
(2). $\pi(p)=\pi_{1}(p) \cap \pi_{2}(p)$, for every $p \in \pi($ type $)$.
(3). $\sigma(l)$ is defined on $o \in U$ if both $\sigma_{1}(l)$ and $\sigma_{2}(l)$ are defined on $o$, and $\sigma_{1}(l)(o)=$ $\sigma_{2}(l)(o), o \in \pi_{1}(p), o \in \pi_{2}(p)$, for some $p \in \Sigma$, then $\sigma(l)(o)=\sigma_{1}(l)(o)$ and $o \in \pi(p)$ for every single-valued label $l \in \Gamma_{f}$.
(4). $\sigma(l)$ is defined on $o \in U$ if both $\sigma_{1}(l)$ and $\sigma_{2}(l)$ is defined on $o$, and $o \in \pi_{1}(p)$ and $o \in \pi_{2}(p)$ for some $p \in \Sigma$, then $\sigma(l)(o)=\sigma_{1}(l)(o) \cap \sigma_{2}(l)(o)$ and $o \in \pi(p)$, for every set-valued label $l \in \Gamma_{s}$.

Example 7.4 For the interpretations $I, I_{1}, I_{2}$ in examples 7.1 and 7.2 , we have $I=I_{1} \sqcap I_{2}$, based on the above definition.

The intersection of interpretations of a definite program has the following properties.

Theorem 7.4 The relation $\Pi$ over interpretations of a given program is commutative and idempotent i.e., $I_{1} \sqcap I_{2}=I_{2} \sqcap I_{1}$ and $I_{1} \sqcap I_{1}=I_{1}$ for any two interpretations $I_{1}$ and $I_{2}$.

Proof: Direct from the definition.

Theorem 7.5 The relation $\Pi$ over interpretations of a given program is associative, i.e., $I_{1} \sqcap\left(I_{2} \sqcap I_{3}\right)=\left(I_{1} \sqcap I_{2}\right) \sqcap I_{3}$ for any three interpretations $I_{1}, I_{2}$ and $I_{3}$.

Proof: Let

$$
\begin{aligned}
& I_{1}=\left\langle U, \Sigma, \Gamma, \pi_{1}, \sigma_{1}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle \\
& I_{2}=\left\langle U, \Sigma, \Gamma, \pi_{2}, \sigma_{2}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle \\
& I_{3}=\left\langle U, \Sigma, \Gamma, \pi_{2}, \sigma_{2}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle \\
& I_{23}=I_{2} \sqcap I_{3}=\left\langle U, \Sigma, \Gamma, \pi_{23}, \sigma_{23}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle \\
& I_{12}=I_{1} \sqcap I_{2}=\left\langle U, \Sigma, \Gamma, \pi_{12}, \sigma_{12}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle \\
& I_{123}=I_{1} \sqcap I_{23}=\left\langle U, \Sigma, \Gamma, \pi_{123}, \sigma_{123}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle,
\end{aligned}
$$

$$
I_{123}^{\prime}=I_{12} \sqcap I_{3}=\left\langle U, \Sigma, \Gamma, \pi_{123}^{\prime}, \sigma_{123}^{\prime}, g_{\tau}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle
$$

Now we prove $I_{123}=I_{123}^{\prime}$.
For $I_{23}$ we have

$$
\begin{aligned}
& \pi_{23}(p)=\pi_{2}(p) \cap \pi_{3}(p), \\
& \sigma_{23}(l)(o)=\sigma_{2}(l)(o)=\sigma_{3}(l)(o) \text {, if } \sigma_{2}(l)(o)=\sigma_{3}(l)(o) \text { for every } l \in \Gamma_{0}, \\
& \sigma_{23}(l)(o)=\sigma_{2}(l)(o) \cap \sigma_{3}(l)(o), \text { if } \sigma_{2}(l) \text { and } \sigma_{3}(l) \text { are defined on } o \text { for every } l \in \Gamma_{i} .
\end{aligned}
$$

So for $I_{123}$ we have

$$
\begin{aligned}
& \pi_{123}(p)=\pi_{1}(p) \cap \pi_{23}(p)=\pi_{1}(p) \cap \pi_{2}(p) \cap \pi_{3}(p), \\
& \sigma_{123}(l)(o)=\sigma_{1}(l)(o)=\sigma_{23}(l)(o) \text {, if } \sigma_{1}(l)(o)=\sigma_{23}(l)(o) \text { for every } l \in \Gamma_{0}, \text { i.e., } \\
& \sigma_{123}(l)(o)=\sigma_{1}(l)(o), \text { if } \sigma_{1}(l)(o)=\sigma_{2}(l)(o)=\sigma_{3}(l)(o) \text { for every } l \in \Gamma_{0}, \\
& \sigma_{123}(l)(o)=\sigma_{1}(l)(o) \cap \sigma_{23}(l)(o)=\sigma_{1}(l)(o) \cap \sigma_{2}(l)(o) \cap \sigma_{3}(l)(o) \text { if } \\
& \sigma_{1}(l), \sigma_{2}(l) \text { and } \sigma_{3}(l) \text { are defined on } o \text { for every } l \in \Gamma_{i}, i \geq 1 .
\end{aligned}
$$

Similarly for $I_{123}^{\prime}$ we have

$$
\begin{aligned}
& \pi_{123}^{\prime}(p)=\pi_{1}(p) \cap \pi_{2}(p) \cap \pi_{3}(p), \\
& \sigma_{123}^{\prime}(l)(o)=\sigma_{1}(l)(o) \text { if } \sigma_{1}(l)(o)=\sigma_{2}(l)(o)=\sigma_{3}(l)(o) \text { for every } l \in \Gamma_{0}, \\
& \sigma_{123}^{\prime}(l)(o)=\sigma_{1}(l)(o) \cap \sigma_{2}(l)(o) \cap \sigma_{3}(l)(o) \text { if } \\
& \sigma_{1}(l), \sigma_{2}(l) \text { and } \sigma_{3}(l) \text { are defined on } o \text { for every } l \in \Gamma_{i}, i \geq 1 .
\end{aligned}
$$

Therefore we have $\pi_{123}=\pi_{123}^{\prime}, \sigma_{123}=\sigma_{123}^{\prime}$.

## Theorem 7.6 (Model Intersection Property)

Let $P$ be a definite program and $\left\{M_{i}\right\}_{i \in N}$ be a non-empty set of models for $P$. Then the intersection $\Pi_{i \in N} M_{i}$ is also a model for $P$.

Proof: Let $M=\Pi_{i \in N} M_{i}$. Clearly, $M$ is an interpretation for $P$. If $M$ is not a model for $P$, then either some representational types, representational objects or rules are not satisfied by $M$.

It is trivial to show that $M$ must satisfy the type system of the program $P$.
Suppose that a representational object $t$ in $P$ which is

$$
o: p\left(l_{1} \rightarrow o_{1}, l_{2} \rightarrow\left\{o_{s_{1}}, \ldots, o_{s_{n}}\right\}, l_{3} \rightarrow\left\{o_{t_{1}}, \ldots, o_{t_{m}}\right\}^{\prime}\right)
$$

cannot be satisfied by $M$. Since $M_{i}, i \in N$ are models of $P$, then $M_{i} \vDash t$. That is, $o \in \pi_{i}(p), \sigma_{i}\left(l_{1}\right)(o)=o_{1}, \sigma_{i}\left(l_{2}\right)(o)=\left\{o_{s_{1}}, \ldots, o_{s_{n}}\right\}, \sigma_{i}\left(l_{3}\right)(o) \supseteq\left\{o_{t_{1}}, \ldots, o_{t_{n}}\right\}$, for all $i \in N$. We have $o \in \cap_{i \in N} \pi_{i}(p), \cap_{i \in N} \sigma_{i}\left(l_{1}\right)(o)=o_{1}, \cap_{i \in N} \sigma_{i}\left(l_{2}\right)(o)=\left\{o_{s_{1}}, \ldots, o_{s_{n}}\right\}$. $\cap_{i \in N} \sigma_{i}\left(l_{3}\right)(o) \supseteq\left\{o_{t_{1}}, \ldots, o_{t_{n}}\right\}$. Therefore $M \vDash t$, which is a contradiction.

Suppose a rule $r$ in $P$ which is

$$
A \Leftarrow A_{1}, \ldots, A_{n}
$$

cannot be satisfied by $M$. Now let us consider every ground substitution $\theta_{j}, j \in N$. If not every $M_{i}$ is such that $M_{i} \vDash A_{1} \theta_{j}, \ldots, M_{i} \vDash A_{n} \theta_{j}$, then we do not have $M \models A_{1} \theta_{j}, \ldots, M \models A_{n} \theta_{j}$. Therefore we have $M \models r \theta_{j}$. That is, $M$ cannot satisfy the body therefore satisfy the rule, which is a contradiction. Suppose for all $M_{i}$ we have $M_{i} \vDash A_{1} \theta_{j}, \ldots, M_{i} \models A_{n} \theta_{j}$. Then $M \models A_{1} \theta_{j}, \ldots, M \models A_{n} \theta_{j}$. Since every $M_{i}$ is a model of $P$, we have $M_{i} \vDash A \theta_{j}$. So $M \models A \theta_{j}$. Therefore $M \models r \theta_{j}$, which is still a contradiction. For all ground substitution $\theta_{j}, j \in N$, we have $M \models r \theta_{j}$, that is, $M \models r$, which is a contradiction.

The above theorem says that the NLO programs preserve the model intersection property of traditional logic programming, based on Definition 7.4 for the model intersection.

Definition 7.5 A model $M$ of $P$ is minimal iff for each model $N$ of $P$, if $N \sqsubseteq M$ then $N=M$.

Definition 7.6 A model $M$ of $P$ is least iff for each model $N$ of $P, M \sqsubseteq N$.

Theorem 7.7 If a definite program $P$ has a model, then it has a unique least model which is the intersection of all possible models for $P$ denoted by $M_{P}$.

Proof: Direct from the definition.

Note that the intersection of all possible models for $P$ is just the greatest lower bound of all possible models.

Example 7.5 For the interpretations $I, I_{1}, I_{2}$ in the examples 7.1 and 7.2, the least model is $I$. If we define the union of two interpretations in a similar way, we will note that the union may even not be an interpretation. For example, the union of $I_{1}$ and $I_{2}$ contain $o_{3}: p(f \rightarrow 3)$ and $o_{3}: p(f \rightarrow 4)$.

Theorem 7.8 The set $\left\{M_{i}\right\}_{i \in N}$ of all possible models of a given definite program is a partially ordered set under $\sqsubseteq$.

Proof: Direct from the definition.

Theorem 7.9 All possible models $\left\langle\left\{M_{i}\right\}_{i \in N}, \sqsubseteq\right\rangle$ of a definite program form a meetsemilattice.

Proof: Direct from the definition.

Theorem 7.10 Let $P$ be a definite program. If $P$ has a model, then $M_{P}=\{F \mid F$ is a logical consequence of $P\}$.

Proof: We have that
$F$ is a logical consequence of $P$.
iff $P \cup\{\neg F\}$ is unsatisfiable, by theorem 6.8.
iff $P \cup\{\neg F\}$ has no Herbrand models, by theorem 7.2.
iff for every Herbrand model $M$ of $P$, not $M \models \neg F$.
iff for every Herbrand model $M$ of $P, M \models F$.
iff $F \in M_{P}$.

Definition 7.7 Given a definite program $P$, its declarative semantics is given by its unique least model $M_{P}$ if it has.

Unlike traditional logic programming in which every definite program has a unique least model. A definite NLO program may not have a model, let alone a unique least model.

Example 7.6 Consider the following definite program $P_{2}=\langle S, O B, R\rangle$.
(a). Type System $S$

```
person: type(isa }->{\mathrm{ object })\gender }->{\mathrm{ "Male","Female" }>.
```

(b). Object Base $O B$

```
mary : person(gender }->\mathrm{ "Female").
```

john : person(gender $\rightarrow$ "Male").
(c). Rules $R$
mary : person $($ gender $\rightarrow X) \Leftarrow j o h n: \operatorname{person}($ gender $\rightarrow X)$.
Following are two interpretations for the program.

$$
\begin{aligned}
I_{1}= & \{\text { person }: \operatorname{type}(\text { isa } \rightarrow\{\text { object }\})\langle\text { gender } \rightarrow\{\text { "Male", "Female" }\}\rangle, \\
& \text { mary }: \operatorname{person}(\text { gender } \rightarrow \text { "Female" }), \\
& j \text { ohn }: \operatorname{person}(\text { gender } \rightarrow \text { "Male" })\} . \\
I_{2}= & \{\text { person }: \operatorname{type}(\text { isa } \rightarrow\{\text { object }\})\langle\text { gender } \rightarrow\{\text { "Male", "Female" }\}\rangle, \\
& \text { mary }: \operatorname{person}(\text { gender } \rightarrow \text { Male" }), \\
& \text { john }: \operatorname{person~}(\text { gender } \rightarrow \text { "Male" })\} .
\end{aligned}
$$

But neither of them are models of the program. In fact, this program has no models because the single-valued attribute gender of mary has two different values.

Example 7.7 Consider the following definite program $P_{3}$.

$$
\begin{aligned}
& \text { student }: \text { type }\langle\text { age } \rightarrow\{15 . .35\}\rangle . \\
& \text { alan }: \text { student }(\text { age } \rightarrow 36) .
\end{aligned}
$$

This program has no model because the object alan is not well-typed.

Definition 7.8 Given a definite program $P$ and a query ?- $L_{1}, \ldots, L_{n}$, a correct answer to it is a ground substitution $\theta$ such that $M_{P} \models L_{1} \theta, \ldots, M_{P} \vDash L_{n} \theta$.

Example 7.8 For the definite program $P_{1}$ and its interpretation $I$ in Example 7.1, we know that $I$ is the least model based on the previous discussions. Therefore the semantics of $P_{1}$ is given by $I$. Given a query ?- o: $P(L \rightarrow Y)$, the only answer to it is $\theta=\{P / q, L / s, Y /\{1,2\}\}$. Given another query ?- $P: \operatorname{type}\langle L \rightarrow Q\rangle$, there are two answers to it: $\theta_{1}=\{P / p, L / f, Q /$ integer $\}, \theta_{2}=\{P / q, L / s, Q /$ set(integer $\left.)\right\}$.

### 7.2 Bottom-up Computation for Definite Programs

Based on the above discussions, if a definite program has a model, then it has a least model. This least model is the intersection of all models and contains all logic consequence of the program. This section shows that this least model can be obtained by the operator defined as follows, which corresponds to the bottom-up computation of proof theory shown in Chapter 2 :

Definition 7.9 Given a normal program $P=\langle S, O B, R\rangle$ and an interpretation $I$, . then an operator $T_{P}$ over $I$ is defined as follows.

$$
\begin{gathered}
T_{P}(I)=\left\{A \theta \mid A \Leftarrow L_{1}, \ldots, L_{n} \in R \text { and there exists a ground substitution } \theta\right. \\
\text { such that } \left.I \vDash L_{1} \theta, \ldots, I \vDash L_{n} \theta\right\} .
\end{gathered}
$$

Note that a definite program is also a normal program.

Theorem 7.11 Given a definite program $P, T_{P}$ is monotonic, i.e, if $I_{1} \sqsubseteq I_{2}$, then $T_{P}\left(I_{1}\right) \sqsubseteq T_{P}\left(I_{2}\right)$.

Proof: For every rule $A \Leftarrow A_{1}, \ldots, A_{n} \in R$, because of $I_{1} \sqsubseteq I_{2}$, if $I_{1} \vDash A_{1} \theta, \ldots$, $I_{1} \models A_{n} \theta$, then $I_{2} \models A_{1} \theta, \ldots, I_{2} \models A_{n} \theta$. So $T_{P}\left(I_{1}\right) \sqsubseteq T_{P}\left(I_{2}\right)$.

Theorem 7.12 Let $P$ be a normal program and $I$ be an interpretation of $P$. Then $I$ is a model for $P$ iff $T_{P}(I) \sqsubseteq I$.

Proof: $I$ is a model for $P$ iff for each rule $A \Leftarrow A_{1}, \ldots, A_{n}$ in $P$, we have $I \models A_{1} \theta, \ldots$, $I \models A_{n} \theta$ implies $I \models A \theta$ iff $T_{P}(I) \sqsubseteq I$.

Definition 7.10 Given a definite program $P=\langle S, O B, R\rangle$, the powers of the operator $T_{P}$ is defined as follows:

$$
\begin{aligned}
& T_{P} \uparrow 0=S \cup O B \\
& T_{P} \uparrow n=T_{P}\left(T_{P} \uparrow(n-1)\right) \cup S \cup O B \\
& T_{P} \uparrow \omega=l u b\left\{T_{P} \uparrow n \mid \omega \text { denotes the first ordinal number and } n \in \omega\right\}
\end{aligned}
$$

Example 7.9 For the definite program $P_{1}$ again. We have:

$$
\begin{aligned}
T_{P} \uparrow 0 & =S \cup O B \\
T_{P} \uparrow 1 & =T_{P}\left(T_{P} \uparrow 0\right) \cup T_{P} \uparrow 0 \\
& =S \cup O B \cup\{o: q(s \rightarrow\{1,2\})\} \\
T_{P} \uparrow \omega & =\ldots=T_{P} \uparrow 3=T_{P} \uparrow 2=T_{P} \uparrow 1=I
\end{aligned}
$$

Theorem 7.13 The powers of the operator $T_{P}$ have the following properties.
(a). For all $\alpha, T_{P} \uparrow \alpha \subseteq l f p\left(T_{P}\right)$.
(b). For all $\alpha \in \omega, T_{P} \uparrow \alpha \subseteq T_{P} \uparrow(\alpha+1)$
(c). For all $\alpha, \beta \in \omega$, if $\alpha \leq \beta$, then $T_{P} \uparrow \alpha \subseteq T_{P} \uparrow \beta$.
(d). For all $\alpha, \beta \in \omega$, if $\alpha \leq \beta$ and $T_{P} \uparrow \alpha=T_{P} \uparrow \beta$, then $T_{P} \uparrow \alpha=l f p\left(T_{P}\right)$.

Proof: Direct from the definition.

This theorem says that $T_{P}$ is monotonic.

Theorem 7.14 Let $X=\left\{T_{P} \uparrow n \mid n \in \omega\right\}$. Then $X$ is directed, i.e., every finite subset of $X$ has an upper bound in $X$, and $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\}\right) \subseteq l u b(X)$ iff $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\}\right) \subseteq I$, for some $I \in X$.

Proof: The first part of the theorem is straightforward. For the second part, it is trivial that $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\}\right) \subseteq I$ implies $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\} \subseteq l u b(X)\right.$.

Assume that $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\}\right) \subseteq l u b(X)$. Then for each $i, 1 \leq i \leq n$, we have $\nu\left(B_{i}\right) \in l u b(X)$. If not $\nu\left(B_{i}\right) \in I$ for all $I \in X$, then not $\nu\left(B_{i}\right) \in l u b(X)$, which is a contradiction to assumption. Therefore, for each $\nu\left(B_{i}\right)$, there is some $I_{i} \in X$ where $\nu\left(B_{i}\right) \in I_{i}$. Since there are only a finite number of $I_{i}$ and every finite subset of $X$ has an upper bound in $X$ (part one of the theorem), we have some $I \in X$ such that $I=l u b\left(\left\{I_{1}, \ldots, I_{n}\right\}\right)$ and $\nu\left(\left\{B_{1}, \ldots, B_{n}\right\}\right) \subseteq I$.

The above theorem is just used by the following theorem.

Theorem 7.15 Let $P=\langle S, O B, R\rangle$ and $X=\left\{T_{P} \uparrow n \mid n \in \omega\right\}$. Then $T_{P}$ is continuous on $X$, i.e., $T_{P}(\operatorname{lub}(X))=\operatorname{lub}\left(T_{P}(X)\right)$, and $T_{P} \uparrow \omega=\operatorname{lfp}\left(T_{P}\right)$.

Proof: Now we have that

$$
\begin{aligned}
& \nu(A) \in T_{P}(l u b(X)) \\
& \text { iff } A \Leftarrow A_{1}, \ldots, A_{n} \in R \text { and } \nu\left(\left\{A_{1}, \ldots, A_{n}\right\}\right) \subseteq l u b(X) \\
& \text { iff } A \Leftarrow A_{1}, \ldots, A_{n} \in R \text { and } \nu\left(\left\{A_{1}, \ldots, A_{n}\right\}\right) \subseteq I \text {, for some } I \in X
\end{aligned}
$$

by theorem 7.14
iff $\nu(A) \in T_{P}(I)$ for some $I \in X$
iff $\nu(A) \in l u b\left(T_{P}(X)\right)$.
So we have $T_{P}(l u b(X))=\operatorname{lub}\left(T_{P}(X)\right)$.
For the second part of the theorem, we have that

$$
\begin{aligned}
& T_{P}\left(T_{P} \uparrow \omega\right)=T_{P}(l u b(X))=\operatorname{lub}\left(T_{P}(X)\right) \\
& =\operatorname{lub}\left\{T_{P}\left(T_{P} \uparrow n\right) \mid n \in \omega\right\}=T_{P} \uparrow \omega \\
& \text { So } T_{P} \uparrow \omega=\operatorname{lfp}\left(T_{P}\right)
\end{aligned}
$$

Now we come to the major result of the theory. This theorem provides a fixpoint characterization of the least model of a definite program, as in traditional logic programming.

Theorem 7.16 (Fixpoint Characterization of the Least Model)
Let $P=\langle S, O B, R\rangle$ be a program. If it has a model, then $T_{P} \uparrow \omega=M_{P}$. In other words, $T_{P} \uparrow \omega$ is a model of $P$ and every model of $P$ contains $T_{P} \uparrow \omega$.

Proof 1: $M_{P}=g l b\{I \mid I$ is a model for $P\}$, by theorem 7.7

$$
\begin{aligned}
& =g l b\left\{I \mid T_{P}(I) \sqsubseteq I\right\}, \text { by theorem } 7.12 \\
& =l f p\left(T_{P}\right), \text { by theorem } 6.1 \\
& =T_{P} \uparrow \omega, \text { by theorem } 7.15 .
\end{aligned}
$$

Proof 2: (1). $T_{P} \uparrow \omega$ is model of $P$.
Assume $T_{P} \uparrow \omega$ is not a model. Then there is a rule in $R$ of the form

$$
A \Leftarrow A_{1}, \ldots, A_{n} .
$$

and a ground substitution $\theta$ such that $T_{P} \uparrow \omega \vDash A_{1} \theta, \ldots T_{P} \uparrow \omega \vDash A_{n} \theta$, but not
$T_{P} \uparrow \omega \vDash A \theta$. For each $i$, there exists a $j$ such that $T_{P} \uparrow j \vDash A_{i} \theta$. Let $\alpha(i)$ denote this $j$ and $m$ be $\max \{\alpha(i) \mid 1 \leq i \leq n\}$. Then for some $m^{\prime}>m, T_{P} \uparrow m^{\prime} \vDash A \theta$. By monotonicity of $T_{P}, T_{P} \uparrow \omega \vDash A \theta$, which is a contradiction.
(2). Every model of $P$ contains $T_{P} \uparrow \omega$.

Let $N$ be a model. We prove by induction that $T_{P} \uparrow i \sqsubseteq N$. The basis is obvious. Assume the claim holds for $T_{P} \uparrow i$, and consider $T_{P} \uparrow_{i+1}$. Since $N$ is a model of $P, T_{P}(N) \sqsubseteq N$ by Theorem 7.12. Now that $T_{P} \uparrow i \sqsubseteq N$, we have $T_{P} \uparrow(i+1)=$ $T_{P}\left(T_{P} \uparrow i\right) \cup S \cup O B \sqsubseteq T_{P}(N) \sqsubseteq N$. Hence also $T_{P} \uparrow(i+1) \sqsubseteq N$.

Note that if a program has no model, then $T_{P} \uparrow \omega$ may not even be an interpretation of the program.

Example 7.10 Consider the definite program $P_{2}$ in Example 7.6 again. By the definition, we have

$$
\begin{aligned}
T_{P} \uparrow 0 & =S \cup O B \\
T_{P} \uparrow 1 & =T_{P}\left(T_{P} \uparrow 0\right) \cup T_{P} \uparrow 0 \\
& =S \cup B \cup\{\text { mary }: \text { person }(\text { gender } \rightarrow \text { "Male" })\} \\
T_{P} \uparrow \omega & =\ldots=T_{P} \uparrow 3=T_{P} \uparrow 2=T_{P} \uparrow 1=I_{1} \cup I_{2} \\
& \supset\{\text { mary }: \text { person }(\text { gender } \rightarrow \text { "Male" }) \\
& \text { mary }: \text { person }(\text { gender } \rightarrow \text { "Female" })\}
\end{aligned}
$$

which is not an interpretation of the program.

The reason for the problem is that the attribute gender of mary has two different values. The theorem 7.16 only says that if a program has a model, then it has a least model $M_{P}$ which is equal to $T_{P} \uparrow \omega$.

### 7.3 Perfect Model Semantics for Normal Programs

As discussed above, for a definite program $P$, if it has a model, then it has following properties:

- $T_{P}$ is monotonic,
- the intersection of two models of $P$ is still a model of $P$, and
- $P$ has a least model $M_{P}$.

The declarative semantics of $P$ is given by $M_{P}$ which equals $T_{P} \uparrow \omega$.
However, as in traditional logic programming, normal programs do not enjoy these properties. Let $P$ be a normal program, that is, a program which has negation in the body of a rule or sets in both body and head of a rule. We have

- $T_{P}$ need not be monotonic,
- the intersection of two models of $P$ need not be a model of $P$, and
- $P$ may have no least model.

Example 7.11 Consider the following normal program $P_{4}$
mary : person.
$X:$ female $\Leftarrow X:$ person $, \neg X:$ male.
This program has two models $M_{1}=\{$ mary $:$ person, mary $:$ female $\}$ and $M_{2}=$ $\{$ mary : person,mary : male\}. Their intersection is \{mary : person $\}$ which is not a model. Both $M_{1}$ and $M_{2}$ are minimal models, but there is no least model. We have $\{$ mary $:$ person $\} \sqsubseteq M_{2}, T_{P}(\{$ mary $:$ person $\})=M_{1}$, and $T_{P}\left(M_{2}\right)=\{ \}$. Since $M_{1} \nsubseteq\{ \}, T_{P}$ is not monotonic.

Example 7.12 Consider another normal program $P_{5}$ whose type system is omitted.

$$
\begin{aligned}
& a_{1}: p(f \rightarrow 1) . \\
& b_{1}: q\left(s_{1} \rightarrow\{Y\}\right) \Leftarrow O: p(f \rightarrow Y) . \\
& c_{1}: r\left(s_{2} \rightarrow\{Y\}\right) \Leftarrow O: q\left(s_{1} \rightarrow Y\right) .
\end{aligned}
$$

Following are three models of the program.

$$
\begin{aligned}
& M_{1}=\left\{a_{1}: p(f \rightarrow 1), b_{1}: q\left(s_{1} \rightarrow\{1\}\right), c_{1}: r\left(s_{2} \rightarrow\{\{1\}\}\right)\right\} . \\
& M_{2}=\left\{a_{1}: p(f \rightarrow 1), a_{2}: p(f \rightarrow 2), b_{1}: q\left(s_{1} \rightarrow\{1,2\}\right), c_{1}: r\left(s_{2} \rightarrow\{\{1,2\}\}\right)\right\} . \\
& M_{3}=\left\{a_{1}: p(f \rightarrow 1), a_{2}: p(f \rightarrow 3), b_{1}: q\left(s_{1} \rightarrow\{1,3\}\right), c_{1}: r\left(s_{2} \rightarrow\{\{1,3\}\}\right)\right\} .
\end{aligned}
$$

Their intersection is $\left\{a_{1}: p(f \rightarrow 1), b_{1}: q\left(s_{1} \rightarrow\{1\}\right), c_{1}: r\right\}$ which is not a model. Here $M_{1}, M_{2}$ and $M_{3}$ are all minimal models, but there is no least model. Let $I_{1}=$ $\left\{b_{1}: q\left(s_{1} \rightarrow\{1\}\right)\right\}$ and $I_{2}=\left\{b_{1}: q\left(s_{1} \rightarrow\{1,2\}\right)\right\}$. We have $I_{1} \sqsubseteq I_{2} T_{P}\left(I_{1}\right)=\left\{c_{1}:\right.$ $\left.r\left(s_{1} \rightarrow\{\{1\}\}\right)\right\}$, and $T_{P}\left(I_{2}\right)=\left\{c_{1}: r\left(s_{1} \rightarrow\{\{1,2\}\}\right)\right\}$. That is, $T_{P}\left(I_{1}\right) \nsubseteq T_{P}\left(I_{2}\right)$. So $T_{P}$ is nonmonotonic. Note that this program can have many minimal models.

### 7.3.1 Stratified Programs

Similar to traditional logic programming, we restrict every normal program to be stratified so that a distinguished minimal model, if it has, can be selected in a very natural and intuitive way as the intended semantics of the program.

Definition 7.11 Let $P=\langle S, O B, R\rangle$ be a program. The depends-on relationship, denoted by <, between types and between attributes in $R$, and an auxiliary relation $\leq$ are defined as follows.

D1. Let $p$ and $q$ be two types. $p<q$, if there is a rule in $R$ with $p$ in the head and $q$ in the body, and the term in which $q$ occurs is negated, or either the term in which $p$ occurs or the term in which $q$ occurs involves sets. If $p<q$, then for every attribute $a t t_{p}$ of $p$ and every attribute $a t t_{q}$ of $q$, we have $a t t_{p}<a t t_{q}$.
D2. Let $p$ and $q$ be two types. $p \leq q$, if there is a rule in $R$ with $p$ in the head and $q$ in the body, and the terms in which $p$ and $q$ occur have no negations and do
not involve sets. If $p \leq q$, then for every attribute $a t t_{p}$ of $p$ and every attribute $a t t_{q}$ of $q$, we have $a t t_{p} \leq a t t_{q}$.
D3. Let $a t t_{1}$ and $a t t_{2}$ be two attributes. $a t t_{1}<a t t_{2}$, if they are the attributes of the same type and there is a rule in $R$ with $a t t_{1}$ in the head and $a t t_{2}$ in the body, and the term in which $a t t_{2}$ occurs is negated, or either the term in which $a t t_{1}$ occurs or the term in which $a t t_{2}$ occurs involve sets.
D4. Let $a t t_{1}$ and $a t t_{2}$ be two attributes. $a t t_{1} \leq a t t_{2}$, if they are the attributes of the same type and there is a rule in $R$ with $a t t_{1}$ in the head and $a t t_{2}$ in the body, and the terms in which $a t t_{1}$ and $a t t_{2}$ occur have no negations and do not involve sets.
D5. If $A \leq B$ and $B \leq C$, then $A \leq C$.
D6. If $A<B$ and $B<C$, then $A<C$.

Example 7.13 For the programs $P_{4}$ in Example 7.11 and $P_{5}$ in Example 7.12, we have female $<$ male by D1, female $\leq$ person by $\mathrm{D} 2, r<q, q<p$ by D 1 , and $r<q$ by D6.

Example 7.14 Consider the following normal program $P_{6}$ which is an NLO version of the program in Example 2.4, the type system is obvious and omitted both in the program and in models.

$$
\begin{aligned}
& \text { peter : person (in } \rightarrow \text { water }) \text {. } \\
& \text { phil: person(can } \rightarrow \text { swim). } \\
& X: \operatorname{person}(\text { could } \rightarrow \operatorname{sink}) \Leftarrow X: \operatorname{person}(\text { in } \rightarrow \text { water }), \\
& \neg X: \operatorname{person}(c a n \rightarrow \text { swim }) . \\
& X: \operatorname{person}(i s \rightarrow h a p p y) \Leftarrow X: \operatorname{person}(i n \rightarrow \text { water }), \\
& \neg X: \operatorname{person}(c o u l d \rightarrow \operatorname{sink}) .
\end{aligned}
$$

We have could $\leq i n$ and $i s \leq i n$ by D4, could $<c a n$ and $i s<c o u l d$ by D3, is $<$ can by D5, etc.

Definition 7.12 Let $P=\langle S, O B, R\rangle$ be a normal program. A definition of a class $p$ in $P$ is the subset of $P$ consisting of all rules in $R$ such that $p$ occurs in the head
of them, and all objects in $O B$ in which $p$ occurs. A definition of values of a factual attribute att in $P$, we mean the subset of $P$ consisting of all rules in $R$ such that att occurs in the head of them, and all objects in $O B$ in which att occurs.

Definition 7.13 A program $P=\langle S, O B, R\rangle$ is stratified if there is a partition $P=$ $P_{0} \cup P_{1} \ldots P_{n}$ where $P_{0}=O B \cup S$, such that the following conditions hold for $i=0, \ldots, n$.

- if $A<B$, then the definition of $B$ is contained within $\cup_{j<i} P_{j}$.
- if $A \leq B$, then the definition of $B$ is contained within $\cup_{j \leq i} P_{j}$.

Each $P_{i}$ is called a stratum of $P$.

Definition 7.14 Let $P$ be a normal program. The dependency graph $G$ of $P$ is the directed graph. The nodes of $G$ consist of all types and attributes of $P$. There is an edge ( $p, q$ ) in $G$ iff $p<q$, or $p \leq q$. Furthermore, the edge $(p, q)$ is marked with a $<$ or $\leq$ depending on $p<q$ or $p \leq q$.

A dependency graph of $P$ represents the relation depend-on between types and attributes of $P$.

Definition 7.15 A program $P$ is stratified iff in its dependency graph there is no cycles containing a < edge.

Proof: Essentially the same as the proof in [ABW88]

Since a program has only finite types and attributes, The above theorem suggests a simple test whether a program is stratified. It is trivial to check that the programs $P_{4}$ in Example 7.11, $P_{5}$ in Example 7.12, and $P_{6}$ in Example 7.14 are stratified.

Example 7.15 Following is a program which is not stratified.

$$
\begin{aligned}
& X: \text { boredPerson } \Leftarrow X: \text { person(hobbies } \rightarrow\}) . \\
& X: \text { person }(\text { hobbies } \rightarrow\{t v\}) \Leftarrow X: \text { boredPerson. }
\end{aligned}
$$

We have both boredPerson $<$ person and person $<$ boredPerson. That is, there is a cycle containing < edges in its dependency graph. Therefore, this program is not stratified.

Definition 7.16 Let $P$ be a normal program and $I_{1}=\left\langle U, \Sigma, \Gamma, \pi_{1}, \sigma_{1}, g_{\mathcal{T}}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ and $I_{2}=\left\langle U, \Sigma, \Gamma, \pi_{2}, \sigma_{2}, g_{\tau}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$ be two interpretations of $P$. Then the difference of $I_{1}$ and $I_{2}$ is an interpretation $I=\left\langle U, \Sigma, \Gamma, \pi_{1}, \sigma_{1}, g_{\tau}, g_{\mathcal{L}}, g_{\mathcal{O}}, g_{\mathcal{F}}\right\rangle$, denoted by $I=I_{1}-I_{2}$ is defined as follows:
d1. $\pi($ type $)=\pi_{1}($ type $)$.
d2. $o \in \pi(p)$, if $o \in \pi_{1}(p)$ and $o \notin \pi_{2}(p)$ for every $p \in \pi($ type $)$;
$o \in \pi(p)$, if $o \in \pi_{1}(p)$ and $o \in \pi_{2}(p)$ and there is a label $l$ such that $\sigma(l)$ is defined on $o$, for every $p \in \pi($ type $)$;
d3. if $\sigma_{1}(l)$ is defined on $o \in U$ and $\sigma_{2}(l)$ is not defined on $o \in U$, then then $\sigma(l)$ is defined on $o$ and $\sigma(l)(o)=\sigma_{1}(l)(o)$;
if both $\sigma_{1}(l)$ and $\sigma_{2}(l)$ are defined on $o \in U$, and $\sigma_{1}(l)(o) \neq \sigma_{2}(l)(o)$, then $\sigma(l)$ is defined on $o$ and $\sigma(l)(o)=\sigma(l)(o)-\sigma_{2}(l)(o)$;
if both $\sigma_{1}(l)$ and $\sigma_{2}(l)$ are defined on $o \in U$, and $\sigma_{1}(l)(o)=\sigma_{2}(l)(o)$, then $\sigma(l)$ is not defined on $o$.

### 7.3.2 Perfect Model

Now that we have defined the depend-on relation and model difference, we are prepared to define the notion of a perfect model. It is our goal to minimize definitions of classes and factual attribute values which are depended on by others as much as possible, even at the expense of enlarging the set of definitions of classes and factual attribute values which depend on the minimized ones.

Definition 7.17 Let $P$ be a normal program and suppose that $M$ and $N$ are two distinct models of $P$. Then $N$ is said to be preferable to $M$, denoted by $N \ll M$, if for every object in $N-M$, in which $A$ occurs, there is an object in $M-N$, in which $B$ occurs, such that $A<B$. A model $M$ of $P$ is perfect if there are no models preferable to $M$.

Theorem 7.17 Preferabilty is a transitive relation on models.

Proof: Assume $N \ll M \ll Q$. We show that $N \ll Q$. Since by Definition 7.17 , $\ll$ is irreflexive, we first show $N \neq Q$, that is, they are distinct. Assume that $N=Q$. Then we have $Q \ll M \ll Q$. Since $M \ll Q, Q \sqsubseteq M$ is impossible. Similarly, $Q \ll M, M \sqsubseteq Q$ is impossible. Hence both $Q-M$ and $M-Q$ are nonempty. From $M \ll Q$, we have that for every $A$ in $M-Q$, there exists a $B$ in $Q-M$ such that $A<B$. Now from $Q \ll M$, we have a $C$ in $M-Q$, such that $B<C$, and so on. Since $<$ is transitive and irreflexive on the finite set of types and attributes which appear in the program, it cannot have infinite decreasing chains, which is a contradiction. Thus, $N \neq Q$.

To show that $N \ll Q$, consider a $A$ in $N-Q$. If $A$ is also in $M$, then it is in $M-Q$, so we can deduce the existence of a $B$ in $Q-M$ such that $A<B$. If $B$ is not in $N$, we are done. If $B$ is in $N$, then it is in $N-M$, which allows us to infer the existence of yet another $C$ in $M-N$ such that $B<C$. If $C$ is in $Q$, then it is in $Q-N$ and we are done. Otherwise, it is in $M-Q$, so we have the same situation as we previously had for $A$. Since there exist no infinite decreasing chains of $<$, a member in $Q-N$ must eventually be found. The case where $A$ is not in $M$ is handled similarly.

Theorem 7.18 If $N \sqsubseteq M$, then $N \ll M$. In particular, the perfect model is minimal.

Proof: The first assertion is obvious and the second immediately follows from the first.

The converse of the above theorem is, in general, not true. A normal program may have many minimal models as the program $P_{4}$ and $P_{5}$ show. This theorem says that a perfect model is just one of them. An advantage of the concepts of preferability and perfect model is that they are based on the depend-on relations between types and attributes, and are independent of the specific stratification chosen for a program.

Theorem 7.19 Let $P$ be a definite program and supposed $P$ has a model. $N \ll M$ if and only if $N \sqsubseteq M$. Consequently, a model of $P$ is perfect if and only if it is the least model of $P$.

Proof: Since $P$ is a definite program, the depend-on relation $<$ is empty. Consequently, $N \ll M$ iff $N \sqsubseteq M$.

Theorem 7.20 In order to show that a model $M$ is perfect it suffices to show that there are no minimal models preferable to $M$.

Proof: Suppose that there is no minimal models preferable to $M$ and suppose that $N$ is a model such that $N \ll M$. Let $K$ be a minimal model such that $K \sqsubseteq N$. Then $K \ll M$, which is a contradiction.

Example 7.16 Consider the program $P_{4}$ and its two models $M_{1}$ and $M_{2}$ in Example 7.11. Since $M_{1}-M_{2}=\{$ mary $:$ female $\}$ and $M_{2}-M_{1}=\{$ mary $:$ male $\}$ (by
d2) and we have female < male based on Example 7.13, $M_{1} \ll M_{2}$. Consequencely, $M_{1}$ is perfect.

Example 7.17 For the program $P_{5}$ and its three minimal models $M_{1}, M_{2}, M_{3}$, we have $M_{1}-M_{2}=\left\{c_{1}: r\left(s_{2} \rightarrow\{\{1\}\}\right)\right\}$ and $M_{2}-M_{1}=\left\{a_{2}: p(f \rightarrow 1), b_{1}: q\left(s_{1} \rightarrow\right.\right.$ $\left.\{2\}, c_{1}: r\left(s_{2} \rightarrow\{\{1,2\}\}\right)\right\}$ (by d3). Since $r<p$ based on Example 7.13, $M_{1} \ll M_{2}$. Similarly we have $M_{1} \ll M_{3}$. Consequencely, $M_{1}$ is the perfect model.

Example 7.18 Consider the program $P_{6}$ in Example 7.14, following are its four models.

$$
\begin{aligned}
& \left.M_{1}=\{\text { peter }: \text { person(in } \rightarrow \text { water }), \text { phil }: \text { person(can } \rightarrow \text { swim }\right), \\
& \text { peter : person(could } \rightarrow \text { sink) \} } \\
& M_{2}=\{\text { peter : person }(\text { in } \rightarrow \text { water }) \text {, phil }: \text { person }(\text { can } \rightarrow \text { swim }), \\
& \text { peter : person }(\text { can } \rightarrow \text { swim), peter }: \text { person }(i s \rightarrow \text { happy }),\} \\
& M_{3}=\{\text { peter : person }(\text { in } \rightarrow \text { water }), \text { phil : person }(\text { can } \rightarrow \text { swim }), \\
& \text { peter : person(can } \rightarrow \text { swim), peter : person(could } \rightarrow \text { sink) \} } \\
& M_{4}=\{\text { peter }: \operatorname{person}(\text { in } \rightarrow \text { water }), \text { phil }: \text { person }(\text { can } \rightarrow \text { swim }), \\
& \text { peter : person }(\text { can } \rightarrow \text { swim }), \text { phil : person }(\text { could } \rightarrow \operatorname{sink}) \text {, } \\
& \text { peter : person(could } \rightarrow \text { sink), phil : person(is } \rightarrow \text { happy), } \\
& \text { peter : person(is } \rightarrow \text { happy), phil: person(is } \rightarrow \text { happy }) \text { \} }
\end{aligned}
$$

We have $M_{1}-M_{2}=\{$ peter : person(could $\left.\rightarrow \operatorname{sink})\right\}$ and $M_{2}-M_{1}=\{$ peter : person(can $\rightarrow$ swim), peter : person(is $\rightarrow$ happy) \}. Since could $<$ can, $M_{1} \ll$ $M_{2}$. Similarly, $M_{1} \ll M_{3}, M_{1} \ll M_{4}, M_{2} \ll M_{3}, M_{2} \ll M_{4}$, and $M_{3} \ll M_{4}$. Consequently, $M_{1}$ is perfect.

Definition 7.18 Given a normal program $P$, its declarative semantics is given by its unique perfect model $M_{P}$ if it has.

Definition 7.19 Given a normal program $P$ and a query ?- $L_{1}, \ldots, L_{n}$, a correct answer to it is a ground substitution $\theta$ such that $M_{P} \models L_{1} \theta, \ldots, M_{P} \models L_{1} \theta$.

### 7.4 Bottom-up Computation for Normal Programs

The last section gives a precise characterization of the semantics of a stratified normal program. The main results presented there are purely declarative. They do not immediately lead to any constructive method for evaluating the program and computing the answers to the query. This section shows that this perfect model can be obtained by bottom-up computation.

First, we re-define powers of an operator $T_{P}$ of a program $P$.

Definition 7.20 Given a normal program $P=\langle S, O B, R\rangle$, the powers of the operator $T_{P}$ is defined as follows:

$$
\begin{aligned}
& T_{P} \uparrow 0(I)=I \\
& T_{P} \uparrow n(I)=T_{P}\left(T_{P} \uparrow(n-1)(I)\right) \cup T_{P}(n-1)(I) \\
& T_{P} \uparrow \omega(I)=\operatorname{lub}\left\{T_{P} \uparrow n(I) \mid n \in \omega\right\}
\end{aligned}
$$

Theorem 7.21 If $T_{P}$ is monotonic, then

$$
T_{P} \uparrow(n)(I)=T_{P}\left(T_{P} \uparrow(n-1)(I)\right) \cup I
$$

Proof: First we have

$$
T_{P} \uparrow n(I)=T_{P}\left(T_{P} \uparrow(n-1)(I)\right) \cup T_{P} \uparrow(n-1)(I) \supseteq T_{P} \uparrow(n-1)(I)
$$

Since $T_{P}$ is monotonic, we have

$$
\begin{equation*}
T_{P}\left(T_{P} \uparrow n(I)\right) \supseteq T_{P}\left(T_{P} \uparrow(n-1)(I)\right) \tag{1}
\end{equation*}
$$

Now we prove the theorem by induction on $n$. Since

$$
T_{P} \uparrow 1(I)=T_{P}\left(T_{P} \uparrow 0(I)\right) \cup T_{P} \uparrow 0(I)=T_{P}\left(T_{P} \uparrow 0(I)\right) \cup I
$$

the theorem holds for $n=1$. Assume it holds for $n=k$, that is,

$$
\begin{equation*}
T_{P} \uparrow k(I)=T_{P}\left(T_{P} \uparrow(k-1)(I)\right) \cup I \tag{2}
\end{equation*}
$$

Consider $n=k+1$, we have

$$
\begin{align*}
T_{P} \uparrow(k+1)(I) & =T_{P}\left(T_{P} \uparrow k(I)\right) \cup T_{P} \uparrow k(I) & & \\
& =T_{P}\left(T_{P} \uparrow k(I)\right) \cup T_{P}\left(T_{P} \uparrow(k-1)(I)\right) \cup I & & \text { by }(2) \\
& =T_{P}\left(T_{P} \uparrow k(I)\right) \cup I & & \text { by }(1) \tag{1}
\end{align*}
$$

Therefore, the theorem holds for all $n$.

The above theorem says that Definition 7.20 generalizes Definition 7.10.

Definition 7.21 Let $P$ be a normal program stratified by $P=P_{0} \cup \ldots \cup P_{n} . M_{n}$ is defined as follows.

$$
\begin{aligned}
& M_{0}=S \cup O B, \\
& M_{1}=T_{P_{1}} \uparrow \omega\left(M_{0}\right), \\
& M_{2}=T_{P_{2} \uparrow \omega\left(M_{1}\right),}^{\ldots} \\
& M_{n}=T_{P_{n}} \uparrow \omega\left(M_{n-1}\right) .
\end{aligned}
$$

Theorem 7.22 Let $P$ be a normal program stratified by $P=P_{0} \cup \ldots \cup P_{n}$. Then $T_{P_{i}}$ is monotonically increasing, $1 \leq i \leq n$.

Proof: Directly from the definition.

Let $M_{P}$ be the unique perfect model of $P$. It is intended to show that $M_{n}$ is a model of $P$ and $M_{n}$ is preferable to every other models of $P$, that is, $M_{n}=M_{P}$. We first consider a program which has only two strata.

Theorem 7.23 Let $P$ be a program, stratified by $P=P_{0} \cup P_{1} \cup P_{2}$. If $P$ has a model, then
(1). $M_{1}$ is a model of $P_{0} \cup P_{1}$.
(2). $M_{2}$ is a model of $P$.
(3). If $N$ is a model of $P$ such that $N \sqcap M_{1}=M_{1}$, then $M_{2} \sqsubseteq N$.

Proof. (1): It follows directly from Theorem 7.16
(2): We first prove by induction on $i$ that $T_{P_{2}} \uparrow i\left(M_{1}\right) \sqcap M_{1}=M_{1}$. The claim is obviously true for $i=0$. Since the program is stratified, applying $T_{P_{2}}$ to $T_{P_{2}} \uparrow i\left(M_{1}\right)$ does not add any values to attributes and any objects to the classes in $P_{1}$. The claim follows.

Next, we show that $M_{2}$ is a model of $P$. Let $r$ in $P_{2}$ be

$$
\begin{equation*}
A \Leftarrow L_{1}, \ldots, L_{n} \tag{1}
\end{equation*}
$$

and assume that for some $\theta, M_{2} \vDash L_{i} \theta, 1 \leq i \leq n$. Since $T_{P_{2}} \uparrow i\left(M_{1}\right)$ is monotonically increasing by Theorem 7.22 and $T_{P_{2}} \uparrow \omega\left(M_{1}\right)$ is its limit, For each $i$, there exist $\alpha(i)$ such that $T_{P_{2}} \uparrow \alpha(i) \vDash L_{i} \theta$, so for a sufficiently large $q$, we have $T_{P_{2}} \uparrow q \vDash L_{k} \theta$. For some $l>q, r$ is one of the rules in $P_{2}$ applied to $T_{P_{2}} \uparrow l\left(M_{1}\right)$, to produce $T_{P_{2}} \uparrow(l+1)\left(M_{1}\right)$. It follows that $T_{P_{2}} \uparrow(l+1)\left(M_{1}\right) \models A \theta$; hence $T_{P_{2}} \uparrow \omega\left(M_{1}\right) \models A \theta$.
(3): Let $N$ be a model such that $N \sqcap M_{1}=M_{1}$. We show by induction that $T_{P_{2}} \uparrow i\left(M_{1}\right) \sqsubseteq N$. For $i=0$, the claim is trivial. Assume the claim holds for $T_{P_{2}} \uparrow i\left(M_{1}\right)$, and consider $T_{P_{2}} \uparrow(i+1)\left(M_{1}\right)$. Let $r$ be a rule in $P_{2}$ of the form (1) above, whose application to $T_{P_{2}} \uparrow i\left(M_{1}\right)$ adds $A \theta$ to $T_{P_{2}} \uparrow(i+1)\left(M_{1}\right)$. Since $N \sqcap M_{1}=M_{1}$, the body of the rule, under the substitution $\theta$, is satisfied by $N$. Since $N$ is a model of $R$, we have $N \models A \theta$. Thus, $T_{P_{2}} \uparrow(i+1)\left(M_{1}\right) \sqsubseteq N$.

Theorem 7.24 Let $P$ be a normal program stratified by $P=P_{0} \cup P_{1} \cup P_{2}$. If $P$ has a model, then $M_{2}$ is the unique perfect model of $P$.

Proof: We just need to prove that $M_{2}$ is preferable to every model of $P$. Let $N$ be any model of $P$ that is different from $M_{2}$. If $N \sqcap M_{1}=M_{1}$, then by Theorem 7.23, $M_{2} \sqsubseteq N$; hence $M_{1} \ll N$. If $N \sqcap M_{1} \neq M_{1}$, then it must contain something that is
not in $M_{1}$, and hence also not in $M_{2}$. It follows that in this case also, $M_{2} \ll N$.

Now we are ready for the general case.

Theorem 7.25 Let $P$ be a normal program stratified by $P=P_{0} \cup \ldots \cup P_{n}$. Suppose that $P$ has a model. Then $M_{n}$ is a model of $P$ and for each $i, 1 \leq i \leq n, M_{n} \sqcap M_{i}=$ $M_{i}$.

Proof: We show, using induction on $i$, that $M_{i}$ is a model of $P_{0} \cup \ldots \cup P_{i}$, and for all $j, 0 \leq j<i, M_{i} \sqcap M_{j}=M_{j}$. When $i=n$, we prove the theorem.

For the basis, $i=0$, the claim is trivially true. Assume the claim hold for some $i \geq 0$. By Theorem 7.23, $M_{i+1}$ is a model of $P_{0} \cup \ldots \cup P_{i+1}$ and $M_{i+1} \sqcap M_{j}=M_{j}$, $0 \leq j<i+1$.

Theorem 7.26 Let $P$ be a normal program stratified by $P=P_{0} \cup \ldots \cup P_{n}$. Suppose that $P$ has a model. Then $M_{n}$ is preferable to every other model of $P$. That is $M_{P}=M_{n}$.

Proof: Let $N$ be a model of $P$ and is different from $M_{n}$. Then the restriction of $N$ to the classes and attributes in $P_{0} \cup \ldots \cup P_{i}$ is a model of $P_{0} \cup \ldots \cup P_{i}$. Denote this restriction by $N_{i}$. Now, let $j$ be the smallest integer such that $M_{j} \neq N_{j}$. Then $M_{i}=N_{i}$ for all $i \leq j$. From Theorem 7.24, it follows that $M_{j} \sqsubseteq N_{j}$. Therefore, if $M_{n}-N \neq\{ \}$, the definition of each $A$ in this difference must belong to $P_{k}$, for some $k>j$. It follows that $M_{n}$ is preferable to $N$.

This theorem tells exactly how to compute the perfect model $M_{P}$ of the program $P$. The stratum zero contains $O B \cup S$. Then, some further classes and attribute
values defined (perhaps recursively) without the use of negation and sets in stratum 1 are obtained. Next, some new classes and new attribute values defined in terms of the previous ones, possibly with the use of negation and sets in stratum are obtained. This process is iterated. Then $M_{n}$ is the perfect model.

Theorem 7.27 Given a program $P$ and a query $Q$ with type or label variables, whether or not there is an answer to the query is decidable, based on the above bottom up computation.

Proof: For the given program $P$, the types and attribute labels are finite. Thus, the substitutions to the type and label variables in the query $Q$ are finite.

This theorem says that even though we have type and label variables in NLO which make it higher-order, it is still decidable.

## Chapter 8

## Transformation into Prolog

Chapters 5, 6 and 7 have shown that NLO has an expressive syntax and sound semantics. This chapter shows that NLO is also implementable in practice. It shows that satisfiable NLO programs and queries can be transformed into semantically equivalent Prolog programs and queries and get correct answers.

It is assumed that in Prolog, there are three built-in predicates: integer $(X)$ which is true if $X$ is substituted by an integer, $\operatorname{string}(X)$ which is true if $X$ is substituted by a string, setof $(X, P, S)$ which is true if the set of all substitutions of $X$ such that $P$ is true is $S$. In Prolog, there is no real concept of sets, but lists. But sets are normally represented indirectly by lists. To simplify the presentation of the transformation, it is assumed that sets are directly representable in Prolog in standard set notation $\{\ldots\}$. It is also assumed that predicates subset, member, union, intersection and difference over sets are pre-defined.

### 8.1 Transformation of Types

A type in NLO is a name which may have a factual property and a number of definitional properties which impose constraints on the factual properties which all objects possessing this type should have. Associated with a type is a class which is the set of all known objects possessing this type. Therefore, each type as well
as class of NLO is transformed into five predicates: type, object_of, attribute, attribute_value, and class. The predicate type is used for denoting the existence of a type. If $p$ is a type, then type $(p)$ will be in the transformed program. The predicate object_of is used for denoting that an object is known to belong to a class. If $o$ is an object in the class $p$, then object_of $(o, p)$ will be in the transformed program. The predicate attribute is used for the definitional properties of types. If $p$ has a definitional property $l \rightarrow q$, then attribute $(p, l, q)$ will be in the transformed program. The predicate attribute_value is used for the factual properties of types. If $p$ has a single-valued factual property $l \rightarrow q$, then attribute_value $(p, l, q)$ will be in the transformed program. If $p$ has a set-valued factual property $l \rightarrow\left\{q_{1}, \ldots, q_{n}\right.$, then attribute_value $\left(p, l, q_{1}\right), \ldots$, attribute_value $\left(p, l, q_{n}\right)$ will be in the transformed program. The predicate class is used for the class associated with a type. If $p$ is a finite type, and $a_{1}, \ldots, a_{n}$ are all elements of this type, then $\operatorname{class}\left(p,\left\{a_{1}, \ldots, a_{n}\right\}\right)$ will be in the transformed program. If $p$ is an infinite type, then it is impossible to list all its extension and $\operatorname{class}(p, p)$ is used. The meta type type is used only for the semantics of NLO programs so that it is not needed to include it in the transformed program.

### 8.1.1 Transformation of Built-in Types

The following transformations of the three built-in types, integer, string and object are included in the transformed program of NLO if they are used.

```
type(integer).
object_of(X,integer) :- integer (X).
class(integer,integer).
```

```
type(string).
object_of(X,string) :- string(X).
class(string,string).
type(object).
attribute_value(object,isa,{object}).
class(object,X) :- setof(Y,object_of(Y,object),X).
```

The first group says that integer is a type, objects of integer are integers and the class associated with the type integer is integer. The second group says that string is a type, objects of string are strings and the class associated with the type string is string. The last group says that object is a type, object has a factual property called isa whose value is $\{o b j e c t\}$ and the class object contains all objects of type $p$. In fact, the last rule can be generalized for all finite classes as follows.

$$
\operatorname{class}(T, X):- \text { type }(T), T \neq \operatorname{integer}, T \neq \operatorname{string}, \operatorname{setof}\left(Y, o b j e c t \_o f(Y, T), X\right)
$$

### 8.1.2 Transformation of Set Types

According to the semantics of NLO, if $p$ is a type, then $\operatorname{set}(p)$ is a set type. The objects of the set type $\operatorname{set}(p)$ are subsets of the class $p$. The class $\operatorname{set}(p)$ is $\operatorname{set}(p)$ if $p$ is infinite, otherwise, is the power set of class $p$. Based on the semantics, following is its transformation.

$$
\begin{aligned}
& \text { type }(\operatorname{set}(P)):-\operatorname{type}(P) . \\
& \operatorname{object\_ of}(X, \operatorname{set}(P)):-\operatorname{type}(\operatorname{set}(P)), \operatorname{subset}(X, Y), \operatorname{class}(P, Y) . \\
& \operatorname{class}(\operatorname{set}(P), \operatorname{set}(P)):-\operatorname{class}(P, P) . \\
& \operatorname{class}(\operatorname{set}(P), X):-\operatorname{setof}(Y,(\operatorname{class}(P, Z), \operatorname{subset}(Y, Z)), X) .
\end{aligned}
$$

The third rule above deals with integer and string. Based on it, we can infer class(set(integer), set(integer)).

### 8.1.3 Transformation of Basic Types

Since basic types are directly used in the program, rather than explicitly defined, whenever they occur in the program, the following transformation will be used.

If $\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type, then it is transformed into

$$
\begin{aligned}
& \text { type }\left(\left\{a_{1}, \ldots, a_{n}\right\}\right) . \\
& \text { object_of }\left(X,\left\{a_{1}, \ldots, a_{n}\right\}\right):-\left(X=a_{1} ; \ldots ; X=a_{n}\right), \\
& \quad(\text { object_of }(X, \text { string }) ; \text { object_of }(X, \text { integer })) .
\end{aligned}
$$

If $s=\left\{a_{1}, \ldots, a_{n}\right\}$ is a basic type, then it is transformed into

$$
\text { type }(s)
$$

$$
\text { object_of }(X, s):-\left(X=a_{1} ; \ldots ; X=a_{n}\right),
$$

(object_of $(X$, string $) ;$ object_of $(X$, integer $))$.
If $\{l b . . r b\}$ is a basic type, then it is transformed into

```
type({lb..rb}).
object_of(X,{lb..rb}):- object_of(X,integer ), X\geqlb,X\leqrb.
```

If $s=\{l b . . r b\}$ is a basic type, then it is transformed into

```
type(s).
object_of(X,s) :- object_of(X,integer ),X \geqlb,X\leqrb.
```

Example 8.1 The transformations of the basic types gender $=\{$ "Male", "Female" $\}$ and $\{0 . .120\}$ are as follows:

```
type(gender).
object_of(X,gender) :- object_of(X,string),
    (X = "Male"; X = "Female").
type({0..120}).
object_of(X,{0..120}) :- object_of(X,integer),0\leqX,X\leq120.
```


### 8.1.4 Transformation of Representational Types

For each representational type $p$ with a definitional property defined by $p:$ type $\langle l \rightarrow q\rangle$, its transformation is

```
type(p).
attribute(p,l,q) :- type(q).
```

For each representational type with a factual property defined by $p:$ type $\left(i s a \rightarrow\left\{p_{1}, \ldots, p_{m}\right\}\right)$, its transformation is

```
type(p).
attribute_value(p,isa, { ( }\mp@subsup{1}{1}{},\ldots,\mp@subsup{p}{n}{}}):- type( ( p1),\ldots,type ( ( prn)
object_of(X,\mp@subsup{p}{1}{}) :- object_of ( }X,p)
...
object_of(X, p
attribute (p,L,Q) :- attribute ( }\mp@subsup{p}{1}{},L,Q)
...
attribute (p,L,Q) :- attribute ( }\mp@subsup{p}{n}{},L,Q)
```

Example 8.2 Consider the following two representational types of NLO:

$$
\begin{aligned}
& \text { person }: \text { type }(\text { isa }\rightarrow\{\text { object }\}) \\
&\langle\text { se } \rightarrow \text { gender }, \\
& \text { age }\rightarrow\{0 . .120\}\rangle . \\
& \text { student }: \text { type }(\text { is } a\rightarrow\{\text { person }\}) \\
&\langle\text { age } \rightarrow\{15 . .35\}, \\
& \text { studying_in } \rightarrow \text { dept }, \\
&\text { taking } \rightarrow \text { set }(\text { course })\rangle .
\end{aligned}
$$

Their transformations are

```
type(person).
attribute_value(student,isa,object) :- type(object).
object_of(X,object) :- object_of(X,person).
attribute(person, L,Q) :- attribute(object, L,Q).
attribute(person, sex, gender) :- type(gender).
attribute(person,age, {0..120}) :- type({0..120}).
```

```
type(student).
attribute_value(student,isa,person) :- type(person).
object_of(X,person) :- object_of(X, student).
attribute(student, L,Q) :- attribute(person, L,Q).
attribute(student,age, {15..35}) :- type({15..35}).
attribute(student, studying_in,dept) :- type(dept).
attribute(student, taking, set(course)) :- type(set(course)).
```


### 8.2 Transformation of Objects

For a representational object $o$ with a full factual property represented by $o: p\left(l \rightarrow o_{t}\right)$, the transformation is as follows:

$$
\begin{aligned}
& \text { object_of }(o, p) . \\
& \text { attribute_value }\left(o, l, o_{t}\right) \text {. }
\end{aligned}
$$

For a representational object $o$ with a partial factual property represented by $o: p\left(l \rightarrow\left\{o_{1}, \ldots, o_{n}\right\}^{\prime}\right)$, an additional predicate attribute_member is used for every member of the set. The transformation is as follows:

```
object_of \((o, p)\).
attribute_member \(\left(o, l, o_{1}\right)\)
...
attribute_member \(\left(o, l, o_{n}\right)\)
attribute_value \((O, L, X)\) :- \(\operatorname{setof}(Y\), attribute_member \((O, L, Y), X)\)
```

Note that the rule above is quite general and applicable to all objects with partial factual attribute values. Thus it should be included in the transformed program.

Example 8.3 Consider the following two representational objects:

$$
\begin{gathered}
\text { mary }: \operatorname{person}(\text { se } x \rightarrow \text { "Female", } \\
\text { age } \rightarrow 28) . \\
\text { joh } n: \text { person }(\text { age } \rightarrow 35, \\
\text { studies_in } \rightarrow \text { math },
\end{gathered}
$$

$$
\begin{aligned}
& \text { takes } \rightarrow\{m 203, m 321, \text { cs } 213\}^{\prime}, \\
& \text { borrows } \rightarrow\{\text { prolog, databases }\}) .
\end{aligned}
$$

Their transformations are

```
object_of(mary,person).
attribute_value(mary, sex, "Female").
attribute_value(mary,age, 28).
object_of(john,person).
attribute_value(john,age,35),
attribute_value(john,studies_in,math).
attribute_member(john,taking,m203).
attribute_member(john,taking,m321).
attribute_member(john,taking,cs213).
attribute_value(john,borrow, {prolog,databases}).
```


### 8.3 Transformation of Basic Terms

Basic terms are used in queries and in rules either in head or in body. The transformation shown here only applies to the basic terms used in queries and in bodies of rules.

For a basic term $X: p$, its transformation is
object_of $(X, p)$.
For a basic term $X: p(l \rightarrow Y)$, where $Y$ is either a variable, or an object, its transformation is
object_of $(X, p)$,
attribute_value $(X, l, Y)$.
For a basic term $X: p\left(l \rightarrow\left\{o_{1}, \ldots, o_{n}\right\}^{\prime}\right)$, its transformation is
object_of $(X, p)$,
attribute_value $(X, l, Y)$ ),
member $\left(o_{1}, Y\right)$,

$$
\cdots \quad \cdots \quad{ }_{m b e r}\left(o_{n}, Y\right)
$$

For a basic term $X: p(l \rightarrow\{Y\})$, where $Y$ is a variable, its transformation is object_of $(X, p)$,
attribute_value $(X, l, Z)$,
member ( $Y, Z$ ).

### 8.4 Transformation of Basic Literals

Similar to basic terms, the transformation shown here only applies to the basic literals used in queries and in bodies of rules.

Let $\psi$ be a basic term and $\operatorname{trans}(\psi)$ stand for the transformation of $\psi$. Then for arithmetic expressions, their transformation are straightforward:

$$
\begin{aligned}
& \operatorname{trans}\left(\psi_{1}+\psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right)+\operatorname{trans}\left(\psi_{2}\right) \\
& \operatorname{trans}\left(\psi_{1}-\psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right)-\operatorname{trans}\left(\psi_{2}\right) \\
& \operatorname{trans}\left(\psi_{1} \times \psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right) \times \operatorname{trans}\left(\psi_{2}\right) \\
& \operatorname{trans}\left(\psi_{1} \div \psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right) \div \operatorname{trans}\left(\psi_{2}\right)
\end{aligned}
$$

For set expressions, their transformation are as follows.

$$
\begin{aligned}
& \operatorname{trans}\left(\psi_{1} \cup \psi_{2}\right)=\text { union }\left(\operatorname{trans}\left(\psi_{1}\right), \operatorname{trans}\left(\psi_{2}\right)\right) \\
& \operatorname{trans}\left(\psi_{1} \cap \psi_{2}\right)=\text { intersection }\left(\operatorname{trans}\left(\psi_{1}\right), \operatorname{trans}\left(\psi_{2}\right)\right) . \\
& \operatorname{trans}\left(\psi_{1} \backslash \psi_{2}\right)=\operatorname{difference}\left(\operatorname{trans}\left(\psi_{1}\right), \operatorname{trans}\left(\psi_{2}\right)\right) .
\end{aligned}
$$

For a negation of a basic term $\neg \psi$, its transformation consists of the negative sign followed by the transformation of the basic term without negation, i.e.

$$
\operatorname{trans}(\neg \psi)=\neg(\operatorname{trans}(\psi))
$$

For a disjunctive basic term $\psi_{1} ; \psi_{2}$, it transformation is
$\operatorname{trans}\left(\psi_{1} ; \psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right) ; \operatorname{trans}\left(\psi_{2}\right)$.
For arithmetic comparison expressions, their transformations are straightforward.
$\operatorname{trans}\left(\psi_{1} \leq \psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right) \leq \operatorname{trans}\left(\psi_{2}\right)$.
$\operatorname{trans}\left(\psi_{1} \geq \psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right) \geq \operatorname{trans}\left(\psi_{2}\right)$.
$\operatorname{trans}\left(\psi_{1}<\psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right)<\operatorname{trans}\left(\psi_{2}\right)$.
$\operatorname{trans}\left(\psi_{1}>\psi_{2}\right)=\operatorname{trans}\left(\psi_{1}\right)>\operatorname{trans}\left(\psi_{2}\right)$.
For set comparison expressions, their transformations are as follows.
$\operatorname{trans}\left(\psi_{1} \subset \psi_{2}\right)=\operatorname{subset}\left(\operatorname{trans}\left(\psi_{1}\right), \operatorname{trans}\left(\psi_{2}\right)\right), \operatorname{trans}\left(\psi_{1}\right) \neq \operatorname{trans}\left(\psi_{2}\right)$.
$\operatorname{trans}\left(\psi_{1} \supset \psi_{2}\right)=\operatorname{subset}\left(\operatorname{trans}\left(\psi_{2}\right), \operatorname{trans}\left(\psi_{1}\right)\right), \operatorname{trans}\left(\psi_{1}\right) \neq \operatorname{trans}\left(\psi_{2}\right)$.
$\operatorname{trans}\left(\psi_{1} \subseteq \psi_{2}\right)=\left(\operatorname{subset}\left(\operatorname{trans}\left(\psi_{1}\right), \operatorname{trans}\left(\psi_{2}\right)\right) ; \operatorname{trans}\left(\psi_{1}\right)=\operatorname{trans}\left(\psi_{2}\right)\right)$.
$\operatorname{trans}\left(\psi_{1} \supseteq \psi_{2}\right)=\left(\operatorname{subset}\left(\operatorname{trans}\left(\psi_{2}\right), \operatorname{trans}\left(\psi_{1}\right)\right) ; \operatorname{trans}\left(\psi_{1}\right)=\operatorname{trans}\left(\psi_{2}\right)\right)$.

### 8.5 Transformation of Rules

A rule consists of a head and a body of the form $A \Leftarrow b o d y$. The body is a collection of basic literals $L_{1}, \ldots, L_{n}$, each of which is either a basic term, the negation of a basic term, a disjunctive basic term or an expression. The transformation of the body of a rule is just the conjunction of the transformation of the literals in the body. That is, $\operatorname{trans}(b o d y)=\operatorname{trans}(L 1), \ldots, \operatorname{trans}\left(L_{n}\right)$.

The head of a rule is a basic term. But its transformation is different from the transformation of a basic term. It depends on the usage of the rule.

A rules can be used in two different ways. One is to deduce factual attribute values of existing representational objects. The other is to construct new representational objects and deduces their attribute values. In the later case, object constructors are
used.

Let $X: p(l \rightarrow Y) \Leftarrow b o d y$ be a rule. If $X$ is not an object constructor, then the rule only has the following transformation.

$$
\text { attribute_value }(X, l, Y) \text { :- trans(body). }
$$

Otherwise the rule has the following additional transformation.

$$
\text { object_of }(p, X) \text { :- type }(p), \operatorname{trans}(\text { body }) .
$$

Let $X: p\left(l \rightarrow\left\{o_{1}, \ldots, o_{n}\right\}^{\prime}\right) \Leftarrow$ body be rules. If $X$ is not an object constructor, then the rule only has the following transformation.

```
attribute_member(X,l,o, ) :- trans(body).
    ...
attribute_member(X,l,on}):- trans(body)
```

Otherwise the rule has the following additional transformation.

$$
\text { object_of }(p, X):-\operatorname{type}(p), \operatorname{trans}(b o d y) .
$$

Let $X: p(l \rightarrow\{Y\}) \Leftarrow$ body be a rule. If $X$ is not an object constructor, then the rule only has the following transformation.

$$
\text { attribute_member }(X, l, Y):-\operatorname{trans}(b o d y) .
$$

Otherwise the rule has the following additional transformation.

$$
\text { object_of }(p, X):-\operatorname{type}(p), \operatorname{trans}(b o d y) .
$$

Let $r$ be a rule of the form:

$$
X: p\left(l_{1} \rightarrow X_{1}, \ldots, l_{n} \rightarrow X_{n}\right) \Leftarrow \operatorname{body} .
$$

If $X$ is not an object constructor, then the rule $r$ only has the following transformation.

$$
\operatorname{trans}\left(X: p\left(l_{1} \rightarrow X_{1}\right):-(b o d y)\right)
$$

$$
\underset{\operatorname{trans}\left(X: p\left(l_{1} \rightarrow X_{n}\right):-(b o d y)\right) . ~}{\text {. }}
$$

Otherwise the rule has the following additional transformation.

$$
\text { object_of }(p, X):-\operatorname{type}(p), \operatorname{trans}(b o d y) .
$$

Example 8.4 Consider the following two NLO rules which only deduce factual attribute values of existing objects.
(1) $X: \operatorname{person}(a d d r e s s \rightarrow Y) \Leftarrow A \leq 20$

$$
\begin{aligned}
& X: \text { person }(\text { age } \rightarrow A, \text { father } \rightarrow Z) \\
& Z: \text { person }(\text { address } \rightarrow Y)
\end{aligned}
$$

(2) $X:$ employee $($ heading $\rightarrow\{Y\}) \Leftarrow Y:$ employee $($ working_in $\rightarrow D)$, $D: \operatorname{dept}(h e a d \rightarrow X)$.

Their transformations are:
(1) attribute_value $(X$, address,$Y):-A \leq 20$,

$$
\text { object_of }(X, \text { person }),
$$ attribute_value $(X, a g e, A)$, attribute_value $(X$, father,$Z)$, object_of $(Z$, person $)$, attribute_value $(Z, a d d r e s s, Y)$.

(2) attribute_member ( $X$, heading,$Y$ ) :- object_of $(Y$, employee $)$, attribute_value $(Y$, works_in,$D)$, object_of $(D$, dept $)$, attribute_value $(D$, head, $X)$.

Example 8.5 Consider the following rule which constructs new objects and deduce their factual attribute values.

$$
h(X, Y): p\left(s_{1} \rightarrow\{Z\}\right) \Leftarrow X: q\left(s_{2} \rightarrow\{Y\}\right), Y: r(f \rightarrow Z)
$$

The transformation is:

$$
\begin{aligned}
\text { object_of }(h(X, Y), p):- & \text { object_of }(X, q), \\
& \text { attribute_member }\left(X, s_{2}, Y\right),
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{l}
\text { object_of }(Y, r), \\
\text { attribute_value }(Y, f, Z),
\end{array} \\
& \text { attribute_member }\left(f\left(h(X, Y), s_{1}, Z\right):-\right. \text { object_of }(X, q), \\
& \text { attribute_member }\left(X, s_{2}, Y\right), \\
& \text { object_of }(Y, r), \\
& \text { attribute_value }(Y, f, Z) .
\end{aligned}
$$

### 8.6 Transformation of Typed Terms and Literals

For a typed term $P:$ type, its transformation is

$$
\text { type }(P) .
$$

For a typed term $P: \operatorname{type}(L \rightarrow\{Q\})$, where $Q$ is a variable, its transformation is

$$
\begin{aligned}
& \operatorname{type}(P) \\
& \text { attribute }(P, L, Z), \\
& \text { member }(Q, Z)
\end{aligned}
$$

For a typed term $P: \operatorname{type}\left(L \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}\right)$, its transformation is

```
type(P),
attribute(P,L,{q},\ldots.,\mp@subsup{q}{n}{}})
```

For a typed term $P: \operatorname{type}\left(L \rightarrow\left\{q_{1}, \ldots, q_{n}\right\}^{\prime}\right)$, Its transformation is

```
type(P),
attribute(P,L,Q),
member (q},\mp@code{,}Q)
member (qn,Q).
```

For a typed term $P: \operatorname{type}\langle L \rightarrow Q\rangle$, where $Q$ is a variable, its transformation is type $(P)$, attribute $(P, L, Q)$.

For a typed term $P: \operatorname{type}\left\langle L_{1} \rightarrow P_{1}, \ldots, L_{n} \rightarrow P_{n}\right\rangle$, its transformation is

$$
\begin{aligned}
& \operatorname{trans}\left(P: \operatorname{type}\left\langle L_{1}, \rightarrow P_{1}\right\rangle\right) . \\
& \cdots \\
& \operatorname{trans}\left(P: \operatorname{type}\left\langle L_{n}, \rightarrow P_{n}\right\rangle\right) .
\end{aligned}
$$

For a typed term $X: P$, its transformation is

$$
\begin{aligned}
& \text { type }(P), \\
& \text { object_of }(X, P) .
\end{aligned}
$$

For a typed term $X: P(L \rightarrow Y)$, its transformation is

```
type(P),
object_of(X,P),
attribute(X,L,Y).
```

For a typed term $X: P\left(L \rightarrow Y^{\prime}\right)$, its transformation is

$$
\begin{aligned}
& \text { type }(P), \\
& \text { object_of }(X, P), \\
& \text { attribute }(P, L, Z), \\
& \text { subset }(Y, Z) .
\end{aligned}
$$

For a typed term $X: P\left(L_{1} \rightarrow Y_{1}, \ldots, L_{n} \rightarrow Y_{n}\right)$, its transformation is

$$
\begin{aligned}
& \operatorname{trans}\left(X: P\left(L_{1}, \rightarrow Y_{1}\right)\right) . \\
& \ldots \\
& \operatorname{trans}\left(X: P\left(L_{n}, \rightarrow Y_{n}\right)\right) .
\end{aligned}
$$

For a typed literal $\delta_{1}=\delta_{2}$, its transformation is

$$
\operatorname{trans}\left(\delta_{1}\right)=\operatorname{trans}\left(\delta_{2}\right)
$$

For the negation of a typed term $\neg \psi$, its transformation consists of the negative sign followed by the transformation of the typed term without negation, i.e.

$$
\operatorname{trans}(\neg \psi)=\neg(\operatorname{trans}(\psi))
$$

For a disjunctive typed term $\psi_{1} ; \psi_{2}$, it transformation is $\left(\operatorname{trans}\left(\psi_{1}\right) ; \operatorname{trans}\left(\psi_{2}\right)\right)$.

Example 8.6 Consider the following typed terms and literals:
(1) workstudent : type $(i s a \rightarrow\{$ student, employee $\}$ ).
(2) person : type $(L \rightarrow\{Q\})$.
(3) $\neg P:$ type $\left(i s a \rightarrow\{\text { person }\}^{\prime}\right)$.
(4) $P: \operatorname{type}\langle L \rightarrow Q\rangle$.

Their transformations are as follows.
(1) type(workstudent), attribute_value(workstudent, isa, \{student, employee\}).
(2) type(person), attribute_value(person, isa, $Z$ ), member $(Q, Z)$.
(3) $\neg($ type $(P)$, attribute_value $(P, i s a, Z)$, member $($ person,$Z))$.
(4) type ( $P$ ),
attribute $(P, L, Q)$.

### 8.7 Transformation of Queries

A query is a conjunction of literals of form ?- $L_{1}, \ldots, L n$. Its transformation is just the conjunction of transformed literals, that is,

$$
\operatorname{trans}\left(?-L_{1}, \ldots, L n\right)=?-\operatorname{trans}\left(L_{1}\right), \ldots, \operatorname{trans}\left(L_{n}\right)
$$

Example 8.7 Consider the following queries:
(1) ?- $X:$ person $\left(\right.$ children $\left.\rightarrow\{j e n n y\}^{\prime}\right)$
(2) ?- mary : person(children $\rightarrow\{X\}$ ), $X:$ person(children $\rightarrow Y$ ).
(3) ?- $P: \operatorname{type}\left(L_{1} \rightarrow Q_{1}\right)\left\langle L_{2} \rightarrow Q_{2}\right\rangle$
(4) ? $-X: P(L \rightarrow Y)$.

Their transformations are
(1) ?- object_of $(X$, person $)$,
attribute_value $(X$, children,$Y)$,
member (jenny, $Y$ ).
(2) ?- object_of(mary, person),
attribute_value(mary, children, $X$ ), object_of $(X$, person $)$, attribute_value $(X$, children,$Y)$.
(3) ?- type ( $P$ ),
attribute_value $\left(P, L_{1}, Q_{1}\right)$,
attribute $\left(P, L_{2}, Q_{2}\right)$.
(4) ?- type ( $P$ ),
object_of $(X, P)$,
attribute_value $(X, L, Y)$.

### 8.8 Correctness of Transformation

The previous sections have shown how to transform NLO programs and queries into Prolog programs and queries. The transformation is justified by the following theorems.

Theorem 8.1 Let $P$ be an NLO program and assume that $P$ is satisfiable and $M_{P}$ is the intended semantics of $P$. Let $P^{*}$ be the transformed program, that is, $\operatorname{trans}(P)=P^{*}$ and $M_{P^{*}}$ be the intended semantics of $P^{*}$. Then $\operatorname{trans}\left(M_{P}\right)=M_{P^{*}}$.

Proof: Let $P=\langle S, O B, R\rangle$. Then $S \cup O B \sqsubseteq M_{P}$. It is straightforward to show that $\operatorname{trans}(S) \cup \operatorname{trans}(O B) \subseteq M_{P *}$. Suppose $M_{P} \vDash o$ and $o$ is not in $O B \cup S$, then
we can prove by induction on the stratum of $P$ that $M_{P^{*}} \models \operatorname{trans}(o)$, similar to the proof in Theorem 7.25 Therefore, $\operatorname{trans}\left(M_{P}\right) \subseteq M_{P^{*}}$.

Now consider every fact in $M_{P^{*}}$ which is one of the following forms: type $(p)$, object_of $(o, p)$, attribute $(p, l, q)$, attribute_value $\left(o, l, o_{t}\right)$, attribute_member $\left(o, l, o_{t}\right)$, and $\operatorname{class}(p, c)$. Then it is easy to show that
if $M_{P^{*}} \vDash$ type $(p)$, then $M_{P} \vDash p:$ type;
if $M_{P *} \vDash$ object_of $(o, p)$, then $M_{P} \models o: p ;$
if $M_{P^{*}} \models$ attribute $(p, l, q)$, then $M_{P} \vDash p:$ type $\langle l \rightarrow q\rangle$;
if $M_{P^{*}} \vDash$ attribute_value $\left(o, l, o_{t}\right)$, then $M_{P} \models o: p\left(l \rightarrow o_{t}\right)$ for some $p$;
if $M_{P^{*}} \vDash \operatorname{class}(p, c)$, then $\pi(p)=c$;
if $M_{P^{*}}=$ attribute_member $\left(o, l, o_{t}\right)$, then $M_{P} \models o: p\left(l \rightarrow\left\{o_{t}\right\}^{\prime}\right)$ for some $p$.

Therefore, $\operatorname{trans}\left(M_{P}\right)=M_{P *}$.

Theorem 8.2 Let $P, M_{P}, P^{*}$ and $M_{P^{*}}$ be the same as in the theorem above and $Q$ be an arbitrary query and $Q^{*}$ be its transformation. Then $M_{P} \vDash Q \theta$ iff $M_{P *} \vDash Q^{*} \theta$.

Proof: Straightforward and omitted.

These two theorems say that satisfiable NLP programs and queries can be transformed into semantically equivalent Prolog programs and queries.

### 8.9 Summary

This chapter has shown how to transform NLO programs and queries into semantically equivalent Prolog programs and queries. Such transformation suggests that

NLO is fully implementable in practice, even though it is not intended to be implemented in this way.

Substantial sample examples have been tested using NU-Prolog and Quintus Prolog and operate correctly.

## Chapter 9

## Conclusion and Further Work

Approaches to deductive databases are subject to two opposing forces. On one side there are the stringent real-world requirements of actual databases. The requirements include efficient processing as well as the ability to express complex and subtle realworld relationships. On the other side are the simple and clear semantics of logic programming and its deductive power. The need for expressiveness has forced the deductive models away from their simple roots in logic programming.

This thesis has analyzed two significant problems inherent in deductive databases, namely complex object modeling and higher-order features. It has discussed what should be incorporated to extend deductive databases, based on the work of objectoriented programming languages and semantics and object-oriented data models. To model complex objects, we need proper notions to represent object identity, single-valued properties and set-valued properties, syntactical sets, types, classes and inheritance. To represent and manipulate schema and sets, we need variables not only for individuals, but also for nested syntactical sets, types and property names.

Several typical solutions to these two problems have been examined, and why they cannot naturally and directly satisfy the above requirements has been shown.

Based on the requirements and related work, this thesis has proposed a novel

|  | NLO |
| :--- | ---: |
| Criteria |  |
| Object is viewed as | surrogate |
| Object Identity | surrogate |
| Object Generation | Yes |
| Single-Valued Factual Property | function formation |
| Set-Valued Factual Property | function formation |
| Syntactic Sets | homogeneous |
| Nested Sets | Yes |
| Set Variables | Yes |
| Separation of Classes and Objects | Yes |
| Uniformity of Terms and Atoms | Yes |
| Type Definitions | Yes |
| Subtypes of Basic types | Yes |
| Inheritance | Yes |
| Well-defined Semantics | simple |
| Semantic Properties of Program | Yes |
|  |  |

## Table 9.1 Summary of NLO

deductive database language NLO which can naturally and directly support object identity, object properties, syntactical sets, types, classes, inheritance, schemas, sets, and higher-order queries in a uniform way. Therefore, it solves the above two problems.

The semantics of NLO given here is quite simple, natural and direct, compared to other approaches. The syntactic and semantic properties of NLO programs have also been investigated and the precisely defined semantics of NLO programs are given in the way similar to the traditional logic programming.

Table 9.1 summarizes the features of NLO based on the same criteria as in Tables 4.1 and 4.2 in Chapter 4. Table 9.2 summarizes Tables $4.1,4.2$ and 9.1 in an

|  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Criteria | LOGIN | O-Logic | R-Logic | F-Logic | LDL | L $^{2}$ | COL | NLO |
| O-view | surr | surr | surr | surr | tuple | tuple | tuple | surr |
| O-Identity | surr | surr | surr | surr | rel | rel | rel | surr |
| O-Gen. | No | Yes | Yes | Yes | rel | rel | rel | Yes |
| Single Val. | func | func | func | func | tuple | tuple | tuple | func |
| Set Val. | prolog | No | func | func | tuple | tuple | tuple | func |
| Syntac-Sets | list | No | hete | homo | hete | hete | homo | hete |
| Nested Sets | No | No | No | No | Yes | Yes | Yes | Yes |
| Set Variable | prolog | No | No | No | Yes | Yes | Yes | Yes |
| Separation | Yes | Yes | Yes | No | Yes | Yes | Yes | Yes |
| Uniformity | No | Yes | Yes | Yes | No | No | No | Yes |
| Type Def. | some | No | No | Yes | rel | rel | rel | Yes |
| Subtypes | Yes | No | No | some | No | No | No | Yes |
| Inheritance | Yes | No | No | Yes | No | No | No | Yes |
| Well-definded | No | No | complex | complex | Yes | Yes | Yes | simple |
| Sem. Prop. | No | No | No | No | Yes | Yes | Yes | Yes |
|  |  |  |  |  |  |  |  |  |

Table 9.2 Summary of Comparison of NLO with Other Approaches
abbreviated form.
This thesis has also shown that NLO can be transformed into Prolog so that it is fully implementable in practice. NLO is intended as a real deductive database language, and how to implement it efficiently is a worthwhile topic for further research.

The rest of this chapter discusses two possible extensions to NLO. Section 1 discusses the update problem which is a very important aspect of database applications. Section 2 discusses the use of type and label variables in NLO to increase its expressive power.

### 9.1 Updates

There is another significant problem existing in deductive databases which is not dealt with in this thesis. This is the update problem.

In Prolog, the basic update primitives are assert and retract. Assert is used to insert a single clause into the database. Assert always succeeds initially and fails when the computation backtracks. Clauses are deleted from the database in Prolog by calling retract. Initially, retract deletes the first clause in the database which unifies with the argument of retract. On backtracking, the next matching clause is removed. Retract fails when there are no remaining matching clauses.

The semantics of assert and retract are not well-defined. Even if we did take one particular implementation as the definition, the exact effect of calling code containing assert and retract is often difficult to predict. There are two factors to be considered: the set of answers returned and the resulting database update. These are interrelated and both rely on the procedural semantics of Prolog, rather than just the declarative semantics. The procedural semantics of Prolog affects what database updates are done. The order of execution of subgoals is as important as the logical content of the goal.

The notion of states is inherent in any notion of updates. The Dynamic Logic approach assigns state transition semantics to a logic program [NK88]. The closure operator associated with a logic program $P$ computes a state of $P$ in the sense that it assigns valuations to the variables of $P$. Updates can be viewed as transitions of a state through a state-space. In the absence of updates, a classical logic program has only one state, and queries map this state to itself. So it reduces to the classical
semantics of logic program. Two kinds of updates are distinguished in [NK88] which have different semantics. First, those in which update actions depend on the order of execution, that is, different orders of execution may yield different final states. This kind of update is represented by $(\alpha ; \beta)$ where $\alpha$ and $\beta$ stand for update predicates. The semantics for this kind does not require that $\alpha$ executed before and after $\beta$ gives the same result. The other kind are those in which all different orders of execution yield the same final state. A syntactic test has been given in that paper which can ensure this property.

The Dynamic Logic interpretation of updates [NK88] gives a clean semantics and is consonant with the operational meanings of the update predicates. But this semantics is not declarative and is too complicated to be useful.

To reduce the number of database states by grouping small changes into big ones and to address the issue of concurrency and atomicity of certain operations, the concept of transactions are introduced into deductive databases in [NTR87]. The transaction concept has been widely used in relational database systems where transactions are normally transparent to the users. A transaction is a collection of updates which must be done atomically. This naturally specifies some form of concurrency control. In [NTR87], a transaction is specified by two sets: the facts to be deleted ( $D$ ) and the facts to be inserted (I). The new database state ( $N e w_{\_} d b$ ) after the transaction is defined in terms of the old database state (Old_db) before the transaction, $D$ and $I$ :

$$
N e w_{-} d b=\left(O l d_{-} d b-D\right) \cup I
$$

This definition corresponds to performing deletions before insertions. Only if the
transaction is committed, then the updates have been made by first doing all the deletions then all the insertions.

The main advantage of introducing transactions is that it gives a simple declarative semantics for updates. However explicitly specifying transactions seems to be a burden to the user.

Another approach which can solve the update problem is that of Starlog [Cle90]. Starlog is a temporal logic programming language which handles time explicitly. Every predicate in Starlog has a temporal argument which is a real interval. So the database of Starlog is a history database and updates are represented as changes with "logical" time.

There are two ways in which time can be used in the Starlog database. One way is to use the time values to record actual history database information. Used in this way, it should be possible to query information about the past. A different way of using time in a database is just to express the semantics of updates and changes to the database. Used in this way, time would have no meaning within the database itself. In such a system the state of the database would be at its current time. A query could be made only at the current time and updates would be inserted and occur at the current time. The appropriate sequencing of updates would be ensured by giving independent sources of updates (for example different users in a multi-terminal system) their own unique time stamps.

It seems that it is possible to extend NLO based on the ideas of Starlog to solve the update problem, i.e, incorporating an explicit temporal dimension into NLO. However, more work is needed substantially.

### 9.2 Type and Label Variable in NLO Program

The theory developed in this thesis requires programs having no type and label variables. This requirement restricts the expressive power of NLO. By allowing type and label variables, all the built-in semantics of NLO are syntactically expressible. The following rules exemplify this:
(1) $P:$ type $\langle L \rightarrow T\rangle \Leftarrow P:$ type $(i s a \rightarrow\{Q\}), Q: \operatorname{type}\langle L \rightarrow T\rangle$.
(2) $O: Q \Leftarrow P: \operatorname{type}(i s a \rightarrow\{Q\}), O: P$.
(3) $\operatorname{set}(P)$ : type $\Leftarrow P$ : type.

Here $P, Q, L, T, O$ are all variables. The first and second rules are for the factual attribute isa of types. The first one says that if $P$ is a subtype of $Q$, then all definitional properties of $Q$ are also definitional properties of $P$. The second says if $P$ is a subtype of $Q$, then all objects of $P$ are also objects of $Q$. The last rule says that if $P$ is a type, then $\operatorname{set}(P)$ is also a type.

It seems possible that a theory of local stratification can be developed to deal with these requirements, similar to the local stratification theory in [Prz88]. However, unlike normal stratification, local stratification of a logic program cannot be statically checked but must be dynamically checked. Further work is needed to explore such semantics in NLO.
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