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Abstract

This paper describes, Napkin Sketch, a novel 3Dichkeg
interface which attempts to mimic the qualitiescohventional
sketching medium and tools both in terms of phygicaperties
and interaction experience. A portable tablet B@ised as the
sketching platform, and mixed reality techniques employed to
allow 3D sketches to be created on top of a physiepkin.
Intuitive manipulation and navigation within the 2@sign space
is achieved by visually tracking the tablet PC watltamera and
mixed reality markers. For sketch input, we imgraypon the
projective 3D sketching approach with a one stqulkee creation
technique. This coupled with the hardware intefpcoduces a
fluid and freeform sketching experience. Sketctogaition is
also integrated as an alternative method for 3Dtchkénput,
providing users the ability to quickly instancestixig 3D models.

CR Categories: 1.3.6 [Computer Graphics]: Methodology and
Techniques — Interaction techniques; 1.3.4 [Comp@saphics]:
Graphics Utilities — Paint systems; 1.3.5 [Compu@maphics]:
Computational Geometry and Object Modeling — Custeface,
solid, and object representations; H.5.1 [Inforowtinterfaces
and Presentation]: Multimedia Information Systeméwriificial,
augmented, and virtual realities; J.5 [Computerefid
Engineering]: Computer-aided design

Keywords:. sketch-based modeling, mixed reality, 3D design

1 Introduction

A product designer sits with his colleagues in §emshop. He
casually sips his coffee as he scans the room.ey#s settle on a
curious looking coffee cup on the counter. “What elegant

shape!” he gasps. He hastily grabs a clean naghid starts to

sketch out the shape of the coffee cup. As heersrsdme rough
strokes on the napkin, he realizes the design, sgtime minor

additions, would be perfect for the new productkaagng he is

working on. He quickly makes the modifications adds more

details to refine the design. He shows his collesgthe napkin,
and a discussion breaks out amongst them.

Sketching has long been recognized as an essemtiebss of
cognition and design [Do and Gross 1997]. It istaple in
various creative fields such as architecture andineering

especially for the preliminary stages of design adeation.

Sketching is used to quickly record ideas, exploees concepts,
and communicate with others. It provides cognitaugpport
during the design process and opens a visual dialbgtween the
designer and others [Plimmer and Apperley 2002]Jowéler,

despite its importance, it has been difficult tdegrate the
expressive but non-committing “spirit” of sketchiirg computer
design systems. Most designers prefer using caioven

sketching tools and mediums such as pencil and rpaper

computer interfaces for jotting down ideas or exrpi@ new

concepts. This is mainly due to the rigidity anehWy weight
nature of typical computer-supported design systéogh in

terms of input methods and interaction styles. e@fttomputer-
supported design requires users to be situatedrnwéthdesktop
setting and awkwardly manipulate graphical objectscreen with
a mouse or tablet. Bottom-up design approaches alze

common, where excessive precision and details areadded
from users before an overall graphical representas displayed.
Such systems hinder rather than support the ceegirocess
because the critical thinking of users can be yaBgrupted by
having to attend to premature decisions or compiarfaces.
Pencil and paper work well because they are ulmgsitand
effortless to use. Their flexibility allows usdtsbe informal and
work in the more natural top-down design approadiere users
go from rough sketches to concrete ideas throughative

exploration and refinement. However, computeresystdo offer
some distinct advantages over conventional desigis tand
mediums. Ease of editing, storage, and retrieval certainly
convenient features to have, but the most promisirtbe ability
to actively explore the 3D design space even ainpireary design
stages.

Traditionally, sketches are 2D representations@fidas. This
characteristic allows them to be created quicklhatearly design
stages, but users must mentally and physicallympcse the 2D
sketches into 3D representations at later desiggest The
process of transferring from 2D to 3D is not onlynbersome but
also redundant since users are already evaludt&igdesigns in
3D when generating 2D sketches. Sketching dirantl$D not
only streamlines the design process, but also gesvusers with
more opportunities for visual feedback and explorat[Lim
2003]. However, the challenge is to create a cdemmupported
design system which offers the same ease of ustabjldy,
flexibility, and fluidity of conventional sketchingools and
mediums. In this paper, we are presenting oumgteat an
intuitive 3D sketching system, Napkin Sketch, whidlows users
to create 3D sketches of coffee cups in coffee shop

Our research has two main contributions.

First, present a

Figure 1:Creating 3D sketches on top of a physical napkin



novel hardware interface for 3D sketching and biows This

involves a light weight tablet PC being used asuadheld mixed
reality sketch pad and a paper napkin printed witked reality
markers for visual tracking. The napkin serveslesign medium
as it did in the 2D design scenario presentedegarlit anchors
the 3D design space, allowing 3D sketches to bateteand
viewed directly on top. Users interact with thepkia using a
tablet PC. The design space can be viewed thrthgtablet PC
via a front-facing camera, and sketches can be rbgdgmply

drawing on the tablet PC. Because the 3D desigicesps
visually tracked on top of the napkin, navigatimgund the 3D
sketches is straight forward and intuitive as thenera or the
napkin can be physically moved to achieve diffengatvs. This
interface setup is beneficial for various view degent graphics
modeling and rendering methods. Our second cauitoib is

providing a complementary 3D sketching softwareetiigice

which takes advantage of the intuitive 3D navigatwovided by
our hardware interface. The utility of the systisndemonstrated
by allowing users to construct 3D scenes using 8Bpgective
sketching similar to [Dorsey et al. 2007; Kallio®0) Piccolotto
1998], where sketches created on a 2D surfacerajecfed onto
3D surfaces (typically planes) in the scene. Aabl@mne stroke
method for quickly and intuitively creating and pimsing the

target 3D surfaces for projection is also presentefSiketch
recognition is also implemented as a method toldyiinstance
existing 3D models into the scene, and with theufes of the
interface, these models can be arbitrarily oriersied positioned
simply by sketching on different surfaces and fralifferent

views.

The rest of the paper is structured as follows. fiéeprovide an
overview of related research, highlighting the @pts and
methods incorporated in our system and noting ffferences.
We then outline the design features of our systé@ngawith
motivations for our design choices. Next, we déscrthe
implementation of the system followed by a disonissof the
preliminary assessment of the system’s usabiliye conclude
with a look at future research directions includipgtential
extensions of the system using other modeling tegcles and
providing collaborative capabilities.

2 Related Work

Computer-supported sketching and 3D design is acdbemd well

researched area. Topics range from direct 3D Bk&gdn space
[Sachs et al. 1991] to quasi-3D explorations ofguied sketches
[Tolba et al. 1999]. The challenge of creatinguitite design

experiences similar to pencil and paper can beogghed from
many different directions. Our system makes imprognts and
advancements in a number of sub areas, includiegiap3D

input devices, projective 3D sketching, and geshased

modeling.

2.1 Special 3D Input Devices

One approach to improving the 3D design experiennd
avoiding the complexity of conventional 2D intedacfor 3D
design is to use 3D interfaces and interactionrtiegtes. Various
systems allow users to directly create and manipleetches and
geometry in 3D with the help of 3D tracking. Saetsl. [Sachs

et al. 1991] introduced the concept of “design alyein 3D”
with the 3-Draw system which makes use of a palafdheld 6
degrees of freedom trackers. One tracker is used @ference
for the 3D design space, while the other is used stylus. The
3DM system [Butterworth et al. 1992] uses a headumted
virtual reality display to simplify the problem &D model
manipulation and understanding. It supports a haltdpointing
device to allow users to build the 3D geometry framthin the
virtual 3D world. Similarly, HoloSketch [Deering925] uses
head-tracked stereo shutter glasses, a desktop @Rdlay
configuration, and a 3D wand manipulator to creatdual
objects directly in front of the user. These dire@nipulation
systems are simple in concept and allow uncongtaimteraction
and exploration within the 3D design space, buy tfeen require
heavy weight and expensive setup and can be difficwse due
to the lack of a clear design medium and haptidbdeek. For
example, users of the 3DM system reported diffiealbf keeping
polygons parallel [Butterworth et al. 1992]. Owstem draws
from the advantages of direct manipulation achietvedugh 3D
tracking for camera movements but employs a muche rfight
weight and portable solution, using visual trackiegd a
handheld display.

The semi-immersive technique of mixed reality usadour
system is also adopted by other works such as Cleeal.'s
[2002] curve and surface modeler. It uses a Vigti@cked glove
and design setting to create and manipulate gepmsétin hand
gestures. Similar systems which use tangible nioglel
techniques include [Piekarski and Thomas 2002; &ldeket al.
2001]. Unlike some virtual reality systems, onevaatdage of
mixed reality is its ability to aid the user in §phunderstanding
while avoiding disorientation since the virtual \Webis anchored
on top of the physical world.

Although our system uses mixed reality and 3D ftragkfor
camera manipulation, we have not explored the igclen of
direct 3D sketching due to the haptic feedback |erob.
Sketching is traditionally a 2D interaction techunég and moving
a stylus in 3D may be unnatural for users. Theesfare wanted
users to always sketch on a 2D surface very misetthiey would
on paper. One unique 3D input device shares thigophy.
The 3D Tractus [Lapides et al. 2006] uses a té®@tplaced on
top of a mechanical table which can be moved up dowin to
record the third dimension. By moving the tablal airawing
with the pen on the tablet, complex non-planar esrean be
generated. However, since the 3D Tractus desigoespan only
be explored through axis-aligned vertical volumiees, it is not
suitable for sketching arbitrary 3D geometry. Qystem does
not support bimanual interaction for creating ndempr curves as
one hand is required to hold the tablet PC, bdbés compensate
for this limitation by allowing 2D sketches to beojected onto
3D surfaces. The concept of creating planar skstabn 3D
planes is adopted from this system, and our syieiso able to
quickly generate arbitrary planes in the 3D desigace.

2.2 Projective 3D Sketching

The software interface of our system and the dontisketching
interaction experience are most closely relateddrks involving
the use of raw sketches as the visual representati8D designs.
Often, the method for creating these sketches iisuth the



projection of 2D strokes onto 3D surfaces (typicahlanes).

Users can sketch in perspective as if in 2D artptiduce the
desired 3D representation provided the 2D strokespeojected
to the appropriate positions in the 3D design spdsketchpad+
[Piccolotto 1998] allows users to draw strokes vatlpen on a
large tilted digital design table and generate 3@tches by
projecting them onto user defined grids in 3D. Tusitioning

and orientation of these grids are specified udypical 3D

manipulation operations such as rotation and tatiosl. This

system also allows the strokes to be interpretedb@asdaries
which enclose surfaces. 3D6B [Kallio 2005] is miar system
which uses the projected strokes approach. Itsigaa produce
sketches which can be incomplete and ambiguousaiare.

Therefore, it does not support surface generatibrough

interpretation. Users can transform grid plane$ idegrees of
freedom and move them using keyboard commands vt

sketch, enabling non-planar curves to be created similar

fashion to the 3D Tractus. Tsang et al. [2004]igk a system
which makes use of existing 2D images as guidesKetching

3D wire frame models. 3D models are created bychkey 2D

profile curves on construction planes from top,esidnd front
viewpoints. Construction planes can also be mdevedlow users
to sketch curves in different locations, and noempl curves are
supported by projecting 2D strokes onto non-plaafaces. The
system also employs many suggestive techniquesshg the

guide image and interpreting the context of thedhles [Tsang et
al. 2004].

Another relevant work to our system is Mental Canji2orsey et

al. 2007]. This system is designed to allow aetdig to organize
concept drawings in 3D. Architects first make sal/eegular 2D

sketches of their design from different viewpoint¥hese are
stored by the system and later fused together teergée a 3D
sketch representation. The process of combinia@ih sketches
from various viewpoints is similar to the projectedirokes

approach. 3D planes are first defined in the gmeite locations
using typical 3D manipulation operations. Selec2&d strokes

are then pushed or projected onto these planes.syi$tem takes
an interesting approach for dealing with occlusiegers can paint
parts of a plane opaque with a 2D binary texture tashide the
strokes shown behind it. This system does noniealy support

3D sketching but rather makes the process of tearsf) from 2D

to 3D more efficient because the strokes of theskRBtches are
reused.

Although projective 3D sketching provides the ckisgketching
interaction experience to pencil and paper, a magdtleneck of
this approach is the placement of the surfacedamep which the
sketched strokes are projected on. The systentsiloed above
make use of conventional 3D manipulation operattongosition

and orient the surfaces and planes in the desigoesp These
operations are often slow and non-trivial, potdlytidisrupting

the users’ creative process. Our system improyasn uthis

problem with a one stroke method to allow usersqtickly

continue sketching as they switch between surfaceplanes.
Occlusion is also an issue with the associated didesentation
approach since 3D models are not explicitly defindastead of
adding complexity to our system with a surface riptetation

feature, we follow a similar approach to Mental Gasand allow
users to use oversized strokes to cover up landaeces.

2.3 Gesture-based Modeling

The approach for evoking the one stroke methodpfojective
sketching and the sketch recognition functionait our system
fit in the sub area of gesture-based modeling. tuBedased
modeling is geared towards creating 3D models tinca set of
specialized 2D gestures or sketches. Often, ire@fions and
assumptions are made by the system in order to wighalthe
multiple mappings of 2D to 3D. Works such as SKHTC
[Zeleznik et al. 1996], Teddy [lgarashi et al. 1p9hd Cherlin et
al.’s system [2005] make use of gesture sets fdferdnt
modeling operations to create 3D geometry from RBtches.
Sketch recognition can be seen as a special cash attempts to
map a single gesture or sketch to a modeling adperair 3D
model [Severn et al. 2006]. Our system employs #pproach
for quickly instancing existing 3D models and aating the
operation to generate arbitrary surfaces for ptjecsketching in
the 3D design space. We take advantage of thetiwetu3D
navigation of our system to establish various istantexts
which are used to automatically orient and positfecreated 3D
geometry.

3 System Description

The scenario presented at the beginning of therpapgvates the
design of our Napkin Sketch system (Figure 1). @uoal is to

create a 3D sketching interface which comes closté ease of
use, portability, flexibility, and fluidity of corentional sketching
tools and mediums. In this section, we will daserihe features
of our system and justify our design choices.

3.1 Sketch Pad and Napkin

Most of the systems described in the previous mectire

implemented in stationary desktop settings. Alttosome can
be ported to run on portable computing devices fdtdet PCs,
their interfaces are not designed to function fluidn such

platforms. For example, many of the systems maeyuse of
keyboard controls which would be difficult to acsesn tablet
PCs. With our Napkin Sketch system, portabilityaigprimary
concern in the design of the input interface. Watwsers to be
able to use the system anytime anywhere becaugératisn

comes spontaneously, and a sketching tool musthiays on

hand to allow users to jot down their ideas. Alseing able to
design in everyday environments with a wide ranigech visual

stimuli rather than sterile designated work settiig beneficial
for creative tasks. Therefore, we have chosens® an ultra
portable tablet PC which can be easily held in baed as the
sketch pad of our input interface. We believe @etya of similar

mobile platforms such as PDAs, camera phones, UMR@d

portable gaming devices can eventually rival thequity of

pencil and paper. To sketch in our system, usenplg make

strokes with a pen on the 2D surface of the taBlet These
strokes are recorded by the system and displaygdeagxactly
location where the pen touches the surface. Thissgusers a
direct correspondence between their hand moverremts the
sketches being created, providing a similar expegeto pencil
and paper.



One of the significant values of sketches is usiregn to explore
and understand design subjects. In a 3D desigtinget
exploration requires examining sketches or subjiota various
viewpoints. In most 3D design systems, camerarcbumiften
requires the use of special modes and extra icergantrols to
perform rotation and translation in a serial faghioThis is a
bottleneck for achieving an intuitive and fluid 3Retch system.
Research has shown that users spend a signifioanirdg of time
inspecting drawings in a computer-supported perdaystem
[Lim 2003]. This translates to a heavy cognitigad when
having to manipulate conventional camera controlkilen
sketching. To solve this problem, we have incoaped 3D
tracking and mixed reality to allow users to inttéty navigate
around the 3D design space. The approach is sitalanany
handheld mixed reality systems [Wagner et al. 20@B{ir sketch
pad is equipped with a front facing camera delivgfive video
of the physical space in front. It is then usechasixed reality
viewport to present the virtual design space som@ssed on the
paper napkin medium in the physical environmentir @apkin is
printed with markers for visual tracking and effeely anchors
the 3D design space on top of its surface. Phisiclaanging the
relative positions of sketch pad and napkin chatlgesiewpoint
of the design space. This allows effortless canuematrol by
simply moving the sketch pad or the napkin. Theppiag is
direct and significantly reduces the users’ cogaitioad. For
example, to view sketches in detail, users wousd foove closer
to the napkin with the sketch pad. A design cheieemade with
this interface is to restrict the creation of sketcor 3D geometry
underneath the surface of the napkin. Althougk testriction
can be simply avoided technically, from a usabifiint of view
we believe that the composed virtual scene with ghgsical
setting would be visually confusing and less coherd herefore,
our 3D design space is strictly “above ground” atids
characteristic is enforced in other interface congmis displayed
on the napkin.

The combination of the sketch pad and the napldniges a light
weight and relatively inexpensive handheld mixetlitginterface
which is easy to set up and use. Because of thagtisual
coherence of the virtual scene and the physicair@mwent,

navigating around the design space is intuitive affitient.

Furthermore, mixed reality allows the physical eonment to be
seen by users while they sketch, providing oppdties for

spontaneous visual stimulation.

3.2 Freeform 3D Sketching

The main design approach for our software interfadae notion
of freeform interaction. This concept is introddde Moran et
al.’s work [1995] on implicit structures for pendeal systems.
Typically, computer systems deal with informatios farmalized
representations. This means explicit structuresdafined and
maintained by the system to manage the represemsatiText is
an example where words are arranged in a sequéssldbn and
cannot appear on top of each other. AnalogousldD design,
surface models are formalized representations lsecdnere is an
explicit structure to the way vertices, edges, dades are
organized. With formalized representations, if element is
created, modified, or deleted, other elements Hieetad as well.
For example, if the vertex of a face is removed,fdte no longer
exists. Informal representations such as sketichée traditional

sense also have structure, but this structure pidinas it exists
only when perceived by the user. For examplendsliforming a
rectangle can be interpreted as a plane. In csintoaformal
representation, when the user removes a line, obribe other
lines are affected; only the interpretation of times may have
changed. Keeping the structures of representaiiopscit or

temporary is the essence of freeform interactiole feel this
approach fits our design goal because it allowssifstem to be
flexible and easy to use. One major advantageredfdrm

interaction is its ability to support ambiguity whiis a highly
valued feature of pencil and paper. By incorpogatireeform
interaction in 3D sketching, users can suggeserdifft designs
with unconstrained strokes to layout their rougbaisl and not
worry about having to deal with explicit geometstructures
before they are ready.

Following the concepts of freeform interaction, wee using
projective 3D sketching as the main method of angaBD

representations in our system. Users sketch onatiiet PC as
they view the 3D design space on top of the napKime recorded
2D strokes are projected onto a 3D surface in asuah that the
projected 3D stroke looks identical to the origiaBl stroke. This
visual correspondence along with the directnesskefching on
the tablet provides a natural sketching experiefare users.
Because no explicit structures need to be intezdrdor the
sketches, users are free to use solid, overlapmnd, stipple
strokes to indicate contours or hatching and stirigkio suggest
surfaces.

3.3 Frames

One important element in our system is the concédtames.

These are temporary 3D surfaces which are placttkiscene for
the sketches to be projected on. In terms of dreefinteraction,
these are the implicit structures we can definegtide the

sketching process. Frames can be regular primitatgech as
spheres, cones, and cylinders. They can also sepranore
complex surfaces such as b-spline patches or meslelsa The
simplest frame is a plane. Cognitively, users tiank of the

surfaces of the 3D geometry they wish to desiginaases or parts
of frames. For example, a vertical plane can beptzarily

perceived as the wall of a house. The user cam sketch the
appropriate boundaries of the wall on the planen#de the idea
more concrete or scribble and fill in the areaudtfer solidify the

concept. Currently, only plane frames are suppgoite our

system, but the interaction techniques presented alao be
transferred to other types of frames with minor ifications. In

our system, only one frame is active or can bechlegt on at any
time during the sketching process. This avoidsfusian as

frames can possibly occlude each other, and soame8 have
infinite extent. Adhering to the concept of thepkia as the
ground plane of the 3D design spaces, frames clgrbersituated
on top of the napkin. Frames with infinite extang¢ truncated at
their intersection with the napkin plane. This wees that no
strokes can be sketched underneath the napkin.

As noted in the related work section, the majorerattion
bottleneck of the projective 3D sketch approaclthis creation

Figure 2:0ne stroke technique (left to right: frame creation
stroke, created perpendicular frame, and rotateohfe)



and positioning of the surfaces for the sketchédsetprojected on.
Many [Dorsey et al. 2007; Kallio 2005; Piccolott@9B] have
taken the conventional 3D manipulation approachrarslating
and rotating the surfaces to the desired locatiothé 3D design
space. This non-trivial process can be disruptivéhe creative
thinking of the users as they must stop sketchicmyrectly

position a surface, and then resume sketching agdm our

system, the actions of sketching and switching ésuare closely
intertwined. Our approach to frame creation ansitpming tries
to minimize the interruption this process can catseusers.
Currently, we use a one stroke gesture to creaeplane frame
in the approximate desired location of the 3D despace and
rotation around one axis to precisely position pfene frame if
needed.

The concept of our one stroke method (Figure 2}oistake
advantage of the implicit geometric relationshipshe strokes in
a sketch. Strokes rarely float in space, visudibgonnected from
others. For example, in the sketch of a cubeittes sketched
for the front face of the cube are perpendiculath® receding
lines of the side face of the cube. Therefore, whsers finish
sketching the front face of the cube on one plaaené, it is
natural for them to wish to switch to a plane frathat is
perpendicular to the previous plane and also iaetess the
previous plane at one of the edges sketched fofaite (Figure
3). This would allow them to quickly continue stfeihg the side
face of the cube. Our one stroke method suppbissprocess.
The system allows users to make a special framaiorestroke.
This stroke is projected on the current active fajust like
regularly sketched strokes. Since the system wtlyreonly
supports plane frames, a relatively straight stiskaterpreted as
a straight line, and a new plane frame is creatbittwincludes
the line and is perpendicular to the plane frama the line is
sketched on. For example, if a frame creationkstie sketched
on the napkin ground plane, a vertical plane framoaild be
created at the location where the stroke is madeoaented to be
parallel with the stroke. However, the one strokéy allows new
plane frames that are perpendicular to the previdarse frame to
be created in one step. Therefore, we also allsevsuto rotate
the created plane frame along the axis of the bkdtdrame
creation stroke to cover all possible plane framiensations.
However, non-perpendicular plane frames can alsoréated in
two or more steps without rotation, but this makies frame
creation process more complex and less intuitiVée feel that
generating perpendicular planes with one strokea itogical
choice because many everyday objects have contoiits
perpendicular relationships. Our plane switchirgghhique
allows users to transition fluidly from one plaweanother as they
follow the contours and surfaces of their desigiote that non-
planar frames can also be generated in this fasHt@n example,
a curve stroke instead of a straight stroke caatera lofted curve
surface.

Sometimes, users may want to backtrack to previcarses to
generate new planes in the desired locations. \Wiéh cube
example, a user may sketch the front face of theecéinish
working on one side face, and then wish to sketehather side
face. Although a continuous flow of sketching ntake the user
to the back face first and then around to the atithr face, this is
also a logical work flow since the user may be alge
comfortable with the way one side is sketched arahtwto
replicate it immediately on the other side. Oustegyn supports

frame backtracking by storing several previous &arim a buffer.
Users can cycle through previous frames and usm ths a
starting point for creating new frames. This akotive system to
better deal with the unpredictability associatedhwthe sketch
flow of different users. Since the napkin grourdne anchors
the 3D design space, it is often a good startirigtdor sketching
or creating frames. Therefore, we allow usersédsilg set the
napkin plane frame as the current active framecfmvenience
and also if they happen to become disorientedar8ih space.

Since it is easy to become lost in virtual 3D spaithout proper

visual cues, we have carefully designed the appearaf the

plane frame in our system. Because plane franeemfanite, they

are difficult to visualize. In practice, quads mbs rendered to
indicate their position in 3D. However, if rendér®o big, the
quad would cover the display, and it would be difft to judge

its location. If rendered too small, it may be lidvaging for users
to judge the positions of their sketches outsidelibundaries of
the quad. We try to infer the proper size of tlesvly created
plane frames from the frame creation stroke. |fotiver display
adjustments apply such as truncation by the napiémy plane
frames are created with the same width as theigrestroke and
twice the width of the stroke is set as the heigfite display
boundaries of the plane frames are rendered gslestipd lines,

and they gradually fade into space to indicatdrfieite nature of

the plane. The creation stroke is replaced witstraight blue

stipple line which indicates the plane frame’s aafsrotation.

The quad itself is highlighted in translucent whitehe plane

frame is the current active frame. To provide av&dal cue, we
also display the previous plane frame in transltucgay. Since
the napkin ground plane is a critical visual cuedochoring the
3D design space, we reorient the visual boundafghe plane
frames so that the top and bottom edges of theefrara always
parallel to the napkin. We also try to extendhbendaries of the
plane frame so the bottom edge touches the napkanvjded the

plane is not parallel to the napkin, and the extensloes not
make the boundaries too expansive (Figure 3). altosvs users
to easily find the surface of the napkin if reqdi@nd helps them
judge the 3D positions of their sketches. Faiid tines are also
displayed on the plane frames to provide a persgecue and
help users sketch straight lines.

3.4 Sketch Recognition

In our system, we use sketch recognition as annalee way of
sketching 3D content (Figure 4). Although thishteique does
not follow the freeform interaction concept, we wamnshow that
various techniques can be combined together totecrea
enjoyable 3D sketching experience and demonstiatéexibility

of our hardware interface. Sketch recognition does allow

users to create new 3D content, but it does alf@mntto quickly
instance existing 3D models. This is beneficial domposing a
scene with commonly used models such as treeshodgh this

Al

Figure 3:Intuitive frame switching with one stroke technigunel
frame extension display method



Figure 4:Sketch recognition

feature of the system is vastly different from thein sketching
process, we have tried to integrate them in a sesmminanner.
Users still sketch by projecting strokes on 3D atef as before,
but the system organizes strokes into a set basedne delay.
The recognition engine then tries to match theofettrokes to
predefined templates. If a match is found, the ehégldisplayed
on top of the strokes rendered as a translucemtagveUsers can
ignore the suggestion by simply continuing to shetc they can
decide to use the recognized model; in which caseili be
rendered with solid colors. Our system tries taamahe position
and orientation of the instanced model to achievsual
coherence with the recognized strokes. This ioraptished
using the orientation of the plane frame which #tekes are
sketched on and the position of the camera. Wgegrdhe
horizontal edge of the screen on the active pleerad, and use it
as a reference for deriving a bounding quad forseteof strokes
on the plane. The bounding quad is then used szeeand
transform the instanced model. This allows userguickly and
intuitively place 3D geometry in the 3D design spaBBecause
we only provide the recognized model as a suggestitich the
users can easily ignore, this technique does tiettahe fluidity
of the freeform sketching or force users into eddgisions. Note
that sketch recognition can also be used with thmé creation
stroke to efficiently create and position framestsas spheres,
cones, cylinders, and mesh models.

3.5 Interface Controls

Because our goal is to provide a simple to useftyalisers, most
of the operations of the system are performed utfingstylus of
the tablet PC and its external buttons. Normaltcsleg is
achieved by simply drawing with the stylus (lefickland move
with a mouse), and frame creation strokes are rbgddrawing
with the stylus while holding down the stylus buttfright click
and move with a mouse) or holding down an extetalalet PC
button on platforms with no stylus button. We ue® other
external tablet PC buttons to control the cyclifgtte frames
(Figure 5). Currently, we have a few conventior@Ul
components such as buttons and sliders to perfonttibnality
that cannot be mapped to external tablet PC buttombese
include changing the color and size of the strallestched and
rotating the plane frames around their axis.

4 System Implementation

The Napkin Sketch system (Figure 5) is designeduto on
mobile platforms such as tablet PCs or UMPCs rumNifindows
XP or Windows Vista. Currently, we have two tabR€Es for

testing the system: a Toshiba M200 with a Wacornvacligitizer
weighing at 2kg (4.4lbs) and a LG C1 with a pasdeach
digitizer weighing at 1.3kg (2.9lbs). Although th& C1 is
lighter and much easier to hold and move arounel,ldbk of a
stylus button makes sketching frame creation sg@kbttle more
difficult. We have also tested the system on arOQIMPC, but
it did not run smooth enough to be interactive.r @ mixed
reality setup, we use a Creative notebook web cath &
resolution of 640 x 480 running at 30 frames peosd to deliver
video, and the software development system, ARToBIKS
[Wagner and Schmalstieg 2007], is used for vistaking. Our
napkin is a sheet of standard letter size papentqai with
ARToolKitPlus markers positioned in a grid. Theoltdat
processes the video for target markers and der@penGL
projection and modelview matrices for displaying thrtual 3D
design space. Sketched strokes are polished $tydiiplying a
reverse Chaikin subdivision filter to de-noise theut. Then
they are re-sampled as quadratic b-splines. Thegof a stroke
are projected into the 3D design space immediaslyhey are
recorded. This allows the system to test for moiht may be
sketched underneath the napkin. Sketch recognitisn
implemented using a techniqgue which compares cogethti
angular features of the strokes [Olsen 2007], dedinstanced
models can be rendered in an artistic fashion usieg@dge buffer
method [Buchanan 2000].

5 Preliminary Assessment

Although no formal user studies have been conduaiiéd our
Napkin Sketch system, we have performed an infousability
evaluation with seven people of varying artistiod atrawing
skills. The results are positive (see Figure 6stample sketches),
but we have also discovered some major areas foronament.
We are excited to see that users interacted withirgarface in
ways which are similar to conventional pencil arggr. Without
explicit instructions, users took advantage offtagibility of the
system to perform sketch operations which are goals to those
in conventional 2D sketching. For example, one started his
sketches, drawing in very thin gray lines and latent back to
emphasized the lines with thicker and darker ssokehis display
of over sketching demonstrates the natural top-dalesign
thinking. Other users appropriated the ability stetch large
strokes as a way to provide occlusion for suggestadaces.
They filled in surfaces with colored scribbles fodk out strokes
seen in the background. This shows the concedteeform
interaction. The users did not explicitly defingfaces but rather
used visual representations to suggest their pceseWe are also
happy to see that many of the interface featureslegigned are
useful to the users. For example, most of thenmdothe grid
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Figure 5:Tablet PC Sketch Pad and Napkin



lines displayed on the plane frames to be usefuldfawing in
perspective and measuring, all of them made heaeyaf the
frame cycling capability, and many of them founeé 8D visual
cues beneficial such as displaying the previousndraand
extending the plane frame visual boundaries tadpkin. Many
users also commented on the intuitiveness of caecemn&ol by
physically moving the napkin.

Although we have provided perspective and 3D visusls, the
users still became lost on occasion as to how tmect lines in
space or make proper sketches in perspective. p&uige
sketching is not as intuitive as we anticipateal falct, most of the
users mentioned that they do not normally sketcharspective
even in 2D. Because of this, many of them fredyesttanged
the view of the scene using the napkin to find auai
representation which minimized perspective distorti One user
even sketched explicit visual cues to help contiees in 3D.
We still feel sketching in perspective is importdmit the system
can definitely benefit from a richer set of visgaldes which can
possibly be added by the users to assist them ispeetive
sketching. Although the direct camera manipulatiwith the
napkin worked well with the exception of minor tkag jitters,
we found it to be awkward to use in two situation®ne was
when users wished to view the scene in profile, thedother was
when they wished to view the scene from overhédi@wing the
scene in profile means the camera must be locdtad axtreme
angle to the napkin, where the markers are hardible.
Viewing the scene from overhead often causes usestand up
which was uncomfortable for them. This issue carsblved by
providing better visual guides to make users mordident about
sketching in perspective or allowing them to tenapity sketch in
the profile and overhead views and resume napkiking of the
scene when they are done. One last interestirdinfinis that
users had many different types of work flows whevitching
planes and sketching. Some followed connected efsarnim
sequence, and others used one frame as the refdirance and
always went back to that frame for creating newnfa. One user
wanted to create a set of frames all at once awite diirough
them to sketch without having to stop and create fnemes, but
this type of work flow is not supported by our st A solution
to this may be to allow users to explicitly savanfies. This
finding shows the diversity of the ways users dketod hints at
the need for more flexibility in our system.

6 Discussion and Future Work

The approaches we have taken for the design ofNapkin
Sketch system appear promising. Judging from ithdeld but
insightful findings from our preliminary evaluatioih seems users
are adopting the interface in ways similar to peacd paper
rather than conventional 3D modeling software. @tfiing sign
is that users are taking a variety of differentrapphes to interact
with the system. This indicates that the usemsative thinking is
not restricted by the structure of the interfacEhey can make
their sketches from many different views and cresketches in
many different ways. Therefore, although 3D skietghmay take
longer than conventional 3D modeling software tmstouct
certain designs, the future direction of our systemot to find an
optimal method for 3D sketching in terms of effiudg but rather
to provide users with more resources for creatingsigh
solutions. For instance, implementing non-plamames would

allow users to explore non-planar 3D curves, atmaig them
to quickly select previous frames they have worl@d by
selecting existing sketches would provide moreiffidigy for their
work flow. Aside from creating more alternatives tketching
and frame selection, the other major concern is tohelp users
(even ones with little 3D design experience) baitederstand the
3D design space. It is evident that our curreriores are
insufficient.  We need to explore better 3D viskadlion
techniques and try to understand where bottlenecksr in the
users’ 3D perception. Furthermore, we want to icomet to
explore the utility of our interface by incorporsdi more
modeling techniques and provide users with morgitfiity to
create sketched 3D content. Currently, we are ideriag
integrating the rotational blending method of gatieg freeform
round surfaces from [Cherlin et al. 2005] to allosers to create
a wide range of odd-shaped frames for sketchingally, we
would also like to look at collocated collaboratsiestching with
several users working together on a single 3D desigk through
multiple individual napkin sketch interfaces.

7 Conclusion

In this paper, we have presented a novel interfioce 3D
sketching. Both the hardware and software interfdesign
reflect our desire to create a 3D computer-supdodesign
system which offers the same ease of use, potigHigxibility,
and fluidity as conventional sketching tools anddimms. We
start by moving the design space into the evenategronment
with a portable tablet PC and napkin, mixed redlii¢cking, and
intuitive camera controls to explore the designcepaWe then
follow up with a fresh outlook for 3D design, graled in the
principles of freeform interaction. These, combinevith
projective 3D sketching and a one stroke plane tiorea
technique, allow us to evaluate the effectivendssun system.
We hope our research can provide insight and magivafor
others to explore alternative 3D design approaches.
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