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Abstract 

The performance of Transmission Control Protocol (TCP) over -4synchronous Trans 

Fer Mode (AThI) networks is studied in this thesis. TCP is a connection-oriented 

transport layer protocol designed to provide reliable data transmission between two 

hosts. .AT31 is a connection-oriented network technology. 

-4s the performance of TCP over an  .AT34 network can be poor when the network 

experiences congestion. this thesis examines several congestion control mechanisms. 

The mechanisms studied include per Virtual Connection (per-VC) queueing, buffer 

management. and packet-level discard. -4 simulation model for these mechanisms 

has been tfeveloped to s t ~ ~ d p  the effects of per-VC queueing, buffer management. ant1 

Early Packet Discard (EPD) on TCP over ATbl performance. The simulation results 

show that per-VC queueing, EPD. and buffer management can improve the TCP 

over -4TSL performance under certain circumstances. Finally. the thesis provides 

some suggestions to improve the performance of TCP over ATM. 
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Chapter 1 

Introduction 

A protocol is a set of rules that two entities must follon* to communicate with each 

other. Transmission Control Protocol (TCP) is a connection-oriented transport layer 

protocol designed to provide reliable data transmission between two hosts [39]. Inter- 

net Protocol (IP) is a connectionless network layer protocol that provides unreliable 

clata transmission. TCP and IP are part of the TCP/IP protocol suite. which is 

widely used across many network environments including the Internet. SIany Inter- 

net applications. such as Telnet. File Transfer Protocol (FTP). electronic mail. and 

World CVitle Web (LLTC'CV). are TCP/IP-based. 

Nany underlying network technologies can be used to support TCP/IP. hsyn- 

chronous Transfer Mode (.\T&I) is one of them [44]. It is the new generation net- 

working t ethnology for mu1 t imedia communicst ions. and it is a general- purpose. 

connection-oriented transfer mode for a wide range ofservices. including text. voice. 

video and images. It has been chosen by CCITT as the transfer mode for the Broad- 

band Integrated Services Digital Network (B-ISDN). an all-purpose digital network 

intended to provide diverse services [32,33,35.39]. Each service can be characterizecl 

by a quality of service (QoS) level. The ..TbI service categories include two real-time 

categories - Constant Bit Rate (CBR) and real-time Variable Bit Rate (rt-CBR). 

and three non-real-t ime categories - non-real-t ime Variable Bit Rate (nrt-W3R). 

-4vailable Bit Rate (ABR), and Unspecified Bit Rate (UBR) [15]. 

However, the performance of TCP over IP over .ATM (called TCP over ATkI in 



this thesis) can be poor if an -AT bl network experiences congestion and loses packets 

(cells) due to buffer overflow- This was shown in several recent studies [5.  24. 36. -41. 

431. 

This thesis studies the performance of TCP over .A.TbI. We examine several 

schemes proposed to improve the performance of TCP over ;\TLlt including per- 

virtual connection (per-VC) queueing, buffer management. and packet-level discard. 

To accomplish this. simulation is used. First. a simulation model for the different 

schemes is built. After validating the model. we run simulations. gather simulation 

results. analyze performance of different schemes. and propose ways to improve the 

performance TCP over .AT&[. 

1.1 The Asynchronous Transfer Mode (ATM) Protocol 

ATbI is a connection-oriented technology. .I connection. called virtual channel or 

virtual circuit (VC). must be established before any data can be transmitted. In 

.ITbI. user information is transmitted over virtual channels using fixed-size packets. 

called cells. -1 cell is 53 bytes. comprised of a :-byte header and 48-byte payload. 

The heder  contains the VC. cell type. priority. and control information. 

The B-ISDN ATb1 reference model consists of three layers: the physical layer. 

the .lTTbI layer and the ATM Adaptation Layer (.-\;\L). The physical layer is at the 

bottom. It is concerned with transporting raw bits over a physical medium. This 

layer presents a uniform interface to the upper .-\T&l layer. 

The ATM Layer deals with cells and cell transport. It provides cell multiplexing, 

demdtiplexing, and routing functions using the Virtual Path Identifier (WI) and 



the Virtual Channel Identifier (VCI) fields of the cell header. It can also perform 

generic flow control which ensures that connect ions stay within the limits negotiated 

a t  the call establishment phase [39]. 

The layer above the .-\TbL layer is the AAL. It segments large data units into 

cells, transmits the cells. and reassenlbles then1 at the destination. -4 nullher of 

. U L  protocols are available to provide a wide range of traffic carried over the ?iTkf 

networks. such as CBR traffic and WR traffic. Among them. the most commonly 

used .AAL for TCP is .-\.AL5 [I]. 

In ..\-4L5. a large data unit (e.g.. an IP packet) is padded and an 8-byte trailer 

is added. After that. it is divided into 48-byte pieces and sent in -4.TSI cells. The 

Payload Type (PT) in each ;\T?vl cell header indicates which cell is the last cell of 

the data unit. .it the receiver. the cells from a data unit are buffered until the last 

cell of the clata unit is received. IF the data unit is intact. it is passed to the higher 

protocol layer [23]. 

1.2 The Internet Protocol (IP) 

IP provides an unreliable. connect ionless datagram delivery service [42]. .i datagram 

is a packet (i.e.. a chunk of data sent across a network as a single unit) that contains 

enough information to allow itself to be delivered to the destination. IP packets are 

datagrams because they contain the global address of the destination [32]. Unreliable 

means that there is no guarantee that an IP packet successfillly gets to its destination. 

Thus, reliability is provided by the upper layers (e-g.? TCP). Connectionless means 

IP packets may take different paths or routes and thus a sequence of IP packets may 



reach the destination in a different order than they were sent. 

The size of the longest IP packet that can be transmitted on a given link is called 

the XIaximum Transmission Unit (MTU). TCP segments that are longer than the 

kITU are broken into several packets to be transmitted over the IP layer. This is 

called fragment ation. 

1.3 The Transmission Control Protocol (TCP) 

TCP is a connection-oriented protocol that provides a reliable byte stream transmis- 

sion between two hosts. The data unit in TCP is the segment. which is sonletimes 

callecl a packet. .-\ connection must be established between two TCP applications 

before they can exchange data. Reliable delivery is achieved through the use of a 

variety of mechanisms, such as sequence numbers. checksums. sliding ivintlow Rotv 

control. timeout and retransmission [231. 

The size of the longest TCP segment allowed is called the Bfaximum Segment 

Size (MSS), which is usually set to the MTU minus the size of the TCP/IP headers 

(i.e.. 20 bytes for the TCP header and 20 bytes for the IP header). TCP makes ail 

segments equal to the hISS if possible [23]. 

1.4 TCP over ATM 

Most networks can be organized as a series of logical layers. -4 list of protocols 

used by a certain network, one protocol per layer, is called a protocol stack [U]. An 

example of a TCP over ATM protocol stack is shown in Figure 1.1 [23]. Each protocol 

layer offers senices to the layer above, and uses s e ~ c e s  provided by the layer below. 



Applications use a standard application programming interface. the socket interface, 

to communicate with the TCP layer. The socket interface inclucles facilities for 

making connections and reading, writing and buffering data. The application writes 

data to the socket interface to be sent to the TCP layer. and reads data received from 

the socket interface. which in turn receives it from the TCP layer. TCP/IP provides 

reliable data transmission over the underlying network interface. The lowest layers, 

AThI and AAL. are used to prepare data for transmission over an ATSI netlvc.uk. 

Host 1 Host 2 

Figure 1.1: TCP over .\TTbl Protocol Stack 

Application 

-4 diagram of data processing of TCP over AThI is given in Figure 1.2. At the 

source. application data is sent to the TCP layer through the socket interface. TCP 

and IP segment the data into TCP/IP packets. These packets are further segmented 

into ;\ThI cells. The last cell of a packet contains some padding and the h.AL5 

trailer. At the destination, ATM cells are reassembled into TCP/IP packets, which 

are further reassembled into the application data. 

TCP 

IP 

AAL 
- - 

ATM -\ Network ,-p ATM 
' ATM ' 

TCP 

fP 

AAL 



I Application Data I 

TCP/IP Header TCP/IP Packet Data (b[SS) 

Cell N 

Cell1 Cell2 

AIM Header ATM Data Padding AALS Trailer 

Figure 1.2: Data Processing of TCP over ?iTM using -4.AL5 

1.5 Simulation 

Computer simulation enables one to model and study the behavior of a system with- 

out requiring access to the actual physical system. It is a valuable tool for the design 

and analysis of complex systems. Simulation can involve three stages: model design. 

model execution. and model analysis [l-k]. First. a simulation model is built. The 

rnotlel should be small enough so that it only characterizes the aspects that affect 

the system behavior under investigation. At the same time. the model should have 

enough detail so that some valid conclusioos may be drawn about some aspect of the 

real system. After the model has been designed, a computer program for that model 

is written and executed. Many programming languages that have been designed 

to support simulation can be used to write the program. This phase also includes 

model verification and validation. The verification is to assure the computer program 

is performing properly. and validation is to ensure the physical system is represented 

accurately enough by the simdation model. Then? the information received from 



the model execution can be used to analyze the system. The advantages and disad- 

vantages of the system may be examined, and ways may be found to improve the 

system. 

Systems can be categorized as discrete or continuous. ;\ discrete system is a 

system in which the state changes only at discrete points in time [3]. The svstenl 

state is a collection of variables containing the information necessary to describe the 

system a t  any given time. Discrete Event Simulation (DES) can be used to model 

discrete or continuous systems. .An event is an instantaneous occurrence that may 

change the state OF the system. In DES, the simulation model jumps From one state 

to another upon the occurrence of an event [16]. 

Many DESs use the .'logical process" modeling view [81. In the logical process 

modeling view. the system being modeled is called the b-physical system". it is 

composed of a number of Physical Processes (PPs) that interact at various points 

in simulated time [16]. In a simulator. PPs are represented by Logical Processes 

(LPs). -411 the interactions between PPs are mocleled by events sent between the 

corresponding LPs. Each event contains a timestamp specifying when the event 

should occur in the receiving LP. Together the collection of LPs. described as the 

logical system, models the physical system. 

1.6 Research Motivation and 0 b jectives 

One major factor that affects network performance is congestion. Congestion occurs 

when the resources (e-g., bufFers and Link capacity) needed are more than the re- 

sources provided. Congestion degrades the performance of a network in the form of 



long end-to-end transmission delay. data loss. and low throughput. Throughput is 

the total number of bytes delivered to the destination divided by the time duration. 

Figure 1.3 illustrates the impact of congestion. Before the network is overloaded. 

throughput increases when the load increases. Throughput can drop sharply when 

the net~vork becomes overloadetl. !\'hen the network is heavily overloaded. through- 

put may be close to zero. 
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Figure 1.3: Network Congestion 

-1 good system design should respond to congestion. It can either prevent conges- 

tion before congestion occurs or reduce congestion after congestion is detected. -4s 

seen in Figure 1.3. the goal of congestion control is to prevent or reduce congestion 

to improve throughput by regulating the traffic. Many congestion control algorithms 

have been proposed to improve the performance of ATbl networks, such as traffic 

shaping, call admission control, d-mamic routing, per Virtual Connection (per-VC) 

queueing, and buffer management [48]. 



Traffic shaping regulates the average rate of data transmission to  manage con- 

gestion. Call admission control controls the number of connections allowed in the 

network to control congestion. Dynamic routing dynamically selects routes to avoid 

congestion. P e r - K  queueing provides different queues to different VCs to prevent a 

greedy traffic source From degrading service provided to other sources. Buffer man- 

agement decides if arriving packets should be alloived entry into the buffer to prohibit 

a greedy user from taking up all the buffers. 

TCP performs well in many network environments. However. the performance 

of TCP over AThI can be poor. This is mainly caused by fragmentation. TCP 

segments are broken into cells for transmission over the ATM network: these cells are 

reassembled into TCP segments a t  the destination. In an ATTSI network. some cells 

from a segment may be dropped due to congestion. while the remaining cells From 

the same segment are transmitted. The destination cannot reconstruct the segment 

without the missing cells and thus the whole segment is dropped. Therefore. some 

bandwidth is wasted to transmit the useless cells. and throughput is low. 

To maximize the throughput of TCP over AT3I. some packet-level discard al- 

gorithms were proposed. including Partial Packet Discard (PPD) [4l]. Early Packet 

Discard (EPD) [.LL], and Early Selective Packet Discard (ESPD) [9]. These algo- 

rithms attempt to eliminate packets with incomplete cell counts so as to nlavimize 

the total number of complete packets. PPD discards the tail part of packets that 

have missing cells: EPD attempts to discard entire packets before buffer overflo~v 

occurs; and ESPD drops packets from highly active sessions prior to b d e r  overflonr. 

The objectives of this thesis are: 



1. To build a simulation model for several congestion control algorithms, including 

per-VC queueing? its relevant buffer nianagement and lair queueing schemes, 

and packet-level discard schemes. 

2. To evaluate the performance of the above schemes with TCP over ATSI. In 

particular, we examine the effect of EPD. the effect of per-VC queueing, the 

effect of EPD and per-VC queueing, and the effect of buffer management. 

3. To suggest ways to improve the performance of TCP over ATThI. 

1.7 Thesis Outline 

The remainder of this thesis is organized as follows. 

Chapter 2 reviews the literature related to several congestion control mechanisms. 

inciuciing per-VC queueing, fair queueing, buffer management. and packet-level dis- 

card. It also defines the specific problems addressed in the thesis. 

Chapter 3 provides the design and implementation of the simulation model in 

detail. It includes a description of the simulation package-SimKit. an overview of 

the simulator-AThI-TN. and design and implementation issues of per-VC queueing, 

fair queueing, buffer management and packet-level discard. 

In Chapter 4. the validation of the simulation model is presented. Per-VC queue- 

ing and fair queueing schemes are validated both qualitatively and quantitatively* 

Chapter 5 contains performance studies and anaJysis of the simulation model. 

Simulation scenarios, along with performance metrics, are presented. Simulation 

results are presented. This chapter studies the effect of EPD, the effect of per-VC 



queueing, the effect of EPD and per-L% queueing, and the effect of buffer manage- 

ment. respectively. Several conclusions drawn from the results are presented. 

Chapter 6 concludes the thesis with a list ol conclusions and suggestions. It also 

presents interesting areas for further investigation. 



Chapter 2 

Review of Related Work 

In this chapter. we provide a survey of the literature related to several congestion 

control mechanisms including per-VC queueing, fair queueing, buffer management 

and packet-level discard. This chapter is organized as follons. We first describe 

per-VC queueing and several lair queueing algorithms used in the per-VC queueing 

environment. We then present a simple buffer management scheme. After that we 

provide an overview of several packet-level discard schemes. including Partial Packet 

Discard (PPD). Early Packet Discard (EPD). and Early Selective Packet Discard 

(ESPD). CVe then define the issues that will be acldressed in this thesis. 

2.1 Per-VC Queueing and Fair Queueing Schemes 

Many computer networks are packet switched. In a packet switching network. user 

data are segmented into fixed size or variable size units called packets. These packets 

are then transmitted in a store-and-fonvard (441 manner across the network. ATTSI 

networks are packet switching networks where all packets are of a &xed length. 

There are two places where congestion control can be deployed in a packet switch- 

ing network. Congestion can be controlled at the source by varying the rate at which 

the source sends packets. Congestion can also be controlled at the switch through 

routing and queueing algorithms. .A switch is a device that stores and forwards 

packets in a packet switching network. Queueing algorithms (also called schedul- 



ing algorithms) determine the order in which packets are sent m d  the usage of the 

switch's buffer space [13]. 

- in  output queueing switch is shown in Figure '2.1. This switch has a switch 

fabric ant1 several input ports. output ports. and output queues. The switch ports 

provide the physicd connection to other netn-ork entities (e.g.. switches). The switch 

fabric is responsible For transferring packets from an input port to the correct output 

port. Packets from different input ports may contend For the same output port and 

may need to be buffered in the output queue. -4 simple queueing algorithm that 

can be used for the output queue is first-in-first-out (FIFO). The arrival orcler of 

the packets determines which packet will be transmitted next. when a packet will 

be transmitted. and which packet will be discarded. When a packet arrives at  an 

output port and the output port is busy transmitting a packet. the arriving packet 

will be put on the encl of the queue. When the outpnt port becomes idle. the switch 

will get the first packet out of the queue and transmit it. When the queue is Full. 

any arriving packet will be cliscarded. 

Figure 2.1: .An Output Queueing Switch 
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The FIFO buffer scheme is simple to implement. However. there are several 

problems with this scheme, including unfair allocation of bandwidth. longer delay 

for sources using less than their full share of bandwidth, and lack of protection from 

ill-behaved sources [13]. Different traffic sources tend to affect each other since they 

are merged into one FIFO queue at an output port. -4 traffic source sending packets 

at a high rate can get a higher fraction of the bandwidth. Consider two different 

traffic sources passing through the same output port of a switch. If the first source 

has a lot of packets to  send and the second source has only a few packets to send. 

the packets from the second source may still need to wait for a long delay to be 

transmitted. Some ill-behaved sources may take up all the bandwidth. preventing 

well-behaved sources from getting their share of the bandwidth. 

To solve these problems. several fair queueing algorithms have been proposed. 

such as Fair queueing [38. 131, Weighted Fair Queueing (WFQ) [13], self-clocked Fair 

queueing [IS], worst-case fair weighted fair queueing [dl. frame-based fair queue- 

ing [43]. and start-time fair queueing [20]. Fair queueing and WFQ are presented in 

the Following sections. 

2.1.1 Fair Queueing 

Nagle proposed a fair queueing algorithm in (381. At each output port. the wi tch 

maintains separate queues for different traffic sources, one queue for each traffic 

source. When an output port becomes idle. the switch scans all the queues at the 

output port in a round-robin manner? taking the first packet on the next queue 

for transmission. If a t r a c  source sends packets too quickly. it only increases its 

o m  queue length. Thus, this algorithm allocates bufFers fairly among d l  the tr&c 



sources, prevents longer delay for well-behaved sources, and prevents a traffic source 

from arbitrarily increasing its share of the link bandwidth. Some ATII switches use 

this algorithm. 

However. a problem with this algorithm when used in a packet network is that it 

does not take packet lengths into consideration. -1 traffic source using large packets 

gets more bandwidth than a traffic source using small packets. Demers et al. (131 

suggested that byte-by byte round robin should be used instead of packet-by-packet 

round robin. The switch scans all the queues a t  an output port repeatedly in a 

round-robin manner. one bit at a time. until it finds the time when each packet will 

be completely served. Then. the packets are sortecl in the order of their finish service 

time and will be transmitted in that  order [44]. Thus, bandwidth is fairly shared 

among all the traffic soiirces. 

Demers et al. [13] compared the fair queueing algorithm with the FIFO queue- 

ing algorithm using simulations of Telnet and File Transfer Protocol (FTP) sources 

over a datagram network. Their results show that fair queueing provitles several 

important advantages over FIFO queueing: fair allocation of bandwidth. lower cle- 

lay for sources using less than their full share of bandwidth. and protection from 

ill-behaved sources [I 31. Davin and Hey bey [I 21 simulated TCP sources t ransrnit ting 

over a packet network. Their results show that the fair queueing algorithm enforces 

both uniform and non-uniform resource allocation better than the FIFO queueing 

dgorit hm does. 



2.1.2 Weighted Fair Queueing 

One problem with the above fair queueing algorithm is that  all the traffic sources 

are given the same priority. In many situations. some sources should be given more 

bandwidth than others. Weighted Fair Queueing (WFQ) [13] is a modified version 

of Fair queueing which can provide different bandwidths to different trattic sources. 

I t  is iclentical to the packet-by-packet generalized processor sharing (PGPS) defined 

in [N]. 

In CVFQ, each traffic source is associated with a weight. The weight determines 

the relative number of service time units a traffic source gets in each service cycle. 

For example. if source one has weight one and source two has weight two. then source 

two has twice the service time units as source one in each service cycle and thus in 

the switch packets from source two are sent twice as often as packets from source 

one. Before a packet is put into a queue. the WFQ algorithm estimates the service 

completion time of the packet based on the arrival time and the size of the packet 

and the weight of the traffic source. The service conlpletion time is then used as 

the timestamp of the packet. The switch transmits packets in the increasing order 

of their timestamps. Supposing two packets have the same arrival time and packet 

size but different weights, the packet with heavier weight would have a closer senrice 

completion time and would be transmitted first. More details about the algorithm 

are given in the next chapter. 

CVFQ has several advantages. It inhibits longer delay for well-behaved sources. 

It prevents ill-behaved sources from taking up all the bandwidth. Above all, it can 

provide different priorities to different traffic sources. Some traffic sources may obtain 



more bandwidth if they have heavier weights. 

Demers et al. introduced the concept of WFQ in [13]. Parekh and Gallager (401 

presented an implementation of WFQ. Simulation results in 1221 show that WFQ with 

a buffer management scheme can clistribute excess bandwidth to flows according to 

the ratio of their reserved rates. 

2.2 Buffer Management for QoS Provisioning 

-1 queueing (or scheduling) scheme controls the transmission opportunities that a 

traffic flow gets. However, it cannot guarantee transmission opportunities to a flow 

if the huffer space is occupied by another misbehaving flow. If rate guarantees are 

to be provided, then buffer management is required independently of any queueing 

scheme [24. 

-1 buffer management scheme clecides if an arriving packet should be allowed 

entry into the buffer. Buffer management may be used to provide isolation between 

different service classes and different VCs and to guarantee Fairness to competing 

traffic flotvs. In r22], a buffer management scheme was proposed to provide rate 

guarantees to individual flows multiplexed into a FIFO queue. 

The paper investigated how to provide rate guarantees by relying solely on buffer 

management. .A buffer management approach which links the amount of buffer space 

assigned for a flow to the rate it is guaranteed to receive was presented. In particular, 

a buffer occupancy threshold based on peak rates and a buffer occupancy threshold 

based on token rates and burst sizes were proposed to provide rate guarantees to 

individual flows. The paper investigated the tradeoffs involved when providing rate 



guarantees by simply using buffer management. The performance of the scheme was 

compared to that of a scheduler based scheme (i-e., FWQ). Simulation results show 

that the great simplicity of the buffer management-based scheme comes at  the cost 

of potentially much larger buffer requirements 1221. The proposed scheme requires 

more buffer space than FVFQ to achieve the same rate guarantees. 

The paper also investigated the benefit of a hybrid scheme which combined a 

limited CVFQ scheduling with the buffer management scheme. Simulation results 

show the hybrid scheme is capable of a broad range of tradeoffs between efficiency 

and complexity [22]. The hybrid scheme can provide performance close to WFQ with 

buffer sharing [22]. At the same time. the complexity of the hybrid scheme is less 

than that of WFQ with buffer sharing. 

2.3 Packet-level Discard 

Transmission Control Protocol (TCP) is a general purpose protocol which pro- 

vides robust performance in many network environments. However. the throughput 

achieved by TCP over ATII networks can exhibit very poor performance. Romanow 

and Floyd [dl] presented three possible causes: the tielivery of cells from incom- 

plete packets. link idle time. and the retransmission of packets that have already 

been correctly received. The main reason for the low throughput of TCP over ATbl 

is fragmentation. TCP packets are broken into .YI"TI cells for transmission over 

the .iTLI network; at the destination, these cells are reassembled into TCP packets. 

Lihen an .\TM switch drops a cell From a packet, the rest of the cells from the packet 

are useless since the packet is incompIete and will be retransmitted. But these use- 



less cells are still transmitted and all the cells horn this packet will be retransmitted. 

which wastes bandwidth. This is the primary reason for the low throughput of TCP 

over ATkI [23. 411. 

The above scheme which discards any incoming cells after buffer overflow is called 

tail drop. Since tail drop results in Ion- throughput. packet-level discard ivas proposed 

to discard cells intelligently to maximize throughput. The goal is to eliminate packets 

with incomplete cell counts so as to maximize the number of complete packets being 

transmitted. Several packet-level discard strategies. such as PPD [dl], EPD (4 11, 

ant1 ESPD [91, were proposed to alleviate the effect of the fragmentation. These 

strategies are presented next. 

2.3.1 Partial Packet Discard 

PPD was first proposed by Armitage and Adams (21 as selective cell discarding. In 

PPD. if a switch runs out of buffer space and an incoming cell is droppetl. it discards 

1111 the remaining cells from the same packet except the Iast cell. The Iast cell of the 

packet should be transmitted since it is used to delimit the packet bounclary 

PPD discards the tail part of a packet or an entire packet. This results in im- 

provecl throughput since the bandwidth used to transmit damaged packets is saved 

to transmit complete packets. However, the improvement is limited because the 

switch starts dropping cells only when the buffer overflows. Thus. the congested link 

still transmits a number of cells (namely the first few) belonging to packets that me 

incomplete. 

Simulation results of PPD were presented in [U]. The authors focused on 

throughput and showed that PPD produced a higher throughput than the tail drop 



scheme. Similar results mere presented in [9]. 

2.3.2 Early Packet Discard 

EPD aims at discarding an entire packet prior to buffer overflow. in EPD. a certain 

buffer threshold is set. If the buffer queue length exceeds the threshold. the switch 

is ready to discard incoming cells. Whenever the switch sees the first cell of an 

incoming packet and the queue length is still above the threshold. it drops the cell. 

-411 the subsequent cells from the same packet except the last cell are dropped as 

well. 

EPD prevents new packets from entering the buffer when the buffer is in danger 

of overflowing. Thus. incomplete packets are prevented from being transmittecl. At 

the same time. EPD reserves some buffer space for the packets that have already 

partly entered the buffer, so it increases the chance for these packets to be transmitted 

successfully. With EPD. the throughput for TCP over ATbl is significantly improved. 

Romanow and Floyd [dl] showecl that EPD could bring the throughpr~t perfor- 

mance to its optima1 level. Cheon and Panwar [9] also presented some simulation 

results and validated the significant throughput improvement of EPD. 

2 -3.3 Early Selective Packet Discard 

ESPD has an added packet selection mechanism which tries to drop packets from 

highly active sessions. The original ESPD scheme [9] has a drop timer and three 

thresholds which are the high threshold, the low threshold and the droplist thresh- 

old. Droplist is a set of VCs for which the first cell of a packet has already been 

dropped. The high threshold is used to capture VCs into the droplist, the low 



threshold is to release Ws from the droplist. and the droplist threshold is to limit 

the number of \.%s in the droplist. The drop timer is designed to maintain fairness 

across sessions. 

In ESPD. if the buffer occupancy exceeds the high threshold, the first cell of an 

incoming packet is dropped and the corresponding C% is added to the droplist. -411 

the subsequent cells from the same packet except the last cell are dropped. Once the 

number of YCs in the droplist equals the droplist threshold. no VC is added to the 

drop-list any more. If the last cell using a VC in the droplist comes and the buffer 

occupancy is Less than the low thresholcl. the VC is released from the droplist. When 

the first VC is captured into the droplist. the drop timer is activated: when a CC is 

released from the drop-list. the drop timer is deactivatecl. If the drop timer expires 

prior to the deactivation. all the VCs in the tlroplist are released simultaneously 191. 

.-\ revised ESPD scheme [lo] cvas proposed to reduce the complexity of the orig- 

inal scheme. In this simplified ESPD. the drop-list threshold is not used since the 

high threshold and the low threshold perform well to select the sessions for packet 

discarding. The drop timer is turned off because it does not improve fairness notably. 

Simulation results in [lo] show that ESPD improves the throughput over EPD 

by 15% to 20% for the network configuration used. Their simulation results also 

demonstrate that ESPD improves fairuess. 

2.4 Research Problems 

Since AThI networks are used as backbone networks and many TCP-based appli- 

cations are running on top of these networks. the performance of TCP over AT31 



becomes an interesting issue. In this research. we use simulations to study mecha- 

nisms that can be used to optimize the performance o lTCP over ATXI. In particular, 

rve examine the following problems: 

Per-VC queueing: Simulation results [12. 131 show that fair queueing provides 

nlore fairness to traffic sources than FIFO queueing over packet networks. How- 

ever. no research was done to examine the performance of fair queueing on TCP 

over AT1LI. Does fair queueing perform ivell on TCP over ATSI? Does it provide 

more fairness to the competing TCP sources over an ATTSI network than FIFO 

queueing does? This thesis studies the performance of fair queueing on TCP 

over ,\TLrI. 

Buffer management: .I buffer management scheme rvas proposed and studied 

in [22]. The paper studied the scheme in a packet network and wlidated 

that buffer management is required indepenciently of any scheduling scheme in 

order to provide rate guarantees. In this thesis. rve investigate a simpler buffer 

management scheme. a d-ynamic buffer allocation scheme with two parameters, 

to be used with per-VC queueing. We study the performance of this dynamic 

buffer allocation scheme. 

EPD: EPD was studied by Romanow and Floyd in [dl] and Cheon and Panwar 

in [9: 101. Romanow and Floyd investigated the throughput performance of 

TCP over ATM. Since fairness is also a main concern in a congested network. 

we study the fairness performance in addition to the throughput performance. 

We also investigate the effect of different EPD thresholds. 



EPD and per-VC queueing: .\lthough much research work was done to study 

the performance of EPD and the performance of per-VC queueing, no published 

research has studied the performance of the combination of EPD and per-VC 

queueing. In this thesis. we examine the performance of the combination of 

EPD and per-LC queueing. 

2.5 Summary 

-4 simple output queueing switch only has a FIFO queue for each output port. The 

arrival order of packets determines the transmission order of the packets. the depar- 

ture time of the packets and the buffer space allocations. Several problems with the 

FIFO buffer scheme exist: unfair allocation of bandwidth. longer delay for sources 

using less than their full share of bandwidth. and lack of protection from ill-behaved 

sources. This chapter presents per-VC queueing. fair queueing. and buffer manage- 

ment which were proposed to solve these problems. 

TCP over .-\Tbl can show very poor performance mainly because of fragments- 

tion. .-\ TCP packet is segmented into smaller 33-byte .ATM cells for transmission 

over an ATXI network. and the cells are reassembled into a TCP packet at the des- 

tination. One cell missing causes the whole packet to he dropped at the destination 

and to be retransmitted at the source. Transmitting incomplete packets on the net- 

work results in poor performance. PPD. EPD and ESPD. which were proposed to 

improve the performance, are presented in this chapter. 

The issues addressed in this thesis are also defined in this chapter. The next 

chapter presents the design and implementation issues of our simulation model. 



Chapter 3 

Model Design and Implementation 

Per-\% queueing and packet-level discard have been designed and irrlplerrlented as 

part of the ATT41 traffic and network (XTR.1-TN) simulator developed within the 

TeleSim project. The ATTBI-TN simulator is dedicated to the modeling and simula- 

tion of AThI networks at the cell level [ - k i j .  The simulator is built on SimKit. an 

efficient package for general purpose discrete event simulation (DES). 

This chapter describes the design and implementation issues of our model. It 

is organized as follows. CVe first present features of SimKit. We then provide an 

overview of .-\Tbl-TN. After that. we discuss the design and iniplementation issues 

of per-C% queueing, buffer management. WFQ, PPD and EPD. 

3.1 SimKit 

SimKit. developed as part of the TeleSim project, is designed For fast DES. It repre- 

sents a simple logical process view of sirnulat ion enabling both sequential and parallel 

execution without code changes to application models [19]. There are two versions 

of SirnKit: a C++ version and a .Java version, The C++ version is a, C++ class 

librarv. and the Java version is a Java class library. In the FoIlowing sections, we 

present the application programming interface (API) that SimKit provides. which is 

followed by a short description of the six simulation execution phases. 



3.1.1 SimKit Application Programming Interface 

The SimKit -4PI consists of three classes, one type, and several convenience functions 

and macros. The three classes are: sksimulation for controlling simulation. s k l p  

for modeling application behavior and state transitions, and sk-event for mocleling 

the interaction between the Iogcal processes. The one type is sk-time, which is usecl 

to represent simulation time. Several functions and macros are provided to support 

easy access to simulation information. such as current LP. current event, ant1 current 

time. -1 library for random number generation and distributions is also provided. 

including uniform. normal, exponential, geometric. binomial. Erlang, and Poisson 

distributions. 

The sksimulation class provides the initialization interface to the SimKit simula- 

t ion kernel. Classes derived from sk lp  class represent components of the application 

physical sys tern. Classes derived from sk-event class represent events that take place 

in the application. .in LP communicates with another LP by creating an event 

and sending it to the destination LP to be processed at a specific time. .I simula- 

tion model is constructed by deriving LPs from s k l p  class and events from sk-event 

class. An instance of sksimulation class is needed to invoke the run time simulation 

kernel [19]. 

3.1 -2 Simulation Execution Phases 

Simulation execution is divided into six phases. Phase one is program initialization 

in which the function main is called and the simulation object is instantiated. Phase 

two is SimKit and model global initiaiization. In this phase, the simulation object is 

initialized? all mode1 LPs are instantiated and allocated to processors, and the control 



is passed fiom the application's main function to the simulation run time system. 

Phase three is LP initialization in which all LPs' initialize member functions are 

invoked. Once all LPs have been initialized and  seed events have been sent out, 

phase four-simulation execution-begins. The SimKit kernel begins dispatching 

events to their destination LPs. When an event arrives at an LP, the LP member 

function process is called. This phase ends when there are no more events to process. 

when the simulation end time is reached, or when an enor occurs. Phase five is 

LP termination. in which all LPs' terminate functions are invoked. At last. the 

simulation run time system returns control back to the application's main function 

in the simulation clean-up phase [19]. 

ATM-TN 

"ATMTN is an integrated set of simulation tools with a modular architecture that 

supports the modeling, simulation and analysis of .ATM networks." [50] It has been 

designed for ATM network design and analysis. Its features include modular ar- 

chitecture, a modeler's framework including traffic and network models, an object 

oriented software system written in C++ and built on SimKit API. and well orga- 

nized simulation input and output files [50]. 

3.2-1 ATM-TN Architecture 

The general structure of the ATM-TN simulator is illustrated in Figure 3.1 [47]. The 

major components of ATM-TN are presented in [47]: 

1. ATb1 Network Model: It provides the Am1 switch and network models. 
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Figure 3.1 : ;\T&I-TX Simulator Architecture 

2. ATM Traffic Yodel: It provides the -AT41 traffic models. 

3. ATbl Modeling Framework: It provides the modeling framework that builds 

the user defined simulation scenario and controls the simulation execution. 

4. Optimized Sequential Simulator (OSS): It provides an optimized sequential 

simulation kernel which supports fast, efficient. and sequential esecution. 

3. WarpKit: It provides a paallel simulation kernel which supports optimistic 

parallel execution [29] on shared memory multiprocessor platforms. 

6. TasKit: It provides a high performance simulation kernel which supports both 

sequential and conservative parallel execution [7]. 



7. SimKit C++: It provides a C++ based library on top of the sequential and 

paralIel kernels. 

The ATM network model: tr&c model, and modeling framework are described 

Further in the subsequent sect ions. 

3.2.2 ATM Network Model 

The ATbI network model provides the ..TM switch and network models. As seen 

in Figure 3.2 (171, an -4TbI-TN network model is made up of traffic sources/sinks 

(TSSs), links, end nodes. and switches. TSSs generate and absorb cells carried by 

the network. End nodes are a simplified type of switch used at the edges of an .4TM 

network. Switches and end nodes are connected by bidirectional links. 

8 0 Traffic SourcJSink (TSS) 

n End Node 

[XI Switch 

Figure 3.2: .An AThI-TN Network Model 

The switch models include three single-stage switch models, i-e., per-port, shared, 



and crossbar switches, and three multistage switch models, i-e.. delta multistage in- 

terconnection network versions of per-port, shared, and crossbar switches. Point- 

to-point switched virtual channels (SVCs) and permanent virtual channels (PKs)  

are supported. Virtual paths (VPs) are also supported. The switch models provide 

several traffic shaping schemes at end nodes, several call admission control schemes 

at  switches, a user parameter control scheme at access switches, a network param- 

eter control scheme at  internal switches, separate buffer queues for different senrice 

classes, and separate thresholds for dropping cells with low loss priority and For 

explicit Forward congestion notification [IT]. 

3.2.3 ATM Traffic Model 

Several kinds of ;\Tb1 traffic models are provided, including deterministic, Poisson, 

blPEG. Ethernet, Web. TCP and persistent. Since Poisson and TCP are the only 

two traffic models used by the experiments in this thesis. we only present these two 

models here. 

Poisson Traffic Model 

The Poisson traffic model models a variable bit rate (VBR) cell stream in an ATThI 

network. It supports both unidirectional and bidirectional streams. Cell inter-arrival 

times are exponentially distributed and independent. The Poisson traffic parameters 

include peak cell rate, sustainable cell rate, service class. the number of cells to send. 

inter-cell spacing for both fomard and backward channels, connection type, aod 

transmission start time. St at  istics include the number of cells transmitted, received 

and lost in each direction [49]. 



TCP 'IkafEc Model 

The TCP t r a c  model simulates bulk data transfer between two hosts over an AThf 

network. It supports both unidirectional and bidirectional streams. The full protocol 

stack in Figure 1.1 is modeled. 

The TCP traffic parameters include the number of bytes to send for both forward 

and backward directions, send and receive buffer sizes, inter-cell spacing, connection 

type, and transmission start time. Optional parameters include packet send queue 

size, maximum transmission unit (hITU)? maximum segment size (bISS). fast timer. 

and slow timer. Higher performance extensions and Nagle's algorithm can be en- 

abled or disabled. Statistics records are generated for each of the socket. TCP/IP. 

.A.AL? and AThl layers of the model. which include the number of bytes sent and 

received, the number of segments retransmitted and duplicated. and the number of 

cells received and lost for each source/sink. Detailed tracing at the TCP/IP. XAL 

and ATbI level is supported. 

3.2.4 ATM Modeling Framework 

The AThI modeling framework is a framework for all the model components in the 

ATM-TN simulator. It provides support and startup Functions for the various model 

components, such as switches, TSSs, links, ports, VPs, and PVCs. These include 

simulation initialization and control, model construction and termination, model 

component identification, e-xternal event notification, utility functions, and output 

support. The modular design of the ATM modeling framework aIlows new simulation 

model components to be easily added into ATM-TN [50]. 



3.3 Per-VC Queueing 

Per-VC queueing means there are different queues For different VCs. It is applied at 

an output port of a switch. It can guarantee a low end-to-end delay to a light user, 

prevent a greedy user from taking up all the bandwidth. and manage priority of each 

VC. In this section, we first describe the original scheme without per-VC queueing 

used in -4TkI-TN. Then, w present some design and implementation issues of per- 

VC queueing. 

3.3.1 Original Scheme without Per-VC Queueing 

As seen in Figure 3.3. at every output port of a switch in .kTM-TN, there are separate 

buffer queues for different service classes, CBR, rt-VBR, nrt-VBR, ABRI and UBR. 

-1 scheduler decides which cell gets to leave the buffer next. Two cell scheduling 

schemes, round robin and exhaustive priority, can be used to schedule the removal 

of cells from these buffer queues. 

ABR I 
Scheduler 

Figure 3.3: Original Scheme without Per-VC Queueing 



Round Robin 

The round robin scheduling scheme cycles through the queues in turn and services 

the first non-empty queue, i.e.? the First queue with a waiting cell. If all the queues 

are non-empty. then the scheduler will service every queue one by one. In a net- 

work with variable-sized packets, the round robin scheduling scheme cannot allocate 

bandwidth fairly because traffic sources using large packets get more bandwidth than 

tralfic sources using small packets. However. this scheduling scheme caa provide fair 

bandwidth allocation in ATM networks since -4TR.I networks use ked-sized cells as 

their transmission units. 

Exhaustive Priority 

The exhaustive priority scheduling scheme is usually used in the situations where 

queues to be serviced are ordered in terms of priority. This scheme is often employed 

to service multiple .-\TBI service classes where CBR has the highest priority and UBR 

has the lowest priority. In each service cycle. the scheduler searches queues from the 

highest priority to the lowest priority and services the first cell it encounters. If 

the highest priority queue has cells waiting to be transmitted in every cycle. it will 

be serviced e-xhaustively and the other queues will not receive any service. The 

exhaustive priority scheduling scheme can provide an upper bound on the delay for 

a particular senrice class based on the sum of the peak cell rates allocated to higher 

priority service classes, the output link rate, and the queue length of that service 

class [34]. This characteristic makes the scheme very attractive to the real-time 

tr&c, i.e., CBR and rt-VBR, which requires tightly constrained delay. 

The original scheme without per-VC queueing does prevent tr&c sources be- 



Longing to different service classes from affecting each other. However. it does not 

prevent sources belonging to the same service class from interfering with each other. 

An aggressive source may still take up d l  the bandwidth, preventing a conform- 

ing source in the same service class from getting its fair share of the bandwidth. 

Therefore, per-\'C queueing is designed and implemented. 

3.3.2 Scheme with Per-VC Queueing 

The new scheme with per-VC queueing is illustrated in Figure 3.4. There are different 

queues for different VCs within each service class. instead of one FIFO queue for each 

service class. There are two levels of scheduling. Scheduler one selects one service 

class out of those five service classes. Scheduler two decides which VC will get service 

in that service class. Either round robin or exhaustive priority may be used in the 

level one scheduling, and either round robin or WFQ may be used in the level two 

scheduling. 

CBR 

\ 

Figure 3.4: Scheme with Per-VC Queueing 



In the per-VC queueing implementation, a VC table is built at each output port. 

Each entry o l  this VC table has several fields, including virtual path identifier (VPI), 

virtual channel identifier (VCI) and weight. VPI and VCI are used to identify a VC; 

they are generated automatically during the connection setup phase. Weight is the 

weight assigned to  that VC: it is obtained from an ;\TU-TN input file and is used 

by WFQ. 

?I buffer management scheme decides if an arriving cell should be allowed entry 

into the buffer. We investigate a d-mamic buffer allocation scheme to be used with 

the per-VC queueing scheme. It allo~vs more efficient use of the available buffer. 

Another attractive attribute of this dynamic buffer allocation scheme is that it can 

limit the maximum buffer space that a VC can use, and can guarantee a minimum 

buffer allocation to a VC. The scheme is presented in the next section. 

3.4 Dynamic Buffer Allocation 

Switch buffer size is critical for the switch performance. If the buffer size is too 

small. the switch throughput and its capacity to handle many connections may be 

constrained; if the buffer size is large, the cost of the switch is high and the network 

delay may be intolerable. In the per-VC queueing implementation. there is shared 

buffer space at  each output port. This shared buffer space is used by all the VCs at 

the output port and is flexibly allocated to VCs as needed. When a traffic source 

asks for some buffer space to store an incoming cell, the space is obtained From 

this shared buffer space. After the traffic source finishes using the space, the space 

is returned to this shared buffer space. It has been shown that a smaller packet 



loss ratio is achieved by using dynamic rather than static buffer management [46]. 

With static buffer management, much of the buffer space allocated to some trd6c 

sources may never be used, and at the same time, packets from other sources may 

be dropped due to a lack of buffer space for those traffic sources. With dynamic 

buffer management, the unused buffer space can be used by any traffic source which 

needs it. The dynamic buffer allocation scheme presented in this thesis uses two 

parameters. maximum buffer size and minimum buffer size. .i similar scheme using 

rnavimum and minimum buffer queue lengths was also considered in (301. 

Maximum Buffer Size 

A user can set a rnavimum buffer size. The maximum buffer size specifies how much 

buffer space can be used for a traffic source. Incoming cells from the tr&c source 

lor which buffer usage has reached the maximum buffer size are dropped. Thus. a 

greedy user can be prevented from hogging all the buffers. The maximum buffer size 

is expressed as a percentage of the total buffer space. 

Minimum Buffer Size 

A user can set a minimum buffer size. The minimum buffer size specifies how much 

buffer space should be guaranteed for a traffic source. -4 cell arriving at a full buffer 

will get some buffer space if the arriving cell belongs to a VC whose buffer usage 

is below the minimum buffer size. This buffer space is obtained by releasing the 

buffer space of the last cell on a \iC queue whose length is the longest among all 

the VC queues and whose buffer usage is over the minimum buffer size. Therefore, 

a minimum throughput can be guaranteed to a source. The minimum buffer size is 

e+xpressed as a percentage of the total buffer space. 



3.5 Weighted Fair Queueing 

In WFQ [13], before a packet is put on a VC queue. the senice finish time of the 

packet is calculated based on the arrival time and the size of the packet and the 

might of the traffic source and is used as the timestamp of the packet. The weight 

represents how much priority a traffic source has and determines the relative number 

of service time units that the tr&c source gets in each service cycle. The switch 

transmits packets in increasing order of their timestamps. The packet with the 

smallest timestamp is always sent next. WFQ has been implemented based on the 

notion of round number [13] or virtual time [do]. In this section. we first describe 

the concept of virtual time. Then we present the WFQ implementation. 

.It the beginning of the simulation. the virtual time V ( t )  is zero since there is 

no cell in the VC queues and the switch is idle. Here, t is the simulation time 

maintained by the simulator. Virtual time is updated whenever an inactive session 

becomes active or whenever an active session becomes inactive. .In active (back- 

logged) session means there is at least one cell waiting in the corresponding C% 

queue to be transmitted. V ( t )  is calculated using the following formula: 

where Bj is the set of active sessions in the interval ( t j - l , t j ) .  It is updated when 

an active session becomes inactive or when an inactive session becomes active. tVi 

is the weight of session 2 :  it is obtained from the VC table at the output port. 

The rate of increase of virtud time V is E p *  Each backiogged session k 



receives service at rate IVk *- So a session with a heavier weight is serviced 

faster. Virtual time increases continually. When there is no active session in the 

system, virtual time stops increasing at that point because no session receives service, 

and virtual time will increase later when a session becomes active. 

When a cell arrives at an .\TU switch at  time t, virtual time Ce(t) is calculated 

first. Then, the expected service finish time of the cell is obtained using the following 

formula: 

Fk denotes the service finish time of the kth cell arriving at the session i buffer queue 

at time t: Fc-l denotes the service finish time of the k - l th cell: Fo is defined to be 

zero: V ( t )  is the virtual time at time t; L is a constant, which is the length of an 

ATh1 cell: CC; is the weight of the session i. 

After the service finish time of a cell is obtained. it is used as the timestamp of 

the cell. When the switch is ready to transmit the next cell, it picks the cell with 

the smallest timestamp in the buffer queues. In other words. the switch transmits 

cells in increasing order of their service finish time. 

In addition to fair allocation of bandwidth and protection from ill-behaved traffic 

sources, WFQ has the advantage of providing bandwidth priorities to sources through 

the use of weights. Some sources may receive more service if they have heavier 

weights. 



3.6 Partial Packet Discard 

TCP over ATTbl exhibits poor performance mainly caused by fragmentation. Once a 

cell belonging to a packet is dropped, the subsequent cells of the packet will be useless 

and the destination mill ask the source to retransmit the whole packet. However. 

those cells are still transmitted on the network, which wastes bandwidth. To improve 

the throughput of TCP over -.Tbl, PPD [dl] is implemented. 

With PPD, once a switch drops a cell. the switch continues dropping cells from 

the same packet until it sees the last cell of the packet. If the second bit in the 

Payload Type (PT) field of an ATTM cell is set. it indicates that this cell is the last 

cell of a TCP packet; otherwise. it indicates that this cell is the beginning of a packet 

or the continuation of a packet. The last cell of the packet is not dropped since this 

cell is used to delimit packet boundaries. 

PPD is implemented on a per-VC basis. Two more fields are added to the VC 

table, One field is used to decide whether PPD is used; the other field is used to 

decide whether cells from the current packet have been dropped. When a cell arrives 

at a switch, the switch looks through the VC table. If the cell belongs to a TCP 

packet, PPD is used, and a cell from this packet has already been dropped, the cell 

will be dropped unless it is the last cell of the packet. Fkihen last cell seen, state 

information (i.e.. incoming cells belong to an incomplete packet) is cleared for that 

vc. 
PPD provides better performance than TCP over plain ATM. When a cell must 

be discarded due to the buffer overflow, PPD discards al1 subsequent cells of the 

incomplete packet. Thus, the discarded cells are clnstered in fewer packets and 



the number of packets to be retransmitted is reduced. Performance is improved. 

However, the improvement is limited because PPD only discards the end part of a 

damaged packet, and the first part of the clamaged packet is still transmitted. 

3.7 Early Packet Discard 
\ 

.A more effective packet-Level discard scheme is EPD [U]. EPD was proposed to drop 

an entire packet prior to buffer overflow. Thus. incomplete packets will be prevented 

from being transmitted through switches. 

With EPD. when a VC queue length exceeds a certain threshold. all the cells 

but the last cell of any incoming packet will be dropped. Thus, entire packets are 

discarded before congestion. On the other hand. EPD does not discard subsequent 

cells in the packets that have already been in transmission: therefore. the packets in 

transmission can be guaranteed to reach their destinations. 

Similar to PPD, EPD is implemented on n per-VC basis. The switch needs to 

know whether EPD is used on a VC and whether cells from the current packet have 

been dropped. In addition to this information, the switch needs to monitor whether 

the current buffer size exceeds a fixed threshold. Detailed pseudocode of an EPD 

implementation is presented in Figure 3.5 [IO]. 

In the above pseudocode, BOM represents Begin Of Message (packet), and EOM 

represents End Of Message (packet). The droplist is a set of VCs for which the BOM 

cell of a packet has already been dropped. The EOM cells enter the buffer whenever 

there is space available, because they are used to delimit packet boundaries. 

Our EPD implementation follows this pseudocode. When a cell arrives a t  a 



We have a cell arrival at an ATM switch: 
if the cell's VPI/VU belongs to droplis t 
if the cell is an EOM celI 

if queue-length < buffer-size 
insert the ceU into buffer 

else 
&card the cell 

remove the VPI/VCI from the droplist 
else 

discard the c d  
eke 

if queue-length c Threshold 
insert the cell into buffer 

else if (BOM cell or (the buffer is full)) 
discard the cell 
capture the VPI/VCI into drop-list 

else 
insert the cell into buffer 

Figure 3.5: Pseudocode of an EPD Implementation 

switch, the switch examines the VC table. If the cell belongs to a TCP packet, EPD 

is used. and the queue length exceeds the EPD threshold or a cell from this packet 

has already been dropped, the cell will be dropped unless it is the last cell of the 

packet. The EPD threshold can be read from an input file which is defined by a 

user. It is expressed as a percentage of the total buKer size. 

PPD prevents the remaining cells of the incomplete packets from being transmit- 

ted when the buffer overflows, while EPD prevents the incomplete packets from being 

transmitted when the buffer is in danger of ovediowing to save more bandwidth and 

buffer space for good packets. Hence, EPD is more efficient than PPD. 



3.8 Summary 

This chapter discusses the design and implementation issues of our simulation model. 

Since per-VC queueing and packet-level discard have been designed and implemented 

as part of the -4Tbf-TN simulator, the -4TTII-TN architecture, network model, traffic 

model. and modeling framework are presented. -ATLI-TN is built on S imKt  which is 

an efficient package for DES, so some issues related to SimKit. such as SimKit .-\PI 

and simulation execution phases, are also presented. This chapter also presents the 

detailed design and implementation of per-VC queueing, buffer management. WFQ, 

PPD and EPD. The next chapter provides the validation of our model. 



Chapter 4 

Model Validat ion 

The design and implementation issues of our per-VC queueing, fair queueing, buffer 

management and packet-level discard model are presented in Chapter 3. Before we 

use this model. we may ask: Is this model correct'? Validation OF our simulation 

model is very important. It is necessary to assure the correctness of simulation 

results. 

In this chapter. we try to validate our model. CVe first describe the qualitative 

validation of per-VC queueing and its related Fair queueing schemes. Then we present 

the quantitative validation of these schemes. The validation of packet-level discard 

is presented in the next chapter when the characteristics of packet-level discard are 

studied in detail. 

4.1 Qualitative Validation for Per-VC Queueing 

This section presents the qualitative validation for per-VC queueing. -1 scenario 

using two Poisson traffic sources is built to validate the simulation model of per-VC 

queueing and its related fair queueing schemes, round robin and CVFQ. 

4.1.1 Network Topology 

The network topology used in this experiment is shown in Figure 4.1. There are two 

switches in the network. Two Poisson sources share a common output link en route 



to their respective destinations. The simulation parameters are as follows: 

Figure 4.1: Network Scenario for Qualitative Validation for Per-VC Queueing 

a Network links are 10.000 celIs/second (4.24 hlbps). 

Source 1 and source 2 belong to the same service class. UBR. 

Each switch output port has a 100-cell buffer for the UBR service class. 

Rate of source 1 is fixed at 3000 cells/second. 

Rate of source 2 is varied from 3000 cells/second to 8000 ceIls/second. with a 

step of 500 cells/second. 

Duration of the simulation runs is 55 seconds, including 5 seconds warmup 

period. 

Different scheduling schemes are tested, including the scheme Nit hou t per-VC 

queueing, round robin scheme with per-VC queueing, and \WQ with per-VC queue- 

ing. Different weights for different sources are used to further explore the characteris- 

tic of FVFQ. Dynamic buffer management is also applied to improve the performance 

of per-VC queueing. 



4.1.2 Performance Metrics 

The following performance metrics are used in the experiment: 

Mean End-to-End Delay. ?dean end-to-end delay is the average time to trans- 

mit a cell from the source to the destination. 

Cell Loss Ratio (CLR). CLR is expressed as a ratio of the number of cells lost 

to the number of cells transmitted. 

4.1.3 Simulation Results 

The simulation results are shown in Figure 4.2,4.3. 4.4 and 4.5. FIFO represents the 

scheme without per-VC queueing, Round Robin represents the round robin scheme 

with per-VC queueing, CPTQ (wl=wl= l )  represents the WFQ scheme with per-VC 

queueing when two traffic sources have the same weight, and LVFQ (wl=L.w2=2) 

represents the CVFQ scheme with per-VC queueing when traffic source two has twice 

the weight as traffic source one. Overall represents the average. 

Dynamic buffer management is not used in Figure 4.2 and 4.3, i.e., the buffer 

space is allocated to traffic sources in a first-come-first-serve way. Dynamic buffer 

management is used in Figure 4.4 and 4.3 where 30% of the total buffer space (i.e.. 

30 cells in this case) is guaranteed to each traffic source. 

Figure 4.2 shows that in FIFO both sources have nearly the same delay over the 

full range of rates. Delay increases sharply near the saturation point (i.e.. aggregate 

input rate = output rate), which is 5000 ceUs/second. Delay flattens out altenvards, 

because the buffer at the output port of switch 1 is always lull. In Round Robin, 

before the saturation point source 1 has a longer delay than source 2. This behavior 
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occurs because source 1 has a higher rate than source 2, so the queue length of 

source 1 is longer than that of source 2 and the delay for source 1 is longer than that 

for source 2. After the saturation point, source 2 has a longer delay than source 1 

because source 2 has a higher rate than source 1. From the results, per-VC queueing 

achieves tr&c isolation as expected. The delay seen by source 1's cells is largely 

unaffected by source 2's excessive arrival rate. 

In Round Robin and FVFQ (wl=w2=1), after the 6000 cells/second point, a 

slight decrease in delay for both traffic sources is observed. This is because source 

2 takes up more buffer space as its rate increases. So source 1's queue length is 

decreased and thus source 1's delay is decreased. For source 2, since source 1's queue 

length is decreased. the time it spends waiting for source 1's cells to be transmitted 

is decreased. So source 2's delay is decreased too. 

WFQ (wl=w2=1) has similar results as Round Robin since source 1 and source 

2 have the same weight. In CVFQ (wl=l,w2=2), source 1 has a longer delay than 

source 2 since source 2 has twice the weight as source 1 and is serviced twice as last 

as source 1. Thus, at most points the queue length of source 2 is shorter than that 

of source 1; although at some points the queue length of source 2 may be longer 

than that of source 1. source 2 still has a shorter delay than source 1. After the 

-- la00 ceIls/second point, as source 2's rate increases, source 2's queue length further 

increases and source 1's queue length decreases. So source 2's delay increases and 

source 1's delay decreases. The simulation results illustrate that FVFQ can provide 

different priorities to different traffic sources. 

As shorn in Figure 4.3, there is no cell loss before the saturation point. Some cells 

get lost at and after the saturation point. CLR starts to increase at the saturation 



point. When the aggregate input rate is larger than the link output rate, the network 

is overloaded. The overall CLR in the overload case follows the shape (Input Rate - 

Output Rate)/Input Rate. In other words, the overall CLR follows the shape (L - 

1)/L where L is the relative input load (i.e., Ignput Rateloutput Rate). For example, 

CLR is 0.23 when L is 1.3 at the point 8000 ceIIs/second. 

In FIFO, source 1 has a higher CLR than source 2 after the saturation point 

because source 2 has a higher traffic arrival rate and it is more likely to seize any free 

buffer space. Round Robin, WFQ (wl=w2=1) and WFQ (wl=l.w2=2) have similar 

CLR results because d-marnic buffer management is not used. Free buffer space is 

allocated to traffic sources on a first-come-first-serve basis. In this case. source 2 

tends to grasp all of the buffer space. 

When d-ynamic buffer management is applied (see Figure 4.5). in Round Robin 

and WFQ (wl=w2=1) source 2 has a higher CLR than source 1. In this case, 

although source 2 has a higher traffic arrival rate than source 1, it cannot use all the 

buffer space. Source 1 is guaranteed at least 30% of the total buffer space. Thus, 

the performance of per-VC queueing is improved. 

In W Q  (w1=l.w2=2) (see Figure 4.5), source 1 has a higher CLR than source 

2 because source 2 is serviced twice as f z t  as source 1 so at most points the average 

queue length olsource 1 is longer than that of source 2. 

The mean end-to-end delay of source 2 after the saturation point 5000 cells/second 

in Round Robin in Figure 4.4 is longer than that in Round Robin in Figure 4.2. In 

the former case, 30% of the total buffer space is guaranteed to source 1: so source 

1's average queue length is longer than that in the latter case. 



4.1.4 Different Seeds 

-1 random number generator generates random numbers used by the Poisson traffic. 

A pair of Kved seeds were used to obtain the above simulation results. To validate the 

stability of our results, two other pairs of seeds were also used. which have produced 

results very close to the above results. 

Figure 4.6 is the error bar graph of the mean end-bend delay for FIFO and 

Round Robin (without dynamic buffer management) using three different pairs of 

seeds. The dotted line represents the average results from the three different pairs 

of seeds. .In error bar is a line with a limited length. connecting the lowest wlue 

to the highest value at a certain point. The smaller the length of the error bar. the 

closer the results. From this figure. it is obvious that the results from different pairs 

of seeds are very close to each other. The same behavior is observecl For WFQ. 

4.2 Quantitative Validat ion for Per-VC Queueing 

Van Melle validated the implementation of per-VC queueing and buffer management 

in [34]. We use the same methodology here to validate quantitatively the simulation 

model of per-VC queueing, dynamic buffer management, and fair queueing schemes. 

Figure 4.7 shows the network topology used by the simulations in this section. There 

are two switches in the network. N Poisson sources share a common output link en 

route to their respective destinations. The simulation parameters are as follows: 

Network Links are 10,000 ceNs/second (4.24 Mbps). 
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-411 the traffic sources belong to the same service class. UBR. 

Each switch output port has a 1000-cell bufl'er for the LTBR service class. 

Duration of the simulation runs is 53 seconds, including 5 seconds warmup 

period. 

Sink 1 

I krn 

Sink N 

Figure 4.7: Xetwork Scenario for Quantitative Validation for Per-VC Queueing 

CLR, a ratio of the number of cells lost to the number of cells sent, is used 

as a performance metric to validate the simulation model of per-VC queueing, fair 

queueing, and dynamic buffer management. 

4.2.2 Experiment 1: FIFO 

This experiment tests the scheme without per-VC queueing. Since there is only a 

FIFO queue for each service class at each output port of a switch, we call it FIFO. 

The FIFO queueing has no dynamic buffer management. 

Parameters 

As described in Table 4.1, four Poisson sources with the same transmission rate are 

used in this experiment. 



Table 4.1: Source Configuration for FIFO 

Source Rate (celIs/second) 

Expected Results 

Since the total input rate is 20,000 cells/second and the network bandwidth is only 

10.000 cells/second. the network is heavily overloadeci. -411 the sources are expected 

to suffer from cell loss. The overall cell loss ratio should follow the shape (L - 1) /L  

where L is the relative input load, as described in Section 4.1.3. 

Simulation Results 

The simulation results are shown in Table 4.2. -111 the cells from different traffic 

sources are put on one FIFO queue at an output port of switch I .  waiting to be 

transmitted to their destinations. The arrival patterns of the sources determine the 

buffer allocation and the bandwidth allocation. Since all the sources have the same 

transmission rate. their CLRs are close to each other. The overall CLR is 0.5. which 

follows the shape (L - 1) lL  where L is 2. 

Received + Lost # Sent is observed in nearly all the simulations in this section. 

There are two reasons for it. One is warmup. .It the end of the warmup period, 

statistics such as cellssent , cells~eceived, and celIsmissing are reset to 0. However, 

there are still some cells on the way to their destinations. This is the main cause for 

Received + Lost > Sent. When the simulations end at time 55 seconds, some cells 



Table 4-2: Simulation Results for FIFO 

Source Sent (cells) Received (cells) Lost (cells) CLR (%) 
1 250256 125626 124595 49.8 
2 250325 125268 125121 50 .O 
3 250235 124256 125993 50.3 
4 25033 1 121550 125493 50.1 

Overall 1001 147 500000 501202 50.1 

may still be in transmission. This is the main cause for Received + Lost < Sent. 

Generally, these two situations occur together. 

4.2.3 Experiment 2: Round Robin 

This experiment tests the round robin scheme in the per-VC queueing environment. 

CVe will verify that round robin and per-VC queueing work correctly. 

Parameters 

As described in Table 4.3, five Poisson sources with different rates are used in this 

experiment. We set the maximum buffer ratio to 1.0 and minimum buffer ratio to 

0.05. Thus, we guarantee a small amount of buffer space for each VC. This is to 

ensure that the results are not dominated by the buffer management behavior. 

Expected Results 

Like the network in experiment 1, the network in this experiment is heavily over- 

Ioaded because the total input rate is much higher than the network bandwidth. FVe 

can calculate the expected CLRs for the t r f i c  sources according to the following 

rule. First, the 10,000 cells/second bandwidth is divided evenly among five sources. 



Table 4.3: Source Configuration for Round Robin 

Source Rate (cells/second) 
I 1000 
3 - '2000 
3 4000 
4 6000 
5 8000 

Each traffic source should get 2000 cells/second, which is greater than that required 

by source 1; therefore the CLR for source 1 should be 0. Then. the remaining 9000 

cells/second is divided among four sources. which is 2250 cells/second per source. 

Therefore, source 2 should also have 0 CLR. Finally. 7000 cells/second is divided 

among the remaining three sources. which is 2333 cells/second per source. The 

CLRs of the remaining sources can now be easily calculated as (Rate - 2333) /Rate 

and are given in Table 4.4. 

Table 4.4: Expected Results for Round Robin 

Source Expected CLR (%) 

Simulation Resdts 

Simulation results are shorn in Table 4.5. The round robin scheduler in the per-VC 

queueing environment behaves exactly as expected. 



Table 4.5: Simulation Results for Round Robin 

Source Sent (cells) Received (cells) Lost (cells) CLR (%) 
1 49749 49748 0 0.0 
2 100248 100251 0 0.0 
3 200239 116667 83554 41 -7 
4 300614 116667 183964 61 -2 
5 399556 116667 282904 70.8 

Overall 1050406 500000 550422 52.4 

4.2.4 Experiment 3: Round Robin with Buffer Management 

This e-xperirnent examines the round robin scheduling scheme used in conjunction 

with different buffer management settings. It verifies that the dynamic buffer allo- 

cation works properly ant1 can improve the perfornlance of per-VC queueing. 

Parameters 

The source configuration is the same as that in experiment 2 (see Table 4.3). This 

experiment is composed of four separate trials which have different buffer manage- 

ment settings. The buffer management settings of these four trials are shorn in 

Table 4.6. 

Table 4.6: Buffer Management Settings 

Trial bIa,uimum Buffer Ratio Minimum Buffer Ratio 



Expected Results 

When dynamic buffer allocation is not applied (i.e., masirnurn buffer ratio = 1.0 

and minimum buffer ratio = 0.0)? buffer space is allocated to traffic sources on a 

first-come-firs t-serve basis. The source with a high transmission rate is more likely 

to seize any free buffer space than the source with a low rate: therefore, the CLR 

for the f a t  source is lower than the CLR for the slow source. When certain buffer 

space is guaranteed for each traffic source, the expected CLR for each traffic source 

is described in Table 4.4. 

Simulation Results 

The simulation results are shown in Table 4.7. Dynamic buffer management works 

correctly as expected. In trial 1 where d-ynamic buffer management is not applied, 

source 5 has the lowest CLR since source 5 has the highest transmission rate. When 

5% of the total buffer space is guaranteed for each traffic source in trial 2. the CLRs 

are exactly the same as what we have expected. This means that 5% of the total 

buffer space is enough to accommodate occasional bursts of cells from the Poisson 

traffic sources. In trial 3 where each traffic source can use at most 50% of the total 

buffer space, source 5 experiences the highest CLR since most of its celIs are lost 

due to the limited usable buffer space. At the same time, source 1 and source 2 still 

experience cell loss because no minimum buffer space is guaranteed for them. In trial 

4, each traffic source can use at most 20% of the total buffer space; therefore each 

traffic source is allocated 200-cell buffer space. The CLRs are the same as those in 

Table 4.4 because the 200-cell buffer space is enough for the bursts of the Poisson 

traffic sources. 



Table 4.7: Simulation Results for Round Robin with Buffer Management 

Trial Source Sent (cells) Received (cells) Lost (cells) CLR (%) 
I I 49749 19603 30144 60.6 

2 100248 -40742 59508 59.4 
3 200239 87712 112535 56.2 
4 300614 141939 158673 52.5 
5 399556 210004 259628 47.5 

overall 1050406 500000 550489 52.4 
3 - 1 49749 19748 0 0 .O 

9 - 100248 100252 0 0.0 
3 200239 11666'7 53554 41.7 
4 300614 116667 183964 61.2 - 
a 399556 11666'7 282904 70.8 

overall 1050406 500000 550422 52.4 
3 1 -49749 26441 23306 46 .S 

3 - 100248 54655 45592 45.5 
3 200239 117892 82343 41.1 
4 300614 150506 150109 49.9 
5 399556 150506 249047 62.3 

overall 1050406 500000 550397 52.4 
4 1 49749 49748 0 0.0 

2 100245 100251 0 0.0 
3 200239 116667 83552 41 -7 
4 300614 116667 183949 61 -2 
5 399556 116667 282931 70.8 

overall 1050406 500000 550462 52.4 



4.2.5 Experiment 4: WFQ 

This experiment tests the WFQ scheme in the per-VC queueing environment. Differ- 

ent weights are used for different sources. The experiment verifies that WFQ works 

properly. 

Parameters 

The source configuration is shown in Table 4.8. Four Poisson sources with the same 

transmission rate and different weights are used in this experiment. For the same 

reason as that stated in experiment 2, the mavimum buffer ratio is set to 1.0. and 

the minimum buffer ratio is set to 0.05. 

Table 4.8: Source Confi yrat ion for WFQ 

Source Rate (cells /second) Weight 

Expected Results 

The expected CLRs can be calculated as follows. Each traffic source should get a 

bandwidth in proportion to its weight. The sum of the source weights is 10, so source 

1 should get 1/10 of the total bandwidth, source 2 2/10, source 3 3/10. and source 

4 4/10. Thus, source 1 gets 1000 cells/second, source 2 2000 cells/second, source 3 

3000 celIs/second, and source 4 4000 cells/second. The expected CLRs are obtained 

using the formula (Rate - Allocated Bandwidth)/Rate and are shown in Table 4.9. 



Table 4.9: Expected Results for WFQ 

Source Expected CLR (%) 
1 80.0 
3 d 60.0 
3 40 -0 
4 20.0 

Simulation Results 

The simulation results are shown in Table 4-10. The simulation results match the 

expected results almost perfectly? which indicates that WFQ works properly. 

Table 4.10: Simulation Results for WFQ 

Source Sent (cells) Received (cells) Lost (cells) CLR (%) 
1 250256 50000 200214 80.0 
2 250325 100000 150363 60.1 
3 '250235 150000 100231 40.1 
4 250331 200000 50330 20.1 

Overall 2001147 500000 501138 50.1 

4.3 Summary 

This chapter provides validation of our per-VC queueing, fair queueing, and buffer 

management model. The validation is carried out in two respects: qualitatively 

and quantitatively. In quditative validation, simulation results from FIFO, round 

robin in per-VC queueing, and WFQ in per-VC queueing are compared and ana- 

lyzed, which qualitatively validates our modeI. In quantitative validation, simula- 



tion results from FIFO, round robin in per-VC queueing, round robin with buffer 

management in per-VC clueueing, and FVFQ in per-VC queueing are compared with 

the expected results to validate our model quantitatively. The next chapter focuses 

on the experiments conducted to discover the effects of EPDI per-VC queueing and 

buffer management. Validation for packet-level discard is also presented in the nest 

chapter. 



Chapter 5 

Experiment a1 Results and Analysis 

This chapter presents the performance study of TCP over ;\Thl. \Ye first clescribe 

the two scenarios used throughout the chapter. Then we present the performance 

metrics used to assess the performance of TCP over ATM. After that. simulation 

results are presented and analyzed in detail. Several conclusions drawn From the 

results are also presented. 

5.1 Experimental Design 

This section describes our simulation scenarios. Two scenarios are used in this c h a p  

ter. The first scenario is used to study the effect of EPD. the effect of EPD and 

per-VC queueingL, and the effect of buffer management. The second scenario is used 

to study the performance of per-VC queueing. 

5.1.1 Scenario 1: The 10 TCP Sources Configuration 

The network topology for the first scenario is shown in Figure 3.1. Ten identical 

TCP sources connect to their sinks through two switches and a shared link. The 

simulation parameters are as foIIows: 

The link length between the two switches is 1 km for the local area network 

(L.4N) and 1000 km for the wide area network (WAN). In our experiments, 
- 

'Per-VC queueing in this chapter refers to the fair queueing algorithm in which a round robin 
scheduler is used to schedule the departure of c e k  from different VCs. 
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Source 10 Si 10 

Figure 5.1: The 10 TCP Sources Configuration 

all the other parameters are the same for LAN and \VAN. .!I1 the other link 

lengths are 1 m. 

-411 the links have a bandwidth of 155.52 hfbps and a propagation delay of 3.7 

ps per kilometer. 

-411 the sources are infinite TCP sources belonging to the same service class- 

UBR. The sources always send a packet if permitted by the TCP flow control 

window size. 

The TCP traffic is unidirectional. Only the source sends data. The sink sends 

only acknowIedgements for the received data. 

The switch buffer size is varied from 1000 ceIIs to 8000 cells, with a step of 

I000 cells. 

Four different TCP packet sizes are used, namely 512, 1500, 4352, and 9140 

bytes. 5 12-byte packet size is often used in IP networks. Ethernet networks use 

a packet size of 1500 bytes. 4352 is the packet size for Fiber Distributed Data 



Interface (FDDI) networks, and 9140 is the default for IP over AThI [41]. In 

the .ATM-TN simulator, different packet sizes are obtained by setting different 

maximum segment size (MSS) values. 

TCP timer granularity is set to 100 ms. This value is used to determine the 

timeout lor retransmission. TCP provides a reliable byte stream transmission 

between two hosts through the use of several mechanisms. One mechanism 

is tinieout and retransmission. Each end needs to acknowledge the data it 

receives from the other end. The data packets and acknowledgements may get 

Lost during the transmission across the network (e.g., due to congestion). h 

timer is set when a TCP source sends data. If the data isn't acknowledged 

before the timeout occurs. the TCP source retransmits the data. The ttvo 

commonly used values for the TCP timer granularity are 500 ms and 100 ms. 

We use 100 ms, which is also used by Goyat et al. [21]. 

TCP maximum receiver window size is 64K bytes. TCP performance depends 

on the bandwidth-delay product which is the product of the bandwidth and 

round-trip time (RTT). The bandwidth-delay product is the capacity of the 

pipe between the sender and the receiver. In order to obtain good performance, 

the TCP receiver window size should not be less than the bandwidth-delay 

product [27, 42, U]. 64K bytes window size is enough for the TCP sources to 

fill up the pipe in both the L.4N and the scenarios simulated. 

The transmission start times of all the sources are staggered I0 ms apart. This 

is to minimize conflicts between the sources when starting the simulations. 

Different start time intervals were tested. 10 ms interval produces the best 



results. 

-411 the simulations are run for 150 seconds, including 60 seconds warmup pe- 

riod. The 60 seconds warmup period is long enough to put the simulation 

system into stable status. No statistics are gathered during this period. The 

simulation run time is also long enough to obtain meaningful results. 

-111 the other optional parameters are set to their default values: TCP fast retrans- 

mit and recovery [26], delayed acknowledgement [6, 1 I], and the Nagle algorithm (371 

are enabled: the TCP high performance extensions [27] are disabled. 

5.1.2 Scenario 2: The 2 TCP Sources Configuration 

Scenario 2 is used in the study of per-VC queueing performance. -4s seen in Fig- 

ure 5.2. two TCP sources connect to their sinks through two switches. The simulation 

parameters are as follows: 

Figure 5.2: The 2 TCP Sources Configuration 

The link length between source 1 and switch 1 is 300 km. ;U1 the other link 

lengths are 1 km. 

The switch buffer size is 2000 cells. 



a TCP maximum receiver window size is 32K bytes. This value is enough to fill 

up the pipe in this scenario. 

.4U the other parameters are the same as those in scenario 1. 

5.2 Performance Metrics 

This section presents the performance metrics used to assess the performance of 

EPD. per-VC queueing, and buffer management. 

5.2.1 Aggregate Effective Throughput 

The aggregate effective throughput is the ratio of the actual TCP throughput to the 

maximum possible throughput . 

The actual TCP throughput is also called goodput. It is the total number of 

bytes delivered to the destination (not including retransmissions. lost segments. 

or duplicate data) divided by the total transmission time. 

The maximum possible throughput is the throughput achievable a t  the TCP 

layer running over -4ThI. It is determined by the segment size and the link 

bandwidth. Consider TCP over a 155.52 bfbps ATSI network with an bISS of 

9140 bytes. A11 the packets have 9140 bytes of data, 20 bytes of TCP header. 

and 20 bytes of IP header. The 9180 bytes are segmented and padded into 

;\TM cells using .L4L5. So 192 cells (i.e.? 10,176 bytes) are transmitted over 

the .4TM network for 9140 bytes of data. The madmum possible throughput 

is 9140/10176 = 89.8% of the link bandwidth, which is 139.7 Mbps. 



The aggregate effective throughput is expressed as a percentage. Large values 

are preferred. 100% means the link bandwidth is fully utilized. 

5.2.2 Fairness Index 

In addition to providing high aggregate effective throughput, the network must allo- 

cate the bandwidth fairly among all the competing sources. Jain et al. [25] proposed 

an index of fairness which could be used to measure the fairness. The fairness index 

used in a network where ail the traffic sources expect to obtain an equal share of the 

bandwidth is defined as 

where x, is the actual TCP throughput (i.e.. goodput) for source i and n is the 

number of TCP sources. 

When each traffic source gains the same amount of throughput, the fairness index 

is 1. indicating all the sources share the bandwidth fairly. If one traffic source takes 

up all the bandwidth. then the fairness index is lln. The lower the fairness index, 

the poorer the fairness. I fairness index close to 1 is desired. 

5.2-3 Cell Loss Ratio 

Cell loss ratio (CLR) is expressed as a ratio of the number of cells lost to the number 

of cells transmitted. It is often used as a metric to evaluate the performance of an 

ATTM network. CLR increases as the network congestion increases. 



5.2.4 Packet Loss Ratio 

Packet loss ratio (PLR) is the number of packets lost divided by the total number 

of packets transmitted (including duplicate and retransmission packets). The basic 

transmission unit in the TCP layer is the segment or the TCP packet. Since we are 

studying the performance of TCP over .ATBI, PLR is more relevant to the network 

throughput and is expected to tell us more about the network performance than 

CLR- 

5.2.5 Average Sender Window Size before Timeout 

The sender window size is the number of bytes that the sender may send before it 

receives an acknowledgement and can send more bytes. It is the minimum of the 

congest ion window size and the receiver3 advertised window size. The congest ion 

window and the advertised window will be cfiscussed next. The *'sender window 

size before timeout" is the window size when the timeout occurs. The "average 

sender window size before timeout" is the average of the sender window sizes before 

a timeout occurs. 

a The congestion window is a Row control mechanism imposed by the sender. 

It is based on the sender's assessment of perceived network congestion [42]. 

When a connection is established, the congestion window size is initialized to 

the size of the maximum segment (i.e., MSS). Then one maximum segment is 

sent. When the acknowledgement for this segment arrives before the retrans- 

mission timer goes off, the congestion window size is increased by one MSS, and 

then two madmum segments are sent. Upon receiving two acknowledgments, 



the congestion window size is increased by two bISSs, one for each acknowl- 

edgement. and then four maximum segments are sent. Thus, the congestion 

nindonr size is increased exponentially until either a timeout occurs or the re- 

ceiver's window size is reached [U]. This algorithm is called slow start 1251. 

When a timeout occurs, the congestion window size is reset to one 41SS. When 

the congestion window size approaches half the size of the previous congestion 

window size when the timeout occurred. it is increased more slowly at one LISS 

per Round-Trip Time (RTT, defined in 5.2.6) instead of one MSS per acknoivl- 

edgement. This is known as congestion avoidance [25]. When the receiver's 

window size is reached. the congestion window size stops growing and remains 

constant a s  long as no more timeouts occur and the receiver's window does not 

change in size [U]. 

The receiver's advertised window is a flow control mechanism imposed by the 

receiver. It is the amount of avaiIable buffer space a t  the receiver for the current 

connection [42]. 

L?len a timeout occurs. the congestion window size is decreased. So is the sender 

window size. In most cases, the larger the average sender window size, the more 

packets transmitted. The average sender window size before timeout will help us 

further understand the performance of TCP. 

5.2.6 Average Minimum Round-Trip Time 

The Round-Trip T i e  (RTT) is the time interval between sending a segment and 

receiving an acknomIedgment for it [25]. The RTT is used to determine the timeout, 



and has some influence on the TCP performance a s  explained in Section 5.2.5. The 

RTT value can be estimated using Equation 5.1. 

RTT = (CDS + PD + C T D )  x LVCS + DD (5.1) 

where CDS is Cell Delay in the Switch which is the queueing delay for a cell 

in the switch buffer, PD is Propagation Delay which depends on the speed of 

signal in the transmission medium and the distance between the source and the 

destination, CTD is Cell Transmission Delay which depends on the link speed 

and the size of a cell. iVCS is The Number of Cells in a Segment. and DD is 

Delag at the Destinntim which is the time interval between receiving a segment 

and sending an acknowledgment for it at the destination. 

The minimum RTT can be defined as (CDS+ P D  +CTD) x XCS, where CDS,  

PD, CTD, and .VCS are the same as above. CVe Nil1 further understand the TCP 

performance by examining the average minimum RTT. 

5.3 Effect of Early Packet Discard 

Scenario 1 is used to study the performance of EPD. Both the LAAN and WAN 

versions are tested. Different TCP packet sizes are used. Two conclusions can be 

drawn from the simulation results. 

Conclusion 1: EPD improves throughput, with little impact on fairness. 

The simulation results of aggregate effective throughput for LAN and !VAN are 

shown in Figure 5.3. The TGP packet size is 9140 bytes. Taii Drop represents the tail 



drop scheme which discards any incoming cells after buffer overflow. PPD represents 

the partial packet discard scheme which discards the tail part of an incomplete packet 

after buffer overflow. EPD (90%) represents the early packet discard scheme with 

90% of the total buffer space as  its threshold; it discards an entire packet after 90% 

of the total buffer space is occupied. 

The tail drop scheme drops cells when the buffer becomes full. One or more 

cells from a packet may be dropped while other cells from the same packet are 

transmitted to the destination. The incomplete packet will be retransmitted. The 

aggregate effective throughput for this scheme is low. PPD has higher throughput 

than the tail drop scheme. because cells from incomplete packets are discarded. EPD 

improves throughput to an optimal level since it minimizes the transmission of partial 

packets. The same trend of the performance of tail drop, PPD, and EPD is observed 

from the simulation results presented in [dl], which roughly validates our model. 

When EPD (or PPD) drops cells, there is no preference towards a particular 

source. Which cell will be dropped depends on the arrival order of the cells. So EPD 

(or PPD) has little impact on fairness. The fairness index for these experiments is 

shown in Table 5.1. 

The simulation results of aggregate effective throughput and fairness index for 

the three other TCP packet sizes, 512, 1500 and 4352 bytes, show the same trend. 

Since EPD improves throughput, PLR in EPD is expected to be lower than PLR 

in the tail drop scheme. However, the simulation results show that in most cases 

PLR in EPD is higher. How can we explain the throughput improvement of EPD? 

Our simulation results show that in EPD tr&c sources tend to push more data 

to the network; thus, in EPD, although PLR is higher, throughput is still higher 
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Figure 5.3: Aggregate Effective Throughput for LAN and WAN (TCP Packet Size 
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Table 5.1: Fairness Index for LAN anti IVAN (TCP Packet Size = 9140 bytes) 

Buffer Size LAN WAN 
(cells) Tail Drop PPD EPD(90%) Tail Drop PPD EPD(SO%) 
1000 0.99 0.9'7 0.92 0 -9'7 0.99 0.98 
2000 0.99 0.98 0.96 0-99 0.98 0.99 
3000 0+98 0.98 0.98 0.98 0.99 0.99 
4000 0.97 0.99 0.98 0.98 0 -99 0.99 
5000 0.99 0.39 0.99 0 -99 0.99 0.99 
6000 0.99 0.99 0.99 1.00 0.99 1 .OO 
7000 0.99 0.99 0 -99 0.99 0.99 0.99 
8000 0.99 0.99 1.00 1-00 2 .OO 0.99 

because more packets get through the network successfulIy. Results of CLR. PLR. 

a d  average sender window size (-ASWS) are shown in Figure 5.4. 

The average RTT in EPD is smaller than that in tail drop, because in EPD cells 

from damaged packets are dropped in the congested switch instead of the traffic 

sinks. So acknowledgements in EPD are received at a faster speed. which causes 

the sender window to open more quickly. Therefore the average sender window size 

before timeout in EPD is larger than that in tail drop. 

From the above observation, the aggregate effective throughput and PLR are not 

strongly correlated. Higher aggregate effective throughput does not necessarily mean 

lower PLR. When the aggregate effective throughput is high, PLR may be high if 

more packets are transmitted over the network. 

.bother interesting observation is that although the CLR in EPD is much higher 

than that in tail drop, the PLR is just a little higher than that in tail drop. This 

is because tail drop drops cells &om many different packets, while EPD intelligently 
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drops cells to minimize the number of incomplete packets. 

Conclusion 2: When buffer size is small, throughput is sensitive to the 

combination of EPD threshold and packet size; when buffer size is large, 

these parameters make little difference to the throughput. 

The simulation results of aggregate effective throughput of EPD with different thresh- 

olds and different packet sizes are shown in Figure 5.5. -1s seen from the figure, the 

aggregate effective throughput is sensitive to the different EPD thresholds and differ- 

ent packet sizes when the buffer size is small (e.g., less than 2000 cells in this case). 

CVc may choose different EPD thresholds for different buffer sizes and packet sizes to 

achieve good performance. When the buffer size is large (e.g., over 3000 cells in this 

case). the different EPD thresholds and the different TCP packet sizes make little 

difference to the throughput. 

When the TCP packet size is 9140 bytes and the witch buffer size is 1000 cells, 

EPD with 70% threshold produces very low throughput. In this case. the average 

buffer occupancy is 42 cells. and the maximum buffer occupancy is 882 cells. This 

means the limited small buffer space is not fully utilized because of the lonr EPD 

threshold. So the aggregate effective throughput is low. 

When the TCP packet size is 9140 and the switch buffer size is 1000 cells. the 

aggregate effective throughput at a 95% threshold is Loser than that at a 90% thresh- 

old. This may indicate that in this case. 5% buffer space left for transmitting partid 

transmitted packets is not enough For EPD to gain better throughput. 
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5.4 Effect of Per-VC Queueing 

Scenario 2 is used to study the effect of per-VC queueing. Five different TCP packet 

sizes are used, namely 512, 1500. 4352, 7000, and 9140 bytes. One conclusion can 

be drawn from the simulation results. 

Conclusion 3: Per-VC queueing generally improves fairness in situations 

where fairness is poor without per-VC queueing. 

In scenario 2, source 1 is farther away from switch 1 than source 2, so source 1 has 

a longer RTT than source 2. The duration of source 2's slow start phase is shorter 

since window adjustment is done on the RTT basis. Source 2 sends more data than 

source 1. Thus, source 2 gets more throughput than source 1. The simulation results 

for different TCP packet sizes are shotvn in Figure *5.6. 
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fairness. In per-VC queueing, there is one queue for each VC. So the source which 

sends data faster only increases its own queue length. -111 the queues from different 

sources are serviced in turn. The results of the simulation using per-VC queueing 

are shown in Figure 5.7. 

512 1 500 4352 7000 9140 

TCP Packet Size (bytes) 

Figure 5.7: Effective Throughput ( Per-VC Queueing) 
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Per-VC queueing improves the fairness ideally when the TCP packet size is 512, 

1500 and 4352 bytes. It slightly improves the fairness when the TCP packet size is 

TOO0 and 9140 bytes. CVe try to explain this from the RTT point of view. Per-VC 

queueing indirectIy decreases the RTT of the faraway source, so the FtTT difference 

between source 1 and source 2 is decreased, and fairness is improved. The estimated 

average minimum RTT are shown in Table 5.2 and 5.3. From the estimated results, 

when the packet size is 512, 1500, and 4352 bytes, the RTT difference decreases to 

zero in per-VC queueing. When the packet size is 7000 and 9140 bytes, the RTT 

difference is Iess than if per-VC queueing is not used, but is still prominent. 
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Table 5.2: Average Minimum Round-Trip Time (No Per-VC Queueing) 

TCP Packet Size (bytes) 512 1500 4352 7000 9140 
Source 1 Cell Delay in the Sd tch  (ms) 3.0 2.5 1.8 2 0.8 
Source 2 Cell Delay in the Switch (ms) 3.0 2.5 1.8 1.3 0.7 
Source 1 Propagation Delay (ms) ;, -.- 3 2.2 2.2 2.2 2.2 
Source 2 Propagation Delay (ms) 0.0 0.0 0.0 0.0 0.0 
Each Source Cell Transmission Delay (ms) 0.0 0.0 0.0 0.0 0.0 
The Number of Cells in a TCP Packet 12 33 9'2 147 192 
Source 1 Minimum RTT (ms) 62.4 155.1 368.0 499.8 576.0 
Source 2 Minimum RTT (ms) 36.0 82.5 165.6 191.1 134.4 
RTT Difference (ms) 26.4 72.6 202.4 308.7 441.6 

Table 5.3: .Average &finimurn Round-Trip Time (Per-VC Queueing) 

TCP Packet Size (bytes) 1 1500 4352 7000 9140 
Source 1 Cell Delay in the Switch (rns) 1.6 1.0 0.3 0.4 0.5 
Source 1 Cell Delay in the Switch (ms) 3.8 3.2 2.5 1.3 0.7 
Source 1 Propagation Delay (ms) 2.2 2.2 9 -.- 3 2.2 3 ,,, 9 

Source 2 Propagation Delay (ms) 0.0 0.0 0.0 0.0 0.0 
Each Source Cell Transmission Delay (ms) 0.0 0.0 0.0 0.0 0.0 
The Number o f  CelIs in a TCP Packet 12 33 92 147 192 
Source 1 Minimum RTT (ms) 45.6 105.6 230.0 382.2 518.4 
Source 2 Minimum RTT (ms) 45.6 105.6 230.0 191.1 134.4 
FtTT Difference (ms) 0.0 0.0 0.0 191.1 384.0 



5.5 Effect of Early Packet Discard and Per-VC Queueing 

Much research has been carried out to study EPD [9, 10, -111 and to study per- 

VC queueing [12, 13, 381. No known research has studied the performance of the 

combination of these two algorithms. In this section. we examine the effect of EPD 

and per-VC queueing. Scenario 2 is used, and an encouraging conclusion is drawn. 

Conclusion 4: When EPD and per-VC queueing are used together, typi- 

cally both throughput and fairness can be improved. 

The simulation results of aggregate effective throughput for LAN and LVAN when the 

TCP packet sizes are 91-10 and 1500 bytes are shown in Figure 5.5 and 5.9. Table 5.4 

and 5.5 show the fairness index results. From these results, we can see that in most 

cases. the combination of per-YC queueing and EPD improves throughput as well 

as Fairness. This is because EPD improves throughput and at the same time per-VC 

queueing improves fairness. 

In Figure 5.9? the aggregate effective throughput of tail drop for LAN when the 

switch buffer size is 1000 cells is close to 100%. The fairness index at this point is 

low at  0.1, which means only one traffic source takes up all the bandwidth. What 

seems to be happening is that one source is monopolizing use of the buffer so that no 

other source is able to get a packet in. Due to the design of TCP congestion control. 

sources that get packets through successfully are trying to push more through, while 

those who lost packets get timeouts and reduce their rates of sending. In this caset 

one source ends up winning all the bandwidth. We tried different start times for some 

of the traflic sources and found different traffic sources gained all the bandwidth each 

time. So it is a state that happens coincidentally. 
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Table 5.4: Fairness Index (TCP Packet Size = 9 1-10 bytes) 

Buffer Size LAN LVAN 
(cells) Tail Drop Per-VC Queueing Tail Drop Per-VC Queueing 

and EPD (90%) and EPD (90%) 
1000 0.99 0.98 0.97 1.00 
2000 0.99 0.98 0.99 0.99 
3000 0.98 0 -98 0.98 0.99 
4000 0.97 0.98 0.98 0.99 
5000 0 -99 0.99 0.99 0.99 
6000 0.99 0.99 1.00 1 .OO 
7000 0.99 0.99 0.99 0.99 
SO00 0.99 0.99 1.00 1-00 

Table 5.5: Fairness Index (TCP Packet Size = 1500 bytes) 

Buffer Size LAN LV.W 
(cells) Tail Drop Per-VC Queueing Tail Drop Per-VC Queueing 

and EPD (90%) and EPD (90%) 
1000 0.10 0.98 0.98 0.99 
2000 0.98 0.99 0.99 0.99 
3000 0.98 1.00 0.96 0.98 
4000 0.95 0.99 0.99 0.99 
5000 0.98 OC99 0.85 1 .OO 
6000 0.98 0.99 0.83 0.98 
7000 0 -96 1 .OO 0.81 0.98 
8000 0 -89 0.98 0.74 0.98 



Special Case: When the TCP packet size is 512 bytes, the results do not 

follow conclusion 4. 

When EPD and per-VC queueing are used together. typically both throughput and 

fairness can be improved. However, from all the cases we examined (i.e.. 512. 1300. 

4352, and 9140 byte TCP packet sizes), we found when the TCP packet size was 

512 bytes, the results did not followv the conclusion. The simulation results lor the 

packet size of 512 bytes are shown in Figure 5.10 and Table 5.6. 
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Figure 5.10: Aggregate Effective Throughput (TCP Packet Size = 512 bytes) 

In LAN, the combination of EPD and per-VC queueing improves fairness, but 

it decreases throughput. In w4N: the combination of EPD and per-VC queueing 

improves throughput, but it decreases fairness. The results may have something to 

do with the smdl  TCP packet size. Simulations of other small TCP packet sizes 

are desired in order to confirm this h-ypothesis. Due to the time iimit of this thesis, 

we only study the 512 byte TCP packet size. However, performance of other TCP 



Table 5.6: Fairness Index (TCP Packet Size = 512 bytes) 

Buffer Size LAN \VAN 
(cells) Tail Drop Per-VC Queueing Tail Drop Per-VC Queueing 

and EPD (90%) and EPD (90%) 
1000 0.10 0.98 0.96 0.93 
2000 0.96 0.96 0.97 0.87 
3000 0.98 0.99 0.96 0.36 
4000 0.96 0.98 0.96 0.37 
5000 0.94 0.99 0.95 0.37 
6000 0.95 1 .OO 0.95 0.5 1 
7000 0.96 1.00 0.97 0.49 
SO00 0.96 1-00 0.94 0 -48 

packet sizes needs to be explored in future work. When the TCP packet size is 

512 bytes, it only takes 12 cells to transmit a packet. The fragmentation with the 

tail drop scheme is not serious. Since the aggregate effective throughput in LAN 

is already high at  more than 90%, EPD with 90% threshold may not improve the 

throughput. Per-VC queueing also does not improve fairness when the packet size is 

512 bytes. Table 5.7 and Figure 5.11 and 5.12 are used to illustrate this observation. 

-4s seen in Table 5.7. per-VC queueing improves throughput. but it decreases 

Fairness. Consider per-VC queueing when the buffer size is 3000 cells. The aggregate 

effective throughput is loo%, and the Fairness index is 0.39. Figure 3.11 and 5.12 

show the effective throughput for each traffic source and the congestion window size 

after 3 seconds simulation run to help us understand what is happening. We see 

three sources get most of throughput, while others only get a small proportion of the 

total throughput. This may be caused by TCP congestion control. The congestion 

window size for source 1, 3, and 8 remains at 64K bytes after 3 seconds simulation 



run, while the congestion window size for other sources remains at a low value. 

Table 5.7: Aggregate Effective Throughput and Fairness Index for Tail Drop (CV-AM. 
TCP Packet Size = 512 bytes) 

Buffer Size No Per-VC Queueing Per-VC Queueing 
(cells) Throughput (%) Fairness Throughput (%) Fairness 
1000 62.86 0.96 100 .O 0.24 
2000 67.83 0.97 87.85 0.48 
3000 78.42 0.96 100.0 0.39 
4000 86.09 0.96 100.0 0 .-LO 
5000 93.65 0.95 200.0 0.39 
6000 95.15 0.95 100.0 0.53 
7000 98.46 0.9'7 100.0 0.51 
8000 98.69 0 -94 100.0 0 .A0 

5.6 Effect of Buffer Management 

Buffer management decides which packet gets into the buffer. It can be used with 

a scheduling scheme to provide rate guarantees to individual flows. This section 

studies the effect of the dynamic buffer allocation scheme presented in Section 3.4. 

Scenario 1 is used. Both LAN and WAN are tested, and different TCP packet sizes 

are used. Two conclusions are drawn from the simulation results. 

Conclusion 5: When buffer size is small and effective throughput is low, 

per-VC queueing with buffer management does improve the throughput. 
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Figure 5.1 1: Effective Throughput (WAN. TCP Packet Size = 512 b-ytes. Buffer Size 
= 3000 cells) 
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Figure 5.12: Congestion Window Size after 3 Seconds Simulation Run (PV*4Nt TCP 
Packet Size = 512 bytes, Buffer Size = 3000 cells) 



In Figure 5.13, Per-VC (mau=0.5) represents per-VC queueing where at most 

50% of the total buffer space can be used by a VC. Per-VC (mau=O.5, min=0.1) 

represents per-\iC queueing where at most 50% of the total buffer space can be used 

by a VC and at  least 10% of the total buffer space is guaranteed to a VC. 1 s  shorn 

in the figure. per-IK! queueing with buffer management improves throughput when 

the switch buffer size is small (i-e.. 1000 and 2000 cells) ant1 the aggregate effective 

throughput is low. 

The PLR and the average sender window size before timeout shorn in Figure 5.13 

help us understand the throughput improvement. When the switch buffer size is LOO0 

cells, per-VC queueing with buffer management tends to push more data through 

the network although it has a high PLR; so the aggregate effective throughput is 

improved. When the switch buffer size is 2000 cells. per-VC queueing with buffer 

management has a low PLR, which improves the aggregate effective throughput. 

Table 5.8 shows the results for a different TCP packet size. 512 bytes. We can 

see per-VC queueing with buffer management improves throughput. At the same 

time. it improves fairness. This is explained in Conclusion 6. 

Table 5.8: Aggregate Effective Throughput and Fairness Index for Tail Drop (LAN. 
TCP Packet Size = 512 bytes) 

Buffer Size (cells) 1000 2000 
Throughput (%) Fairness Throughput(%) Fairness 

No Per-VC Queueing I00.0 0.10 89.13 0.96 
Per-VC Queueing 200.0 0-10 99.33 1-00 

Per-VC (rna~u=0~5) 100.0 1 .OO 100.0 1.00 



two 2000 

Switch Buffer Size (cells) 

I I 

No Per-VC Queueing - 
Per-VC Queuein ---- 
Per-VC (max=0.57 - -  -. - - -  .. . . . . . . . . . * 

Per-VC (rnax=0.5, min=0.1) - 
.*.-.* ..... " - -  -. 

.------ 

too0 2000 

Switch Buffer Size (cells) 

-------- ...- ...-... 
I 

j j 
j i 

1 
j j 
i 

I r 
. . . . - - . . . . - 1""  . No Per-VC Queueing - 

Per-VC Queueing ------ ' 
Per-VC (max=0.5) ..a- .-.  

Per-VC (max=0.5, min=0,1) - - 

-----_-a 

i 

j j  
[ ; 
I 

Switch Buffer Size (cells) 

---*-- 

... . [..-.--.. ; 
! i 
j 

I I 

No Per-VC Queueing - 
Per-VC Queueing -- 
Per-VC (max=0.5) - - - -  - --  

Per-VC (rnax=0.5, min=0.1) ---- . - - . . - - . . - + -- . - - .. 

. 
I j - 

j 
L j I 

Figure 5.13: Aggregate Effective Throughput, Packet Loss Ratio, and Average 
Sender Window Size (ASWS) before Timeout (LAN, TCP Packet Size = 91.10 bytes) 

i 
j 
f 



Conclusion 6: When buffer size is small and fairness is very bad, per-VC 

queueing with buffer management does improve fairness. 

As seen in Table 5.9, when the switch buffer size is 1000 cells, the aggregate effective 

throughput of tail drop for 512-byte TCP packets and 1500-byte TCP packets is 

100%. The fairness index is low at 0.1, which means one traffic source hogs all the 

bandwidth. Per-VC queueing nithout buffer management cannot help to improve 

fairness in this case. because all the buffer space is occupied by that greedy traffic 

source* Per-VC queueing with buffer management is expected to improve fairtless 

since the maximum buffer size limits the amount of buffer space that can be used by 

a single traffic source. Thus, the greedy source can be prevented from taking up all 

the bandwidth. Fairness is improved. 

Table .5.9: Aggregate Effective Throughput and Fairness index for Tail Drop (LAN. 
Buffer Size = LOO0 cells) 

Packet Size (bytes) 512 1500 
Throughput (%) Fairness Throughput (%) Fairness 

No Per-VC Queueing 100.0 0.10 100.0 0.10 
Per-VC Queueing 100 .O 0.10 100.0 0.10 

Per-VC (mau=0.5) 100.0 2 -00 79.30 0.97 
Per-VC (mau=O.-l) 100.0 1.00 84.99 0 *95 

When the TCP packet size is 512 bytes, per-VC queueing with a maximum buffer 

size of 500 cells and 400 cells improves the fairness index to 1. \men  the TCP packet 

size is 1500, the Fairness index is close to 1. 



5.7 Summary 

This chapter studies the performance of TCP over .AThI. The simulation scenarios 

and performance metrics are presented first. We then examine the effects of EPD, 

per-VC queueing, EPD and per-VC queueing, and buffer management. Experimental 

results are presented and analyzed. Six conclusions are drawn from our simulation 

results: 

1. EPD improves throughput, with little impact on fairness. 

2. When buffer size is small, throughput is sensitive to the combination of EPD 

thresholcl and packet size: when buffer size is large, these parameters make 

little difference to the throughput. 

3. Per-VC queueing generally improves fairness in situations where fairness is 

poor without per-VC queueing. 

4. When EPD and per-VC queueing are used together, typically both throughput 

and fairness can be improved. 

5. When buffer size is small and effective throughput is low, per-VC queueing 

with buffer management does improve the throughput. 

6. When buffer size is small and fairness is very bad, per-VC queueing with buffer 

management does improve fairness. 

In short, EPD improves throughput, and per-VC queueing improves fairness. 

Buffer management improves the performance of per-VC queueing, both in through- 

put and in fairness. When switch b d e r  size is small, PPD and EPD may be used to 



improve throughput. When switch buffer size is large, throughput is already high. 

So packet-level discard may not be necessary. 

The next chapter presents the thesis conclusions and discusses possible h ture  

work. 



Chapter 6 

Conclusions and Future Work 

This final chapter contains a summary of the thesis and a list of major conclusions 

and suggestions. Some suggestions for future work are also presented. 

6.1 Summary 

The research carried out in this thesis achieved the three main gods of the thesis. 

First, a simulation model for several congest ion control algorithms was designed and 

implemented. Second, performance of the different congestion control algorithms 

ivas ewluated. Third, suggestions were provided to improve the performance of 

TCP over ,.ThI. 

TCP is a connection oriented protocol that provides a reliable byte stream trans- 

mission between two hosts. IP is a connectionless network layer protocol that pro- 

vides unre1iabIe data transmission. .ATM is a connection-oriented technology which 

is often used as underlying network technology. TCP over IP over ATBI can be very 

inefficient. When an ATM network experiences congestion. the performance of TCP 

over ATbI is very poor due to the length mismatch between TCP packets and ATbl 

cells. Several congestion controI algorithms were proposed to improve the perfor- 

mance of ATM networks. Per-VC queueing, buffer management, and packet-level 

discard mere studied in this thesis. These schemes were designed and implemented 

as part of the -4Tl.4-TN simulator, a simulator designed for -4TM network design 



and analysis. 

-4 simple output queueing switch with one FIFO queue for each output port 

cannot provide fair allocation of bandwidth to different tr&c sources. .A greedy 

source may take up all the bandwidth. preventing other sources from getting their 

share of the bandwidth. Per-\'C queueing was proposed t o  solve this problem. It 

provides different queues for different VCs. The greedy source only increases its own 

queue length. With fair queueing, all the queues are serviced in turn. Thus, all 

the traffic sources are given the same priority. LVFQ associates each traffic source 

with a weight. A source with a larger weight is serviced faster than a. source with 

a smaller weight. Therefore, different priorities can be provided to different traffic 

sources through the use of different weights. The thesis compared the results from 

FIFO queueing and per-VC queueing. WFQ was also tested. 

Buffer management decides if an arriving packet should be allowed entry into 

the buffer. It can be applied with any scheduling scheme in order to provide rate 

guarantees. .A dynamic buffer allocation scheme to be used with per-\% queueing 

was investigated and validated in this thesis. 

The main reason for the low throughput of TCP over ATbI when an AThI net- 

work experiences congestion is fragmentation. TCP packets aie broken into 5Sbyte 

ATbI ceIIs for transmission over the AThl network. Those cells are reassembled into 

the TCP packets at the destination. One cell loss causes the whole packet to be 

retransmitted later. The tail drop scheme which discards any incoming cells after 

buffer overflow results in low throughput. There is a strong correlation between TCP 

packet size and throughput. The larger the TCP packet size, the larger the number 

of wasted cells that the congested link transmits when a singIe cell from a packet is 



dropped. and the lower the throughput. Packet-level discard was proposed to discard 

cells intelligently to maximize throughput: PPD discards the tail part of incomplete 

packets to improve throughput; EPD discards entire packets before buffer overflow 

to improve throughput to an optimal level. The results from tail drop. PPD, and 

EPD were compared in the thesis. 

6.2 Thesis Contributions 

This thesis provided a detailed study of per-VC queueing, buffer management, and 

EPD. The main contributions of this thesis are as follows: 

Designed. implemented, and validated several congest ion control mechanisms, 

including per-VC queueing, fair queueing, buffer management. and packet-level 

discard in the .\TbI-TN simulator. 

Studied the performance of per-VC queueing on TCP over -4T51. Previous 

research studied the performance of per-VC queueing over packet networks [12, 

131. However, no published research examined the performance of per-VC 

queueing on TCP over ATM. This thesis studied the performance of per-VC 

queueing on TCP over ...Tbl. 

Investigated a simple buffer management scheme, a dynamic buffer allocation 

scheme with two parameters, to be used with per-VC queueing. 

Examined both the throughput and the fairness performance of EPD. Previ- 

ous research focused on the throughput performance of EPD. Since fairness is 

also an important performance metric in a congested network, we also studied 



the fairness perfornmnce. This thesis also studied the effect of different EDP 

thresholds. which was seldom studied in former research. 

a Studied the performance of the combination of EPD and per-VC queueing on 

TCP over -1T;LI. No known research was carried out in this area before. 

Several conclusions and suggestions drawn from the research are presented in the 

following section. 

6.3 Conclusions and Suggestions 

The following conclusions and suggestions can be drawn From the experience in the 

design. implementation. and experimentation of per-VC queueing, fair queueing, 

buffer management. and packet-level discard. 

1. Per-VC queueing improves fairness. It generally improves fairness in situations 

where fairness is poor without per-VC queueing. 

2. Weighted fair queueing provides different priorities to different traffic sources. 

Different priorities are provided through the use of different weights. Sources 

with larger weights are serviced faster than sources with smaller weights. 

3. Buffer management can improve the performance of per-VC queueing. When 

buffer size is small and effective throughput is low, per-VC queueing with 

buffer management can improve the throughput. When buffer size is smd1 

and fairness is very bad, per-VC queueing with buffer management can improve 

fairness. 



4. PPD and EPD improve throughput, with little impact on fairness. PPD has 

a higher throughput than tail drop. EPD has a higher throughput than PPD. 

Fairness is not affected, 

5.  EPD threshold affects the performance of TCP over ATM. When buffer size is 

small, throughput is sensitive to different EPD thresholds and different packet 

sizes. In this case, the EPD threshold should be tuned to achieve high through- 

put. 

6.  When EPD and per-VC queueing are used together. typically both through- 

put and fairness can be improved. Since EPD improves throughput and per- 

VC queueing improves Fairness. the combination of these two improves both 

throughput and fairness. 

7. Throughput has a strong correlation to  the TCP packet size. When the packet 

size is large, throughput is poor. In this case, PPD and EPD can greatly 

improve the throughput. Throughput is greater with smaller packet sizes. 

i n e n  the packet size is very small, throughput is high, and PPD and EPD 

may be not needed. 

8. Switch buffer size plays an important role in the performance of TCP over 

.ATbl. When the buffer size is s m d ,  throughput is poor, and sometimes Fairness 

is poor too. In this case, PPD and EPD can improve the throughput, and 

buffer management can improve fairness. Throughput increases when buffer 

size increases. When the buffer size is large, the performance of TCP over 

ATM is good, and we don't need to use PPD or EPD. 



6.4 Future Work 

Future work can be carried out in two directions: 1) Enhance the simulation model 

(i-e.. ATM-TN). 2) Further study the performance of TCP over -4TLI. 

6.4.1 Simulation Model Enhancement 

The simulation model we have built provides several schemes related to per-VC 

queueing, buffer management, fair queueing, and packet-level discard. CVe could 

further enhance our simulation model by adding the following functions: 

1. Per-VC buffer management to be used with FIFO queueing. O n e  disadvantage 

with FIFO queueing is unfair allocation of bandwidth. Since all the traffic 

sources are merged into one FIFO queue, a traffic source sending packets at a 

high rate can get a large fraction of the bandwidth. If we control the buffer 

space that a traffic source can use. then fairness can be improved. The imple- 

mentation of per-VC buffer management may be easier than that of per-VC 

queueing. If per-VC buffer management can achieve the same performance as 

per-VC clueueing, then we don't need to use per-VC queueing. 

2. Weighted Round Robin (WRR) (311 to be used with per-VC queueing. Since 

round robin allocates bandwidth f ~ r l y  when all the traffic sources have equal 

weights, WRR, which allocates bandwidth to VCs in proportion to the pre- 

scribed weights, may have similar behavior to WFQ. If so, we may use C V R R  

instead of FWQ because it is much easier to implement CVRR than WFQ. 



6.4.2 Further Performance Study 

In this thesis, we provide a detailed study of the performance of several congestion 

control schemes on TCP over ATM, including per-VC queueing, fair queueing, buffer 

management, and packet-level discard. The study could be continued in the following 

two areas: 

1. Performance of WFQ on TCP over .-\ThI. In this thesis, we studied the per- 

formance of WFQ using Poisson traffic. WFQ can provide different priorities 

to difference Poisson sources. Does WFQ perform well on TCP over .-\Tbl? -A 

study may be carried out to explore the performance of WFQ on TCP over 

ATM. 

2. Performance of per-VC queueing and EPD on TCP over ATM. In Chapter 5 .  we 

studied the performance of per-VC queueing and EPD on TCP over ATbI. In 

most cases, the combination of per-VC queueing and EPD improves throughput 

as well as fairness. However. there is a special case (i.e., TCP packet size = 

512 bytes) in which simulation results do not follow the conclusion. More work 

needs to be done to  discover the performance of per-VC queueing and EPD on 

TCP over ATM. TCP congestion control may be studied in detail to further 

understand the performance. 
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