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Abstract

Ice plays important roles in atmospheric, environmental and biological phenomena and is

found in various morphologies on Earth. Despite many investigations of ice growth from

the vapor, the molecular-scale details of its mechanism have yet to be resolved. In this

thesis, an MD simulation approach has been used to study ice growth from water vapor.

Also, the dependence of the behavior of the quasi–liquid–layer (QLL) that forms on the ice

surface on temperature, ice face and flux of particles in the gas was investigated. It was

found that with increased temperature the thickness of the QLL also increases. In addition,

the QLL on the basal face was thicker than on the prism face. Monitoring the QLL behavior

on the basal face at 245 K during steady state growth demonstrated that increasing the flux

of particles in the gas builds up an extra layer on the QLL.
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Chapter 1

INTRODUCTION

1.1 Introduction

Ice plays an important role in many atmospheric and environmental phenomena on Earth

[8–10]. Formation and growth of atmospheric ice crystals govern many properties of clouds

[10]. Understanding the ice growth from vapor at the molecular-scale helps to provide

a better perception of climate and atmospheric processes. In addition, according to our

everyday experiences, we know that the ice surface is slippery, which due to the liquid

– like surface of ice, where the ice surface melts below the bulk melting point [8]. The

characteristics of this premelted layer are different fromthose of liquid water and so, it is

commonly called the quasi – liquid layer. The nature and different properties of this quasi

– liquid layer are the subjects of many studies in chemistry,astronomy and geophysics

[8,11–13] as it plays a significant role in the phenomenon of ice growthfrom the vapor [14].

In this thesis, molecular dynamics simulations have been employed to maintain steady

– state ice growth from water vapor and investigate the dependence of the behavior of the

quasi – liquid layer that forms on the ice surface on various factors including temperature,

ice face and flux of particles in the gas. To the best of my knowledge, due to lack of an ap-

propriate model, there has been no research published in theliterature which explores this

phenomenology from a microscopic point of view. In this work, a methodology has been

introduced to demonstrate proof of principle for obtaininga steady – state molecular sim-

ulation of the ice growth from the vapor phase. I hope this study provides the groundwork

for future investigations in this field.

The structure of the thesis is organized as follows. In chapter 1, background and theory

used in this work are introduced where section 1.2 provides the properties and structure of

ice and water, in section 1.3 and 1.4 the molecular dynamics method and the choice of water

model are explained and in section 1.5 the relevant important theoretical and experimental
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Figure 1.1: Water molecule. The direction of its dipole moment is shown with an arrow.

studies previously reported in the literature are reviewed. Chapter 2 reports the results of

new simulations, in which the simulation setup and preparation are explained in section

2.1, and the results of different simulations on ice growth from water vapor are presented

in section 2.2. Finally, the conclusions and suggestions for future works are provided in

Chapter 3.

1.2 Water and ice properties

Water is the most important substance for our life and has been under continuous attention

by scientists due to its unique and unusual properties. For instance, the temperature at

which water has its maximum density is above its melting point and the density of the

normal form of ice, ice Ih, is lower than that of liquid water.In addition, for this relatively

small molecule, the melting point is unusually high as compared to other compounds. Also,

water can exist in various crystalline forms [3,8]. In this section, an overview of different

properties of water and its various solid forms is provided.

1.2.1 Water

In a water molecule, with molecular formulaH2O, two hydrogen atoms are covalently

bonded to an oxygen atom. As it is shown in Figure1.1, the equilibrium distance between

2



Figure 1.2: Schematic representation of hydrogen bonding between two water molecules.

the oxygen and hydrogen atoms is about 0.957 Å and the angle between the oxygen and hy-

drogen bonds is about 104.52° [3]. Water is a polar molecule. The high electronegativity of

the oxygen atom leads to an uneven electron density distribution in a water molecule where

it is more concentrated near the oxygen atom. Consequently,there is a partial negative

charge,δ−, near the oxygen atom and partial positive chargesδ+ on the hydrogen atoms. In

the gas phase the dipole moment in a water molecule is 1.85 Debye [15]. This uneven elec-

tron density of water molecules results in an attractive interaction between them, known as

hydrogen bonding.

Hydrogen bonds are known to be responsible for many of the unique propertiesof the

different phases of water such as its relatively high boiling temperature, the temperature of

the maximum density of water, the lower density of ice relative to water, and the tetrahedral

structure of water [3,8]. The hydrogen bonding in a water dimer is represented in Figure1.2,

where one water molecule is oriented in a way that its positively charged hydrogen atom

lies between two negatively charged oxygen atoms, one from the same molecule and one

from another water molecule. The energy of a hydrogen bond isgenerally considered to

consist of different contributions. If two water moleculesare brought together, there will be

3



Figure 1.3: Phase diagram for the equilibrium between vapor and liquid phases of water
and ice Ih. Adapted from [3].

electrostatic interactions between their partial charges. By bringing together two molecules,

they also polarize each other, that is there is a distortion of their charge distributions. All of

these effects strengthen the hydrogen bond. However, interpenetration of the charge clouds

may violates the Pauli exclusion principle which results ina repulsive force. The energy

of a hydrogen bond in ordinary ice is about 23KJ
mol [16]. There can be up to four hydrogen

bonds formed by one water molecule: its two hydrogen atoms can form hydrogen bonds

with two neighbors, while it accepts two hydrogen bonds fromtwo other neighbors.
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1.2.2 Hexagonal ice Ih

Figure1.3 demonstrates the phase diagram for the equilibrium betweenvapor and liquid

phases of water and ice Ih. Ice Ih is the hexagonal form of ice which is stable under atmo-

spheric pressure conditions [8]. The water molecules of ice Ih are arranged in a hexagonal

lattice structure in a way that each molecule establishes four H – bonds with the molecules

surrounding it. Positions of atoms in an ice Ih lattice obey the Bernal-Fowler rules [3]:

- Each oxygen atom is directly attached to two hydrogen atomsforming a water molecule.

- Two hydrogen atoms of one molecule are directed towards twoother oxygen atoms in

neighboring molecules.

- Only one hydrogen atom is located between two oxygen atoms in the lattice structure.

- Different configurations for ice Ih are based on the distribution of hydrogen atoms

relative to the oxygen atoms.

Many of the mechanical and electrical properties of ice Ih originate from the disordered

distribution of hydrogen atoms between oxygen atoms. One ofthe consequences of the ice

Ih structure and tetrahedral arrangement of the water molecules is the low density of ice in

comparison with liquid water under atmospheric conditions[3].

Figure1.4shows the unit cell of the ice Ih lattice which consists of four water molecules.

As was mentioned before, following the Bernal-Fowler rules, there is one hydrogen atom

between each pair of oxygen atoms. In Figure1.4 there are two sites for each hydrogen

atom to demonstrate the proton-disordered behavior of the hexagonal ice. The unit cells

pack into a hexagonal super cell as is shown in Figure1.5. The hexagonal ice structure can

be seen to consist of hexagonal layers stacked on top of each other in an ABAB pattern.

The face that is perpendicular to the C-axis, identified witha (0001) notation, is known

as the basal face. The faces which are parallel to the C-axis are the prism faces of ice Ih.

There are two sets of prism faces: primary and secondary and they are represented with

(10-10) and (1-210) notations, respectively. Another set of planes in ice Ih are known as

pyramidal faces. In this work, the growth on primary faces (basal and prism) of hexagonal

5



Figure 1.4: Unit cell of ice Ih, view from the [0001] and [11̄20] directions. Adapted
from [3].

ice will be investigated.

1.2.3 The other phases of ice

There are two thermodynamically different phases of ice: stable and metastable [3]. Apart

from ice Ih, which is the stable form of ice under atmosphericpressure, there are various

phases of ice that are mostly produced under increased pressure. High pressure deforms

the hydrogen bonds in ice which leads to a denser structure. There is a metastable form of

6



Figure 1.5: Hexagonal super cell of ice Ih. Adopted from [3].

ice under atmospheric pressure known as ice Ic or cubic ice with similar lattice properties

to ice Ih [3,8]. Water molecules in cubic ice are four-fold coordinated with ABC – ABC

stacking of hexagonal layers. However, its lattice structure is cubic as compared with the

hexagonal structure of ice Ih. The unit cell of cubic ice has eight water molecules. Ice Ic

can be considered as an intermediate phase of ice in transformation from other phases to

stable ice Ih [3,17,18].

The phase diagram in Figure1.6 shows different phases of ice (ice polymorphs). It

was proposed by Tammann [19] and Bridgman [20] to label ice polymorphs with Roman

numerals. There are currently fifteen different phases of ice experimentally characterized

and reported in the literature [4].

Although the existence of the high-pressure phases of ice onEarth has not been shown

yet, only ices II, III, VI and VII among them can potentially be found on our planet [18].

More details of the structure and different properties of ice polymorphs can be found in the

literature [3,8,18].

7



Figure 1.6: The phase diagram of water and ice. Adapted from [4].

1.2.4 Ice-vapor interface

The ice-vapor interface plays an important role in the growth behavior of ice from vapor. It

has been shown by experimental and theoretical studies thatmany of the properties of ice,

such as its growth rate, or adsorption or desorption processes on its surface are governed by

the surface premelting of ice, known as a quasi-liquid-layer (QLL) [14,21,22]. It has been

demonstrated that the quasi-liquid-layer forms on the ice surface at temperatures above ~

150-180 K and its thickness depends on temperature and varies for different faces of ice

Ih [7]. One of the objectives of this work was to monitor how the QLLthickness changes

for basal and primary prism faces of ice at temperatures close to the melting point and how

this thickness might impact the growth behavior.

1.3 Molecular dynamics

As one of the most powerful tools to investigate the structure and dynamics of molecular

systems microscopically [23], the molecular dynamics method was chosen in this work to

study the phenomenon of ice growth from water vapor. This method requires integrating

8



Newtonian equations of motion,F = ma, whereF represents the force applied on a particle

in the system, andm anda are its mass and acceleration, respectively. To solve the equations

of motion for different particles one should know about the potential energies and positions

as acceleration is the second temporal derivative of position and force is the derivative of

potential energies with respect to distance. In principle,if the initial state of a system is

known, its state at any other time can be predicted by solvingthe Newtonian equations of

motion [23]. If there are many particles in the system (many-body problem), it is impossible

to solve the equations of motion analytically [23] and numerical approaches are employed.

In such cases, the integration involves expanding the positions of particles in Taylor series,

r(t +δ t) = r(t)+ v(t)(δ t)+
1
2

a(t)(δ t)2+
1
6

b(t)(δ t)3+ ... (1.1)

It is assumed that the time interval,δt, is short and the forces are constant during this time.

The forces acting on particles (atoms or molecules) are calculated and combined with the

initial positionsr(t) and velocitiesv(t) to find the new positions and velocities afterδt.

Then, the particles are displaced to the new positions and forces are updated accordingly.

The sets of velocities and positions of particles calculated over a period of time produce

a trajectory that describes the evolution of the system withtime. Since each particle has

three Cartesian coordinates and three components of momentum, it can be described by six

variables. Therefore, in the case of a many-body system, theset of velocities and positions

form a 6N dimensional space named phase space. The system samples a specific set of

points in its phase space based on the applied conditions such as constant pressure, temper-

ature, number of particles or volume. These collections of points (sets of positions and ve-

locities) are known as ensembles. In this study, the systemssample their phase space in two

different ensembles, isobaric-isothermal ensemble during the preparation stage and canon-

ical ensemble in the production stage. In an isobaric-isothermal ensemble, the number of

particles (N), the pressure (P), and the temperature (T) arekept constant. This ensemble is

abbreviated as the NPT ensemble. In a canonical ensemble, the number of particles (N),

9



the volume (V), and the temperature (T) are kept constant. This ensemble is abbreviated as

the NVT ensemble [23].

In molecular dynamics simulations, macroscopic properties of a system can be calcu-

lated by averaging over their instantaneous values over time. As the measurement time

approaches infinity, this can be written as [23]:

< A >time= lim
τ−→∞

1
τ

τ∫

t=0

A(pN(t),rN(t))dt, (1.2)

whereA is the macroscopic quantity,<>time indicates the time average,τ is the simulation

time, andA(pN(t),rN(t)) is the instantaneous value ofA corresponding to the positions and

momenta of particles.

However, simulations of macroscopic systems (with macroscopic dimensions and num-

ber of particles) are not practical. Thus, the time average can be substituted with an ensem-

ble average [23]:

< A> =
∫∫

dpNdrNA(pN,rN)ρ(pN,rN), (1.3)

where < > means the ensemble average, andρ(pN,rN)is the probability density of the

ensemble. This density provides the probability of finding the system in a configuration

with particular positions and momenta. In this way of averaging, the system evolving over

time is substituted with a large number of its replicas simultaneously [23].

A system in MD studies typically contains hundreds or thousands of particles in a sim-

ulation box with dimensions of the order of tens or hundreds of angstroms. In order to

study the bulk properties of such a microscopic system one needs to overcome the bound-

ary effects which otherwise would prevent it from representing a macroscopic system of

interest appropriately. One solution to this problem is choosing periodic boundary condi-

tions (PBC) for the system [23]. By applying periodic boundary conditions, estimates for

bulk properties can be calculated from systems with a relatively small number of particles.
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In PBC, the simulated system is surrounded by an infinite number of replicas of itself in all

directions , and consequently as one particle leaves the boxfrom one side, it is replaced by

its replica from the opposite side so that the number of particles remains constant [23].

As previously mentioned, molecular dynamics simulations involve solving the equa-

tions of motion based on the forces among particles at each simulation step. These forces

are derivatives of potential energies with respect to distance. In these simulations, all water

molecules are treated as rigid molecules and with no internal degrees of freedom (for details

on the selected water model please see Section 2.1). In rigidmodel simulations, the poten-

tial energy is only the sum over non-bonded interactions. Non-bonded interactions can be

described by van der Waals and electrostatic interactions between the interaction sites. The

van der Waals interactions are described in the form of a Lennard-Jones potential [23]:

uLJ
i j = 4ε[(

σ
ri j

)12− (
σ
ri j

)6], (1.4)

whereσv andε are known as the collision diameter (or the linear dimensionof the site) and

the well depth, respectively, andri j is the distance between the interaction sites. In Eq.1.4,

the first term describes the short-range repulsive part and the second term corresponds to

longer-range attractive forces between particles.σv andε are adjustable parameters and vary

depending on atom types. They can be defined for interactionsbetween particles of either

the same or different kinds. For two different sites, A and B,the corresponding parameters

σAB andεAB can be estimated using different combination rules, such asgeometric:

εAB =
√

εAεB, (1.5)

and

σAB =
√

σAσB, (1.6)

or Lorentz-Berthelot
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εAB =
√

εAεB, (1.7)

and

σAB =
σA +σB

2
, (1.8)

The electrostatic interactions between point charges which represent the interactions

between the partial charges of the molecule are given by Coulomb’s law. When periodic

boundary conditions are applied, it is expressed with the following formula:

ui j =
1
2 ∑
|n|=0

N

∑
i=1

N

∑
J=0

1
4πε0

qiq j

|ri j +nL| , (1.9)

whereqi andq j are the point charges,ε0 is the permittivity of vacuum (8.85 × 10−12 f arad
m ),

ri j is the distance between the charges,n(= n1L,n2L,n3L) is the image box index and L is

the length of the box. It should be noted that in this equation, the interactions betweeni = j

for n = 0 are ignored. Also, the factor12 is introduced to correct for the double-counting.

Eq. 1.9 converges conditionally and would represent a problem to simulations. To avoid

this problem, the Ewald summation method [23,24] is commonly utilized. In this method,

each point charge is surrounded in real space by a charge distribution of the Gaussian form

which has equal size but opposite sign. Also, there is another Gaussian distribution in the

reciprocal space to cancel out the first one. Introducing theGaussian charge distributions

makes the electrostatic potential converge much more rapidly and allows the simulations to

proceed efficiently [23].

In the evaluation of forces, the non-bonded potential termsbetween every pair of parti-

cles must be calculated. The calculation of non-bonded potential energies is the most time

consuming step in a molecular dynamics simulation [23]. To speed up the simulation, a

cut-off distance is usually taken into account so that the interaction between the particle

of interest and the other particles is assumed to be negligible at distances greater than the
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assigned cut-off and it is ignored [23]. More details on different ways to define the cut-off

distance can be found in standard references [23,24].

1.3.1 Constant temperature control

The production simulations in this work were performed in the canonical ensemble. In

order to control temperature at the desired value, Nosé-Hoover chain thermostats were

used [25,26]. In this part, a brief introduction to this technique is provided. More detailed

overviews of various methods employed for controlling the temperature in MD simulations

can be found in the literature [23,25,27–29].

In experimental studies, it is often difficult to control thetotal energy of the physical

system and it is usually the temperature that is kept constant through the exchange heat

between the system of interest and a much larger system with known temperature (the heat

bath). In a simulation, in order to achieve a constant temperature, one must allow for this

heat flow in the system. It is known that the temperature of a system is directly connected

to the time average of the kinetic energy. Thus, one way to control the temperature is to

rescale the velocities of the particles in the system. Another approach is to couple the

system to a thermal reservoir, known as thermostat. In the approach of Nosé [28,30] the

heat bath is introduced to the system as an extra degree of freedom s. The extended system

which consists of N particles is described by the Hamiltonian function [31]

HNosé =
N

∑
i

p2
i

2mis2 +U(qN)+
p2

s

2Q
+gkBT ln(s), (1.10)

wherepi is the momentum related to the general coordinate (qi) of the particlei with the

mass ofmi, g represents the number of degrees of freedom of the system,U is the potential

energy,T is the temperature,kB is Boltzmann’s constant, s andps are parameters related to

the heat bath, andQ is theeffective mass of the heat bath. In the approach of Nosé the time

step is scaled bys [32]. Hoover [29] has shown that the equations of motion derived from

the Nosé hamiltonian can be simplified in order to avoid the time scaling
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q̇i =
pi

mi
, (1.11)

ṗi = Fi −ξpi , (1.12)

ξ = ṡ/s, (1.13)

ξ̇ =

∑
i

p2
i

mi
−gkBT

Q
, (1.14)

whereξ = ps/Q is the thermodynamic friction coefficient. The Eq.1.11and Eq. 1.12

are the equations of motion for the particle i in the system and Eq. 1.13and Eq.1.14are

those associated with the heat bath. The Nosé-Hoover thermostat achieves the canonical

distribution if the system of interest is ergodic [25]. If the dynamics is not ergodic for

small or stiff systems, this method does not generate a correct distribution [29]. To help

ensure ergodic behavior, the Nosé-Hoover chain method has been introduced by Martyna

and coworkers [25]. In this method, Nosé thermostating is applied on the thermostat itself

so that the size of the extended system increases which helpsin achieving ergodic behavior.

The equations of motion in the Nosé - Hoover chain method are

q̇i =
pi

mi
, (1.15)

ṗi = Fi −pi
pξ1

Q1
, (1.16)

ξ̇k =
pξk

Qk
, (1.17)
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ṗξ1
= (∑

i

p2
i

mi
−gkBT )−

pξ2

Q2
pξ1

, (1.18)

ṗξk
= [

p2
ξk−1

Qk−1
− kBT ]−

pξk+1

Qk+1
pk, (1.19)

ṗξM
= [

p2
ξM−1

QM−1
− kBT ], (1.20)

whereM thermostats have been included in the chain and in Eq.1.17k = 1, ...,M. The

addition of extra thermostats forms a simple one - dimentional chain which is relatively

inexpensive to treat computationally. The values of the thermostat masses (Qi) should be

chosen with care in order for the dynamics of the system to achieve the canonical distribu-

tion [25,29,33]. In the Nosé-Hoover chain thermostats that are used in thiswork, each par-

ticle is coupled to four bath reservoirs connected to each other. Also, the translational and

rotational temperatures for each particle are controlled by two separate thermostats [34].

1.3.2 Constant pressure control

Many experimental studies are performed under isothermal-isobaric conditions and in order

to make direct comparison with experimental data it is favorable to conduct simulations at

constant temperature and pressure. Indeed, the NPT ensemble was used in the preparation

step of these simulations. Here, the pressure control used in this work is briefly explained.

Pressure is determined in a simulation through the virial theorem which is calculated as

the sum of the product of the particle coordinates and the derivative of the potential energy

functions [23,27]:

W = ∑ri j(
dU(ri j)

dri j
), (1.21)

whereri j is the relative particle coordinate andU(ri j) is the potential energy between par-
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ticle i and j. Based on the virial theorem, this product is equal to−3NkBT , where N is

the number of particles,kB is the Boltzmann constant, and T is the temperature. For a real

gas, the virial has two parts: the ideal gas term (-3PV), and the non-ideal portion. So, the

pressure can be given as:

P =
1
V
[NkBT − 1

3

N

∑
i=1

N

∑
j=i+1

ri j(
dU(ri j)

dri j
)]. (1.22)

In simulations, the isothermal-isobaric ensemble is achieved by changing the volume of

the simulation cell. Similar to the temperature control approach, one widely used method

to maintain constant pressure is to couple the system to a pressure bath (barostat). In

this work, the Berendsen barostat is used in the preparationstep [23,27]. In a Berendsen

barostat, the rate of change in the volume of the system is given by:

dV (t)
dt

=
1
τp

(Pbath −P(t)), (1.23)

whereτp is the coupling constant,P(t) is the actual pressure at timet, andPbath is the

pressure of the bath. Then, the volume is scaled using a factor given by:

λ = 1−κ
∂ t
τp

(P−Pbath), (1.24)

where∂ t is the time step of the simulation andκ is the isothermal compressibility of the

system. The atomic coordinates are then rescaled by a factorof λ 1/3 to achieve a target

average pressure.

1.4 Water models

In the previous section, the essential concepts of the molecular dynamics method have been

reviewed. As the main objective of this work is to study the growth of ice from vapor, an

appropriate water model that can reproduce various properties of water and ice is required

to be employed in these simulations. In this section, different rigid, non – polarizable water
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models are reviewed and the choice of the water model for the simulations in this work is

explained.

From a microscopic point of view, the charge distribution onthe water molecule and

the many body interactions between them are responsible fordifferent properties of water.

The quality of the simulations performed on water depends significantly on the choice of

water potential model which parameterizes the interactions between molecules. An ideal

computational model should be able to predict different properties of water in different

phases. During the last couple of decades, various models have been developed and used

in numerous molecular dynamics simulations of water [1,5,35–37]. While some of these

models were polarizable, in others an effective charge distribution was chosen to mimic its

polarizability. Some have rigid geometry and some are flexible. Indeed, different methods

were utilized to deal with the potential energy in this environment. Ab-initio water models

incorporate the electronic structure to find the potential energy of the system. Another class

of models, which are known as coarse-grain models, use softer interactions and represent

water molecules or groups of water molecules in single sites[37].

Coarse-grained andab-initio models can be considered as examples at two ends of

the range of possible water models. Whileab-initio models are more realistic and allow

for bond making and breaking, at the other end of this range, coarse-grain models allow

for much longer time- and length-scale simulations to be performed. Empirical models

are somewhere in between. Compared with the ab-initio models, the empirical models are

computationally much less demanding while they still look to retain the molecular nature of

the interactions within a water system (e.g. the specifics ofthe H-bonds) and they determine

the interactions more precisely as compared with coarse-grained water models.

A literature review on rigid, non-polarizable models showsthat this type of water model

is well tested and some of them perform well in describing different properties of water

[5]. In addition, these models are computationally much less expensive than polarizable

or flexible models [1]. Therefore, in order to obtain reasonable results in this study at a
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Figure 1.7: Schematic picture of the different water models discussed here. (A) 3-site
water model, (B) 4-site water model, and (C) is 5-site water model. Here, the blue and
red circles represent the oxygen and hydrogen atoms, respectively, and the green circles
represent the negative charge.

reasonable computational cost, the most popular and well known rigid, non-polarizable

water models will be reviewed with respect to their prediction of different properties of

water to guide the selection of a model. For this purpose, thefocus will be on TIPnP-

like and the SPC/E models. By the TIPnP-like models I mean TIP3P, TIP4P, TIP5P and

TIP4P/2005. Figure1.7provides a schematic representation for the different water model

structures.

The water models in this category have the same bond geometry, i.e. thedOH and H-O-

H angle in these models are 0.9572 Å and 104.52°, respectively. In addition, in all of them,

a Lennard-Jones interaction site is located on the positionof the oxygen atom and a positive

charge is on each of the hydrogen atoms [5]. Table1.1summarizes different parameters of

the water models that are discussed in this section.

The TIP3P model [42] is a three site model in which the negative charge is located

on the oxygen atom. This model is mostly used in simulations on biological systems.

The force field parameters of this model were optimized to reproduce the vaporization

enthalpy and the liquid density of water at room temperature. There are nine distances to

be computed between sites of two water molecules in the TIP3Ppotential model, which

reflects the computational cost for this model [5].
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Model Type dOH αβγ ri qi σv ε/kB Ref.
(Å) (deg.) (Å) (a.u.) (Å) (K)

TIP3P A 0.9572 α=104.52 - q1=0.4238 3.1506 76.54 [38]
q2= -0.8476

SPC/E A 1.0 α=109.47 - q1=0.4238 3.1656 78.20 [39]
q2= -0.8476

TIP4P B 0.9572 α=104.52 r2=0.1546 q1=0.520 3.1540 78.02 [38]
β=52.26 q2= -1.040

TIP5P C 0.9572 α=104.52 r3=0.700 q1=0.2410 3.1200 80.51 [40]
γ=109.47 q3= -0.2410

TIP4P/2005 B 0.9572 α=104.52 r2=0.1546 q1=0.5564 3.1589 93.2 [41]
β=52.26 q2= -1.1128

Table 1.1: Potential parameters of discussed water models. The type ofwater model cor-
responds to the schematic representations in Figure1.7. dOH is the distance between hy-
drogen and oxygen atoms.α, β andγ are the angles shown in Figure1.7. r2 andr3 are the
distances from the M-site and L-sites to the oxygen atom.qi is the partial charge andσv and
ε are the Lennard-Jones interaction parameters.

In the TIP4P model [42] the negative charge (M-site) is not on the position of the

oxygen atom but shifted toward the hydrogen atoms (see (B) inFigure 1.7). Similarly

to the TIP3P model, the parameters of TIP4P were optimized toreproduce the density

of liquid water and the vaporization energy at ambient conditions. Indeed, to deal with the

massless interaction site (M-site) may cause some difficulties in molecular dynamics codes.

In addition, using this water model is computationally moredemanding as compared with

the TIP3P model since it requires the evaluation of 10 site-site interactions [5].

In the 5-site TIP5P model [40], the location of the negative charges is changed to the

positions of the two electron lone pair sites of oxygen (L-sites). In addition to the va-

porization enthalpy and density of liquid water at ambient conditions, the parameters of

this model were optimized to reproduce the maximum density of liquid water. As TIP5P

has five interaction sites (four point charges and one Lennard-Jones interaction site), it has

17site-site interactions to evaluate.

The most recent water model in this category is TIP4P/2005 [41] which is a modified

version of the TIP4P model. While the TIP4P model can qualitatively describe the phase
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Model TM TMD TM/TC ln D μ μ/QT Ref.
(K) (K) (278 K) (D) (Å2)

TIP3P 146 182 0.251 -10.2 2.350 1.363 [5,43]
SPC/E 215 241 0.337 -11.08 2.350 1.155 [5,43]
TIP4P 232 253 0.394 -10.78 2.177 1.014 [5,43]
TIP5P 274 277 0.525 -11.41 2.290 1.460 [5,43]

TIP4P/2005 252 278 0.394 -11.27 2.305 1.004 [5,41]
Expt. value 273.15 277 0.422 -11.24 1.85 (Gas) 0.721 [5]

Table 1.2: Physical properties of the selected water models: the melting temperature,TM,
the temperature of maximum density,TMD, the ratio between the melting point and the crit-
ical point,TM/TC, the diffusion coefficient at 278 K, D, the dipole µ and the ratio between
the dipole moment and total quadrupole moment,µ/QT [1].

diagram of water, it still predicts a rather low melting temperature. After evaluating the

phase diagram for the TIP4P model, Abascal and Vega proposedTIP4P/2005 [41]. This

model retains the correct phase diagram, but the melting point is in better agreement with

the experimental value. The bond geometry and the charge distribution in this model are

the same as TIP4P except for the position of the M-site which is slightly shifted. The

potential parameters of TIP4P/2005 were optimized to obtain a wide range of target prop-

erties. Along with the density of water at ambient conditions, the densities of solid phases

were used to fit the parameters of this model. In addition, alltarget properties which were

previously utilized in SPC/E and TIP5P models were used to optimize this model.

In addition to TIP4P-like models, SPC/E [39] is another popular water model. The

charge distribution in this model is the same as TIP3P. ThedOH distance is 1 Å and the angle

between oxygen and two hydrogen atoms is 109.47°. Density and vaporization enthalpy

were used to fit the parameters of this model. To reproduce thevaporization enthalpy, a

polarization correction was incorporated into the model. SPC/E is a 3-site model and its

computational cost is low making it very popular for large scale MD simulations.

Some properties of water predicted by the above models are shown in Table1.2. The

related experimental values are included for comparison. It can be seen from Table1.2

that generally the 3-site models underestimate the meltingtemperature while TIP4P/2005

gives a closer value and TIP5P provides the best descriptionof the melting point. Since
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Figure 1.8: Dependence of density on temperature for the selected watermodels. Aster-
icks demonstrate experimental value. Squares represent the melting temperatures for each
model. The graph is adapted from Ref [5].

the difference between the triple point temperature and themelting point for water is only

about 0.01 K, the ratio between the melting point and the critical temperature (Tm/TC) can

demonstrate the range of existence of liquid water for different models [1,44]. According to

the Table1.2, the values for this ratio given by TIP4P models are closest to the experiment.

The temperature of maximum density (TMD) for water is well reproduced by the TIP4P/2005

and the TIP5P models, although it should be noted thatTMD was one of the target prop-

erties used for optimizing these models. Figure1.8 provides densities of water at various

temperatures for the selected models. It can be seen that fortemperatures at room pressure,

it is the TIP4P/2005 model that reproduces the density of water.

The water molecule dipole moment for these models is higher than the experimental

gas value in order to account for the polarization of the molecule in the liquid (see Ta-

ble 1.2). In addition, it has been discussed in the literature that there should be a balance

between the dipole and total quadrupole moments for the water model to provide a qualita-

tively reasonable description of the phase diagram [5,45]. It is obvious from Table1.2that
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Figure 1.9: Phase diagram of the selected water models: (A) TIP3P, (B) TIP4P and
TIP4P/2005, (C) TIP5P, and (D) SPC/E. Experimental symbolsare shown for compari-
son. Frames (A), (B) and (C) are adapted from Ref. [5] and figure (D) is adopted and
modified from Ref. [6].

the ratio between the dipole and quadrupole moments is very close to one for TIP4P and

TIP4P/2005 models, while the other water models do not achieve this balance.

TIP4P/2005 provides a good result for the self-diffusion coefficient for liquid water at

278 K. SPC/E returns a reasonable prediction but the performance of the other models is

quite poor.

The phase diagram of water obtained from these water models are compared with real

water in Figure1.9. It is obvious from this figure that except for TIP4P and TIP4P/2005,

the other water models fail in reproducing the experimentalphase diagram of water qual-

itatively. This is consistent with the related discussion on the ratio between dipole and

quadrupole moments of water provided above. For the TIP3P, TIP5P and SPC/E models,

ice Ih is stable only at negative pressures and the stable solid at 1 bar is ice II. The de-
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scription of the phase diagram provided by TIP4P and TIP4P/2005 are similar (the phase

diagram of TIP4P/2005 is shifted approximately 20 K to higher temperature, i.e. closer

to experimental values) but the lines are shifted to higher pressure and lower temperature

relative to real water.

The difference in the performance of these models at describing the properties of water

appears to rely mainly on two factors: the charge distribution and the variety of target

properties chosen for optimization. In fact, the choice of charge distribution (i.e. whether

the negative charge position is on the oxygen atom, on the bisector of the H-O-H angle, or

on the positions of the electron lone pairs) changes the multipole moments of the molecule

which affect various properties of the model such as the phase diagram. For the TIP5P

model, locating the negative charge on the lone pair electron positions results in small

quadrupole moment for the molecule and a value ofTm/TC that is too high. Locating the

negative charge on the oxygen atom (as for TIP3P) weakens thehydrogen bonds which

results in a low melting temperature and high diffusion constant [1].

The choice of target properties of water for optimization also affects the performance of

the models. For example, the main difference between the SPC/E and TIP3P water models

is the way they were optimized to reproduce the enthalpy of vaporization. Considering

the self-polarization correction in reproducing this property in SPC/E increases the perfor-

mance for this water model. In fact, incorporating more target values in the optimization

process generally improves the quality of models. The increased availability of computa-

tional resources in recent years has allowed more properties of water to be considered in

obtaining parameters of models.

The TIP4P/2005 model builds upon the successful ideas of previous models. Its geom-

etry and charge distribution are almost the same as the TIP4Pmodel as the TIP4P charge

distribution demonstrates reasonably good performance indescribing water behavior. In

addition, a wide selection of target properties was considered in developing the TIP4P/2005

model. The successful idea of modifying the target value of the vaporization enthalpy, as
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was done in the SPC/E model, was utilized for TIP4P/2005. Also, reproducing the tem-

perature of maximum density and the phase diagram of water were included in the design

of TIP4P/2005. In general, the performance of the TIP4P/2005 model is the best among

the set of water models discussed here. In summary, the TIP4P/2005 model is reasonably

accurate in describing water behavior and its computational cost is low relative to other

more complicated water models. Therefore, by analyzing theperformance of different wa-

ter models for various properties of water, I have determined that the TIP4P/2005 water

model is a good choice for these simulations.

1.5 Literature review

Ice growth from the water vapor has been the subject of many experimental studies. Also,

the behavior of the quasi – liquid – layer on the ice surface has been explored in many

experimental and theoretical works. However, the discrepancies in the reported results

are significant. In this section, the relevant important theoretical and experimental studies

reported in the literature are reviewed.

1.5.1 Experimental studies

1.5.1.1 Ice growth from vapor

Various experimental studies have investigated the growthbehavior of ice from vapor and

its dependence on temperature and supersaturation at the surface [46, 47]. Ice growth is

typically controlled by various processes including transport phenomena as well as attach-

ment kinetics. Attachment kinetics account for how water molecules are arranged into the

ice structure and are related to the ice growth velocity by [14,47]

v(T,σsur f ) = α(T,σsur f )vkin(T )σsur f , (1.25)
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wherev(T,σsur f ) is the growth velocity of ice,α is the dimensionless attachment coefficient

(also known as the condensation coefficient),vkin is the kinetic velocity, andσsur f is the

supersaturation above the ice surface.

Lamb and Scott [48] investigated the ice growth on a substrate at different temperatures

and super saturations. According to their results, the dependence of the growth rates of

the basal and prism faces on temperature demonstrates a local maximum for each. The

temperature at which the maximum growth occurs at the prism face is shifted relative to

the maximum growth on the basal face ( -13°C and -6°C for the prism and the basal face

, respectively). However, the measured ice crystals were large so the heating effects were

not negligible. Also, as there were other crystals growing on the substrate that could act

as vapor sinks and the super saturation may not have been accurate at points close to the

observed crystals.

Sei and Gonda [49] studied the growth rates of basal and prism faces of ice as a function

of supersaturation for a temperature range from -1°C to -30°C. The crystal was grown on a

substrate in near-vacuum conditions. They found a repeatedgrowth habit with decreasing

temperature as plate (0°C to -4°C) → column (-4°C to -10°C) → plate (-10°C to -21°C)→

column (temperatures below -21°C). However, there is no discussion in this paper to clarify

the substrate effect on the growth behavior.

In a more recent study, the reported morphological data provides the habit diagram of

ice growth from vapor in air as a function of temperature [50]. Based on these data the

ice crystals appear platelike (0°C to -4°C), columnar (-4°C to -8°C), again platelike (-8°C

to -40°C) and columnar (-40°C to -70°C). These observations demonstrate that the growth

rates are different for basal and prism faces at these temperature ranges.

Libbrecht [51] discussed the growth rates of the prism and basal facets of ice for tem-

peratures ranging from -39°C to -10°C and proposed that the data can be described by a

functional form
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α(σ) = Ae(
−σ0

σ ). (1.26)

In this model,α(σv) is the attachment coefficient,σv is the supersaturation, andA(T) and

σ0(T) are the measured functions. It was found in this paper that while there is no signif-

icant difference inσ0 between both ice faces over this temperature range,A(t) showed a

minimum at T = -15°C for the basal face which shows a slow growth on this facet at that

temperature. The author argues that this change is related to the surface melting transition

for the basal face which is reported to be at about this temperature.

It has been discussed in the literature [46] that the discrepancies in the reported data of

ice growth behavior from water vapor originate in the systematic effects that can perturb the

measurements. These systematic errors include diffusion effects, substrate interactions and

latent heat effects. Libbrecht and Rickerby [14] have presented more recent measurements

of crystal growth on the principal facets of ice over a broader range of temperature (-

2°C to -40°C) that attempt to minimize these systematic errors. The attachment kinetics

follow the model proposed in previous work [47, 51] (Eq. 1.25). It has been shown by

Libbrecht and Rickerby [14] that while the growth rate measurements on the basal face for

all temperatures and on the prism face for temperatures below -10°C can be described with

A = 1, for T > -10°C the growth data for prism face requiredA < 1. Also, forT > -5°C, it

was found thatσ0,basal ≫ σ0,prism indicating the crystal growth on the prism face of ice is

apparently much faster than on the basal surface in this temperature region.

The presence of significant discrepancies in the reported values for the growth rates

on basal and prism faces of ice, which apparently arise mainly due to the measurement

errors mentioned above, makes quantitative analysis difficult. However, it is generally

acknowledged that the rates of crystal growth on the primaryfaces are different. In general,

while the growth velocity on the prism face is higher atT>-5°C and -20°C<T<-10°C, the

rate is faster on the basal face for -10°C<T<-5°C.
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1.5.1.2 Quasi-liquid layer on the ice surface

Surface premelting occurs as a thin liquid-like layer of water forms on the ice surface with-

out receiving heat from other surfaces at a given pressure and temperature just below its

melting point [52]. Although the existence of surface premelting was first suggested by

Faraday in 1842, the first measurements of the quasi-liquid layer (QLL) on the ice surface

were in the 1980s [53]. Since then several techniques have been employed to measure the

thickness of the QLL [52, 54]. All of these studies acknowledge the existence of a QLL

on the ice surface near the melting point. Also, they confirm that the QLL thickness in-

creases very fast with increasing temperature. But according to experimental reports, the

observable premelting starts at -30°C [52]. However, the discrepancy in the reported ex-

perimental measurements of the dependence of the QLL thickness on temperature makes

the comparison between them difficult [54]. There are several reasons for this variation.

Various experimental techniques rely on various physical properties to determine the QLL

thickness and so their results are different [52]. Doppenschmidt and Butt reported the

thickness of the QLL as 11 nm at -10°C using atomic force microscopy [55]. Using pho-

toelectron spectroscopy technique, Bluhm et al. measured the QLL thickness and its value

at -10°C was reported as 5 Å [56]. More recently, Goertz and coworkers explored the

QLL on the ice surface over the range -10°C to -30°C using interfacial force microscopy

and the QLL thickness at -10°C was reported as 45 nm in this paper [57]. Another reason

for the difference in the reported experimental data is the ice sample preparation proce-

dure as some experiments are conducted on polycrystalline ice surfaces and some on thin

ice films [52]. It is reported in the literature that the thickness of the QLL is different on

the basal and prism faces of ice [58]. In addition, impurities in the experimental environ-

ment can change the thickness. Elbaum and coworkers reported that the QLL thickness

increases with introducing a small amount of air to the surface of ice [59]. Also, Bluhm

and coworkers demonstrated that hydrocarbon contamination can dramatically promote ice

premelting [56].
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In summary, it is acknowledged that by increasing the temperature below the melting

point, the thickness of the QLL increases too. The uncertainties in the reported results

are attributed to the use of different experimental techniques, the ice sample preparation

procedure and the presence of impurities in the experimental procedure.

1.5.2 Theoretical studies

Due to the difficulties regarding the limits of the computational resources and an appro-

priate model to study ice growth behavior from water vapor using steady-state molecular

dynamics simulations, there has been no simulation work in this field reported in the liter-

ature. However, the behavior of the quasi-liquid layer (QLL) formed on the surfaces of ice

which is in contact with water vapor has been the subject of several different theoretical

studies.

Fukazawa and Kawamura [60] studied the properties of the quasi-liquid layer on the

basal surface of ice Ih. In this paper, the intensities of thepeaks in the density profile

corresponding to the first two layers of the ice structure arelower and broader than those

of the other layers. Using the mean square displacement (MSD) of oxygen and hydrogen

atoms, the authors showed that this phenomenon is due to the disordered arrangement and

thermal vibrations of particles in these layers. These layers were labeled as surface layers

of ice. It was argued in this paper that with an increase in temperature, the free O-H bond

of surface molecules moves more freely and so the rotationalmotion of these molecules

increases too. The increase in rotational motions distortsthe surface ice lattice and the

quasi-liquid layer forms in that region accordingly.

In another study, Conde and coworkers [7] explored the formation of the QLL on the

basal, prism and secondary prism faces of ice Ih and its dependence on temperature for

various water models (SPC/E, TIP4P, TIP4P/Ice and TIP4P/2005). The authors showed that

the existence and thickness of the QLL do not depend on the water model when compared

at the same undercooling relative to the melting point. For agiven temperature, examining

28



the QLL thickness at different ice faces showed that its largest value is for the basal face

and its smallest value is for the secondary prism face. Moreover, the authors argued that

QLL formation begins for the basal, prism and secondary prism faces at 100 K, 80 K and

70 K below the melting point, respectively, and its thickness increases with increasing

temperature. This dependence of QLL thickness on temperature is in general agreement

with experimental measurements [56].

Neshyba et al. [61] explored the sublimation and deposition processes on the basal face

of ice Ih at 250 K, this temperature being ~40°C below the melting point of the water model

used in this work. Using density profile data, the authors defined the QLL as the outermost

bilayer of the ice slab. Also, almost all of the striking water vapor molecules (with a

probability of >99%) were retained by the quasi-liquid layer. By counting the sublimation

events, the vapor pressure at the interface was calculated as 240 Pa which is significantly

greater than the experimental vapor pressure of ice at this temperature (76 Pa) [62]. It was

argued that this difference is due to the lack of polarization in the NE6 potential model (the

six site model of water [63]) which was used in this work.

In a more recent study, Pfalzgraff and coworkers [64] investigated the properties of the

QLL on different faces of ice Ih in contact with vapor at 250 K (~40°C below the melting

point of the selected water model). According to their results, the thickness of the QLL on

the basal, prismatic, 28º pyramidal and 14º pyramidal facesof ice Ih at this temperature

were 0.67, 0.61, 0.63, 0.84 nm, respectively. Also, the QLL on all faces consisted of two

sublayers. The anisotropic diffusivities in ice faces werealso examined in this paper. The

in-plane motion was reported to be faster in the prism to prism direction in comparison to

the trans-basal direction. The smallest and greatest in-plane diffusion lengths were found

to be for the 28º pyramidal and prismatic faces, respectively.

In summary, it has been shown that distortion of the ice surface is attributed for the

formation of the QLL. The thickness of the QLL increases withincrease in temperature.

Also, it is confirmed that the QLL thickness is different on different ice faces and it is larger
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on the basal face as compared with the prism face.
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Chapter 2

STUDIES OF ICE GROWTH FROM WATER VAPOR

As mentioned in Section 1.5.2, although there are several experimental investigations on

ice growth from the vapor phase in addition to various reports on the behavior of the quasi-

liquid-layer on the free surface of ice, there have been no simulations of ice growth from

vapor and the effect of the QLL on this phenomenon reported inthe literature. Conse-

quently, the main objective of this work is to provide a demonstration of proof of principle

for the proposed model and method to probe this system.

In this section, the results from steady-state molecular dynamics simulations for ice

while growing from vapor are presented. The temperature dependence of the growth be-

havior and the thickness of the quasi-liquid layer which forms on the ice surface at temper-

atures close to the melting point are also investigated. In addition, the QLL behavior on the

basal and prism faces of ice at the selected temperatures arecompared. The dependence of

the QLL thickness on the steady-state fluxes of water vapor molecules is also examined.

The structure of this chapter is as follows. In section 2.1, the details of the simulations,

the methods used in this work and the description of the system preparation are provided.

In Section 2.2.1 an overview of the approach used in this workis explained. In Section

2.2.2 the temperature dependence of the thickness of the quasi liquid layer on the basal and

prism faces of ice will be discussed. The surface behavior ofthe principle facets of ice are

compared in Section 2.2.3. Finally, the dependence on the flux of particles is discussed in

section 2.2.4.

2.1 Methodology

2.1.1 Simulation details

Since molecules are considered as rigid bodies in these simulations, their motions can be

described in terms of the rotational motion about their centers of mass and the translational
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motion of the centers of mass. In this work, the integration method for the translational

molecular motions was the velocity Verlet algorithm [65,66]. The rotational motions were

integrated using a method that was introduced and used in previous work in the Kusalik

group [67]. This method is based on the rotational velocity Verlet algorithm [68]. The time

step for the integration of the equations of motion in all simulations was 2 fs.

All of the simulations in this work have been performed usingclassical rigid-body

molecular dynamics. For describing the intermolecular interactions between water molecules

the TIP4P/2005 water model was utilized. As the melting point of ice for this model is re-

ported as 250.5 K [41], three different temperatures of 220 K, 235 K and 245 K have been

chosen for this study. This range of undercooling was chosenin order to investigate the ef-

fect of temperature on the growth rate near the atmospheric melting point. Also, the growth

behavior of ice from vapor was investigated on both basal andprism faces of hexagonal

ice. An orthorhombic simulation box with periodic boundaryconditions applied in all di-

rections was used in all simulations. There were two phases in the periodic systems, where

ice slabs were separated along the Z-direction by a gas phase. The length of all systems

along the Z axis was approximately 150 Å and the X and Y dimensions of the simulation

boxes of the basal and prism faces were 27× 31 Å2 and 29×32 Å2 , respectively. The

basal and prism face systems contained 2208 and 2464 water molecules, respectively.

The cut off for the short-range Lennard-Jones interactionswas chosen as 10 Å. The

electrostatic interactions were described by the smooth particle mesh method of Ewald

summation (SPME) [24]. During the preparation stage, the pressure was kept constant at

1 bar using a Berendsen barostat [27]. All production simulations were performed in the

NVT ensemble and the target temperatures were maintained using a Nosé-Hoover chain

thermostat [25] for each molecule (see Section 1.3.1). The simulations were carried out

with the MDIce code which is an in-house classical moleculardynamics code developed

and used in the Kusalik group [67].

All of the simulation runs in this work were carried out on theSimplex cluster which
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is located in the Chemistry department of the University of Calgary. Each simulation was

run on 4 cores in parallel with a wall-time of 100 – 300 hours.

2.1.2 System preparation

The initial ice crystal was generated [67] by placing the oxygen atoms on the lattice points

given by the crystallographic parameters of hexagonal ice.The hydrogen atoms were as-

signed to the oxygen atoms according to the ice rules [3]. Then, the orientations of the water

molecules were adjusted to minimize the total dipole momentof the ice in the simulation

box while the ice rules were satisfied.

In order to generate a vapor phase, the ice crystal was divided into two equal slabs and

each slab was displaced so that a gap was generated in the simulation box. The temperature

of the systems was then increased starting from 0 K to the target temperature in a stepwise

process. The difference in the temperature of each step was 50 K and in each step the

system was equilibrated for 50 ps at 1 bar using the NPT ensemble. After reaching the target

temperature, the system was also equilibrated for at least 2ns using the NVT ensemble.

When the steady – state was established (this was confirmed byobserving the dynamics

of the ice growth and the flux of particles), data have been collected and averaged for at

least 50 ns. The equilibrated system for one of the simulations is shown in Figure2.1. In

this snapshot, the Z axis is perpendicular to the basal face.The typical time of production

simulations was 50 ns, but data was collected from longer simulations for some systems

when necessary. Data were sampled every 10 fs and the averages were saved every 1 ps

(except for the root mean square (RMSD) values which have been saved every 10 ps) for

post analysis.

2.1.3 Temperature profile and surface detection

In order to have ice growth on the surface of one ice slab, there should be a steady-state

flux of water molecules moving toward it. In this study, to produce and control this flux, a
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Figure 2.1: Snapshot from the configuration of the equilibrated system taken from the
basal simulation at 245 K. Hydrogen and oxygen atoms are represented in white and red
colors, respectively.

temperature pulse is introduced at the other side of the ice slab. The temperature pulse was

generated by elevating the temperature in a specific region close to the evaporating surface

and keeping the rest of the system at the target temperature which is below the melting

point. The elevated temperature evaporates the water molecules and these molecules enter

the gas phase moving toward the other surface where the ice grows at the target temperature.

To have a consistent flux of separated water molecules and prevent cluster formation in the

gas phase, and to provide a steady-state ice growth, the choice of appropriate parameters for

this temperature pulse (such as location, width and height)was one of the main challenges.

To obtain appropriate height and width for the temperature pulse, 10 simulations (with

typical simulation time as 40 ns for each) were performed as test runs on the basal face

at 245 K. Also, to ensure achieving the target temperature inthe gas phase, the length of

the gap between two ice slabs was chosen to be 50 Å along Z direction. In this work,

the region of the elevated temperature was represented by a Gaussian-shaped temperature

pulse with a broad peak atTM + 200 K (to provide enough energy to evaporate the water

molecules) introduced near the evaporating surface. I havetested many widths for the

pulse (in the range of about 10 - 20 Å). In these simulations, it was found that a peak width

of 17 Å at its half height worked well, where the center of the peak is located at a fixed

distance from the position of the growing ice surface. This distance varies for different

systems and must be chosen for each run. Displacement of the temperature pulse depends

on crystal formation on the growing ice face in a way that the hot region moves into the ice
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Figure 2.2: Density and temperature profiles for the initial state of thesimulation on the
basal face at 245 K.

during the simulation at the same rate as crystal grows. Figure2.2shows the initial density

and the temperature profile for one of the simulations. In order to find the appropriate

location of the temperature pulse relative to the melting ice interface, several test runs were

performed on the basal and prism faces. On the basal face, 4, 8and 5 simulations were

performed at 220 K, 235 K and 245 K, respectively. On the prismface, 4 and 5 simulations

were conducted at 220 K and 245 K, respectively. Also, for theprism face at 235 K, 14

simulations were carried out. Each of these test runs were performed for typically 50 ns.

Steady-state ice growth was achieved on both faces at the selected temperatures with the

relative distance between the temperature pulse and the melting ice interface in the range

of about 14 - 20 Å.

When measuring the temperature profile in the systems from initial simulation runs, a

discrepancy in the profile was observed between the gas and condensed phases. In the ini-

tial runs, it was the total temperature of a molecule that wascontrolled by the thermostat.

While the target temperature was always achieved in the condensed phase, in the gas phase

the translational temperature was consistently higher than the target value and the rotational
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Figure 2.3: Comparison between the average density and temperature profiles for the sim-
ulation on the basal face at 245 K.

temperature was below it. In the condensed phase, water molecules are surrounded by other

particles and their energies are constantly being exchanged, helping to ensure equi-partition

of energy. This is not the case in the gas phase, where there isa lack of collisions and so no

chance for the particles to exchange and redistribute theirenergies. With a single molec-

ular thermostat, the heat bath interacts equally with rotational and translational degrees of

freedom; consequently molecules will retain their initialtemperature distributions. In this

case, particles with higher translational kinetic energies are more successful at leaving the

melting interface which gives rise to particles that are translationally hot and rotationally

cold in the gas. To overcome this problem, I chose to control the translational and rota-

tional temperatures separately. Figure2.3demonstrates a comparison between the average

combined temperature and density profiles for one of the simulations. In this figure, it is

evident that the target temperature is achieved across the simulation box.

The interface between two different phases can be determined from an inflection point

on a property profile function that shows different behaviorin the two phases [34]. In this

work, the manifestation in the density profile of the ice crystal layering was used to find the

position of the QLL-ice interface. The crystal structure ischaracterized by regularity in the

positions of the molecules. This periodicity is detectablein the Fourier transformation of
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the density profile [34]. The procedure used in the MDIce code to determine the QLL – ice

interface is as follows [67]. Firstly, the density profile was evaluated on a grid of 256 points

along the Z direction. For every grid point, Fourier transformation of the density profile was

calculated for a fixed length window to the left (Fle f t(z)) and right (Fright(z)) side of each

point. Then, by integrating over particular range of frequencies, the area under a specific

peak (which corresponds to the ice interlayer distance) in the Fourier spectra,Fle f t(z) and

Fright(z), were compared. When the difference between the areas of thetwo peaks for

this particular frequency becomes maximized, the code evaluates the corresponding Z-grid

point as the interface position.

Various property profiles have been examined in this study such as density, energy, tem-

perature and mean squared displacement (MSD). Since crystal growth is a non-equilibrium

process by nature, an averaged property profile over the simulation time should be obtained

to study the growth behavior. In all simulations in this work, the averaging was done in the

moving frame and not in the lab frame. The moving frame was attached to the growing

ice surface and all averaged profiles have been calculated relative to the position of this

interface. In all simulations, the box was divided into 256 bins along the z-axis and all

property profiles were averaged over the simulation trajectory. The averaged energy and

temperature profiles were calculated using the following formula:

< X >α=

N
∑

i=1
< X >i,α< n >i,α

N
∑

i=1
< n >i,α

, (2.1)

where X is the quantity in each bin (such as energy),α is the number of each bin,N is the

total number of time steps,< n >(i,α) is the number of water molecules in the bin.
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2.2 Results and Discussion

2.2.1 Summary of the Results of Simulations

As one of the goals for this work was to study the dependence ofthe QLL thickness on

temperature, it was necessary to have a criterion to distinguish the gas phase, solid phase

and the QLL which forms in between. I should note that there isno unique method to map

a molecular configuration into discrete phases and the results may vary depending on the

choice of parameters and approach. Various property profiles of ice have been used in the

literature to define the interface between the ice-like and the liquid-like regions of a system.

The tetrahedral order of water molecules [7], average density profiles [7,61,64], and mean

square displacement (MSD) of the atoms [60] have been used in different studies. Each

of these parameters has its pros and cons which are describedin the related works. As

described in Section 2.1.3, using the previously developedmethod [67] that was available

in the code, the Z-position of the interface between the QLL and ice was calculated in these

simulations based on the periodicity of the density profile and was returned by the code

at each simulation step. In the following, the approach to define the QLL layer and its

thickness in these simulations will be described.

Figure2.4shows the average density and root mean square displacement(RMSD) pro-

files along the Z-axis for one of the simulations at 245 K. The time window to calculate the

RMSD was 10 ps and the density data was sampled every 1 ps. It isevident that both pro-

files behave consistently. At the gas – QLL interface the profiles start to change at the same

distance (about -14 Å relative to the ice growing surface). Also, the RMSD is flat in the

solid and it starts to rise as it goes into the QLL which is consistent with the average den-

sity behavior. The qualitative shape of the RMSD profile would stay the same independent

of the choice of the length of the time window. However, in comparison with the density

which is calculated from single particle properties, the RMSD is calculated over a time

window and the values of the profile will change as the width ofthe time window changes.
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Figure 2.4: Average density and RMSD profiles along the Z-axis for one of the simulations
on the basal face at 245 K. The inset graph shows the same comparison near the gas - QLL
interface (-15 to -12 Å).

On the other hand, assuming sufficient sampling has taken place, the density profile should

be independent of sampling frequency. Thus, I have chosen toutilize the density profile to

determine the threshold between the gas phase and the QLL.

Figure2.5 represents a comparison between the averaged density and the potential en-

ergy profiles at the interface for the same system. Again, both profiles show consistent be-

havior. The potential energy profile is almost flat in the solid phase and it starts to decrease

in magnitude as it enters the QLL. Unlike the density which only depends on the number

of particles in each bin, the potential energy depends on theinteraction between pairs of

particles. Consequently, the density can be unambiguouslybinned at particular Z distances

in contrast with the potential energy which is not localized. Therefore, in comparison with

the potential energy, the density profile is apparently a better choice for determining the

position of the interface between the gas phase and the QLL.

Based on the arguments provided above, comparisons to the RMSD and the potential

energy profiles, it was determined that that the density profile is a better choice to deter-

mine the thickness of the QLL and how it might be impacted by different ice faces and

temperatures. In order to identify the interface between the gas phase and the QLL, a
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Figure 2.5: The averaged density and potential energy profiles at the interface for one of
the simulations on the basal face at 245 K.

threshold was chosen based on the critical density of water for the TIP4P/2005 model; its

value is 0.31 g
cm3 [41]. As the critical density is the highest density a gas phase can exist

distinct from a liquid, it can reasonably provide a threshold value from which to argue the

thickness of the QLL. I should point out that the critical temperature (640 K in TIP4P/2005

model [41]) is higher than any of the target temperatures in this work.Although the ab-

solute value of the QLL thickness may depend on the choice of the threshold, as will be

shown below the relative thicknesses of the QLL in this work are essentially independent

of the specific choice of threshold.

Table2.1summarizes key parameters for the simulations performed inthis work. The

labeling convention of the simulations is based on the face of ice Ih on which the crystal

growth was observed and the temperature at which the production simulation was carried
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out. In the label, the first letter, b orp, corresponds to the basal or prism face, respectively,

and the following number gives the system temperature. Also, at 245 K, I performed three

simulations on the basal face with three different densities in the gas phase. the simulations

with gas densities as 20, 9, and 6mol
m3 , are labeled as b245-1, b245-2 and b245-3, respec-

tively. τ indicates the overall time of each simulation. During the simulations, the systems

were monitored and for each system the distance between the temperature pulse and the

evaporating surface was modified to achieve similar densities and prevent clusters forming

in the gas phase. As these conditions were satisfied, and the final steady-state achieved, the

averages for different property profiles (such as density, energy, temperature and positions

of the evaporating and growing interfaces of ice) were collected for a minimum of 50 ns for

post analysis. The distance between the center of the temperature pulse and the evaporating

surface for all simulations was in the range of 3 – 5 Å.

There were some difficulties in obtaining steady state crystal growth from vapor as the

MD code used for this work was originally designed to study the growth behavior of ice

from the liquid water. As was mentioned in Section 2.1.3, theposition of the temperature

pulse is controlled by the instantaneous position of the growing ice surface. Therefore, any

displacement of the growing surface causes the same for the pulse. For some simulations,

particularly for systems with higher growth rate or greatersurface fluctuations, this dis-

placement was big enough to melt significant numbers of watermolecules which typically

resulted in cluster formation in the gas phase. As such events were undesirable, I usually

had to change the position of the temperature pulse. It is recommended that for future work

the methodology for determining the displacement of the temperature pulse during the sim-

ulation be modified. Specifically, instead of depending on the instantaneous position of the

growing surface, the displacement of the temperature pulsewould be calculated using a

damping function.

The thickness of the ice grown during the simulations was used to find the growth rates

given in Table2.1. Figure2.6 represents the time evolution of the growing ice surface
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Label Face Temperature ρ σ τ Rvapor Rliquid

(K) (mol/m3) (Å) (ns) (Å/ns) (Å/ns)

b220 Basal 220 10 8.8 110 0.17 0.18

b235 Basal 235 30 9.1 110 0.52 0.60

b245-1 Basal 245 25 12.4 60 0.42 0.56

b245-2 Basal 245 9 9.8 90 0.13 0.56

b245-3 Basal 245 6 8.8 90 0.08 0.56

p220 Prism 220 20 7.6 90 0.33 0.34

p235 Prism 235 45 8.4 90 0.74 0.96

p245 Prism 245 25 10.2 60 0.45 0.87

Table 2.1: Summary of the key parameters and results for the simulations performed.ρ
is the density in the gas phase,σv is the thickness of the quasi-liquid-layer,τ is the total
simulation time,Rvapor is the measured growth rate from the vapor phase, andRliquid is
corresponding the growth rate from the liquid phase taken from [2]. Representative per-
centage errors forρ , σ andRvapor are 15%, 5% and 50% .

for the p220 simulation. It should be noted here that the slope of these curves does not

return the actual growth rate as two factors contribute to the displacement of the growing

interface; in addition to the new layers of ice, the ice slab experiences a net displacement to

balance the net momentum asserted with the flux of molecules in the gas phase. Therefore,

this extra displacement must be taken into account when finding the growth rate.

It is evident from Table2.1 that on the same ice face, the growth is highest at 235 K

which is about 15 K undercooling relative to the melting point of the water model. Also,

at each selected temperature, the growth of ice is higher on the prism face. These results

are in agreement with previous findings in the literature [14, 49, 50]. However, further

investigation is required to verify these results, where determination of the rate of growth

at more temperatures would be necessary to confirm if the ice growth from vapor has a

dependence on temperature similar to the growth from the liquid.
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Figure 2.6: The time evolution of the position of the growing ice surfacefor the simulation
on the prism face at 220 K. The positions are along the Z-axis in the lab frame.

2.2.2 Temperature dependence of the QLL thickness on different faces of ice

Experimental observations suggest that the QLL on the ice surface affects the growth mech-

anism [14]. It is also reported that the behavior of the QLL changes with temperature [7].

One of the outstanding questions regarding the behavior of ice growing from vapor is how

the thickness of the QLL changes with temperature.

In order to study the dependence of the QLL thickness on temperature, I have con-

ducted simulations to grow ice on the basal and prism faces atthree temperatures: 220 K,

235 K and 245 K. The average density profiles at the selected temperatures for the growing

basal and prism faces of ice are presented in Figures2.7 and2.8, respectively. In Figure

2.7, the density in the gas phase at the three temperatures is in the range 10 - 30 (mol/m3).

It is evident from this figure that, as the temperature increases, the thickness of QLL also

increases. The QLL thickness values at 220 K, 235 K and 245 K are 8.8 Å, 9.1 Å, and

12.4 Å, respectively. In Figure2.8 similar results from the growth on the prism face are

presented. Again, with increasing temperature the thickness of the QLL increases where

the thickness of the QLL on the prism face at 220 K, 235 K and 245K are 7.6 Å, 8.4 Å
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Figure 2.7: The average density profiles at the selected temperatures asa function of dis-
tance from the growing basal face of ice. The QLL thickness values for simulations at 220,
235, and 245 K are 8.8 Å, 9.1 Å, and 12.4 Å, respectively.

and 10.2 Å, respectively (see Table2.1). The dependence of QLL thickness on temperature

for basal and prism faces of ice observed here is in agreementwith the work of Conde

and coworkers [7]. Figure2.9compares the QLL thicknesses on the basal and prism faces

with the corresponding values obtained by Conde et al. [7]. It should be noted that while

in that work the thickness values have been measured at equilibrium conditions, the QLL

thicknesses in this work were measured at steady-state ice growth. Also, different measure-

ment method was used to identify the QLL thickness in the Conde et al. work, where the

tetrahedral order parameter [69] was used to define the icelike and liquidlike molecules [7].

As shown in Figure2.7, the increase in temperature does not change the behavior of

the first two peaks of the QLL in the density profile for the basal face as all three curves

are similar up to the distance of about - 6 Å. Although the thickness values increase with

temperature, the distances between density profiles are relatively constant in QLL for dis-

tances beyond - 8 Å. According to Figures2.7 and2.8, at low temperatures,there are two

layers of water molecules involved in the structure of the QLL on both faces. But as the

temperature increases and gets closer to the melting point,one additional layer appears

in the QLL density profile. In addition, this third peak appears broader. Fukazawa and
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Figure 2.8: The average density profiles at the selected temperatures asa function of dis-
tance from the growing prism face of ice. The QLL thickness values for simulations at 220
and p245 K are 7.6 Å and 10.2 Å, respectively.

Kawamura [60] showed that this broadening is due to the disordered arrangement and the

increased amplitude of the thermal fluctuations of the molecules in the QLL.

2.2.3 Comparison of the QLL thickness on the basal and prism faces of ice

As the structure of the basal and prism surfaces are different [3] this affects the characteris-

tics of the QLL that forms on them. In Figure2.10the average density profiles for the basal

and prism faces at 220 K are compared. Also, to provide further insight, instantaneous

snapshots of configurations obtained for these facets at 220K are presented in Figure2.11.

As it can be seen in Figures2.10, the quasi liquid layer which forms on the basal face is

slightly thicker in comparison to the prism face (the QLL thickness for the b220 and p220

systems are 8.8 Å and 7.6 Å, respectively). Similar behavioris seen at 235 K and 245 K

(see Table2.1). This is consistent with the observation of Conde et al [7] who found that

for ice Ih with a free surface that the basal QLL is thicker than the prismatic QLL.

In comparison with the prism face, the basal surface of ice ismore rigid [3]. From

Figures2.10and2.11, it is evident that the QLL is more structured on the basal face relative

to the prism face. This can be related to different structures of basal and prism surfaces.
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Figure 2.9: Results for the QLL thicknesses on the basal and prism faces obtained in this
work in comparison with those obtained from ref. [7] as a function of the undercooling.

While a more structured QLL is attributed to the more structured basal surface, the rougher

prism face results in a less structured QLL with broader density peaks.

2.2.4 Dependence of the QLL thickness on the flux of particlesin gas

In the present simulations the rate of ice growth from vapor is controlled by the flux of

particles in the gas phase which is directly related to the density of the gas. The water

molecules which arrive at the surface become incorporated into the QLL which governs

the growth behavior. Therefore, it would be of interest to examine how the flux of particles

affects the QLL behavior.

The average density profiles taken from the MD simulations onthe basal face of ice at

245 K with three different gas densities (b245-1, b245-2 andb245-3 simulations with gas

densities of 25, 9, and 6 mol/m3, respectively) in the gas phase are presented in Figure2.12.
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Figure 2.10: Comparison of the average density profiles for the basal and prism faces at
220 K.

In addition, the density profile for the b245-1 simulation iscompared with the instantaneous

configuration for the same simulation in Figure2.13.

It is obvious from Figure2.12that by decreasing the flux of particles in the gas phase

the thickness of the quasi liquid layer also decreases. The thickness of the QLL for b245-1,

b245-2 and b245-3 are 12.4 Å, 9.8 Å, and 8.8 Å, respectively (see Table2.1). Increasing

the flux of particles in the gas appears to build up an extra layer on the QLL. The position

of the peaks in the density profiles along the Z-axis remain constant for distances below -

8 Å.

One important question arises here: how does the flux of particles in the gas phase affect

the growth rate of ice? In other words, how does the growth rate increase by increasing the

gas density? While at low vapor pressure (or low gas densities) particle diffusion toward

the interface plays more dominant role in controlling the growth mechanism and variation

in vapor pressure changes the growth rate more significantly, at high gas densities, the

thickness of the QLL increases and changes in vapor pressurehave a smaller effect on the

growth rate. In other words, at very high gas densities the QLL becomes similar to a liquid

layer. Therefore, the growth rate from liquid water can be considered as an upper limit

for the growth rate from vapor. The rates for growth from the liquid phase at the selected
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Figure 2.11: Average density profiles and instantaneous configurations obtained from the
a) b220 and b) p220 simulations. The snapshots are taken normal to the direction of the
growing ice surface. The vertical blue solid line represents the position of the ice surface
determined by the MD code. Here, oxygen and hydrogen atoms are represented in red and
white colors, respectively.

temperatures which are obtained from molecular simulations by Rozmanov and Kusalik

[70] are provided in the Table2.1 for comparison. All of the gas densities in this work

are very high in comparison with the densities in experimental measurements (the vapor
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Figure 2.12: The average density profiles for the basal simulations at 245K with densities
in the gas phase of 20, 9, and 6 mol/m3, respectively. The QLL thicknesses for the b245-1,
b245-2 and b245-3 systems are 12.4 Å, 9.8 Å, and 8.8 Å, respectively.

pressure at the ice surface is about two orders of magnitude lower in experimental studies,

which is of the order of 10−3bar [14, 71]) and the rate of growth is high and close to the

corresponding values from the liquid phase. However, to estimate the crystal growth from

lower gas densities using molecular simulations would be more computationally expensive.

Longer simulation times are required to investigate the growth mechanism that is governed

by gas diffusion.
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Figure 2.13: Comparison between the average density profile for the b245-1 system and
an instantaneous configuration from the same simulation. The snapshot is taken normal to
direction of the growing ice surface. The vertical blue solid line represents the interface Z
coordinate calculated by the MD code. The oxygen and hydrogen atoms are represented in
red and white colors, respectively.
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Chapter 3

CONCLUSION AND FUTURE WORK

3.1 Conclusion

Due to the lack of an appropriate model, there have been no reports in the literature which

explore the phenomenon of the ice growth from the water vaporfrom a microscopic point

of view. Based on the methodology outlined in this thesis, molecular dynamics simulations

were employed to maintain steady – state ice growth from the water vapor. The steady

– state ice growth was achieved by introducing a temperaturepulse near the evaporating

ice surface. In this model, the displacement of the temperature pulse depends on crystal

formation on the growing ice surface. Also, the dependence of the behavior of the quasi

– liquid layer (QLL) that forms on the ice surface on temperature, ice face and flux of

particles in the gas was investigated. The average density profile was utilized to analyze

the behavior of the QLL.

Three different undercoolings of 5 K, 15 K and 30 K have been chosen for this study.

It was found for all systems that with an increase in temperature the thickness of the QLL

increases too. This dependence of QLL thickness on temperature for basal and prism faces

of ice is consistent with that reported by Conde et al. [7].

In addition, the behavior of the QLL was investigated on growing basal and prism faces

of hexagonal ice. It was shown that the QLL on the basal face isthicker than the prismatic

QLL which is in agreement with the observation of Conde et al [7].

The rate of ice growth from water vapor is controlled by the density of particles in

the gas phase as it is directly related to the particle diffusion. By choosing three different

gas densities as 25, 9, and 6 mol/m3 the QLL behavior on the basal face at 245 K was

monitored. Although increasing the flux of particles in the gas builds up an extra layer on

the QLL, it did not change the shape and structure of sublayers in the QLL closer to the ice

crystal.
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This study provides groundwork for future atomistic investigations in the field of crystal

growth from the vapor phase.

3.2 Future Work

Although for each selected temperature, the growth of ice was found to be faster on the

prism face, which is consistent with the experimental measurements [49,50,72]; however

it is not clear if this agreement was accidental. In order to obtain a better insight into the

ice growth dependence on temperature, examining the rate ofgrowth for a broader range

of temperatures is suggested.

The MD code used for this work was originally designed to study the growth mech-

anism of ice from liquid water. In order to prevent cluster formation in the gas phase, it

would be recommended for future work to modify the mechanismfor determining the dis-

placement of the temperature pulse during the simulation. So, instead of depending on the

instantaneous position of the growing surface, the displacement of the temperature pulse

over a time window can be calculated using a damping function.

All of the gas densities in this work were very large when compared with the densities

in the experimental measurements and consequently, the rate of growth was large and close

to the corresponding values from the liquid phase. In order to have a better understanding

of the effect of particle diffusion on the growth mechanism,it would be advantageous to

choose systems with a broader range of densities (includinglower values) in the gas phase.

However, this requires longer and consequently, more expensive simulations.
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Appendix A

SUPPLEMENTARY FIGURES

Figure A.1: The time evolution of the position of the surfaces for the simulation on the
basal face at 220 K. The positions are along the Z-axis in the lab frame.

Figure A.2: The time evolution of the position of the surfaces for the simulation on the
basal face at 235 K. The positions are along the Z-axis in the lab frame.



Figure A.3: The time evolution of the position of the surfaces for the simulation on the
basal face at 245 K. The positions are along the Z-axis in the lab frame.

Figure A.4: The time evolution of the position of the surfaces for the simulation on the
prism face at 220 K. The positions are along the Z-axis in the lab frame.
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Figure A.5: The time evolution of the position of the surfaces for the simulation on the
prism face at 235 K. The positions are along the Z-axis in the lab frame.

Figure A.6: The time evolution of the position of the surfaces for the simulation on the
prism face at 245 K. The positions are along the Z-axis in the lab frame.

64



Figure A.7: the averaged density and potential energy profiles a) for thewhole system and
b) in the gas phase for one of the simulations on the basal faceat 245 K.
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Figure A.8: Average density profiles and instantaneous configurations obtained from the
b235 simulation. The snapshots are taken normal to the direction of the growing ice surface.
The vertical blue solid line represents the position of the ice surface determined by the
MD code. Here, oxygen and hydrogen atoms are represented in red and white colors,
respectively.
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Figure A.9: Average density profiles and instantaneous configurations obtained from the
p235 simulation.The snapshots are taken normal to the direction of the growing ice surface.
The vertical blue solid line represents the position of the ice surface determined by the
MD code. Here, oxygen and hydrogen atoms are represented in red and white colors,
respectively.
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Figure A.10: Average density profiles and instantaneous configurations obtained from the
p245 simulation.The snapshots are taken normal to the direction of the growing ice surface.
The vertical blue solid line represents the position of the ice surface determined by the
MD code. Here, oxygen and hydrogen atoms are represented in red and white colors,
respectively.

Figure A.11: Comparison of the average density profiles for the basal and prism faces at
245 K.
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