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Abstract

Ice plays important roles in atmospheric, environmentdl laiological phenomena and is
found in various morphologies on Earth. Despite many ingatibns of ice growth from
the vapor, the molecular-scale details of its mechanisne lya¢ to be resolved. In this
thesis, an MD simulation approach has been used to studyravetlyfrom water vapor.
Also, the dependence of the behavior of the quasi—liquig¢léQLL) that forms on the ice
surface on temperature, ice face and flux of particles in #gewps investigated. It was
found that with increased temperature the thickness of thHedJso increases. In addition,
the QLL on the basal face was thicker than on the prism facenitdiong the QLL behavior
on the basal face at 245 K during steady state growth denatedtthat increasing the flux

of particles in the gas builds up an extra layer on the QLL.
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Chapter 1

INTRODUCTION

1.1 Introduction

Ice plays an important role in many atmospheric and enviemtal phenomena on Earth
[8-10]. Formation and growth of atmospheric ice crystals goveanyrproperties of clouds
[10]. Understanding the ice growth from vapor at the molecstale helps to provide
a better perception of climate and atmospheric processeaddition, according to our
everyday experiences, we know that the ice surface is sippéhich due to the liquid
— like surface of ice, where the ice surface melts below tHk melting point B]. The
characteristics of this premelted layer are different fittwmse of liquid water and so, it is
commonly called the quasi — liquid layer. The nature anceddiit properties of this quasi
— liquid layer are the subjects of many studies in chemistsfronomy and geophysics
[8,11-13] as it plays a significant role in the phenomenon of ice grdvdim the vapor14).

In this thesis, molecular dynamics simulations have begpi@mad to maintain steady
— state ice growth from water vapor and investigate the dégere of the behavior of the
guasi — liquid layer that forms on the ice surface on vari@aesdrs including temperature,
ice face and flux of particles in the gas. To the best of my kedgé, due to lack of an ap-
propriate model, there has been no research published litetegure which explores this
phenomenology from a microscopic point of view. In this waskmethodology has been
introduced to demonstrate proof of principle for obtainingteady — state molecular sim-
ulation of the ice growth from the vapor phase. | hope thidgfrovides the groundwork
for future investigations in this field.

The structure of the thesis is organized as follows. In araptbackground and theory
used in this work are introduced where section 1.2 providegtoperties and structure of
ice and water, in section 1.3 and 1.4 the molecular dynamétboa and the choice of water

model are explained and in section 1.5 the relevant impbtit@oretical and experimental
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Figure 1.1: Water molecule. The direction of its dipole moment is showithhan arrow.

studies previously reported in the literature are review@dapter 2 reports the results of
new simulations, in which the simulation setup and prepamadre explained in section
2.1, and the results of different simulations on ice growtmf water vapor are presented
in section 2.2. Finally, the conclusions and suggestionsumre works are provided in

Chapter 3.

1.2 Water and ice properties

Water is the most important substance for our life and has bader continuous attention
by scientists due to its unique and unusual properties. mgiamnce, the temperature at
which water has its maximum density is above its melting paimd the density of the
normal form of ice, ice Ih, is lower than that of liquid watém.addition, for this relatively
small molecule, the melting point is unusually high as corag&o other compounds. Also,
water can exist in various crystalline forn® 8]. In this section, an overview of different

properties of water and its various solid forms is provided.

1.2.1 Water

In a water molecule, with molecular formuldO, two hydrogen atoms are covalently

bonded to an oxygen atom. As it is shown in Fidude the equilibrium distance between



Figure 1.2: Schematic representation of hydrogen bonding between &terwnolecules.

the oxygen and hydrogen atoms is about 0.957 A and the angle®e the oxygen and hy-
drogen bonds is about 104.53].[ Water is a polar molecule. The high electronegativity of
the oxygen atom leads to an uneven electron density disitysibin a water molecule where
it is more concentrated near the oxygen atom. Consequéhdie is a partial negative
chargep—, near the oxygen atom and partial positive chabgesn the hydrogen atoms. In
the gas phase the dipole moment in a water molecule is 1.8%j#8]. This uneven elec-
tron density of water molecules results in an attractiverattion between them, known as
hydrogen bonding.

Hydrogen bonds are known to be responsible for many of the unique propeofi¢ise
different phases of water such as its relatively high bgitemperature, the temperature of
the maximum density of water, the lower density of ice rgkato water, and the tetrahedral
structure of water3,8]. The hydrogen bonding in a water dimer is represented inrgig2,
where one water molecule is oriented in a way that its paditicharged hydrogen atom
lies between two negatively charged oxygen atoms, one frenséame molecule and one
from another water molecule. The energy of a hydrogen bowg@merally considered to

consist of different contributions. If two water molecuéee brought together, there will be
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Figure 1.3: Phase diagram for the equilibrium between vapor and lighiasps of water
and ice Ih. Adapted from3].

electrostatic interactions between their partial charggdringing together two molecules,
they also polarize each other, that is there is a distortidnesr charge distributions. All of
these effects strengthen the hydrogen bond. Howeverpenetration of the charge clouds
may violates the Pauli exclusion principle which resultsirepulsive force. The energy
of a hydrogen bond in ordinary ice is about?% [16]. There can be up to four hydrogen
bonds formed by one water molecule: its two hydrogen atomdaan hydrogen bonds

with two neighbors, while it accepts two hydrogen bonds ftarm other neighbors.



1.2.2 Hexagonalice Ih

Figure 1.3 demonstrates the phase diagram for the equilibrium betwapar and liquid
phases of water and ice Ih. Ice Ih is the hexagonal form of icelwis stable under atmo-
spheric pressure conditior®][ The water molecules of ice Ih are arranged in a hexagonal
lattice structure in a way that each molecule establish@sHie- bonds with the molecules
surrounding it. Positions of atoms in an ice Ih lattice oldey Bernal-Fowler rules3]:

- Each oxygen atom is directly attached to two hydrogen atomsing a water molecule.

- Two hydrogen atoms of one molecule are directed towardothver oxygen atoms in
neighboring molecules.

- Only one hydrogen atom is located between two oxygen atortieeilattice structure.

- Different configurations for ice Ih are based on the disttitn of hydrogen atoms
relative to the oxygen atoms.

Many of the mechanical and electrical properties of ice Iginate from the disordered
distribution of hydrogen atoms between oxygen atoms. Otiesofonsequences of the ice
Ih structure and tetrahedral arrangement of the water mt@eds the low density of ice in
comparison with liquid water under atmospheric conditif8}s

Figurel.4shows the unit cell of the ice Ih lattice which consists ofrfaater molecules.
As was mentioned before, following the Bernal-Fowler rutbere is one hydrogen atom
between each pair of oxygen atoms. In Figliréthere are two sites for each hydrogen
atom to demonstrate the proton-disordered behavior of ¢éixagonal ice. The unit cells
pack into a hexagonal super cell as is shown in Fijlkelhe hexagonal ice structure can
be seen to consist of hexagonal layers stacked on top of éhehio an ABAB pattern.
The face that is perpendicular to the C-axis, identified waitfp001) notation, is known
as the basal face. The faces which are parallel to the C-exitha prism faces of ice Ih.
There are two sets of prism faces: primary and secondaryraydare represented with
(10-10) and (1-210) notations, respectively. Another $gtl@anes in ice lh are known as

pyramidal faces. In this work, the growth on primary facess@d and prism) of hexagonal

5
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Figure 1.4: Unit cell of ice Ih, view from the [0001] and [ﬂ)] directions. Adapted
from [3].

ice will be investigated.

1.2.3 The other phases of ice

There are two thermodynamically different phases of icablstand metastabl8][ Apart
from ice Ih, which is the stable form of ice under atmosphpr&ssure, there are various
phases of ice that are mostly produced under increasedupeesdigh pressure deforms

the hydrogen bonds in ice which leads to a denser structimerelis a metastable form of
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Figure 1.5: Hexagonal super cell of ice Ih. Adopted frol}.|

ice under atmospheric pressure known as ice Ic or cubic itesimilar lattice properties
to ice Ih [3,8]. Water molecules in cubic ice are four-fold coordinatedmwABC — ABC
stacking of hexagonal layers. However, its lattice striects cubic as compared with the
hexagonal structure of ice Ih. The unit cell of cubic ice hghewater molecules. Ice Ic
can be considered as an intermediate phase of ice in tramstion from other phases to
stableice Ih$,17,18].

The phase diagram in Figurés shows different phases of ice (ice polymorphs). It
was proposed by Tammanhg and Bridgman 20] to label ice polymorphs with Roman
numerals. There are currently fifteen different phasesetiperimentally characterized
and reported in the literaturd][

Although the existence of the high-pressure phases of ideaotih has not been shown
yet, only ices Il, lll, VI and VIl among them can potentiallg blound on our planetlg].
More details of the structure and different properties efpolymorphs can be found in the

literature B,8,189].
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1.2.4 Ice-vapor interface

The ice-vapor interface plays an important role in the ghowghavior of ice from vapor. It
has been shown by experimental and theoretical studiesduay of the properties of ice,
such as its growth rate, or adsorption or desorption presess its surface are governed by
the surface premelting of ice, known as a quasi-liquid-gd¢a.L) [14,21,22]. It has been
demonstrated that the quasi-liquid-layer forms on the wcéase at temperatures above ~
150-180 K and its thickness depends on temperature ands\viarigifferent faces of ice
Ih [7]. One of the objectives of this work was to monitor how the Qhickness changes
for basal and primary prism faces of ice at temperaturegdlmthe melting point and how

this thickness might impact the growth behavior.

1.3 Molecular dynamics

As one of the most powerful tools to investigate the striectamd dynamics of molecular
systems microscopically2f], the molecular dynamics method was chosen in this work to

study the phenomenon of ice growth from water vapor. Thiswbtequires integrating



Newtonian equations of motioR,= ma, whereF represents the force applied on a particle
in the system, anohanda are its mass and acceleration, respectively. To solve th&tiens

of motion for different particles one should know about tlégmtial energies and positions
as acceleration is the second temporal derivative of pos#nd force is the derivative of
potential energies with respect to distance. In princilehe initial state of a system is
known, its state at any other time can be predicted by soltriadNewtonian equations of
motion [23]. If there are many patrticles in the system (many-body pnat)| it is impossible

to solve the equations of motion analyticalB8] and numerical approaches are employed.
In such cases, the integration involves expanding theipasiof particles in Taylor series,

F(t+3t) = r(t) +v(t)(3t) —l—%a(t)(ét)z-l— éb(t)(ét)?ur (1.1)

It is assumed that the time intervat, is short and the forces are constant during this time.
The forces acting on particles (atoms or molecules) araulzbd and combined with the
initial positionsr(t) and velocitiesv(t) to find the new positions and velocities aftdr
Then, the particles are displaced to the new positions awcd$are updated accordingly.
The sets of velocities and positions of particles calcdlateer a period of time produce
a trajectory that describes the evolution of the system tiitle. Since each particle has
three Cartesian coordinates and three components of mameitan be described by six
variables. Therefore, in the case of a many-body systensehef velocities and positions
form a 6N dimensional space named phase space. The systgutesarspecific set of
points in its phase space based on the applied conditiohsssumonstant pressure, temper-
ature, number of particles or volume. These collectionsoarits (sets of positions and ve-
locities) are known as ensembles. In this study, the systamsle their phase space in two
different ensembles, isobaric-isothermal ensemble duha preparation stage and canon-
ical ensemble in the production stage. In an isobaric-eyotlal ensemble, the number of
particles (N), the pressure (P), and the temperature (TRegeconstant. This ensemble is

abbreviated as the NPT ensemble. In a canonical ensemblauthber of particles (N),



the volume (V), and the temperature (T) are kept constans disemble is abbreviated as
the NVT ensembled3].

In molecular dynamics simulations, macroscopic propeiiea system can be calcu-
lated by averaging over their instantaneous values oves. tiks the measurement time

approaches infinity, this can be written 28]

T
1
< A= lim = [ AN M) (1.2
t=0

whereA is the macroscopic quantity,>tme indicates the time averageis the simulation
time, andA(pN(t),rN(t)) is the instantaneous value Atorresponding to the positions and
momenta of particles.

However, simulations of macroscopic systems (with ma@psadimensions and num-
ber of particles) are not practical. Thus, the time averagebe substituted with an ensem-

ble averageZ3]:

<A>://dedrNA(pN,rN)p(pN,rN), (1.3)

where < > means the ensemble average, @ful,rN)is the probability density of the
ensemble. This density provides the probability of findihg system in a configuration
with particular positions and momenta. In this way of avarggthe system evolving over
time is substituted with a large number of its replicas stamgously 23].

A system in MD studies typically contains hundreds or thodseof particles in a sim-
ulation box with dimensions of the order of tens or hundredangstroms. In order to
study the bulk properties of such a microscopic system ords1® overcome the bound-
ary effects which otherwise would prevent it from represens macroscopic system of
interest appropriately. One solution to this problem isadiog periodic boundary condi-
tions (PBC) for the systen?B]. By applying periodic boundary conditions, estimates for

bulk properties can be calculated from systems with a k&tsmall number of particles.
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In PBC, the simulated system is surrounded by an infinite rarmabreplicas of itself in all
directions , and consequently as one particle leaves thé&bwxone side, it is replaced by
its replica from the opposite side so that the number of gdadiremains constar2J).

As previously mentioned, molecular dynamics simulation®mive solving the equa-
tions of motion based on the forces among particles at eathlaiion step. These forces
are derivatives of potential energies with respect to distaln these simulations, all water
molecules are treated as rigid molecules and with no intdegrees of freedom (for details
on the selected water model please see Section 2.1). Inmigetel simulations, the poten-
tial energy is only the sum over non-bonded interactions-Nonded interactions can be
described by van der Waals and electrostatic interactietvgden the interaction sites. The

van der Waals interactions are described in the form of a &ehdones potentialf]:

o
Uil'jJ = 45[(f>12— (—
Fij Fij

)°l, (1.4)
wherec ande are known as the collision diameter (or the linear dimensicthe site) and
the well depth, respectively, amd is the distance between the interaction sites. InE4j.
the first term describes the short-range repulsive part laadécond term corresponds to
longer-range attractive forces between partictesnde are adjustable parameters and vary
depending on atom types. They can be defined for interactietvgeen particles of either

the same or different kinds. For two different sites, A andh#, corresponding parameters

Oag andéeag can be estimated using different combination rules, sugeametric:

€aB = V/EAEB, (1.5)
and
OaB = \/OAOB, (1.6)

or Lorentz-Berthelot

11



En = \/EngB, (1.7)

and

OA+ O
OpB = A2 ® (1.8)

The electrostatic interactions between point charges lwtepresent the interactions
between the partial charges of the molecule are given byddauwk law. When periodic

boundary conditions are applied, it is expressed with tHeviang formula:

1o oo 1 dg
Uit 1.9
') 2|n;:0 I;J;) Arteg |rij +nL|’ (1.9)

farad
m )

whereq; andqg; are the point chargesg is the permittivity of vacuum (8.85 x 132
rij is the distance between the charggss niL,noL,nsL) is the image box index and L is
the length of the box. It should be noted that in this equatisminteractions between- |

for n= 0 are ignored. Also, the factc%is introduced to correct for the double-counting.
Eq. 1.9 converges conditionally and would represent a problemnwkitions. To avoid
this problem, the Ewald summation meth@3,[24] is commonly utilized. In this method,
each point charge is surrounded in real space by a chargibddigin of the Gaussian form
which has equal size but opposite sign. Also, there is an@hessian distribution in the
reciprocal space to cancel out the first one. Introducingdaessian charge distributions
makes the electrostatic potential converge much morelsagid allows the simulations to
proceed efficientlyZ3)].

In the evaluation of forces, the non-bonded potential tdyeta/een every pair of parti-
cles must be calculated. The calculation of non-bondednpiateenergies is the most time
consuming step in a molecular dynamics simulati®®.[ To speed up the simulation, a
cut-off distance is usually taken into account so that theraction between the particle

of interest and the other particles is assumed to be nelfigibdistances greater than the
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assigned cut-off and it is ignore@3]. More details on different ways to define the cut-off

distance can be found in standard referen28s24).

1.3.1 Constant temperature control

The production simulations in this work were performed ia tanonical ensemble. In
order to control temperature at the desired value, Noséretochain thermostats were
used P5,26]. In this part, a brief introduction to this technique is yided. More detailed
overviews of various methods employed for controlling #raperature in MD simulations
can be found in the literatur@3, 25,27-29.

In experimental studies, it is often difficult to control ttegal energy of the physical
system and it is usually the temperature that is kept cohsitanugh the exchange heat
between the system of interest and a much larger system natvktemperature (the heat
bath). In a simulation, in order to achieve a constant teatpeg, one must allow for this
heat flow in the system. It is known that the temperature ofséesy is directly connected
to the time average of the kinetic energy. Thus, one way tdrabthe temperature is to
rescale the velocities of the particles in the system. Ago#pproach is to couple the
system to a thermal reservoir, known as thermostat. In tpeoagh of Nosé48, 30 the
heat bath is introduced to the system as an extra degreesoiines. The extended system
which consists of N particles is described by the Hamiltorfianction 31]

P

+U(qN)+2—Q+ngTIn(s), (1.10)

wherep; is the momentum related to the general coordingfedf the particlei with the

mass oim;, g represents the number of degrees of freedom of the systésrihe potential
energy,T is the temperaturég is Boltzmann’s constant, s arpd are parameters related to
the heat bath, an@ is theeffective mass of the heat bath. In the approach of Nosé the time
step is scaled bg[32]. Hoover [29] has shown that the equations of motion derived from

the Nosé hamiltonian can be simplified in order to avoid thetscaling

13



Gi — %, (1.11)

pi = Fi —¢&pi, (1.12)

& =s/s, (1.13)
kgt

E=- (1.14)

whereé = ps/Q is the thermodynamic friction coefficient. The Ed.11and Eq. 1.12
are the equations of motion for the particle i in the systechaq. 1.13and Eq.1.14are
those associated with the heat bath. The Nosé-Hoover tis¢arnachieves the canonical
distribution if the system of interest is ergodi29]. If the dynamics is not ergodic for
small or stiff systems, this method does not generate aaadistribution R9]. To help
ensure ergodic behavior, the Nosé-Hoover chain method é&s introduced by Martyna
and coworkersZ5]. In this method, Nosé thermostating is applied on the tlostat itself
so that the size of the extended system increases whichihelpkieving ergodic behavior.

The equations of motion in the Nosé - Hoover chain method are

G = % (1.15)
) p
pi =Fi— IOiQ—gll, (1.16)
: Pz,
_ P& 1.17
&k % (1.17)
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Pe Z(Zp—iz—ngT)—&pf, (1.18)
toem Q
. Pz p
Pe, = [ﬁ —keT]— ka—kipk, (1.19)
p2
Pe, = [ﬁ —kaT], (1.20)

whereM thermostats have been included in the chain and inEfj7k=1,....,M. The
addition of extra thermostats forms a simple one - dimeufichain which is relatively
inexpensive to treat computationally. The values of thentostat masse<X) should be
chosen with care in order for the dynamics of the system t@aehhe canonical distribu-
tion [25,29,33]. In the Nosé-Hoover chain thermostats that are used imtbiik, each par-
ticle is coupled to four bath reservoirs connected to ealshrofAlso, the translational and

rotational temperatures for each particle are controliethlo separate thermosta®4.

1.3.2 Constant pressure control

Many experimental studies are performed under isothersoblaric conditions and in order
to make direct comparison with experimental data it is fatde to conduct simulations at
constant temperature and pressure. Indeed, the NPT eresemblused in the preparation
step of these simulations. Here, the pressure control ustisiwork is briefly explained.
Pressure is determined in a simulation through the virebtem which is calculated as
the sum of the product of the particle coordinates and thieatere of the potential energy

functions R3,27]:

W:Zmﬂﬁy)

wherer;; is the relative particle coordinate abdrij) is the potential energy between par-

), (1.21)
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ticle i andj. Based on the virial theorem, this product is equal-@NkgT, where N is

the number of particlekg is the Boltzmann constant, and T is the temperature. Forla rea
gas, the virial has two parts: the ideal gas terBPY/), and the non-ideal portion. So, the
pressure can be given as:

— 1 1 NN y dU(I’ij)
P_\_/[NKBT“;J,_IZJH( dr; )] (1.22)

In simulations, the isothermal-isobaric ensemble is agddy changing the volume of
the simulation cell. Similar to the temperature controlraggh, one widely used method
to maintain constant pressure is to couple the system to ssyme bath (barostat). In
this work, the Berendsen barostat is used in the preparateggP3, 27]. In a Berendsen
barostat, the rate of change in the volume of the system endiy:

dv (t)

1
9t - T—p(Poath —P(1)), (1.23)

wherep is the coupling constan®(t) is the actual pressure at tinieand Ry is the
pressure of the bath. Then, the volume is scaled using a fgieten by:
ot

A =1—K—(P—Puah), (1.24)
Tp

wheredt is the time step of the simulation amds the isothermal compressibility of the
system. The atomic coordinates are then rescaled by a fatfol/'3 to achieve a target

average pressure.

1.4 Water models

In the previous section, the essential concepts of the miaedynamics method have been
reviewed. As the main objective of this work is to study thevgth of ice from vapor, an
appropriate water model that can reproduce various priegest water and ice is required

to be employed in these simulations. In this section, dffierigid, non — polarizable water
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models are reviewed and the choice of the water model forithelations in this work is
explained.

From a microscopic point of view, the charge distributiontbe water molecule and
the many body interactions between them are responsibtifferent properties of water.
The quality of the simulations performed on water depenglsificantly on the choice of
water potential model which parameterizes the interastlmetween molecules. An ideal
computational model should be able to predict differenfpprties of water in different
phases. During the last couple of decades, various modet¢siieeen developed and used
in numerous molecular dynamics simulations of waleb[35-37]. While some of these
models were polarizable, in others an effective chargeibigion was chosen to mimic its
polarizability. Some have rigid geometry and some are flexilmdeed, different methods
were utilized to deal with the potential energy in this eamiment. Ab-initio water models
incorporate the electronic structure to find the potennakgy of the system. Another class
of models, which are known as coarse-grain models, usersofezactions and represent
water molecules or groups of water molecules in single $§8és

Coarse-grained andb-initio models can be considered as examples at two ends of
the range of possible water models. Whaleinitio models are more realistic and allow
for bond making and breaking, at the other end of this rangatse-grain models allow
for much longer time- and length-scale simulations to bdéopered. Empirical models
are somewhere in between. Compared with the ab-initio nsptied empirical models are
computationally much less demanding while they still lookdtain the molecular nature of
the interactions within a water system (e.g. the specifiti®H-bonds) and they determine
the interactions more precisely as compared with coaraeen water models.

A literature review on rigid, non-polarizable models shalast this type of water model
is well tested and some of them perform well in describinfedént properties of water
[5]. In addition, these models are computationally much legeesive than polarizable

or flexible models I]. Therefore, in order to obtain reasonable results in thidysat a
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Figure 1.7: Schematic picture of the different water models discussd.h(A) 3-site
water model, (B) 4-site water model, and (C) is 5-site watedeh. Here, the blue and
red circles represent the oxygen and hydrogen atoms, fesggcand the green circles
represent the negative charge.

reasonable computational cost, the most popular and wellvirrigid, non-polarizable
water models will be reviewed with respect to their predictodf different properties of
water to guide the selection of a model. For this purposefdbes will be on TIPnP-
like and the SPC/E models. By the TIPnP-like models | mear8PJHIP4P, TIP5P and
TIP4P/2005. Figurd.7 provides a schematic representation for the different matelel
structures.

The water models in this category have the same bond gegmetrthedoy and H-O-

H angle in these models are 0.9572 A and 104.52°, respectinehddition, in all of them,

a Lennard-Jones interaction site is located on the posifiire oxygen atom and a positive
charge is on each of the hydrogen atoi|s Table1l.1summarizes different parameters of
the water models that are discussed in this section.

The TIP3P model42] is a three site model in which the negative charge is located
on the oxygen atom. This model is mostly used in simulatiomsiological systems.
The force field parameters of this model were optimized toagypce the vaporization
enthalpy and the liquid density of water at room temperattiteere are nine distances to
be computed between sites of two water molecules in the T{@éntial model, which

reflects the computational cost for this modsl [
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Model Type don aBy ri i o elkg Ref.
A) (deg.) A) (a.u.) A) (K)

TIP3P A 09572 a=104.52 - 01=0.4238 3.1506 76.54 3B
go=-0.8476

SPC/E A 1.0 a=109.47 - 01=0.4238 3.1656 78.20 3P
go=-0.8476

TIP4P B 0.9572 a=104.52 r,=0.1546 (;=0.520 3.1540 78.02 3B
B=52.26 0= -1.040

TIP5P C 0.9572 a=104.52 r3=0.700 (;=0.2410 3.1200 80.51 4[]
v=109.47 gs=-0.2410

TIP4P/2005| B 0.9572 a=104.52 r,=0.1546 (;=0.5564 3.1589 93.2 4[]
B=52.26 Op=-1.1128

Table 1.1: Potential parameters of discussed water models. The typateir model cor-
responds to the schematic representations in Figjitedoy is the distance between hy-
drogen and oxygen atoms, 3 andy are the angles shown in Figute?. r, andrz are the
distances from the M-site and L-sites to the oxygen atgiis the partial charge ansland

¢ are the Lennard-Jones interaction parameters.

In the TIP4P model42] the negative charge (M-site) is not on the position of the
oxygen atom but shifted toward the hydrogen atoms (see (B)gare 1.7). Similarly
to the TIP3P model, the parameters of TIP4P were optimizegpooduce the density
of liquid water and the vaporization energy at ambient coois. Indeed, to deal with the
massless interaction site (M-site) may cause some diffésuh molecular dynamics codes.
In addition, using this water model is computationally mdeznanding as compared with
the TIP3P model since it requires the evaluation of 10 steeksteractions ).

In the 5-site TIPSP mode#), the location of the negative charges is changed to the
positions of the two electron lone pair sites of oxygen ({les). In addition to the va-
porization enthalpy and density of liquid water at ambiemnditions, the parameters of
this model were optimized to reproduce the maximum dengitigoid water. As TIP5P
has five interaction sites (four point charges and one Lehdanes interaction site), it has
17site-site interactions to evaluate.

The most recent water model in this category is TIP4P/2@abWhich is a modified

version of the TIP4P model. While the TIP4P model can qualady describe the phase
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Model Tm Two Tm /TC InD M }J/QT Ref.
K) (K (278 K) (D) G3)

TIP3P 146 182 0.251 -10.2 2.350 1.363 5,43

SPC/E 215 241 0.337 -11.08 2.350 1.155 5,43

TIP4P 232 253 0.394 -10.78 2.177 1.014 5,43

TIP5P 274 277 0525 -11.41 2.290 1.460 5,43
TIP4P/2005| 252 278 0.394 -11.27 2.305 1.004 5,41]
Expt. value | 273.15 277 0.422 -11.24 1.85(Gas) 0.721 5] [

Table 1.2: Physical properties of the selected water models: the mgeléimperaturely,
the temperature of maximum densityp, the ratio between the melting point and the crit-
ical point, Ty /Te, the diffusion coefficient at 278 K, D, the dipole p and theorbetween
the dipole moment and total quadrupole momenQy [1].

diagram of water, it still predicts a rather low melting tezngiture. After evaluating the
phase diagram for the TIP4P model, Abascal and Vega propogetP/2005 41]. This
model retains the correct phase diagram, but the meltingf join better agreement with
the experimental value. The bond geometry and the chargrgbdison in this model are
the same as TIP4P except for the position of the M-site wischlightly shifted. The
potential parameters of TIP4P/2005 were optimized to akdavide range of target prop-
erties. Along with the density of water at ambient condisiotmhe densities of solid phases
were used to fit the parameters of this model. In additiortaadjet properties which were
previously utilized in SPC/E and TIP5P models were used tormpe this model.

In addition to TIP4P-like models, SPC/BY] is another popular water model. The
charge distribution in this model is the same as TIP3P.dgpedistance is 1 A and the angle
between oxygen and two hydrogen atoms is 109.47°. Densityaporization enthalpy
were used to fit the parameters of this model. To reproducedperization enthalpy, a
polarization correction was incorporated into the modd?CH&e is a 3-site model and its
computational cost is low making it very popular for largalsdviD simulations.

Some properties of water predicted by the above models amgrsim Tablel.2 The
related experimental values are included for comparisbrcan be seen from Tablk2
that generally the 3-site models underestimate the metiéingperature while TIP4P/2005

gives a closer value and TIP5P provides the best descripfitime melting point. Since
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Figure 1.8: Dependence of density on temperature for the selected watdels. Aster-
icks demonstrate experimental value. Squares representehing temperatures for each
model. The graph is adapted from RBJ.[

the difference between the triple point temperature andrtéking point for water is only
about 0.01 K, the ratio between the melting point and thécatitemperatureTy,/Tc) can
demonstrate the range of existence of liquid water for cefiemodels],44]. According to
the Tablel.2, the values for this ratio given by TIP4P models are closestd experiment.

The temperature of maximum densitly,p) for water is well reproduced by the TIP4P/2005
and the TIP5P models, although it should be noted Tkt was one of the target prop-
erties used for optimizing these models. Figlrg@provides densities of water at various
temperatures for the selected models. It can be seen thatfiperatures at room pressure,
it is the TIP4P/2005 model that reproduces the density oérvat

The water molecule dipole moment for these models is hidien the experimental
gas value in order to account for the polarization of the mdke in the liquid (see Ta-
ble 1.2). In addition, it has been discussed in the literature thate should be a balance
between the dipole and total quadrupole moments for therwateel to provide a qualita-

tively reasonable description of the phase diagraMy]. It is obvious from Tablel.2that
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Figure 1.9: Phase diagram of the selected water models: (A) TIP3P, (B¥Fland

TIP4P/2005, (C) TIP5P, and (D) SPC/E. Experimental symboésshown for compari-
son. Frames (A), (B) and (C) are adapted from RBf.gnd figure (D) is adopted and
modified from Ref. §].

the ratio between the dipole and quadrupole moments is Vesg ¢o one for TIP4P and
TIP4P/2005 models, while the other water models do not aeftles balance.

TIP4P/2005 provides a good result for the self-diffusiorf@ioient for liquid water at
278 K. SPCI/E returns a reasonable prediction but the pedioce of the other models is
quite poor.

The phase diagram of water obtained from these water modetsoanpared with real
water in Figurel.9. It is obvious from this figure that except for TIP4P and TIP4®5,
the other water models fail in reproducing the experimepit@se diagram of water qual-
itatively. This is consistent with the related discussiontbe ratio between dipole and
guadrupole moments of water provided above. For the TIPBH and SPC/E models,

ice Ih is stable only at negative pressures and the stahlé &bl bar is ice Il. The de-
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scription of the phase diagram provided by TIP4P and TIP3 are similar (the phase
diagram of TIP4P/2005 is shifted approximately 20 K to higteenperature, i.e. closer
to experimental values) but the lines are shifted to highesgure and lower temperature
relative to real water.

The difference in the performance of these models at desgribe properties of water
appears to rely mainly on two factors: the charge distrdsutand the variety of target
properties chosen for optimization. In fact, the choicelwdrge distribution (i.e. whether
the negative charge position is on the oxygen atom, on tleetusof the H-O-H angle, or
on the positions of the electron lone pairs) changes thempolétmoments of the molecule
which affect various properties of the model such as the g@llgsgram. For the TIP5P
model, locating the negative charge on the lone pair elegbasitions results in small
quadrupole moment for the molecule and a valud@gfTc that is too high. Locating the
negative charge on the oxygen atom (as for TIP3P) weakenkyit®gen bonds which
results in a low melting temperature and high diffusion ¢ans[1].

The choice of target properties of water for optimizatisoaffects the performance of
the models. For example, the main difference between théES&a@ TIP3P water models
is the way they were optimized to reproduce the enthalpy pbriaation. Considering
the self-polarization correction in reproducing this pedy in SPC/E increases the perfor-
mance for this water model. In fact, incorporating more ¢éangalues in the optimization
process generally improves the quality of models. The as®d availability of computa-
tional resources in recent years has allowed more propestievater to be considered in
obtaining parameters of models.

The TIP4P/2005 model builds upon the successful ideas wfque models. Its geom-
etry and charge distribution are almost the same as the Tkl as the TIP4P charge
distribution demonstrates reasonably good performanceseribing water behavior. In
addition, a wide selection of target properties was comsitim developing the TIP4P/2005

model. The successful idea of modifying the target valudefiaporization enthalpy, as
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was done in the SPC/E model, was utilized for TIP4P/2005.0Alsproducing the tem-
perature of maximum density and the phase diagram of watex iweluded in the design
of TIP4P/2005. In general, the performance of the TIP4P3200del is the best among
the set of water models discussed here. In summary, the 72B@® model is reasonably
accurate in describing water behavior and its computaltioost is low relative to other
more complicated water models. Therefore, by analyzingére®rmance of different wa-
ter models for various properties of water, | have deterahithat the TIP4P/2005 water

model is a good choice for these simulations.

1.5 Literature review

Ice growth from the water vapor has been the subject of mapgréaxental studies. Also,

the behavior of the quasi — liquid — layer on the ice surface been explored in many
experimental and theoretical works. However, the disarejles in the reported results
are significant. In this section, the relevant importanbtl@cal and experimental studies

reported in the literature are reviewed.

1.5.1 Experimental studies

1.5.1.1 Ice growth from vapor

Various experimental studies have investigated the grdwettavior of ice from vapor and
its dependence on temperature and supersaturation atrfaees6, 47]. Ice growth is
typically controlled by various processes including tg@ors phenomena as well as attach-
ment kinetics. Attachment kinetics account for how wateteunoles are arranged into the

ice structure and are related to the ice growth velocitylzy47]

V(T,0surt) = 0(T, Osur £ )Vkin(T ) Osur £ 5 (1.25)
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wherev(T, oy, £ ) is the growth velocity of icey is the dimensionless attachment coefficient
(also known as the condensation coefficiemt), is the kinetic velocity, anag, ¢ is the
supersaturation above the ice surface.

Lamb and Scott48] investigated the ice growth on a substrate at differenpenatures
and super saturations. According to their results, the migg@ce of the growth rates of
the basal and prism faces on temperature demonstrateslariagamum for each. The
temperature at which the maximum growth occurs at the prasa fs shifted relative to
the maximum growth on the basal face ( €3%nd -6T for the prism and the basal face
, respectively). However, the measured ice crystals wege Iso the heating effects were
not negligible. Also, as there were other crystals growinglee substrate that could act
as vapor sinks and the super saturation may not have beerateat points close to the
observed crystals.

Sei and Gond&49] studied the growth rates of basal and prism faces of ice asaibn
of supersaturation for a temperature range fronr€4b°-30C. The crystal was grown on a
substrate in near-vacuum conditions. They found a repeatedth habit with decreasing
temperature as plate (0to -4°C) — column (-4TC to -10C) — plate (-10€C to -21TC)—
column (temperatures below -Z1)° However, there is no discussion in this paper to clarify
the substrate effect on the growth behavior.

In a more recent study, the reported morphological dataipesvthe habit diagram of
ice growth from vapor in air as a function of temperatus@][ Based on these data the
ice crystals appear platelike @to -4°C), columnar (-4C to -8°C), again platelike (-82
to -40C) and columnar (-4@ to -70T). These observations demonstrate that the growth
rates are different for basal and prism faces at these teyeranges.

Libbrecht p1] discussed the growth rates of the prism and basal facetedbr tem-
peratures ranging from -3@°to -10C and proposed that the data can be described by a

functional form
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a(o) = Ael ), (1.26)

In this model,a(0) is the attachment coefficiens, is the supersaturation, am(T) and
0o(T) are the measured functions. It was found in this paper thdéewtere is no signif-
icant difference ingp between both ice faces over this temperature raA@¢ showed a
minimum at T = -15€ for the basal face which shows a slow growth on this facetatt th
temperature. The author argues that this change is relatbe surface melting transition
for the basal face which is reported to be at about this teatpes.

It has been discussed in the literatu4€][that the discrepancies in the reported data of
ice growth behavior from water vapor originate in the systgoeffects that can perturb the
measurements. These systematic errors include diffuffiect® substrate interactions and
latent heat effects. Libbrecht and Rickerligl] have presented more recent measurements
of crystal growth on the principal facets of ice over a broadamge of temperature (-
2°C to -40%C) that attempt to minimize these systematic errors. Thelatt@nt kinetics
follow the model proposed in previous work7, 51] (Eq. 1.25. It has been shown by
Libbrecht and Rickerbyl4] that while the growth rate measurements on the basal face fo
all temperatures and on the prism face for temperaturesvb&ld°C can be described with
A =1, forT >-107C the growth data for prism face requirdck 1. Also, forT > -5°C, it
was found thatig pasal >> 0o prism indicating the crystal growth on the prism face of ice is
apparently much faster than on the basal surface in thisd¢eatyre region.

The presence of significant discrepancies in the reporteeesdor the growth rates
on basal and prism faces of ice, which apparently arise mainé to the measurement
errors mentioned above, makes quantitative analysis wifficHowever, it is generally
acknowledged that the rates of crystal growth on the prirfeaags are different. In general,
while the growth velocity on the prism face is highefTat-5°C and -20C<T<-10C, the

rate is faster on the basal face for -C&T<-5°C.
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1.5.1.2 Quasi-liquid layer on the ice surface

Surface premelting occurs as a thin liquid-like layer ofevdbrms on the ice surface with-
out receiving heat from other surfaces at a given pressutdeanperature just below its
melting point p2]. Although the existence of surface premelting was firstgasged by
Faraday in 1842, the first measurements of the quasi-liguierl(QLL) on the ice surface
were in the 1980s33]. Since then several techniques have been employed to necthsu
thickness of the QLL%2,54]. All of these studies acknowledge the existence of a QLL
on the ice surface near the melting point. Also, they confinat the QLL thickness in-
creases very fast with increasing temperature. But acegrai experimental reports, the
observable premelting starts at -80[52]. However, the discrepancy in the reported ex-
perimental measurements of the dependence of the QLL théskan temperature makes
the comparison between them difficui4]. There are several reasons for this variation.
Various experimental techniques rely on various physioaperties to determine the QLL
thickness and so their results are differebi®]] Doppenschmidt and Butt reported the
thickness of the QLL as 11 nm at -XDusing atomic force microscop$$]. Using pho-
toelectron spectroscopy technique, Bluhm et al. meashee@LL thickness and its value
at -10T was reported as 5 A5p]. More recently, Goertz and coworkers explored the
QLL on the ice surface over the range -Cab -30C using interfacial force microscopy
and the QLL thickness at -1G°was reported as 45 nm in this papB#]. Another reason
for the difference in the reported experimental data is teesample preparation proce-
dure as some experiments are conducted on polycrystaténsurfaces and some on thin
ice films [52]. It is reported in the literature that the thickness of the (s different on
the basal and prism faces of icgg]. In addition, impurities in the experimental environ-
ment can change the thickness. Elbaum and coworkers repiwdé the QLL thickness
increases with introducing a small amount of air to the suerfaf ice p9]. Also, Bluhm

and coworkers demonstrated that hydrocarbon contamimedio dramatically promote ice

premelting p6].
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In summary, it is acknowledged that by increasing the teatpes below the melting
point, the thickness of the QLL increases too. The uncdr&gnn the reported results
are attributed to the use of different experimental teaes the ice sample preparation

procedure and the presence of impurities in the experirhprdeedure.

1.5.2 Theoretical studies

Due to the difficulties regarding the limits of the computatl resources and an appro-
priate model to study ice growth behavior from water vapongisteady-state molecular
dynamics simulations, there has been no simulation workigifield reported in the liter-
ature. However, the behavior of the quasi-liquid layer (Qpfdrmed on the surfaces of ice
which is in contact with water vapor has been the subject wérs¢ different theoretical
studies.

Fukazawa and Kawamur&(] studied the properties of the quasi-liquid layer on the
basal surface of ice Ih. In this paper, the intensities ofghaks in the density profile
corresponding to the first two layers of the ice structurel@aneer and broader than those
of the other layers. Using the mean square displacement jM&8xygen and hydrogen
atoms, the authors showed that this phenomenon is due tosirelered arrangement and
thermal vibrations of particles in these layers. Theserayeere labeled as surface layers
of ice. It was argued in this paper that with an increase irpenature, the free O-H bond
of surface molecules moves more freely and so the rotatimodlon of these molecules
increases too. The increase in rotational motions distbgssurface ice lattice and the
quasi-liquid layer forms in that region accordingly.

In another study, Conde and coworker$ ¢xplored the formation of the QLL on the
basal, prism and secondary prism faces of ice Ih and its digmee on temperature for
various water models (SPC/E, TIP4P, TIP4P/Ice and TIP4FR he authors showed that
the existence and thickness of the QLL do not depend on therwaidel when compared

at the same undercooling relative to the melting point. Fgivan temperature, examining
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the QLL thickness at different ice faces showed that itsdasrgalue is for the basal face
and its smallest value is for the secondary prism face. M@edhe authors argued that
QLL formation begins for the basal, prism and secondarynpfaces at 100 K, 80 K and
70 K below the melting point, respectively, and its thickhé@screases with increasing
temperature. This dependence of QLL thickness on temper&un general agreement
with experimental measuremenksy.

Neshyba et al.g1] explored the sublimation and deposition processes onaballface
of ice Ih at 250 K, this temperature being ~@15elow the melting point of the water model
used in this work. Using density profile data, the authorsdeffthe QLL as the outermost
bilayer of the ice slab. Also, almost all of the striking wat@por molecules (with a
probability of >99%) were retained by the quasi-liquid layy counting the sublimation
events, the vapor pressure at the interface was calculat2d@Pa which is significantly
greater than the experimental vapor pressure of ice ataimperature (76 Papp]. It was
argued that this difference is due to the lack of polarizaimothe NE6 potential model (the
six site model of waterg3]) which was used in this work.

In a more recent study, Pfalzgraff and cowork&4] [nvestigated the properties of the
QLL on different faces of ice Ih in contact with vapor at 250+40<C below the melting
point of the selected water model). According to their ressihe thickness of the QLL on
the basal, prismatic, 28° pyramidal and 14° pyramidal fatese Ih at this temperature
were 0.67, 0.61, 0.63, 0.84 nm, respectively. Also, the Qhlath faces consisted of two
sublayers. The anisotropic diffusivities in ice faces wals® examined in this paper. The
in-plane motion was reported to be faster in the prism tanpd&ection in comparison to
the trans-basal direction. The smallest and greatestaneptliiffusion lengths were found
to be for the 28° pyramidal and prismatic faces, respegtivel

In summary, it has been shown that distortion of the ice sarfa attributed for the
formation of the QLL. The thickness of the QLL increases witbrease in temperature.

Also, itis confirmed that the QLL thickness is different offelient ice faces and itis larger
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on the basal face as compared with the prism face.
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Chapter 2

STUDIES OF ICE GROWTH FROM WATER VAPOR

As mentioned in Section 1.5.2, although there are sevegrerental investigations on
ice growth from the vapor phase in addition to various reportthe behavior of the quasi-
liquid-layer on the free surface of ice, there have been mulgsitions of ice growth from
vapor and the effect of the QLL on this phenomenon reporteithénliterature. Conse-
guently, the main objective of this work is to provide a destoation of proof of principle
for the proposed model and method to probe this system.

In this section, the results from steady-state molecularadyics simulations for ice
while growing from vapor are presented. The temperaturemnidgnce of the growth be-
havior and the thickness of the quasi-liquid layer whichrferon the ice surface at temper-
atures close to the melting point are also investigatedddiiti@n, the QLL behavior on the
basal and prism faces of ice at the selected temperaturesm@ared. The dependence of
the QLL thickness on the steady-state fluxes of water vapdecntes is also examined.

The structure of this chapter is as follows. In section 2h&,details of the simulations,
the methods used in this work and the description of the sypteparation are provided.
In Section 2.2.1 an overview of the approach used in this vimekxplained. In Section
2.2.2 the temperature dependence of the thickness of tis¢lgyad layer on the basal and
prism faces of ice will be discussed. The surface behavitmeprinciple facets of ice are
compared in Section 2.2.3. Finally, the dependence on tReflparticles is discussed in

section 2.2.4.

2.1 Methodology

2.1.1 Simulation details

Since molecules are considered as rigid bodies in thesdagions, their motions can be

described in terms of the rotational motion about their eendf mass and the translational
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motion of the centers of mass. In this work, the integratiathnd for the translational
molecular motions was the velocity Verlet algorith6b]66]. The rotational motions were
integrated using a method that was introduced and used wopework in the Kusalik
group [67]. This method is based on the rotational velocity Verlebtaklhm [68]. The time
step for the integration of the equations of motion in all gi@ions was 2 fs.

All of the simulations in this work have been performed usalgssical rigid-body
molecular dynamics. For describing the intermoleculariattions between water molecules
the TIP4P/2005 water model was utilized. As the melting pofnce for this model is re-
ported as 250.5 K41], three different temperatures of 220 K, 235 K and 245 K hasenb
chosen for this study. This range of undercooling was choserder to investigate the ef-
fect of temperature on the growth rate near the atmosphelitng point. Also, the growth
behavior of ice from vapor was investigated on both basalmisin faces of hexagonal
ice. An orthorhombic simulation box with periodic boundangnditions applied in all di-
rections was used in all simulations. There were two phasteiperiodic systems, where
ice slabs were separated along the Z-direction by a gas phiaselength of all systems
along the Z axis was approximately 150 A and the X and Y dinwssof the simulation
boxes of the basal and prism faces werex2¥1 A2 and 29x 32 A? |, respectively. The
basal and prism face systems contained 2208 and 2464 walecutes, respectively.

The cut off for the short-range Lennard-Jones interactisas chosen as 10 A. The
electrostatic interactions were described by the smootticimmesh method of Ewald
summation (SPME)ZJ4]. During the preparation stage, the pressure was kept @onat
1 bar using a Berendsen barostf][ All production simulations were performed in the
NVT ensemble and the target temperatures were maintained asNosé-Hoover chain
thermostat 25] for each molecule (see Section 1.3.1). The simulation®warried out
with the MDIce code which is an in-house classical molecdiaramics code developed
and used in the Kusalik groupT].

All of the simulation runs in this work were carried out on tBinplex cluster which
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is located in the Chemistry department of the University afg@ry. Each simulation was

run on 4 cores in parallel with a wall-time of 100 — 300 hours.

2.1.2 System preparation

The initial ice crystal was generate@l7] by placing the oxygen atoms on the lattice points
given by the crystallographic parameters of hexagonal Téee hydrogen atoms were as-
signed to the oxygen atoms according to the ice riesilhen, the orientations of the water
molecules were adjusted to minimize the total dipole monoétie ice in the simulation
box while the ice rules were satisfied.

In order to generate a vapor phase, the ice crystal was diwde two equal slabs and
each slab was displaced so that a gap was generated in tHatsombox. The temperature
of the systems was then increased starting from 0 K to thetéegperature in a stepwise
process. The difference in the temperature of each step &S &nd in each step the
system was equilibrated for 50 ps at 1 bar using the NPT ensesfter reaching the target
temperature, the system was also equilibrated for at leastsing the NVT ensemble.
When the steady — state was established (this was confirmethd®rving the dynamics
of the ice growth and the flux of particles), data have beelectd and averaged for at
least 50 ns. The equilibrated system for one of the simuiatis shown in Figur@.1 In
this snapshot, the Z axis is perpendicular to the basal fHee typical time of production
simulations was 50 ns, but data was collected from longeulsitions for some systems
when necessary. Data were sampled every 10 fs and the asevage saved every 1 ps
(except for the root mean square (RMSD) values which have baeed every 10 ps) for

post analysis.

2.1.3 Temperature profile and surface detection

In order to have ice growth on the surface of one ice slabgetebould be a steady-state

flux of water molecules moving toward it. In this study, to guoe and control this flux, a
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Figure 2.1: Snapshot from the configuration of the equilibrated systaker from the
basal simulation at 245 K. Hydrogen and oxygen atoms ar@septed in white and red
colors, respectively.

temperature pulse is introduced at the other side of thdabe $he temperature pulse was
generated by elevating the temperature in a specific red@e to the evaporating surface
and keeping the rest of the system at the target temperatushus below the melting
point. The elevated temperature evaporates the water meteand these molecules enter
the gas phase moving toward the other surface where theaessgit the target temperature.
To have a consistent flux of separated water molecules andrreluster formation in the
gas phase, and to provide a steady-state ice growth, thescbioappropriate parameters for
this temperature pulse (such as location, width and heigls)one of the main challenges.
To obtain appropriate height and width for the temperaturisgy 10 simulations (with
typical simulation time as 40 ns for each) were performedeasruns on the basal face
at 245 K. Also, to ensure achieving the target temperatutbargas phase, the length of
the gap between two ice slabs was chosen to be 50 A along zidiredn this work,
the region of the elevated temperature was represented layisstan-shaped temperature
pulse with a broad peak dt, + 200 K (to provide enough energy to evaporate the water
molecules) introduced near the evaporating surface. | kested many widths for the
pulse (in the range of about 10 - 20 A). In these simulatidrvsas found that a peak width
of 17 A at its half height worked well, where the center of tielp is located at a fixed
distance from the position of the growing ice surface. Th#&tamhce varies for different
systems and must be chosen for each run. Displacement d@drtipetature pulse depends

on crystal formation on the growing ice face in a way that tberegion moves into the ice
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Figure 2.2: Density and temperature profiles for the initial state ofsheulation on the
basal face at 245 K.

during the simulation at the same rate as crystal grows.ré@2 shows the initial density
and the temperature profile for one of the simulations. Ireotd find the appropriate
location of the temperature pulse relative to the meltiegmterface, several test runs were
performed on the basal and prism faces. On the basal faceadd & simulations were
performed at 220 K, 235 K and 245 K, respectively. On the pfare, 4 and 5 simulations
were conducted at 220 K and 245 K, respectively. Also, forghem face at 235 K, 14
simulations were carried out. Each of these test runs weferpged for typically 50 ns.
Steady-state ice growth was achieved on both faces at teetséltemperatures with the
relative distance between the temperature pulse and thenghigle interface in the range
of about 14 - 20 A.

When measuring the temperature profile in the systems frdmalisimulation runs, a
discrepancy in the profile was observed between the gas awidised phases. In the ini-
tial runs, it was the total temperature of a molecule that ecagrolled by the thermostat.
While the target temperature was always achieved in thearmgedl phase, in the gas phase

the translational temperature was consistently highertiratarget value and the rotational
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Figure 2.3: Comparison between the average density and temperatudilepfor the sim-
ulation on the basal face at 245 K.

temperature was below it. In the condensed phase, watecaieteare surrounded by other
particles and their energies are constantly being excliaigdping to ensure equi-partition
of energy. This is not the case in the gas phase, where thetadk of collisions and so no
chance for the particles to exchange and redistribute @margies. With a single molec-
ular thermostat, the heat bath interacts equally with iatat and translational degrees of
freedom; consequently molecules will retain their initexnperature distributions. In this
case, particles with higher translational kinetic enexgiee more successful at leaving the
melting interface which gives rise to particles that ar@gtationally hot and rotationally
cold in the gas. To overcome this problem, | chose to contrelttanslational and rota-
tional temperatures separately. Figdr8 demonstrates a comparison between the average
combined temperature and density profiles for one of the laitions. In this figure, it is
evident that the target temperature is achieved acrossthgation box.

The interface between two different phases can be detedtiiom an inflection point
on a property profile function that shows different behauiathe two phases3f]. In this
work, the manifestation in the density profile of the ice taytayering was used to find the
position of the QLL-ice interface. The crystal structurelsracterized by regularity in the

positions of the molecules. This periodicity is detectabléhe Fourier transformation of
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the density profile34]. The procedure used in the MDIce code to determine the Qlde—i
interface is as followsd7]. Firstly, the density profile was evaluated on a grid of 2665
along the Z direction. For every grid point, Fourier tramsfation of the density profile was
calculated for a fixed length window to the leff(es¢(2)) and right (Zign (2)) side of each
point. Then, by integrating over particular range of freqgies, the area under a specific
peak (which corresponds to the ice interlayer distancd)@rFourier spectraZef:(z) and
Frignt (2), were compared. When the difference between the areas dWtheeaks for
this particular frequency becomes maximized, the codeuates the corresponding Z-grid
point as the interface position.

Various property profiles have been examined in this studl as density, energy, tem-
perature and mean squared displacement (MSD). Since logysteth is a non-equilibrium
process by nature, an averaged property profile over thdaimmtime should be obtained
to study the growth behavior. In all simulations in this wdtke averaging was done in the
moving frame and not in the lab frame. The moving frame waach#d to the growing
ice surface and all averaged profiles have been calculakativecto the position of this
interface. In all simulations, the box was divided into 256sbalong the z-axis and all
property profiles were averaged over the simulation trajgctThe averaged energy and

temperature profiles were calculated using the followingiida:

N
Z < X >i7a< n >i7a
< X >C{: I:l N ] (21)
Z <N>ja
i=1

where X is the quantity in each bin (such as energy$,the number of each bil is the

total number of time steps;, n > ; o) is the number of water molecules in the bin.
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2.2 Results and Discussion

2.2.1 Summary of the Results of Simulations

As one of the goals for this work was to study the dependendbeoQLL thickness on
temperature, it was necessary to have a criterion to digshghe gas phase, solid phase
and the QLL which forms in between. | should note that ther@isinique method to map
a molecular configuration into discrete phases and thetseswdy vary depending on the
choice of parameters and approach. Various property psadflece have been used in the
literature to define the interface between the ice-like &editjuid-like regions of a system.
The tetrahedral order of water molecul&g pverage density profiled [61, 64], and mean
square displacement (MSD) of the atong§][have been used in different studies. Each
of these parameters has its pros and cons which are desaniltled related works. As
described in Section 2.1.3, using the previously develapethod 7] that was available
in the code, the Z-position of the interface between the Qudl iae was calculated in these
simulations based on the periodicity of the density profild aas returned by the code
at each simulation step. In the following, the approach tiindethe QLL layer and its
thickness in these simulations will be described.

Figure2.4shows the average density and root mean square displacéRMS8D) pro-
files along the Z-axis for one of the simulations at 245 K. Titveetwindow to calculate the
RMSD was 10 ps and the density data was sampled every 1 psevitisnt that both pro-
files behave consistently. At the gas — QLL interface the j@®#tart to change at the same
distance (about -14 A relative to the ice growing surfacelsoAthe RMSD is flat in the
solid and it starts to rise as it goes into the QLL which is ¢stesit with the average den-
sity behavior. The qualitative shape of the RMSD profile wiathy the same independent
of the choice of the length of the time window. However, in gamson with the density
which is calculated from single particle properties, the #Mis calculated over a time

window and the values of the profile will change as the widttheftime window changes.
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Figure 2.4: Average density and RMSD profiles along the Z-axis for on&efimulations
on the basal face at 245 K. The inset graph shows the same dsorpaear the gas - QLL
interface (-15 to -12 A).

On the other hand, assuming sufficient sampling has takee fdlae density profile should
be independent of sampling frequency. Thus, | have chosetilitte the density profile to
determine the threshold between the gas phase and the QLL.

Figure2.5represents a comparison between the averaged densityepdttntial en-
ergy profiles at the interface for the same system. Agairh puadfiles show consistent be-
havior. The potential energy profile is almost flat in thedplhase and it starts to decrease
in magnitude as it enters the QLL. Unlike the density whiclyaepends on the number
of particles in each bin, the potential energy depends olntieeaction between pairs of
particles. Consequently, the density can be unambigudirshed at particular Z distances
in contrast with the potential energy which is not localiz&terefore, in comparison with
the potential energy, the density profile is apparently éebehoice for determining the
position of the interface between the gas phase and the QLL.

Based on the arguments provided above, comparisons to ti&CRid the potential
energy profiles, it was determined that that the density lprifia better choice to deter-
mine the thickness of the QLL and how it might be impacted Hfegnt ice faces and

temperatures. In order to identify the interface betweenghs phase and the QLL, a
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Figure 2.5: The averaged density and potential energy profiles at tleefaiwe for one of
the simulations on the basal face at 245 K.

threshold was chosen based on the critical density of watahé TIP4P/2005 model; its
value is 031% [41]. As the critical density is the highest density a gas phaseexist
distinct from a liquid, it can reasonably provide a threshwdlue from which to argue the
thickness of the QLL. | should point out that the critical fggmature (640 K in TIP4P/2005
model §1]) is higher than any of the target temperatures in this waékhough the ab-
solute value of the QLL thickness may depend on the choicbethreshold, as will be
shown below the relative thicknesses of the QLL in this wask @ssentially independent
of the specific choice of threshold.

Table2.1summarizes key parameters for the simulations performéasrwork. The
labeling convention of the simulations is based on the fddeeolh on which the crystal

growth was observed and the temperature at which the priodusiulation was carried
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out. In the label, the first letter, b @r corresponds to the basal or prism face, respectively,
and the following number gives the system temperature.,Asd45 K, | performed three
simulations on the basal face with three different dersitighe gas phase. the simulations
with gas densities as 20, 9, and%, are labeled as b245-1, b245-2 and b245-3, respec-
tively. T indicates the overall time of each simulation. During thraidations, the systems
were monitored and for each system the distance betweeritigetature pulse and the
evaporating surface was modified to achieve similar dessséthd prevent clusters forming
in the gas phase. As these conditions were satisfied, andh#iestieady-state achieved, the
averages for different property profiles (such as densitgrgy, temperature and positions
of the evaporating and growing interfaces of ice) were ctélé for a minimum of 50 ns for
post analysis. The distance between the center of the tatupepulse and the evaporating
surface for all simulations was in the range of 3 -5 A.

There were some difficulties in obtaining steady state atygbwth from vapor as the
MD code used for this work was originally designed to study ginowth behavior of ice
from the liquid water. As was mentioned in Section 2.1.3,fbsition of the temperature
pulse is controlled by the instantaneous position of thevgrg ice surface. Therefore, any
displacement of the growing surface causes the same fowtke.pg~or some simulations,
particularly for systems with higher growth rate or greaterface fluctuations, this dis-
placement was big enough to melt significant numbers of watédecules which typically
resulted in cluster formation in the gas phase. As such sweete undesirable, | usually
had to change the position of the temperature pulse. It amerended that for future work
the methodology for determining the displacement of thepenature pulse during the sim-
ulation be modified. Specifically, instead of depending @nitistantaneous position of the
growing surface, the displacement of the temperature putaéd be calculated using a
damping function.

The thickness of the ice grown during the simulations wasl tisé&ind the growth rates

given in Table2.1 Figure 2.6 represents the time evolution of the growing ice surface
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Label | Face Temperature o} o T Rvapor  Riiquid
(K) (molim®) (A) (ns) (A/ns) (A/ns)
b220 | Basal 220 10 8.8 110 0.17 0.18
b235 | Basal 235 30 9.1 110 0.52 0.60
b245-1| Basal 245 25 124 60 0.42 0.56
b245-2 | Basal 245 9 9.8 90 0.13 0.56
b245-3| Basal 245 6 88 90 0.08 0.56
p220 | Prism 220 20 7.6 90 0.33 0.34
p235 | Prism 235 45 84 90 0.74 0.96
p245 | Prism 245 25 10.2 60 0.45 0.87

Table 2.1: Summary of the key parameters and results for the simupenformed.p
is the density in the gas phasejs the thickness of the quasi-liquid-layer,s the total
simulation time,Ryapor is the measured growth rate from the vapor phase,Ryadq is
corresponding the growth rate from the liquid phase takemf}2]. Representative per-
centage errors fgo, 0 andRyapor are 15%, 5% and 50% .

for the p220 simulation. It should be noted here that theesloipthese curves does not
return the actual growth rate as two factors contribute éodisplacement of the growing
interface; in addition to the new layers of ice, the ice sigtegiences a net displacement to
balance the net momentum asserted with the flux of moleculg®igas phase. Therefore,
this extra displacement must be taken into account whemifinite growth rate.

It is evident from Table2.1 that on the same ice face, the growth is highest at 235 K
which is about 15 K undercooling relative to the melting paihthe water model. Also,
at each selected temperature, the growth of ice is higheh®piism face. These results
are in agreement with previous findings in the literatur4, #9, 50]. However, further
investigation is required to verify these results, whereeination of the rate of growth
at more temperatures would be necessary to confirm if thermeth from vapor has a

dependence on temperature similar to the growth from thediq
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Figure 2.6: The time evolution of the position of the growing ice surfémethe simulation
on the prism face at 220 K. The positions are along the Z-axise lab frame.

2.2.2 Temperature dependence of the QLL thickness on diffeint faces of ice

Experimental observations suggest that the QLL on the idaseiaffects the growth mech-
anism [L4]. It is also reported that the behavior of the QLL change$ watmperature].
One of the outstanding questions regarding the behaviaea§iowing from vapor is how
the thickness of the QLL changes with temperature.

In order to study the dependence of the QLL thickness on testyre, | have con-
ducted simulations to grow ice on the basal and prism factdeged temperatures: 220 K,
235 K and 245 K. The average density profiles at the selectepdeatures for the growing
basal and prism faces of ice are presented in FigRréand?2.8, respectively. In Figure
2.7, the density in the gas phase at the three temperatureshis marige 10 - 30 (maif®).

It is evident from this figure that, as the temperature ineesathe thickness of QLL also
increases. The QLL thickness values at 220 K, 235 K and 245Kk8a& A, 9.1 A, and
12.4 A, respectively. In Figurg.8 similar results from the growth on the prism face are
presented. Again, with increasing temperature the thiskmé the QLL increases where

the thickness of the QLL on the prism face at 220 K, 235 K andR46e 7.6 A, 8.4 A
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Figure 2.7: The average density profiles at the selected temperatugefuastion of dis-
tance from the growing basal face of ice. The QLL thickne$sesfor simulations at 220,
235, and 245 K are 8.8 A, 9.1 A, and 12.4 A, respectively.

and 10.2 A, respectively (see Tal?d). The dependence of QLL thickness on temperature
for basal and prism faces of ice observed here is in agreeménthe work of Conde

and coworkersT]. Figure2.9 compares the QLL thicknesses on the basal and prism faces
with the corresponding values obtained by Conde et7al.If should be noted that while

in that work the thickness values have been measured aflequit conditions, the QLL
thicknesses in this work were measured at steady-stateaegly Also, different measure-
ment method was used to identify the QLL thickness in the @agtcal. work, where the
tetrahedral order paramet&9 was used to define the icelike and liquidlike moleculs [

As shown in Figure2.7, the increase in temperature does not change the behavior of
the first two peaks of the QLL in the density profile for the bdaae as all three curves
are similar up to the distance of about - 6 A. Although thekh@&ss values increase with
temperature, the distances between density profiles atevedy constant in QLL for dis-
tances beyond - 8 A. According to Figur2¥ and2.8, at low temperatures,there are two
layers of water molecules involved in the structure of theL@in both faces. But as the
temperature increases and gets closer to the melting pmietadditional layer appears

in the QLL density profile. In addition, this third peak appearoader. Fukazawa and
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Figure 2.8: The average density profiles at the selected temperatugefuastion of dis-
tance from the growing prism face of ice. The QLL thicknedsi®a for simulations at 220
and p245 K are 7.6 A and 10.2 A, respectively.

Kawamura 60] showed that this broadening is due to the disordered agraegt and the

increased amplitude of the thermal fluctuations of the maéscin the QLL.

2.2.3 Comparison of the QLL thickness on the basal and prismédces of ice

As the structure of the basal and prism surfaces are diffgBgthis affects the characteris-
tics of the QLL that forms on them. In Figuge10the average density profiles for the basal
and prism faces at 220 K are compared. Also, to provide fuithsght, instantaneous
snapshots of configurations obtained for these facets ak2226 presented in Figu211

As it can be seen in Figur&s1Q, the quasi liquid layer which forms on the basal face is
slightly thicker in comparison to the prism face (the QLLctness for the b220 and p220
systems are 8.8 A and 7.6 A, respectively). Similar behagiseen at 235 K and 245 K
(see Table.1). This is consistent with the observation of Conde eZalho found that
for ice Ih with a free surface that the basal QLL is thickemtlize prismatic QLL.

In comparison with the prism face, the basal surface of iamase rigid B]. From
Figures2.10and2.1], itis evident that the QLL is more structured on the basa fatative

to the prism face. This can be related to different strustwfebasal and prism surfaces.
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Figure 2.9: Results for the QLL thicknesses on the basal and prism fautesned in this
work in comparison with those obtained from ref] &s a function of the undercooling.
While a more structured QLL is attributed to the more strredibasal surface, the rougher

prism face results in a less structured QLL with broader idgpsaks.

2.2.4 Dependence of the QLL thickness on the flux of particles gas

In the present simulations the rate of ice growth from vagozantrolled by the flux of
particles in the gas phase which is directly related to thesitie of the gas. The water
molecules which arrive at the surface become incorporatedthe QLL which governs

the growth behavior. Therefore, it would be of interest taraine how the flux of particles

affects the QLL behavior.

The average density profiles taken from the MD simulationtherbasal face of ice at
245 K with three different gas densities (b245-1, b245-2 la24b-3 simulations with gas

densities of 25, 9, and 6 mat?, respectively) in the gas phase are presented in FRja2
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Figure 2.10: Comparison of the average density profiles for the basal aisthgaces at
220 K.

In addition, the density profile for the b245-1 simulationdsnpared with the instantaneous
configuration for the same simulation in Figl@d.3

It is obvious from Figure.12that by decreasing the flux of particles in the gas phase
the thickness of the quasi liquid layer also decreases. Hiblertess of the QLL for b245-1,
b245-2 and b245-3 are 12.4 A, 9.8 A, and 8.8 A, respectivelg {able2.1). Increasing
the flux of particles in the gas appears to build up an extrarlap the QLL. The position
of the peaks in the density profiles along the Z-axis remairstant for distances below -
8 A.

One important question arises here: how does the flux ofgbestin the gas phase affect
the growth rate of ice? In other words, how does the growthiratrease by increasing the
gas density? While at low vapor pressure (or low gas desipiarticle diffusion toward
the interface plays more dominant role in controlling thevgh mechanism and variation
in vapor pressure changes the growth rate more signifigaaitlitigh gas densities, the
thickness of the QLL increases and changes in vapor prekauesa smaller effect on the
growth rate. In other words, at very high gas densities the Qécomes similar to a liquid
layer. Therefore, the growth rate from liquid water can besidered as an upper limit

for the growth rate from vapor. The rates for growth from tigeiild phase at the selected
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Figure 2.11: Average density profiles and instantaneous configuratibtesreed from the
a) b220 and b) p220 simulations. The snapshots are takenahtwrthe direction of the
growing ice surface. The vertical blue solid line represehe position of the ice surface
determined by the MD code. Here, oxygen and hydrogen atoenepresented in red and
white colors, respectively.

temperatures which are obtained from molecular simulatimn Rozmanov and Kusalik
[70Q] are provided in the Tabl2.1 for comparison. All of the gas densities in this work

are very high in comparison with the densities in experiraemeasurements (the vapor

48



x10*

-3
T

I T T T T T T T T T T T T T T T T T T
=——Db245-1 ]

[ | —2 453

w0
[

LA N |
L |

th
I

Density (mol/m3)
=
7

w
LS|

Distance from the growing ice surfce (Ang.)

Figure 2.12: The average density profiles for the basal simulations ak24&h densities
in the gas phase of 20, 9, and 6 nmol/ respectively. The QLL thicknesses for the b245-1,
b245-2 and b245-3 systems are 12.4 A, 9.8 A, and 8.8 A, reésphct

pressure at the ice surface is about two orders of magnitvder lin experimental studies,
which is of the order of 10%bar [14, 71]) and the rate of growth is high and close to the
corresponding values from the liquid phase. However, tonegé the crystal growth from
lower gas densities using molecular simulations would beemomputationally expensive.
Longer simulation times are required to investigate thestfnonechanism that is governed

by gas diffusion.
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coordinate calculated by the MD code. The oxygen and hydragems are represented in
red and white colors, respectively.
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Chapter 3

CONCLUSION AND FUTURE WORK

3.1 Conclusion

Due to the lack of an appropriate model, there have been rarteeip the literature which
explore the phenomenon of the ice growth from the water v&pan a microscopic point
of view. Based on the methodology outlined in this thesidgtuar dynamics simulations
were employed to maintain steady — state ice growth from thtenwapor. The steady
— state ice growth was achieved by introducing a tempergtulse near the evaporating
ice surface. In this model, the displacement of the tempezgiulse depends on crystal
formation on the growing ice surface. Also, the dependericeeobehavior of the quasi
— liquid layer (QLL) that forms on the ice surface on tempearat ice face and flux of
particles in the gas was investigated. The average densifyepwas utilized to analyze
the behavior of the QLL.

Three different undercoolings of 5 K, 15 K and 30 K have beearseh for this study.
It was found for all systems that with an increase in tempeesthe thickness of the QLL
increases too. This dependence of QLL thickness on temyeriar basal and prism faces
of ice is consistent with that reported by Conde et@l.

In addition, the behavior of the QLL was investigated on graybasal and prism faces
of hexagonal ice. It was shown that the QLL on the basal fat@dker than the prismatic
QLL which is in agreement with the observation of Conde efhl [

The rate of ice growth from water vapor is controlled by thesity of particles in
the gas phase as it is directly related to the particle ddfusBy choosing three different
gas densities as 25, 9, and 6 mol/m3 the QLL behavior on thal fese at 245 K was
monitored. Although increasing the flux of particles in tlees dpuilds up an extra layer on
the QLL, it did not change the shape and structure of subdapehe QLL closer to the ice

crystal.
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This study provides groundwork for future atomistic invgations in the field of crystal

growth from the vapor phase.

3.2 Future Work

Although for each selected temperature, the growth of ice fwand to be faster on the
prism face, which is consistent with the experimental mesments 49, 50, 72]; however
it is not clear if this agreement was accidental. In ordertitaim a better insight into the
ice growth dependence on temperature, examining the rajeoofth for a broader range
of temperatures is suggested.

The MD code used for this work was originally designed to gttiee growth mech-
anism of ice from liquid water. In order to prevent clustemfiation in the gas phase, it
would be recommended for future work to modify the mecharfmnaetermining the dis-
placement of the temperature pulse during the simulationirStead of depending on the
instantaneous position of the growing surface, the digpent of the temperature pulse
over a time window can be calculated using a damping function

All of the gas densities in this work were very large when canegd with the densities
in the experimental measurements and consequently, thefrgtowth was large and close
to the corresponding values from the liquid phase. In ordérave a better understanding
of the effect of particle diffusion on the growth mechanistrwould be advantageous to
choose systems with a broader range of densities (includvngy values) in the gas phase.

However, this requires longer and consequently, more estpesimulations.
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Appendix A

SUPPLEMENTARY FIGURES
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Figure A.1: The time evolution of the position of the surfaces for thewdation on the
basal face at 220 K. The positions are along the Z-axis inghdérame.
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Figure A.2: The time evolution of the position of the surfaces for thewdation on the
basal face at 235 K. The positions are along the Z-axis inahdérame.
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Figure A.3: The time evolution of the position of the surfaces for thewdation on the
basal face at 245 K. The positions are along the Z-axis inghdérame.
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Figure A.5: The time evolution of the position of the surfaces for thewdation on the
prism face at 235 K. The positions are along the Z-axis inabefdlame.
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Figure A.7: the averaged density and potential energy profiles a) fovtiade system and
b) in the gas phase for one of the simulations on the basabfa245 K.
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Figure A.8: Average density profiles and instantaneous configuratibtereed from the
b235 simulation. The snapshots are taken normal to thetainsaf the growing ice surface.
The vertical blue solid line represents the position of e surface determined by the
MD code. Here, oxygen and hydrogen atoms are representeztiiand white colors,
respectively.
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Figure A.9: Average density profiles and instantaneous configuratibtereed from the
p235 simulation.The snapshots are taken normal to thetdineaf the growing ice surface.
The vertical blue solid line represents the position of tte surface determined by the
MD code. Here, oxygen and hydrogen atoms are representeztliand white colors,
respectively.
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Figure A.10: Average density profiles and instantaneous configuratibtesreed from the
p245 simulation.The snapshots are taken normal to thetdineaf the growing ice surface.
The vertical blue solid line represents the position of e surface determined by the
MD code. Here, oxygen and hydrogen atoms are representeztliand white colors,
respectively.
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Figure A.11: Comparison of the average density profiles for the basal asthgaces at
245 K.
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