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ABSTRACT

This work presents a unified approach to Holtzmann’s Law (GV), the purported
strengthening of the PIE glides " and ‘u to Gothic <ddj> and <ggw> and Old Norse <ggj>
and <ggw> respectively. First [ examine the orthography to determine the phonetic identity
of the Gothic and Old Norse graphs. Based on these results [ posit plausible sound changes
assuming that laryngeals were extant in early Germanic when accent was still mobile.
Moreover, [ argue that it was the laryngeals rather than glides which underwent Holtzmann’s
strengthening. The sound changes, as I contend, were motivated by specific preference laws
of syllable structure. This analysis accounts for parallel phonological and morphological
developments of GV and non-GV forms from common PIE roots, e.g. ON snik 'to turn’
versus ON snugga 'to look askance'. Moreover it explains the existence of GV reflexes in

West Germanic.
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(1]
[u]
(o]
(B]
(v]
[¢]
1))
[x]
(yl
[x]
(1]

<au>
<c>
<p>
<>
<p>
<h >
<>
<q>

acc.
Anm.
Bav.

Can.Fr.
cons
Crim.
CS

dat.

Dh
fem.

gen,
Gk.
Gm.
GV

LIST OF ABBREVIATIONS AND SYMBOLS

palatal glide

labial glide

low back rounded vowel

voiced bilabial fricative

voiced bilabial fricative (as per Vennemann 1985b)
voiceless palatal fricative

voiced palatal fricative (also[]] for some linguists—context specific)
voiceless velar fricative

voiced velar fricative

voiceless uvular fricative

velar nasal

Gothic [9] or [ay]

{k] in Old English

voiceless interdental fricative

voiced interdental fricative

[1] in Old English

transliteration for Go. [h]

Greek and Gothic graph for [g] or before another velar [p]
transliteration for Go. [k*]

third person

Saussure’s a-colouring sonant coefficient
accusative

Anmerkung, note

Bavanan

consonant

Canadian French

consonantal

Crimean Gothic

Consonantal Strength

dative

voiced aspirated consonants (especially in Sanskrit)
feminine

ghide

genitive

Greek

German

Germanic Verschdrfung/Holtzmann’s Law

laryngeal
non-colouring laryngeal
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h, a-colouring laryngeal

h, o-colouring laryngeal
h Hittite graph for “laryngeal-like” segment
HG High German

IE Indo-European

It. ftalian

Lat. Latin

Lith. Lithuaman

masc. masculine

MDu. Middle Dutch

MHG Middie High German
N nme

N* syllable

neut. neuter

nom. nominative

OE Old English
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OHG Old High German
Olcel. Old Icelandic
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PIE Proto-Indo-European
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Por. Portuguese

PpP. past participie

pret. preterite

R resonant

S fricative; also for Suzuki (1991) “segment’
sing. singular

Skt. Sanskrit

Slav. Slavic

Spa. Spanish

SSP Sonority Sequencing Principle
StNor. Standard Norwegian
T (voiceless) plosives
\' vowel

var. dialectal variation
voc. vocative

WGmc. West Germanic
WNor. West Norwegian
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<t QL <€ <) <L

PAVET A

.

short vowel

Jong vowel

long vowel

accented vowel

accented vowel (also a long vowel in Old Norse)
long accented vowel

short accented vowel

reconstructed form

hypothetical or incorrect form
orthographic form

syllable boundary

null

becomes

comes from

alternates with

morpheme boundary when between two segments, e.g., k-s
word division at end of line in manuscript
syllabic

syllable

accent on preceding vowel or syllable
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Chapter One
INTRODUCTION
0.0 Holtzmann's Law

For more than a century linguists have sought to understand and explain the
phenomenon in Germanic linguistics known as either Holtzmann's Law or the Germanic
Verschirfung (hereafter GV). As first noted by Holtzmann, the PIE glides ; and
purportedly underwent changes which led to the different developments tn the three
branches of Germanic. The reflexes of these changes were represented orthographically by
Gothic <ddj> and <ggw> and North Germanic <ggj> and <ggw> respectively. In West
Germanic, the corresponding forms or cognates contained a diphthong plus heterosyllabic
glide. Historical linguists have reached no consensus beyond a basic description of the data
as provided above. In some cases, they have even disagreed as to which forms can be
considered actual reflexes of the change.

Linguists have also debated the genealogy of the Germanic languages based on
Holtzmann's Law. Holtzmann himself was the first to argue that GV provided evidence for
a common period of development between Gothic and Old Norse following their separation
from West Germanic. Arguments against such implications have also been presented. In
this study [ will assert that although an explanation of the GV developments has implications
for the genealogy of Germanic, this phenomenon provides no evidence for 2 common
Gothic-Nordic period.

A piethora of analyses have been proposed to account for the GV developments.
These have included accent, morphological, and laryngeal approaches. However, the
majority of these theories have focussed strictly on the lengthening of the glides (Stage 1}
and have not accounted for the strengthening itself (Stage 2). In fact the earlier explanations
have failed to provide motivation for the emergence of the Gothic and Old Norse obstruents.

In this work I seek to provide a comprehensive analysis of GV. My analysis does not
completely reject the work from the past. Instead it borrows from earlier studies while
distancing itself from the traditional two stage approach. [ will argue that together the PIE
accent and laryngeals established the conditions for the phonological development to occur.
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My analysis of the strengthening itself will be a syllable-based approach in the spirit of
Murray and Vennemann (1983),Vennemann (1988a) and Murray (1988). Using these tools,
I will also attempt to account for the parallel GV and non-GV developments, e.g., ON
snugga ‘to look askance’ vs. ON snaz ‘to turn, twist’. Thus, my explanation will not only

show how and why GV did happen, but also why and where it did not.

1.0  Overview
1.1 Chapter One

Following this overview, the remainder of Chapter One will be devoted to laying the
foundation for the present study. First, I will present a sample of the GV data exemplifying
the basis of the GV correspondences across the three branches of Germanic. In the next
section [ will present the PIE theory and Germanic laws relevant to this study. [ will first
provide an introduction and overview of the PIE laryngeal theory and will outline the
laryngeals which I will assume for this investigation. Next I will summarise and define
Grimm's Law (the First Germanic Consonant Shift) and Vemer's Law. The final section of
this chapter will present the Preference Laws for syllable-based sound change (cf. Murray
and Vennemann 1983, Murray 1988, and Vennemann 1988a). These Preference Laws
provide an excellent insight into the relative preference of syllable structures within a given
language and offer a means of determining the motivation of sound changes in languages.
1.2 Chapter Two

Before we can propose any sound changes to account for GV, we must first
determine the phonetic identity' of the phones represented by the orthography of the GV

segments. This inquiry is the focus of Chapter Two. In an attempt to determine these

'Marchand (1973. 23) employs the expression “phonetic value”. Nevertheless, the use of the term “phonetic
identity” should be clarified here since there exists some dispute as to where the division between phonology and
phonetics should be made. For the sake of simpiicity I note the contrast between the abstract phonemic level
(e.g.. /pev ‘Pat’) and phonetic level (e g, {p"=t"]) (Goldsmith 1996-2). The phonetic level is in essence the real
life realisation of a phoneme by its allophones since phonemes themselves are never articulated. Rogers (1991)
also associates the terms “phonetic™ and “allophonic™. He defines “phonetic™ as “emphasising detail and
variation in speech” and then refers the reader to the term “allophonic” which he defines as *“a variant of a
phoneme™. Thus, I will attempt to determine which allophones were represented by the GV graphs rather than
simply identifying which phonemes were depicted by the Gothic and Old Norse orthographies.
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correspondences, | will examine both the phonological systems and orthographic
conventions employed in Gothic and Old Norse. The conclusions presented in this chapter
will be interim results which will be verified following my phonological analysis presented
in Chapter Four.

1.3 Chapter Three

In Chapter Three [ provide an overview of past explanations for GV. These include
the traditional, accent-based and morphological approaches to the problem. 1 further
introduce the reader to the roles attributed to laryngeals by various approaches. Following
these sections, I outline and critique two recent theories which have attempted to account
for the GV developments. First [ discuss Suzuki's (1991) syllabic approach. This summary
and cnitique will be prefaced by a sketch of Jasanoff's (1978) hiatus breaking approach upon
which Suzuki bases the first stage of his theory. Following this critique I present Davis and
Iverson's (1996) feature spread model. Finally, I outline the critical factors which 1 will
incorporate into my own analysis.

I.4  Chapter Four

In Chapter Four I present the phonological aspect of my GV analysis. The analysis
which [ pursue brings together various components of the past approaches. Rather than
assuming that only accent, morphology, or syllable structure provided the motivation for the
sound change to occur, I argue that all of these components played a crucial role in the
development and persistence of GV.

My analysis commences with a description of the nature and placement of PIE pitch
accent. This discussion is important for Germanic as well, since the evidence from Vemer’s
Law clearly indicates that Germanic had inherited and for a time maintained the mobile
accent of PIE. Furthermore, an examination of the GV forms in unlevelled paradigms, e.g.
‘two’, reveals that there is a correlation between GV and accent placement. However, it
becomes necessary to determine how this accent could have participated in GV.

An inquiry into the effect of accent on the syllabification of intervocalic clusters
reveals interesting results. | summarise the arguments and conclusions of psycholinguistic

experiments, phonological studies and word divisions in Old English manuscripts. All of
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these divergent investigations point to the same conclusions. In sum, an accented syllable
attracts segments into its onset and coda. Based on these conclusions, I argue that the
mobile accent which existed in early Germanic caused the differential syllabification of
intervocalic clusters. Assuming that laryngeals were still extant in early Germanic when
contiguous to a giide, I claim that the syllabification of the sequence -VHG)- was -VH.(GG V-
when the accent preceded the cluster, but -V. /G V- when the accent fell on the second
syllable. These different syllabifications become crucial for my anaiysis of GV. In short,
I argue that the sequence -V. HGV- was responsible for GV, e.g., ON snugga, whereas the
syllabification -VH.(; V- produced the non-GV cognates, e.g., ON sniu. As | contend, the
GV segments arose as the result of a series of sound changes. First, Verner’s Law caused
the voicing of the laryngeal, thereby creating a less than preferred syllable head according
to the Preference Laws (cf. §4 Chapter One). This less preferred syllable head was then
improved by slope steepening which augmented the consonantal strength of the laryngeal
reflex to that of a plosive. Conversely, the non-GV developments resulted from the loss or
assimilation of the laryngeal in coda position. All of these changes took place before the
Germanic accent shift fixed the accent on the root syllable.

This chapter concludes with a revision of the phonological-orthographic
correspondences proposed in Chapter Two. | suggest that the tentative conclusions reached
in Chapter Two reflect further dialect specific developments of the GV reflexes. An account
of the subsequent sound changes is also provided.

It should be stressed that the analysis provided in this chapter is strictly a
phonological account. However, since not all occurrences of the GV segments can be
explained on the basis of the proposed sound changes, I provide a sketch of possible
morphological changes which may have determined the persistence and occurrence of GV
elsewhere. This sketch can be found at the end of the thesis in the Appendix.

1.5 Chapter Five

[n this final chapter I present an overview of the present study and discuss the

advantages and implications of the analysis presented herein. [n conclusion, I revisit the

original issue raised by Holtzmann’s Law more than 150 years ago, namely the genealogy
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of Germanic. According to my analysis of both the sound changes and morphological
developments, GV does provide evidence for the development and genealogy of Germanic.
However, my conclusions are admittedly different from those proposed by Holtzmann more
than a century and a half ago. Ultimately I set aside the notion of a common Gothic-Nordic

period and conclude that GV was a common Germanic development.

2.0 The Germanic Verschirfung

Before discussing the phenomenon, it is prudent to become famihiar with the data
used to exemplify the change or changes in question. In this section, | introduce data cited
as evidence for the GV sound changes. A bnef discussion of this data follows.

2.1 Evidence for the Verschdrfung

According to the traditional interpretation of the data, the PIE glides, ; and u,
following a short vowel underwent changes producing the GV phenomenon. In Gothic and
Old Norse, these glides appear following “geminate” obstruents. By contrast, the West

Germanic reflexes contain a diphthong. Examples of GV data are provided below.

(1) PIE; > Go. <ddj>/ON <ggj>

Gothic North Germanic West Germanic
twaddje ON tveggja OHG zweijo
‘two (gen.)

waddjus Olce. veggjar OS wei

‘wall’ (gen. sg.)

(ib) PIE u > Go. <ggw>/ON <ggw>

Gothic North Germanic West Germanic

Iriggws Olcel. tryggver OHG gitriuw:, OE tréowe
‘true’ (nom. pl. masc.)

skuggwa ON skugg: OHG scuwao

‘mircor’ ‘shadow’

glaggwuba ON gloggr OHG glouwer OE gléaw
‘carefully’ ‘sharp-minded;

clear’



In its entirety, the data set is comprised of a mere sixteen to eighteen words.’
2.1.1 Subsequent sound changes affecting GV forms

As seen in (1a) and (1b) above, the Gothic reflexes provide clear evidence for GV.
However, in some Old Norse forms, the GV reflexes underwent further sound changes
before the literary tradition commenced its recording of the language. Although these
changes in Old Norse obscured the apparent effects of GV, the data in that dialect still
provide strong evidence for the original “sharpening™ or strengthentng of the PIE segments.
For example, ON skuggi ‘shadow’ resulted from the application of the Old Norse u-deletion
rule (1.e., ¥ > @) (Voyles 1992). In another example, the glide u can be reconstructed for ON
gloggr based on the evidence of wu-umlaut. Here the glide ¥ triggered umlaut of the
original vowel [a] producing the vowel {g] (cf. Go. glaggwuba with no umlaut) and was
subsequently deleted by the u-deletion rule.’
2.2 Genealogical implications of GV

Because of the similarity between the Gothic and Old Norse reflexes, some linguists
have cited GV as evidence for a common development between the two branches. Beyond
the GV data, however, the evidence for such a claim is weak (cf. Haugen 1976: 108-9). In
fact a closer examination of the occurrence of GV throughout Germanic reveals the
existenice of many GV reflexes in West Germanic. Examples of these GV reflexes in West

Germanic are provided beiow in (2):

*These are the totals generally cited (cf. Marchand 1973, Collinge 1985: 93). A closer investigation of the ON
data, however, reveals a larger number of examples for which we lack evidence of Gothic cognates
{cf. Kurytowicz 1967, Lehmann 1952).

*Voyles’ (1992: 103-4) dating of the various phonological rules and developments in ON substantiates the
ordering of rules provided. namely that w/y-umlaut was followed by the u-deletion rule. Both of these rules are
preceded by the Verschdrfuryg.



(2) Gothic Old Norse West Germanic
triggws tryggua OE (var)) trugian, irygian ‘to
believe™
bryggia ‘pter’ OS bruggia, OHG brukka, OE brycg,

OFris. hregga’ *bridge’

mygg(aj (OSwe.) OS muggia, OHG mucca, MHG
mucke, OE mycgre), North Fris. mech®
‘mosquito, midge’
As 1llustrated by the examples in (2), West Germanic cognates of some GV items also
appear to contain GV-like segments. The occurrence of GV in these West Germanic forms
may be best explained if GV is considered to have operated during Proto-Germanic. Two
pieces of evidence can be cited in favour of West Germanic inheriting its GV items from
Proto-Germanic.

First, if West Germanic’s GV-like cognates existed in only one or two of its dialects,
then perhaps these GV items could be explained as the result of borrowing from Old Norse
or Gothic. However, the occurrence of these cognates in four and maybe more (separate and
geographically distant) West Germanic dialects is not as easily accounted for by borrowing,
For instance, that several dialects would choose to borrow the same lexical items, e.g.,
bridge and mosquito, from another language would be highly coincidental at best.
Moreover, a closer examination of the examples for bridge casts significant doubt on the
possibility that borrowing can be implicated as the reason for the West Germanic items.
The Old Norse GV item bryggra meaning “pier’ contrasts with its non-GV cognate bru

meaning ‘bridge’ (Lehmann 1952: 47). However, all of the West Germanic GV cognates

*These are variant forms of the verb triwian 'to believe’. The forms of this weak verb cited in (2) come from
Holthausen (1934 354) where the stem rrug- is also cited as being a variation of 7ruw-

*Two points should be noted for these examples. First, in Old High German, gg often developed to &% (also ck,
cc) (Wright 1907, Ellis 1966). This was the result of the High German Sound Shift Secondly, the OS and OHG
examples are from Lehmann (1952) who reconstructs the root as PIE +bhreXwa- The OE and OFris. data come
from Holthausen (1934).

“The OS, OHG, MHG and OE data are from Lehmann (1952). The NFris. form comes from Holthausen (1934).
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cited in (2) mean ‘bridge’ not “pier” as does the GV form. This begs two questions. First,
if the West Germanic GV forms were the result of borrowing, why did the West Germanic
dialects not simply borrow the Old Norse word bru for ‘bndge™ Secondly, just how
statistically probable would it be that four dialects would borrow the same word and would
associate the same new meaning with this borrowed word (where the new meaning was
different from the onginal sense)? It would seem highly unlikely that the four dialects
would attach the same new meaning to a borrowed word (e.g., “bridge’) instead of simply
borrowing the word with the desired meaning in the first place (e.g., ON bru). Thus, it
appears very improbable that the GV items in West Germanic were the result of borrowing.

A second piece of evidence can be cited in support of West Germanic inheriting its
GV items from Proto-Germanic. With the exception of the Old English verbs for “believe’,
the West Germanic items in (2) appear to have undergone West Germanic gemination.’
Evidence of the West Germanic gemination across the cognates would point to the existence
of a common West Germanic etymon® for each item prior to the occumrence of West
Germanic gemination. These etyma would have contained a plosive and a following glide
(WGme. 'C.CG < "C.G) which would account for the geminate plosives in the dialects.’
Thus, the plosive would have been extant in West Germanic for gemination to have
occurred. Furthermore, if both West Germanic and North Germanic cognates contained the
GV obstruents, then we would likely reconstruct the Proto-Germanic etvmon from which
these items developed as also containing the GV obstruents. This would then point to the
occurrence of GV in Proto-Germanic.

These examples, therefore, may provide evidence that GV occurred in Proto-

Germanic before the break up of the three Germanic branches. Thus, | will assume as do

"According to Sievers (1903: 155), the graphs <cg> in Old English, e.g., hrycg, mycg(e), originally represented
a geminate plosive Subsequently <cg> underwent palatalisation and affrication before a palatal vowel (cf the
<e> in OF mycg(e)) resulting in the alveo-palatal affricate [d3], e.g., judge.

"*An etymon is a “form from which another developed. for example PIE *treys is the etymon for NHG drer”
(Lehmann 1992: xiv).

° The sequence V.GV is precisely the triggering sequence which Murray and Vennemann (1983), Murray
(1988) and Vennemann (1988a) reconstruct for the gemination to occur
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Davis and Iverson (1996) that GV was a common Germanic development and not simply one
that obtained between Gothic and Old Norse. This assumption also provides an account for
the existence of West Germanic GV forms.'>"!

If any claim is to be made for a common development between branches, stronger
evidence can be cited in favour of one between Old Norse and West Germanic (cf. Haugen
1976: 109-111 for a listing of striking similarities between North and West Germanic
languages). Since this latter issue does not have implications for the analysis of the sound

changes in question, [ will leave this matter for the remainder of this study.

3.0 PIE and Germanic theories and “laws”

In this section I will outline three theories and laws to which I will make reference
in this work. First, I will introduce the reader to the PIE laryngeal theory. Next [ will
provide brief descriptions of Grimm's Law and Verner's Law in Germanic.

3.1  Laryngeals

In this section I introduce the laryngeal theory. First, | outline what the laryngeals
were and why they were posited. Next [ present the series of laryngeals which I will assume
for my own analysis.

3.1.1 What are laryngeals?"?

The phonological system of early PIE included a number of consonants which were
ultimately lost in later stages of most [E dialects. These consonants played an important role
in IE phonology. However, since these laryngeals, as they have been christened, have no

direct reflexes in most IE dialects, their existence can only be deduced by an examination

“*The fewer number of GV examples in West Germanic may have resulted from levelling which eliminated the
effects of GV in this branch of Germanic

""Based on the discussion above, the West Germanic reflexes could thus have resulted from the following
developments: GV (during Proto-Germanic), split of West Germanic from other branches, West Germanic
gemination, and break up of West Germanic into individual dialects (and OHG g - & as the result of the High
Germanic Consonant Shift).

"*This discussion is based on Lehmann (1952: 22ff). All examples provided in this subsection will be taken from
Lehmann unless otherwise stated.
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of phonemes which are also reflexes of earlier PIE phonemes (Lehmann 1952: 22). But
what were these laryngeals?

Saussure first advanced a theory of sonant coefficients to account for the PIE ablaut
classes."”” He also noted that the alternations between long and short vowels as in Gk.
{ordui: orards were parallel to those of meifw: émbov.* He accounted for this
alternation by assuming a similarity in the onginal root structure. Saussure then

reconstructed /steA/ as the etymon for ora-. As Lehmann (1952: 23) states:

Saussure'’s basic assumption was that a similarity — such as the similanty
between (0)£yw, Aeinmw, iotaui and £oyov, EAtnov, aratds — of phonemic
vaniation in morphemes of a seemingly different structure pointed to anterior

forms of a similar structure.

The presence of these sonant coefficients often “‘coloured” the quality of contiguous vowels
as evidenced by the PIE ablaut (e.g., Gk. meiBw: €ni8ov, sing, sang, sung; eal, ate, eaten).
By contrast, the loss of a laryngeal often tniggered compensatory lengthening of vowels, VH
> v, e.g., Gk. {or@ui: orards. This theory was later confirmed with the discovery of
Hittite.

In 1927, Kurytowicz pointed out the reflexes of laryngeals in the relatively recently
discovered Hittite. The reflexes # and £# in this [E dialect were often found to correspond
to the placement of Saussure's coeffictents providing support for the existence of such
segments in Indo-European.

Although linguists have proposed phonetic identities of these laryngeals, the exact
number and phonetic descriptions of the laryngeals are still in dispute. In the next
subsection, | will outline the series which [ will assume for my analysis.

3.1.2 The phonetic identity of the laryngeal series
Countless proposals have been posited for the phonetic identity of the PIE laryngeals.

"*Ablaut is a vowel gradation or altemation such as that found in sing, sang, sung.

“These Greek items can be transliterated or romanised as follows: {ordut = istami, oT@tos - statos, neiOw
- peitho, émeBov - épithon.
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Most series contain at least three laryngeals corresponding to the non-colouring, @-colouring,
and o-colouring sonant coefficients postulated by Saussure (Lindeman 1987). One of those
many inventories of laryngeals was proposed by Lindeman who defined his series as dorsal
fricatives. His series included three places of articulation; * H , was a dorso-palatal fricative
(corresponding to the ich-laut or non-colouring laryngeal), H, was a velar fricative (an ach-
laut or a-colouring laryngeal), and H; was a labialised velar fricative (the u-colouring
laryngeal). Cowgill (1965) concurs with these three places of articulation for his series of
laryngeals. Like Lindeman, Cowgill claims that the laryngeals were spirants. However, one
issue with which Lindeman, Cowgill and others have had to deal is the question of voicing.
Were laryngeals voiced? Or were there both voiceless and voiced laryngeals?

Lindeman (1987) notes that there is no direct evidence for voiced laryngeals in the
non-Anatolian [E dialects. Arguments for voicing, therefore, have been based on evidence
from the Anatolian dialects including Lycian, Lywian, and in particular Hittite. The main
arguments in favour of a voicing contrast stem from the opposition between 4 and Ak which
have been argued to represent voiced and voiceless laryngeals respectively. Evidence for
this argument, however, is inconclusive.'® Lindeman, nonetheless, posits both a voiceless

and voiced senes of dorsal fricatives to account for the possibility that a voicing contrast

'"Lindeman (1987 113) proposes that the laryngeals constituted a system of dorsal plosives structurally
comparable to the dorsal plosives traditionally reconstructed for PIE:

palatal velar labio-velar
(voiceless) k' k k%
(voiced) g g g¥

"“In the Hittite orthography, the plosives p.t.k, in root syllables represented the IE voiceless plosives when
written double, e.g., <pp>, but depicted the IE voiced plosives when written as single segments “in positions
where the Hittite syllabary made that possible, i.e. between (written) vowels”, e.g.. <p> = [b] (Lindeman 1987
108). This rule was observed “in a fairly consistent manner” (Lindeman 1987: 108). However, Lindeman (p.
108) states that “the notation -A(h)- indicates that the double writing of -hA- is in fact not carried out
consistently, cf. sa-a-k-hi: sa-ag-ga-ah-hi (to sak- know’)”. Moreover, whether the graphic opposition between
h and A% can be interpreted as signifying the existence of voiced versus voiceless laryngeals may be moot. The
single intervocalic -#- occurs primarily following a written -e~(-i-) but rarely after -a-. By contrast, -A(h}- occurs
regularly following the vowels -a- and -u-, but after -¢- (-i-) only when -A(h)- represents the initial consonant
of the verbal ending, e.g., te-eh-hi, i.e., te-hhi ‘1 place’. Hammerlich (as cited in Lindeman 1987: 109) therefore
assumes that the difference between the single and double -/- represents the contrast between the ich-laut and
ach-!agt respectively. In sum, the use of single versus double -4- in Hittite may not necessarily be indicative of
a voicing contrast
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may have existed. Moreover, Cowgill (1965) who had originally assumed a voiceless series
of dorsal fricatives, resubmits a voiced series in lieu of his voiceless spirants. His change
of mind is founded in his acceptance of Austin's (1946) proposal “that at least one of the
laryngeals became & in Germanic before w. The Germanic Lautverschiebung suggests that
this £ is from *g, which in turn is most plausibly from a voiced spirant, [y] or [y*]”
(Cowgill 1965: 143). He further remarks that he is unconvinced that there had been a
distinction based on voice and thus assumes that his laryngeal series should be voiced.
However, since it seems reasonable that a voiceless laryngeal could have become voiced
through assimilation to a contiguous glide or by Vemer's Law (in the case they were
fricatives), it could be argued that Cowgill's laryngeals may have originally been voiceless
and may have undergone voicing at a later stage.

For my analysis, [ will assume the following three voiceless laryngeals:

neutral, non-colouring laryngeal
a-colouring laryngeal
o-colouring laryngeal

(3)

w

T T T
]
KoK O

-~

[ assume prnimarily that these laryngeals were voiceless, since there is no strong evidence for
voiced laryngeals in Germanic (Lindeman 1987) and since where Cowgill has proposed a
voiced series, this voicing could be accounted for based on a voicing assimilation or Verner's
Law. Moreover, other linguists who have proposed similar laryngeal-based theories have
assumed voiceless laryngeals in their analyses (cf. Austin 1946, 1958, H. Smith 1941; also
Penney 1988: 367).

An examination of the PIE obstruent inventory reveals that these voiceless laryngeals

fit well into the inventory as shown below in (4)"":

"I cite the traditional reconstruction only to maintain consistency with the remainder of my thesis. Citing the
glottalic theory would have no bearing on the point [ am attempting to illustrate (cf. also footnote 25 in this
chapter).



13

4 p t k k k
(b) d g 4 g
bh dh gh gh gh

S ¢ X x!

First, this series of laryngeals corresponds to the traditionally reconstructed places of
articulation for the PIE obstruent system as Lindeman remarked. ' Moreover, the only
fricative reconstructed for PIE is the voiceless dental /s/. "> A series of laryngeals comprised
of voiceless dorsal fricatives would be a natural extension of what would have simply been
a voiceless fricative series in Proto-Indo-European. Thus, the series of laryngeals which |
assume are well suited for the PIE obstruent system.

Nevertheless, [ do leave open the possibility that these laryngeals may have aiso had
voiced counterparts (even if strictiy allophonic in nature). The possible existence of voiced
laryngeals will not prove detrimental to the analysis [ propose in Chapter Four. However,
what will be necessary for my analysis is the assumption that laryngeals were maintained
into the early stages of the IE dialects including Germanic.

3.1.3 The lifespan of laryngeals in PIE and Germanic

It has been argued that laryngeals were maintained into the [E dialects (Lehmann
as cited in Jonsson 1978, Lehmann 1993, 1952, Polomé 1988).2° Kortlandt (as cited in
Polomé 1988) claims that the final loss of laryngeals in Slavic occurred by the end of the 8"
century AD. Polomé (1988: 384) remarks that this would suppose the survival of laryngeals
“in Proto-Germanic until at least the middle of the first millenium B.C.” which would be
plausible if Germanic were indeed the conservative IE dialect it has been argued to have

been (Polomé 1982, Vennemann 1985a). Although we cannot pinpoint the precise time

"*Various glottalic theories also adopt these places of articulation (cf. Murray 1995: 46, Szemerényi 1990: 71).

"*The reconstruction of the single fricative /s/ for PIE is supported by Vennemann (1985a). Szemerényi (1990
71), Murray (1995: 46), Hopper (1977), etc.

®Lehmann (1993) cites voiceless aspirated stops in Sanskrit as evidence for laryngeals being maintained into the
early dialects. The voiceless aspirated plosive series has been ascribed to the coalescence of the voiceless
plosives with a foilowing laryngeal. Since this series is only found in Sanskrit, it would point to the existence
of laryngeals in the early stages of the IE dialects, including Sanskrit to be able to account for this coalescence.
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when laryngeals were finally lost, the likelihood still remains that laryngeals were
maintained during an early period of Germanic. Moreover, it has been noted that laryngeals
“were maintained relatively late when in the neighborhood of resonants” in [E languages
(Lehmann 1993: 110, cf. aiso Lehmann 1952) and in particular that Germanic was
remarkably conservative with regards to the treatment of laryngeals when they were
contiguous to a resonant (cf. Polomé 1988, Lehmann 1952).*' These claims are supported
by other linguists who have also argued for the persistence of laryngeals in Germanic (Austin
1946, 1958, Lindeman 1987, Davis and Iverson 1996, Polomé 1949). Likewise, [ will
assume that laryngeals were still extant during the early stages of Proto-Germanic and that
these laryngeals were dorsal fricatives.?

[ now turn to a discussion of specific “laws” which also played a role in Germanic
phonology.
3.2 The Germanic “Laws”™

Below [ define two Germanic “laws™ which will prove essential to the varnious
analyses and discussions which follow.
3.2.1 Grimm's Law

Grimm’s Law is the name traditionally given to the “systematic shift of the Indo-

*'Lehmann (1993: 110) indicates that the exact evidence for the claim that laryngeals were maintained longer
when contiguous to a resonant is difficult to sort out. However, he provides some indicators for his claim in his
earlier work (Lehmann 1952). There he cites various phenomena, particularly from Germanic, which would
support the maintenance of laryngeals in precisely this position. Among the evidence to which he refers are GV,
the development of Germanic /g/ and /k(k)/ from PIE /w/ when contiguous to a laryngeal, and the absence of
lengthened resonants following the loss of laryngeals in Germanic  All of these phenomena have received what
he judges as cogent explanations based on the assumption that laryngeals were maintained longer when in the
“neighbourhood” of resonants. Evidence from other [E dialects appears to exist, however, Lehmann does not
present it. Nevertheless, this maintenance of laryngeals in the “neighbourhood” of resonants contrasts with
Lehmann’s (1993: 110) claim that laryngeals were being lost in some environments already in late Proto-Indo-
European. If we espouse Polome’s (1982) thesis that Germanic is an archaic [E language, then Germanic would
certainly have inherited the laryngeals into its early stages.

ZArguments have been made for the conflation of laryngeals into one laryngeal following the split of Anatolian
from indo-European (cf Lindeman 1987, Jonsson 1978). This conflation of laryngeals is linked with the
phonemisation of the contrast between e, a, and o (Lindeman 1987: 114, Jonsson 1978). Since the conflation
of these laryngeals could have resulted in a single dorsal fricative laryngeal according to the laryngeal series in
(4). this does not present a problem for the analysis. Moreover, it would reduce the variability for which an
analysis of GV would need to account.
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European consonant system into Proto-Germanic” (Baldi 1983: 130). Also known as the
(First) Germanic Consonant Shift (cf. Vennemann 1985a, Lehmann 1992, Prokosch 1939),
it outlines the correspondences between the PIE and Germanic consonants resulting from
the shift. The PIE voiceless plosives (Tenues, e.g., p ¢ k) became the Germanic voiceless
fricatives (Aspiratae, e.g., f b x). In tumn, the voiced aspirated plosives of the PIE traditional
reconstruction (also referred to by Grimm as the Aspiratae) shifted to the voiced plosives in
Germanic (Mediae, e.g., b d g). Finally, the PIE voiced plosives (Mediae) became the
Germanic voiceless plosives (Tenues). These shifts are depicted schematically in the

Kreislauf® below in (5).

(5) | o

Z
>

T= Tenues, A=Aspiratae, M=Mediae

A few examples will serve to illustrate the effects of the shift on the Germanic languages.

These examples are from Baldi (1983: 130-132).

(6) a. Vorceless stops to voiceless fricatives
I Skt.  pasu- ‘cattle’ Go. faihu
Lat. pecus Olce. fe
OE feoh
OHE fihu
il. Skt. tri-  ‘three’ Go. priya
Lat. tna Olce. pna
Gk. tria oS thriu

BKreislquf is the German term for “cycle” or “circulation” indicating that the shift can be illustrated on a “circle”
where the different series of obstruents shifted to the “next” point in the cycle
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b. Voiced stops to voiceless stops

L. Skt.  dantam (acc.) ‘tooth’ Go. tunbus
Lat. dentem (acc.) 0S tand

OE tod

ii. Skt.  janu- ‘knee’ Go. kniu
Lat. genu OE cneo
Gk. gonu

c. Voiced aspirated stops to voiced stops

1. Skt.  bharami ‘I carry’ Go.  bairan
Lat. ferd Olcel. bera
Gk. phérd OHG beran

ii. Skt. dhima ‘glory’ Go. doms ‘fame, (doom)*

These examples illustrate the consistency with which the PIE consonants shifted to become
the Germanic obstruents.”® However, Grimm also noted sets of exceptions to the shifts.
3.2.2 Verner's Law

In one set of exceptions to the Consonant Shift, voiced fricatives appeared where
voiceless fricatives were expected, e.g., Go. fadar, ON faderfather’ but Skt. pita Go. OS
stbun ‘seven’ but Skt. saptd, Gk. heptd. Danish lingwist, Karl Vemner proposed an
explanation for these exceptions based on accent. According to Baldi (1983: 133), “Vemer's
brilliant reconstruction of the PIE stress and the concomitant explanation of these
exceptions to Gnimm'’s Law as a result of stress placement in the parent ianguage was one
of the most significant discoveries in the history of linguistics.” Vemer noted that in the

Sanskrit and Greek cognates of the words where the exceptional voiced fricatives appeared,

*This example comes from Lehmann (1992: 10).

ZGrimm's Law reflects the traditional reconstruction of the PIE obstruent inventory However, the traditional
inventory is replete with typological problems. More recently, linguists have attempted to reconstruct this
inventory using a series of glottalic consonants. Furthermore, the voiced aspirated stops have been set aside
generally in favour of a plain voiced series. In his Bifurcation Theory, Vennemann (1985a) has reconstructed
the PIE and PGmc. obstruent inventories which best account for both the First and Second (High German)
Consonant Shifts, For the sake of simplicity, I will base my analysis on the traditional reconstruction which most
of the available data employs. The choice of another reconstruction will not affect the outcome of the analysis
[ present in Chapter Four.
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the accent did not immediately precede the consonant in question as was the case for the
normally shifted fricative. This is evident in the examples cited above. [n short, Vemner's

Law as we now know it states the following:

(7 Verner's Law: A voiceless fricative became voiced in a voiced environment when
not immediately preceded by the accent.™

Verner's Law is not only important for its explanation of the exceptions to Gnmm's
Law. It also provides evidence that Germanic had maintained variable accent placement for
a period of time following its departure from Indo-European and prior to the Germanic
accent shift which fixed the accent on the root syllable of Germanic words. In this study,
Vemer's Law will be cited both to explain the voicing of intervocalic fricatives and to
support the argument for a period of mobile accent in Germanic. [ will revisit these roles
in Chapter Four §1.2.

Hawving introduced the pertinent PIE and Germanic theory and laws, | now turn to the

theoretical framework for this study.

4.0  Theoretical Framework

Before attempting to account for the strengthening which resulted in the GV
segments, it is prudent to lay the foundation for the analyses which follow. The motivation
for this foundation is two-fold. First, Suzuki’s (1991) analysis of GV is based on a syllabic
approach in the spirit of Murray and Verinemann (1983). Secondly, as | have indicated, the
approach which [ will take in my explanation of the GV sound changes is also syllabic in
nature, though admittedly different from Suzuki’s approach. This will provide me with the
opportunity to test Polomé’s (1988: 405) hypothesis which claims that “recent theories on
syllabification will presumably provide a better explanation [for GV], more consistent with

the historical data.™

*Lehmann {1992: 154) states Verner’s Law as follows: “Proto-Indo-European voiceless stops became Proto-
Germanic voiceless fricative; in voiced surroundings these voiceless fricatives, plus the already existing voiceless
fricative s, became voiced when not immediately preceded by the accent.” The voiced surroundings to which
he refers is the intervocalic position which is a voiced environment. and thereby also a vorcing environment
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In this section [ will first introduce the reader to the notion of Preference Theory.
Next [ will discuss Consonantal Strength and the advantages it offers diachronic linguistic
study. [ will contrast this with the complementary yet separate philosopy of a sonority
hierarchy. From this overview, I will present the Preference Laws which bear relevance to
the study at hand. The Preference Laws which I assume in this work are based primarily on
Vennemann’s ( 1988a) monograph on Preference Laws for syllable structure. Each relevant
law will be summarised and illustrated with examples. Finally, these laws will be contrasted
with their generative counterparts in an attempt to show the advantages gained by employing
the Preference Laws in diachronic analyses.

4.1 Preference theory

Syllable structure has been used to explain various phonological phenomena
including stress assignment and phonotactic constraints. Kenstowicz (1994: 252)
underscores the importance of syllables in phonological analysis as he states that “without
the notion of the syllable, it is difficult to understand why languages should have rules to
insert vowels out of nowhere into quite specific points in the phonological string. With the
syllable, the mystery is explained. . .” Syllables have not only been implicated in
explanations of synchronic phenomena, but they have also been employed in analyses of
sound changes. Vennemann (1988), Murray and Vennemann (1983) and Murray (1993,
1991, 1988, 1987, etc.) have illustrated that syllable structure can be implicated in
diachronic analyses as they have accounted for various sound changes. By appealing to the
language specific syllable structures and the Preference Laws, they have been able to provide
cogent analyses of once obscure problems, e.g., West Germanic gemination.

The notion of Preference Laws espoused by Vennemann and Murray focusses on the
relative markedness or preference of linguistic structures, namely syllable structures. These
structures are considered better or worse than other structures on a given parameter. “What
is better relative to one parameter or set of parameters may be worse relative to others™
(Vennemann 1988a: 1). The basic concept of this preference theory is that *““X is the more
preferred in terms of (a given parameter) syllable structure, the more Y, where X is a

phonological pattern and Y a gradable property of X” (Vennemann 1988a: 1).
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Any sound change which improves syllable structure is considered to be a syllable
structure change. Conversely, if a change worsens the syllable structure then it is not
motivated by syllable structure. Rather it is motivated by some different parameter which
consequently worsens the syllable structure according to Vennemann (1988a). The effects
of syncope illustrate this non-syllable structure change. Syncope may be motivated by the
preference for shorter words, where shorter words are more preferred than longer words
(Murray 1995: 8). However, it always worsens syllable structure in the process. In the
sequence CVCVCV, loss of a vowel due to syncope could result in the sequence CVCCV.
Whereas the initial sequence contained a concatenation of CV, the most preferred and cross-
linguistically common syllable shape, the resulting sequence does not. Instead, it contains
two contiguous consonants. The resulting contact between these consonants 1s certainly less
preferred than the onginal optimal sequence from which it stemmed.

Although the Preference Laws can be considered universals, natural languages will
still develop their own language specific tendencies which may in turn contradict the
Preference Laws. When this happens, “unnatural” or less preferred structures may anse. The
example of syncope illustrates this point. In Vennemann’s (1988a: 2} view, this is a natural
biproduct of the human history revealing that languages are “cultural rather than natural
entities.” Moreover, since many different parameters are in competition with one another,
improvement on one parameter may result in a structure becoming less preferred on another.
Individual languages or stages of languages will determine which parameters are more
important.

Before leaving this discussion, it is important to note one last point. Preference Laws
cannot be violated since they do not make absolute judgments based on good or bad, right
or wrong. Because Preference Laws provide a graded concept of linguistic quality with
respect to a given parameter, all structures are judged relative to one another. Thus, there
is no one single good or bad structure; only structures which approach more preferred or less
preferred on a preference continuum.

4.2 Consonantal strength

All segments can be placed on a Consonantal Strength Scale which illustrates the
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relative consonantal strength of phones. The relative consonantal strength of all phones can
be compared based on the “degree of deviation from unimpeded (voiced) air flow”
(Vennemann 1988a: 8). Thus, the voiceless plosives would be considered consonantally the
strongest segments, whereas the low vowels which are produced with the least constricted
airflow would be the weakest segments. Segments can be depicted from weakest to

strongest on the continuum in (8) below based on manner of articuiation.”

(8) voiced voiced  voiceless voiceless
glides r I nasals fricatives  stops  fricatives stops
< >
1 2 3 4 5 6 7 8
Weak Strong

{From Murray and Vennemann 1983: 524)

These rankings are not absolute but rather denote relative strengths between the natural
classes.

Evidence from historical change also supports the ranking assigned to consonants
based on an articulatory definition of consonantal strength as in (8). For instance, the
intervocalic weakening of ¢t o illustrates the progressive lenition of consonants from
voiceless plosives to voiced plosives and finallv to voiced fricatives (Foley 1977, Cull 1994).
This confirms the relative strengths obtained between these naturai classes as shown in (8).

The relations itlustrated by a Consonantal Strength Scale are considered to be
universal. Nonetheless, language specific variation occurs. Whereas in some languages
voiceless fricatives may be stronger than votced plosives as depicted in (8), in others, these
two natural classes may be of equal consonantal strength (cf. Murray and Vennemann 1983,
Murray 1988, 1991, Vennemann 1988a, and Foley 1977). Moreover, within classes, places

of articulation may be assigned different consonantal strengths. For example, after studying

1t should also be noted that in various versions of this Consontal Strength Scale, voiceless fricatives and voiced
plosives have been placed together with reference to their relative strength (Murray and Vennemann 1983 516,
Murray 1991, 1992). However, with reference to the study at hand, the scale presented in (8) appears to be
more indicative of the situation in Germanic at the time of GV and lends itself well to an analysis of the sound
change.
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the tendency for consonants to lenite in Romance and Germanic, Foley (1977) determined
that these two dialects differed with regards to consonantal strength. In Romance labials
were judged stronger than both velars and dentals. However, in Germanic, the dentals
emerged as consonantally stronger. Nevertheless, in both cases, the velars were found to be
the weakest consonants with regards to place of articulation. Cull (1994: 8) summarises the
relevance of this language specific variation. She notes that “the language-specific vanation
we see with respect to consonantal strength appears to take place either between adjacent
classes of segments, such as nasals and liquids, or within a group with the same consonantal
strength, such as voiced stops and voiceless fricatives.™

The ability to compare segments based on consonantal strength enables a better
evaluation of the preference of a syllable structure. The more precisely the relative strengths
of segments can be determined, the better we will be able to account for language change. **
4.3 Sonorty luerarchies

Rather than describing segments with regards to consonantal strength, some linguists
have approached the question from the point of view of sonority (Clements 1990; cf. also
Kenstowicz 1994). In determining sonority, Clements (1990) contrasts glides (G), liquids

(L), nasals (N) and obstruents (O) as shown below.

9) G L N (@)

- - - - vocoid

+ + - - approximant
- - + - sonorant

3 2 0

As depicted in (9), the more “plus’-specifications a class had, the more sonorant the class
was considered to be. Thus, the glides were considered the most sonorous whereas the

obstruents were the least sonorous.

**That the Consonantal Strength or sonority of individual segments plays a role in sound change has been
observed in various places For example. in West Gerrnanic gemination all consonants except +r are geminated
before a semivowel, e.g., Go. sayjan, -skapjan beside OS settian, skeppian but Go. farjan beside OS ferian.
Moreover, voiceless plosives alone undergo gemination when followed by a liquid. Go. akrs, ON eple beside
OS akkar, OE @ppel, but Go. ligrs beside OHG legar. Thus, from these examples we see that at times we need
to be able to differentiate between consonants based on smaller, more precise categories
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In comparison with Murray and Vennemann’s (1983) Consonantal Strength Scale,
Clements’ algorithm for determining sonority fails to provide significant detail. This is most
notable by his grouping of all obstruents into one class with regards to sonority. Thus, no
further comparisons could be made between fricatives and plosives, nor voiced and voiceless
obstruents according to this theory. By contrast, the Consonantal Strength Scale provides
the means to not only differentiate between fricatives and plosives, but also between voiced
and voiceless segments. Its ability to discniminate this further detail is a consequence of the
definition of consonantal strength, namely the level of impeded airflow. Moreover, just as
Foley (1977) determined the relative strengths of vanous places of articulation on their
tendency towards lenition, Consonantal Strength aiso reflects diachronic changes, such as
t 81 d et

Although Clements (1990) argues that based on cross-linguistic evidence there are
no grounds for a further distinction between segments, evidence from historical change
would indicate that such grounds do indeed exist. Recall that the lenitiont o dis
reflected 1n the Consonantal Strength scale in (8). Moreover, as will become evident in my
analysis in Chapter Four, being able to distinguish between classes of obstruents is critical
for determining the motivation for many sound changes (cf. also Footnote 28). Without such
detail, Clements’ sonority hierarchy above not only ignores evidence from historical change,
but consequently proves inadequate to account for such sound changes.

Hence the main difference between the Consonantal Strength scale and the sonority
hierarchy is the subdivision of obstruents. [f the sonority hierarchy could be refined to
reflect these further subdivisions, then it would become more comparable to the Consonantal
Strength scale. However, since this further division is critical to my analysis, | will adopt
the Consonantal Strength Scale for my study. Moreover, the Consonantal Strength scale is
convenient for use with the established Preference Laws which [ will employ for my
analysis. Having determined this, I now turn to a discussion of the relevant Preference
Laws.

4.4 Preference laws

In this section | present an overview of the Preference Laws based on Vennemann
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{1988a).” To commence this overview | provide a summary of the Diachronic Maxim.
According to this principle of language change, linguistic improvements first affect the

poorest structures before generahising to the best structures.

(10)  Diachronic Maxim: Linguistic change on a given parameter does not affect
a language structure as long as there exist structures in the language system
that are less preferred in terms of the relevant preference law.

For example, with regards to syllable contacts, a less preferred syllable contact will be
improved before a more preferred syllable contact is affected by a syllable-based sound
change.

In a similar vein, languages will not contain less preferred structures unless they also

contain the more preferred structures. This 1s summarised in the Synchronic Maxim:

(11)  Synchronic Maxim: A language system will in general not contain a structure
on a given parameter without containing those structures constructible with
the means of the system that are more preferred in terms of the relevant
preference law.

Since changes occur along different competing parameters, a change on one parameter may
produce less preferred structure on a different parameter thereby ““shooting holes™ through
a parameter such that the transition from less preferred to more preferred structures is no
longer smooth. This was the case above where syncope resulted in a less preferred syllable
structure than the CVCVCYV string from which it stemmed. Thus, language change does not
produce a perfect language system.

The Diachronic and Synchronic Maxims help determine which structures will be
ameliorated first with regards to the Preference Laws which | now outline below. These
laws rely heavily on the relative consonantal strengths illustrated above in (8). [ will outline
each law and provide examples of the effects of each component.

The Head Law outlines the characteristics which determine the preference of a

*The exampies | present come from Vennemann (1988a) and Murray (1995).



syllable onset.

(12) Head Law: A syllable head is the more preferred: (a) the closer the number
of speech sounds in the head is to one, (b) the greater the Consonantal
Strength value of its onset, and (c) the more sharply the Consonantal Strength
drops from the onset toward the Consonantal Strength of the following
syllable nucleus.

The first component of the Head Law states the preference for only one consonant in an

onset. In many cases, onset clusters are reduced to a single phone as in (13a) or separated

by anaptyxis (13b).
(13) a Skt.  srotas Pali sota ‘stream’
b. Skt.  sneha Pali  sineha “friendship

According to part (b) of the Head Law, the stronger the consonantal strength of the onset,
the more preferred that onset will be. Thus, a weak syllable head can be improved bv

increasing its consonantal strength as in (14).

(14) Lat.  juyenis It. giovane [d3] “young'

Part (c) of the Head Law stipulates that the greater the drop in consonantal strength, te.
slope, of an onset cluster, the more preferred that cluster will be. Thus, the greater the
difference in consonantal strength of A-B where .48 form an onset cluster, the more
preferred the syllable head will be. An example of a one type of change motivated by part

(c) of the Head Law is provided below.

(15)  ‘mlit-16h, > Gk. blintd '1 take away the honev’

In this example, the difference between the consonantal strength of m and / was minimal.

In order to improve the slope, the consonantal strength of the nasal was increased to that of
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a voiced plosive, by a change known as slope steepening. The resulting slope, and therefore
onset, was more preferred than that of its etymon.

Moving to the opposite syllable margin, | now discuss the Coda Law.

(16) Coda l.aw: A syllable coda is the more preferred: (a) the smaller the number
of speech sounds in the coda, (b) the less the Consonantal Strength of its
offset, and (c) the more sharply the Consonantal Strength drops from the
offset toward the Consonantal Strength of the preceding syllable nucleus.

The Coda Law s in some respects the antithesis of the Head Law. Whereas the Head Law
preferred the number of speech sounds in the onset to be one, a preferred coda is an empty

coda. Coda deletion increases the preference of a coda as exemplified in (17).

(17) a. Lat.  sex.tus [ks] It. sesto *sixth’
b. It. fac > fa ‘make!’

In (17a), the consonant cluster in the coda was simplified by the deletion of one of the
consonants. Although the resulting coda still contained one consonant, this marked an
improvement over the two segments in the Latin form. By contrast in (17b), the coda was
entirely deleted producing the most preferred of codas, namely an empty coda.

Part (b) of the Coda Law states its preference for a weak consonant to fill the coda.

This often results in coda weakening,

(18) ‘cap.tivo > Spa. cautivo “captive’

[n this example, the coda consonant has not been lost. Rather, it has weakened from a strong
voiceless plosive to a weak glide.

Part (c) of the Coda Law is the converse of part (c) of the Head Law. In the case of
complex codas, it is more preferred if the consonantal strength of the final consonant speech
sound in the coda is greater than that of the preceding consonant. Thus, the cluster /t. would
be more preferred than /m. in coda position.

The final law of relevence to the present study is the Syllable Contact Law.



(19)  Contact Law: A syllable contact A.B is the more preferred, the less the
Consonantal Strength of the offset A and the greater the Consonantal
Strength of the onset B; more precisely — the greater the characteristic
difference CS(B)}CS(A) between the Consonantal Strength of B and that of
A

The preference for a weak coda followed by a strong onset is underscored by this law. Thus,
the syllable contact r.» would be more preferred than the contact p.r.
4.5 Preference laws and generative approaches

At first blush it may appear that the notions of syllable structure proposed by the
Preference Laws could be explained by the syllabic principles found in Generative
phonology. The Sonority Sequencing Principle (SSP) appears fairly similar to part (¢) in
both the Head and Coda Laws. The SSP “requires onsets to rise in sonority toward the
nucleus and codas to fall in sonority from the nucleus™ (Kenstowicz 1994: 254). However.
it seemns that in the string C,,CVC,C,, the marginal consonant C,, can only be incorporated
if it 1s less sonorous than C . Likewise, C,, can only be incorporated into the coda if it 1s less
sonorant than C,. These rules constitute onset and coda augmentation respectively (cf.
Kenstowicz 1994: 255). Moreover, these rules specify what is permissible in these positions.
By contrast, the Preference Laws do not disallow certain segments in positions. Rather they
provide a means of judging how preferabie those segments would be in those positions. [n
light of these judgments, sound changes can be imposed to improve a less than preferred
language structure.

With respect to Onset Maximisation, this rule states what will form a legitimate
onset. The goal is to place as many segments into the onset as is permitted by the SSP. This
principle serves more as a rule of syllabification than as a reflection of syllabification in
natural languages. For example, expenments testing the effects of accent placement on
word medial clusters in English (cf. Chapter Four, §1.5) have shown that onsets are not
always maximised when the accent precedes the cluster. This is true even when the cluster
forms a possible onset in English. In contrast to Onset Maximisation, the Head Law 1s a
theoretical principle which can account for the vanability amongst all types of onsets.

Because 1t takes into account the tension which exists between the parameters responsible
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for syllable onsets (e.g., in the case of a poor onset cluster, changes can improve the onset
by establishing a strong single consonant or by improving the slope), it will help motivate
a maximised onset without the necessary and complicated filters required by Onset
Maximisation.

Another advantage of the Preference Laws is the conception of the Syllable Contact
Law. No such equivalent principle has been stated for Generative phonology. According
to the SSP, the sonority from the nucleus to the offset should drop, thereby rendering a
consonantally stronger segment. Since a more preferred contact entaiis a weak coda
followed by a strong onset, then the SSP would actually contradict the notion of a preferred
syllable contact. Moreover, that the syllable contact is important in historical change is
evidenced by West Germanic gemination, p.{ - p.pi, and metathesis, e.g., Lat. vid. ua but
Spa. viy.da *widow’.

In sum, the Preference Laws have as the main advantage the ability to compare
syllabic structures against one another. In Generative phonology, where the principles are
means of syllabifying strings, there exists no mechanism for comparing individual structures.
This is, however, a critical aspect of explaining why sound changes have affected certain
structures and not others. Moreover, the syllabification of strings falls out as a natural
consequence of the theoretical principles embodied by the Preference Laws.

Before | commence my analysis of GV, it should be noted that the representation of
syllabic strings in this work, e.g., VC.V(, does not depict a linear approach to syllable
structure. [ assume a non-linear approach to syllable structure. However, since the choice
of a particular theory of syllable hierarchy does not have bearing on my analysis, [ employ
the representation above for ease of explanation. This is simply a “short-hand” notation for
depicting syllable structure.

Having laid the initial foundation for this study, I now turn to my examination of the

phonological-orthographic correspondences for the GV segments.
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Chapter Two
A BEHIND THE SCENES LOOK AT THE SOUNDS:
DETERMINING THE PHONOLOGICAL-ORTHOGRAPHIC
CORRESPONDENCES IN GOTHIC AND OLD NORSE
0.0 Introduction

A study of Holtzmann's Law cannot be limited to an explanation of the sound
changes which produced the Germanic Verschdrfung. A complete examination presupposes
an investigation of the orthography to determine the possible phonetic identity of the GV
segments, namely Gothic <ddj> and <ggw> and Old Norse <ggj> and <ggw>. Once the
correspondence between the orthography and phonology has been ascertained, a more
thorough analysis of the sound changes can be undertaken.

The focus of this chapter will be the determination of the phonological-orthographic
correspondences. [ commence by reviewing past interpretations posited for the
correspondences. Next I present a plausible hypothesis for the GV segments based upon the
phonological systems and orthographic conventions in both Gothic (§2) and Old Norse (§3).
I will argue that in Gothic and Old Norse, these graphs represented a sequence of phones and
not complex segments. My tentative conclusions will then be reviewed and revised later in

Chapter Four following the outline of my analysis.

1.0 The Phonological-orthographic correspondences — Past perspectives

Whether as part of an investigation of Holtzmann's Law or as an independent study
of the phonologies of Gothic and Old Norse, numerous proposals have been posited for the
identity of the phones depicted by the orthography. In this section, [ will outline some of the
various proposals.
{.1  Prokosch (1939)

According to Prokosch (1939: 92-3), Gothic <ddj> and Norse <ggj> both represented

“a palatal stop followed by a spirantic glide (similar to gy in Mugyar).” Moreover, he rejects
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the view that the Gothic ggw in the GV forms is akin to ngw as in siggwan. ' It can thus be
inferred from his explanation of the Gothic <ddj> and Old Norse <ggj> forms that Prokosch
would claim that the <ggw> form in both Germanic branches would represent a velar
plosive with homorganic glide. Thus, Prokosch's interpretation of the orthography is based
on the assumption that the first of geminate glides strengthened to a homorganic plosive.
1.2 Tanaka (1970)

Tanaka's proposal is based on stop-spirant allophonic varnation tn Gothic and Old
Norse. Tanaka (1970: 70-1) asserts that the Pre-Gothic speaker would have tended to view
the /j/ : /jj”* opposition based on a spirant-stop alternation since no quantitative differences
were present in the language elsewhere. He then claims that the Pre-Gothic speaker would
produce /jj/ as a stop corresponding to /j/, hence an incipient palatal affricate. The occlusion
could then be produced as either a {d] or [g], with {d] likely as the normal production.
Tanaka proposes that the [dj] affricate would then better contrast with its velar counterpart
<ggw> which would be pronounced [gw]. He states that “the dd of ddj can then be
accounted for as an orthographic device to denote a stop in what is normally a spirant
environment” (Tanaka 1970: 70). This is a position for which I also argue in §§ 2 and 3.
However, Tanaka indicates that [dj] and [gw] do not simply equate to /d/ + /j/ and /g/ + /w/
since the stop allophones do not occur in postvocalic position.” Suggestions that these two
units be represented by the complex segments [dj] and [g"] seem in his opinion to be useful
in indicating that these sound sequences “could potentially develop into full-fledged

affricates given the proper conditions™ (Tanaka 1970: 71).

'Variability in data presentation will reflect the conventions used by the various authors.
*The significance of <gg> representing [gg] will be discussed in §2.3.

3] assume here that for Tanaka // is the palatal fricative and /w/ is the fricative corresponding with /u/. He does
not clearly explain whether this is indeed the case, but he indicates the possible contrast as he juxtaposes IE /y.
w/ and Gmc. /jj, ww/ (Tanaka 1970:66).

“This last argument is debatable. Although postvocalic stops do not generally occur in this environment, this
does not preclude the possibility that they could have occurred under just these conditions After all,
Holtzmann's Law is a change that affected the IE segments in ways which have eluded explanation to this point.
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To explain the Old Norse form <ggj>, Tanaka states that the <jj> could have
developed a velar stop analogous to Gothic's /d/ in <dd>. The double-graph in <ggj> would
then be a similar orthographic convention to establish the stop allophone post-vocalically,
a position where the fricative allophone would generally appear. The <ggw> would then
indicate /g*/ as above in Gothic. Thus, Tanaka indicates a strong relationship between the
Gothic and Old Norse GV forms. His use of the stop-spirant allophonic variation also plays
a role in my own analysis of the data in §§ 2 and 3.

1.3 Miscellaneous interpretations

Other interpretations have also been presented. In his study of the various old
Germanic dialects, Robinson (1992) posits the Gothic pronunciations of <ggw> and <ddj>
as [ggu] and [dd]]. For Old Norse, his claim is that <ggj> and <ggw> represented [g* 1] and
(gu] respectively.

Bennett (1980) defined his interpretation of the Gothic orthography in his
Introduction to Gothic. In his handbook he claims that <gg> was possibly [gg] in Pre-
Gothic, however by the time of Wulfila, this sequence had undergone dissimilation to [gg]
(Bennett 1980:4). Wulfila had employed Gk. <I'T*> to represent what we transliterate as
<gg>. Bennett therefore based his interpretation of <gg> on the usage of <I'T> in Greek
where it represented the sequence [ng] (cf. §2.3). He states that the <w> in the <ggw>
sequence would then simply be articulated as a [u]. Thus, in Gothic the string <ggw>
represented [ngu]. Bennett's argumentation for the phonetic identity of <ddj> is somewhat
different. He assumes that geminate length was indicated by the doubling of graphs in the
orthography. Consequently Gothic <ddj> represented the sequence [dd]].

One final study of Gothic is worth noting. In his book, The sounds and phonemes
of Wulfila's Gothic, Marchand (1973) postulates the phonemic and phonetic inventories of
Gothic based on internal and comparative evidence, the origin of the orthographic system
Waulfila developed, and the transcriptions of loan words. He comes to the following
conclusions at the end of his multi-faceted study. First, the combination <ggw> represented
[ngu] based on the samne reasoning used by Bennett above. With regard to <ddj>, Marchand
argues differently. The phone transliterated as <j> would have had a relatively high place
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of articulation with perhaps a level of oral frication.* Marchand then seems to indicate
either a [dd} or [d] pronunciation for the double-graph, but does not clearly choose one over
the other. Instead he notes that “p, ¢, &, £, A, b, - do not occur in geminate clusters in Gothic,
except [for the fact] that pp, #, kk occur in loanwords™ and thus <dd> and <gg> would have
had an unusual status in Gothic (Marchand 1973: 60).

The postulation of geminate length, however, seems problematic in all the above
theories since there do not appear to be grounds for establishing a contrast between single
and geminate consonants which would be necessary to confirm such a proposal.

Many other interpretations are available, however an exhaustive discussion of all
posstbilities is beyond the scope of the present study. Instead I now turn to my own analysis
of the phonological-orthographic correspondences in both Gothic (§2) and Old Norse (§3).

2.0  Gothic

In this section, | commence with a discussion of the Gothic phonemic system and its
representation in Wulfila's orthography. I will also investigate the plausibility of geminates
in Gothic and whether the GV graphs represented complex segments or a concatenation of
phones. In the final analysis, I will present my interpretation of the phonetic identity of the
GV segments.
2.1 Phonemic inventory

The Gothic alphabet has been attributed to Wulfila, a Gothic Bishop who lived
approximately between 311 and 383 AD. In order to translate the Bible into Gothic, Wulfila
invented an alphabet to be able to transcribe his language. Although this alphabet was based
primarily on Greek, however, he also availed himself of Latin and the Runes for some
additiona! characters. Understanding the origin of Wulfila's alphabet has permitted hinguists
and philologists to decipher the Gothic texts and determine the language's phonemic system.

Numerous studies of the phonemic and phonetic inventories of Gothic have been

undertaken (cf. Vennernann 1985b, Moulton 1948, Penzl 1950, Robinson 1992, Voyles

*Vennemann (1985b) also posits frication of <j> in his study of Gothic, cf §2.6.2.1
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1992). Some variation exists amongst all the versions and thus it is important to establish
which inventory will serve as the basis for my investigation. The phonemic inventory below
in (1) is a composite of the consistent phonemes and features included in the various

inventones available.

(1) Phonemic inventory of Gothic

bilabial labiodental interdental  alveolar palatal velar glottal
p t k
b d g
k¢ <q>
f 0 <b> s h
z
ht <hy>

m n

l
ut# r l_‘*

~
a

**Some linguists argue that these glides underwent subsequent glide hardening to become

fricatives (Vennemann 1985b, Murray and Vennemann 1983).

I now turn to a discussion of Wulfila's phonemic alphabet.
2.2 A phonemic alphabet

Waulfila’s orthography appears to be a reasonably phonemic representation of the
language. Rather than representing allophones by separate graphs, Wulfila simply employed
one single graph for each phoneme and its allophones, e.g., <d> for {d] and [8]. That
allophones were not signified by independent graphs is further substantiated by the

morphophonemic alternations illustrated in (2).
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2) [nitially Medially (after V or VQ) Finallv an fore
[b] [B)/{v] 13

bairan “to carry, bear’ hlaibis (gen.) loaf hidaif (acc) hlaifs (nom)
cf. OE. OHG. beran

Skt. bharatu Av. bdratu

(b}

stap (acc.) staps (nom.)

[d] [6]

doms “judgement, opinion’ stada (dat.) ‘“place’
cf. OE dom, OHG tuom

Skt. dhama 'glory’

(&] [yl [x]?
gusts  “guest’ dagis (gen.) “day’ dag (ucc. voc.) dugs (nom)

According to phonotactic constraints in Gothic, voiced plosive allophones occurred
word-initially while voiced fricative allophones surfaced word-medially following a vowel
or diphthong.® However, voiceless fricatives appeared in word final position and before an
[s] due to Gothic phonotactics. | now turn to a discussion of the significance of these
distributions for determining the orthographic-phonological correspondences in Gothic.

As shown above in (2), word-medially the allophones of the plosives were voiced
fricatives. These allophones were represented orthographically by the same graph used to
depict the word-initial plosives. However, the voiceless fricatives, [f] and [p], in word final
position were not represented by <b> and <d>. Why not?

The morphophonemic alternations illustrated in the last two columns of (2)
exemplify the phonotactic constraint banning post-vocalic voiced fricatives in word-final
position or before /s/. Thus, the voiced fricative allophone in the stem (cf. “mediaily”

column) underwent devoicing in this final position. The resulting voiceless fricatives, [f]

®Fricative allophones of voiced plosives are widely accepted for the word-medial position in Gothic (cf. Bennett
1980, Robinson 1992, Moulton 1948, etc.). These allophones are claimed to occur following either a vowel or
diphthong. This scenario would thus be analogous to that found in some dialects of Spanish where the
allophones of voiced stops following vowels are voiced fricatives, e.g. donde [donde] “where’ but ciudad
[siudad] ‘city’. Further evidence for the voiced fricatives word-medially comes from the morphophonemic
alternation of [z]~(s]. e.g. Aatiza (dat.) but Aaris *wrath’ Here the phone in final position differs from that found
word-medially only be voicing, providing evidence for the voiced~voiceless morphophonemic alternation in
word-medial and word-final positions respectively Thus. the occurrence of <f> in Alaif implies its voiced
fricative counterpart intervocalically in Aldibis.
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and [p], subsequently merged with the Gothic phonemes /f/ and /p/ in this environment.
Thus, these voiceless fricatives were represented orthographically by the graphs <f> and <p>
respectively and not by <b> and <d>.” The morphophonemic alternations in this position
provide evidence for this merger.

The examples cited for <g> reveal a different story. Here there is no orthographic
alternation corresponding to the situation for <b>and <d>. Nevertheless, we would expect
that since /g/ forms a natural class with /b/ and /d/, that /g/ would also have undergone
frication and devoicing as exemplified by the morphophonemic alternations A~f and d~p.
However, since the resulting phone, [x], did not exist as a separate phoneme elsewhere in
the language (cf. (1)), no merger took place. Therefore, since there was no phoneme /x/ and
no corresponding graph, [x] remained an allophone of /g/ and was represented
orthographically by its graph, <g>.

Further insight into the phonological-orthographic correspondences can be found by
examining the postconsonantal occurrence of <b> and <d>. Recall from (2) that word-
finally and before an [s] we would expect the voiceless fricatives, /f/ and /p/ respectively,
to occur in this position. However, the morphophonemic alternations in postconsonantal
position refute this expectation as an absolute. Penzl (1950: 222) cites examples illustrating
the postconsonantal preservation of plosives in word final position or before [s], e.g., lamb,
band, and bands. Here the occurrence of <b> and <d> is unexpected. According to Penzl
(1950: 222), “The postconsonantal final preservation of /b/ and /d/ has been interpreted as
indicating voiced stops...” Since, for instance, *banps does not occur, then it follows that
the voiceless fricative does not occur postconsonantally, but that the plosive does. However,
which allophone of the plosive would postconsonantal <b> or <d> represent? As illustrated

tn (2), the fricative allophone occurs following a vowel or diphthong. This postvocalic

7 A similar example of orthographic variability revealing morphophonemic alternations can be cited from
English. e g, /eaf vs. leaves. Here the morphophonemic alternations are the result of a voicing rule which does
not create a new allophone for /f/, but rather results in the morphophonemic alternation between f~v. Both [f]
and {v] remain separate phonemes differentiated by voice and depicted by two separate graphs. This is similar
to the cases in Gothic where the morphophonemic alternations involved two different phonemes. e.g , f/~b and
bd.
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position would account for the frication of the plosive, 1.¢., intervocalic frication. However,
since the <b> in /amb is not in 2 post-vocalic nor post-diphthongal position, then it would
appear that the graph represented a plosive in the postconsonanta! position where
intervocalic frication could not have occurred.

Another relevant factor for the present study s the use of <g> in Gothic since this
graph has an additional use.
2.3 Wulfila's use of g inGothic

Waulfila uses <[>, the Greek symbol for <g>, to represent [g], the veiar allophone
of /n/ 1n Gothic. If we recall that the origin of his alphabet comes primanly from Greek,
then this interpretation is understandable. In Greek, [g] was represented by the same symbol
as /g/, namely gamma, when it preceded another velar, e.g. <I'T> = [yg] in Greek. Simlarly
in Gothic a <g> occurming before another velar frequently represented [g]. This conclusion
can be stated based on comparisons with cognates from other Germanic dialects, all of

which inciude the nasal, /1/, in the corresponding position as shown below in (3):

(3) a) siggwan  “to sing, read” OHG OE singun
b) siggan ‘to sink, go down’ OE sincan OHG sinkan
c) bugkjan ‘o think, meditate, consider’ OGH denken

(All examples and glosses from Wright 1917)

Some linguists, like Marchand (1972) and Bennett {1964) have tned to argue that <gg> in
Gothic GV forms simply signified [gg] as it would have in Greek and in the examples in (3).
This, however, is disputable on a number of grounds. First, non-GV <gg> forms have
cognates which possess a corresponding nasal as shown above in (3). By contrast, no nasals
are ever found in the cognates of GV forms. This would imply a divergent use of <g> in the
GV and non-GV forms. Secondly, scribal errors or variations use <n> instead of <g> in
vanous instances for the non-GV items, e.g. bring:ip briggip “to bring’ and pankeip pagkep
“to think’. By contrast, no such variations occur for GV forms. Lastly, if both <ddj> and

<gpw> developed from a similar process, i.e. a Verschdrfung of some form, then why would
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a nasal have developed in the GV of one glide, [u], but not in the GV development of the
other glide, [1]? The simplest response to such a question is that it did not.
2.4 Determining the phonological-orthographic correspondences

In light of these system based factors, we can start positing the GV correspondences.
I argue that <dd> and <gg> were strictly writing conventions employed to indicate a stop
articulation in what was normally a fricative environment. Wulfila does not indicate
allophonic or morphophonemic variation unless he already has the “tools™ (symbols and
systemn for using these symbols) for doing so, e.g., bringip vs. briggip and stada vs. stap,
staps. Clearly he does:

(4) a) <d>= [d) initially
[60] medially followinga V
[d} non-initially following a C

b) <g>= [g] initially
[y] medially followinga V
[x] finally and in prefinal position before a fricative, e.g., [s]

{f Wulfila wanted to indicate [d], he could use <d>. However, since the GV environment
1s “medially following a vowel”, we would expect it to be articulated as {3]. He has another
option—Dby inserting a consonant before <d>, the <d> would be pronounced as [d}] rather
than [8]. But what consonant could be inserted without introducing another phone to the
sequence? A second <d> could be inserted rendenng the [d] pronunciation. The same could
be applied to <gg> for [g] medially.

Minor support for a medial plosive in the GV forms comes from ada in Crimean
Gothic. I briefly summarise this datum.
2.4.1  Medial stops -- Crimean Gothic ‘ada’

In 1560 Busbecq, a Flemish diplomat, “discovered” a language spoken in the
Cnmean peninsula. Significant similarities between this language and Gothic were noted,
and thus the [anguage became known as Crimean Gothic. From the sample words Busbecq

coliected comes the word for ‘egg’ ada. When compared against other Germanic cognates
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such as ON egg and OHG e: (gen. pl. eiiero), then it becomes evident that adu resulted from
Holtzmann's Law. As Busbecq recorded the words by what he heard and not from pre-
existing written sources, his use of <d> is noteworthy. Based on the pronunciation of <d>
in various West Germanic dialects, this graph would have represented [d]. It is not likely
that there would have been confusion with {8] since where this sound existed at this time in
other West Germanic dialects it was distinguished orthographically from [d] (cf. Robinson
1992). If this is indeed the case, then the Crimean Gothic pronunciation of this GV word
would have included a plosive medially. Furthermore, since no glide was present in this
form, then we can also further assume that the <j> of the <ddj> sequence in Gothic was later
lost.

Although this word could have undergone further changes during the millenium
between the time when Gothic was recorded and when Busbecq happened upon these
Crimean Gothic speakers, this datum does correspond to the proposal of 2 word medial
plosive in the GV forms. Thus, although it cannot provide conclusive evidence, it does fit
with my arguments presented thus far.

25 Geminates?

Although a large proportion of analyses argue that <ddj> and <ggw> contained
geminates (cf. Voyles 1968, 1992, Polomé 1970, Suzuki 1991, Cathey 1970, Davis and
Iverson 1996) the existence of geminates in Gothic is still open for debate. According to
markedness theory, geminate consonants are more marked than their unmarked single
counterparts. Thus, the existence of a geminate consonant would imply the existence of its
single counterpart in the same environment. Since <d> and <g> represent voiced fricatives
word-medially, then there would be no single plosive counterpart with which the geminate
plosives could contrast.®

Further evidence against a geminate status for the GV double-graphs can be found

*As1 suggested in §2.4, <dd> and <gg> represented the single plosives {d] and [g]. Thus, I have accounted for
the double-graphs. However, by assuming geminate plosives for <dd> and <gg>, then the same argument for
single plosives is set aside since both are based on the GV double-graphs, <dd> and <gg> Therefore.
assumptions of medial plosives and geminate plosives are mutually exclusive. By assuming the one based on the
double-graphs precludes the assumption of the other.
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by examining where geminates have been noted in Gothic. According to Braune and
Ebbinghaus (1981), geminates are primarily restricted to the liquids and nasals although they
also occur somewhat less frequently with [s]. The other consonants display geminate graphs
only in a few cases such as GV or where <gg> represents [gg]. Other examples of non-GV(-
like) geminate obstruents are primanly loanwords borr.owed into Gothic, generally from
Greek, e.g. Go. Filippus, or are the result of assimilation, e.g., h-p: wasuh-pan > wasuppan
‘but it was’.

Thus, geminates are not common to the Gothic obstruents. Without a precedence
in Gothic to assume geminates then I dismiss the possibility that the GV double-graphs
represented geminates.

2.6 Sequences or complex segments?

Another issue with which Germanists have had to struggle is whether the GV
segments constituted a sequence of segments or whether they represented one complex
segment. The question may be posed as to why this would be considered important. Simply
stated, the phonetic identity of the GV segments could provide direction for the anatysis of
the sound changes proposed for GV itself. For instance, if the GV segments represented a
single complex segment, e.g., the affricate [d3], then it could indicate which segments and
sound changes were involved in GV. [talian provides an example. In ltalian, the glide [i]
strengthened to the affricate [dR), e.g., Lat. iuwents but It. giovane "young™. This
strengthening affected a single segment, namely the glide [i], and resulted in a single
complex segment, [{d3].° However, if the GV segments were determined to represent a
sequence of segments (where the glide was a separate segment in the sequence), then it
could indicate that it was not simply the PiE glide involved in GV; rather it could suggest
that it was a sequence of segments which underwent GV. In this section [ will outline
several arguments in support of the claim that the GV segments formed a concatenation of

phones rather than complex segments.

’In Spanish, the glide (u] strengthened to [b], Lat. wiwo but Spa. vive "live’  Although the ouput of the
strengthening was not an affficate, it still provides a similar example to the [talian example for two reasons.
First. the original segment was a single glide. Secondiy. the output was a single segment. albeit a simplex
segment.
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2.6.1 Another idiosyncrasy: the adoptionof “h and gq-

There is reason to assume that the graphs <h-> and <g> signified the complex
segments [hg] and [kg] respectively. That Wulfila devised separate graphs for complex
phonemes rather than using the pre-existing graphs available to him to indicate the
secondary articulation provides an important insight into Wulfila'a orthography. Moreover,
1t supports the notion that the GV segments were a sequence of phones. Below I present
arguments in support of this interpretation. | commence with an examination of <q>
followed by an investigation of the identity of <h->.

Examples for <q> are provided below in (5) with their Germanic cognates:

(5) a)Go.qgind ON kvinna Run.Sw. kuina OE cwene OHG quena ‘woman, wife’
b) Go. gipan ON kveda OE cwepan  OHG quedan ‘to say, tell’
¢) Go. qius  ON kvikr OE cwic OHG quek  ‘quick, alive, living’

The etymology for (Sc) has been traced to PIE - g“i-gyo (de Vries 1962). In as much as
Gothic has been argued to deviate very little from the original Germanic consonantism
(Prokosch 1939) then it is reasonable to assume that the phone represented by <g> would
have undergone few if any changes from its Germanic etymon. Since all the cognates show
a labial quality following the velar, we could then hypothesise that the Gothic equivalent,
<q=>, would also reflect this labial quality. The claim that <q> signifies [kl“’] is supported
then by the following four points. First, the PIE reconstruction indicates gy for the word
initial phone for the data in (5c). Thus, these obstruents have come from the labialised
series in PIE. Secondly, if <q> were simply [k], Wulfila already had the grapheme <k>
which he could have used. Thirdly, if <q> represented the concatenation of [k] and (u],
Waulfila could have employed either <ku> or <kw>.'" Instead he adopted a new symbol and
transliterated this sound by <q> in an alphabet where each symbol represents its own

phoneme. Lastly, it is evident that <q> is a velar because <g> can represent [g] only when

19 At this point, I do not argue for one over the other nor for the value of <u> versus <w> (cf. §2.6.2.1)
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it precedes velars. As is shown in (3b), this “nasal” <g> is in fact found before <q> which
could only occur were this symbol to represent a velar.

Our conclusions can be verified by investigating the other idiosyncratic grapheme in
Gothic, namely <bv>. Examples of Gothic words including this graph are compared with

their Germanic cognates below in (6):

(6) a) Go. hditeis ON hveiti OSw hwd@e OE hwete OHG hweizi ‘wheat, corn’
b} Go. kar ON hvar OSwhuar OE hwer OHG hwar ‘where’
c) Go. hassei ON hvass OSw hwas  OE hwess OHG hwas ‘sharp’
d) Go.hé ONAvé OE hwy hwi ‘with what, how’

The etymoiogy for (6d) indicates the PIE reconstruction k¢ (de Vries 1962). The
First Germanic Consonant Shift would have brought about the change PIE k*>PGmc h*
As with <g>, these initial sounds appear to be based on the PIE labialised senes. Braune and
Ebbinghaus (1981) provide several arguments for this claim while refuting the possibility
that <h- > represented the sequences <hv> or <hw> which were used earlier by historical
linguists to transliterate <h>. First, <h~> is never mistakenly written as <hw> in the texts.
Secondly, <h.> is never used to represent -4 and w- at morpheme boundaries, e.g.,
bpairkwakandans. Third, in the process of reduplication, <h-> is treated as a single
consonant, e.g., Auih ép."" Braune and Ebbinghaus also argue that if <h> were transcribed
by <hw>, then the <w> in the transliterated cluster would be behaving differently than when
<w> occurred elsewhere. For example, the {u] in <h2 s never vocalised word finally, e.g.,
sah;, or before a consonant, e.g., sah+t. However, these are precisely the environments where
[u] is normally vocalised. Moreover, this non-vocalising [u] would only be encountered

tautosyllabically after [h]. Even the assumption of a second u-phoneme could not explain

''Some preterites were formed using reduplication. With the exception of words commencing with sC or A,
reduplication normally repeated only the first consonant of a cluster, e.g.. Go. fraisan (non-reduplicated) vs.
Jaifrais. faifraisum (reduplicated) ‘tempt’ (Vennemann 1996 301, Beekes 1995) Thus, if <h+ represented
<hw>, then the outcome of reduplication with <h-> would have been, for example <haih-6p> and nof*<haih-ép>
as is evidenced
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a different behaviour of [hu] when represented by <h.>. Essentially, <hw> or <hu> should
be treated separately from <h/>.

One final observation can be made with regards to the graph invented by Wulfila to
represent what Braune and Ebbinghaus conclude to be [h*]. The graph itself bears no
resemblance to either of the graphs transliterated as <h>, <w> or <u>."

The following conclusions can be drawn from this discussion. Both <g>and <h~>
were reflexes of the PIE labialised series. As such, Wulfila did not employ a sequence of
his pre-existing graphemes 1o signify these complex segments but rather utilised new
symbols as though they were separate phonemes.'* Thus, the complex segments, [k"] and
[h¥], were represented by their own graphs in Wulfila's Gothic alphabet. By extension, if the
GV reflexes were complex segments, and therefore if the glides <j> and <w> were simply
secondary articulations as some have claimed (cf. Davis and Iverson 1996), then why did
Waulfila not create new symbeols for <ddj> and <ggw> reflecting the secondary articulations
as he had done for <h> and <q>? Why did he use a sequence of graphemes? My answer
to this question is that Wulfila employed a sequence of graphs because the GV segments
were a sequence of phones and not complex segments."

Further evidence for a sequence of phones comes from word divisions in Gothic.
2.6.2 Word divisions in Gothic

Although Gothic shares many features with the Latin and Greek orthographies, it

differs significantly as to how it divides words at the ends of lines in manuscripts. In Latin

“*The graph for <h> resembles an 4. The u is represented by a graph similar to an upside-down and reversed
1 Moreover, the graph for w resembles a capital ¥ By contrast, Wulfila's symbol for <h/> as illustrated by

(*) (Codex Ambrosiani) or O(Codex argenteus), bears no similarity to <h>, <u>, or <w>. Although this does
not provide stark evidence for a contrast between <h> and <hw> or <hu>, it does show that Wulfila was not
trying to depict a similarity between them.

"’} assume that there was something different about the labialised series from the plain voiceless stops that
Wulfila seemed to sense and that is was for this reason that he treated their complexity as a cohesive unit

'4Ahhoug.h there is no law stating that Wulfila must be consistent throughout his orthography, the evidence
would indicate that Wuifila was indeed fairly consistent. Each phoneme had its own grapheme Moreover,
where secondary articulations were part of the phoneme itself as in [k*] and [h¥], the graphs <q> and <b>
respectively represented the secondary articulation without requiring a string of graphs to do so
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the “rule was to divide clusters before the last consonant, with the exception of liquids and
glides after stops. . .compare Latin /in'gua [lin.gua] to Gothic ussugg wup [sugg vup]”
(Vennemann 1985b: 211). By contrast, the division of clusters in Greek put as many
consonants on the next line as could begin a word (Vennemann 1985b: 211). However, in
Gothic the rule was simply: “The last and only the last consonant letter of an intervocalic
consonant letter group is transferred to the new line” (Vennemann 1985b: 211). From
among the hundreds of word divisions, there were only a few exceptions to this rule as the

statistics in (7) indicate.

(7) 1) Cj  316x IC) Ix (fra pja)
1) Ciw  78x /Cw  none
i) CC/ S5ix(Codex Argenteus)”
16x (Codices Ambrosiani) /CCj 1Ix rkj

1v) CC/w 6x (Codex Argenteus)
5x (Codices Ambrosiani) C/Cw Ix ggw
(Adapted from Vennemann 1985b)

An examination of the word divisions listed in Hechtenberg Collitz (1906) from which
Vennemann draws his data, reveals that the words containing the GV segments were divided
according to the rule above which applied to a sequence of consonants, e.g., idd jedun,
affidd ja, usbligg wandans , usblugg wun , pairhidd jedun, trigg wos, etc.'® By contrast, the
complex segments, <h-> and <q> were syllabified according to the single consonant rule
with a high level of consistency, e.g., sai hip, insai h-andans, ne h-undjan, ai h-atundjai,
Jair huau, ri qis. When there was only one intervocalic consonant, this single consonant was

placed on the next line. In other words, the division was made V/CV. These word divisions

"*The Codex Argenteus is considered to be the best sample of Gothic and as shown above in (7}, no vaniations
in word divistons occur within that manuscript.

“‘Only one counterexample has been found, namely rig gwa. However, this was found in the Codices
Ambrosiani which is known to be less consistent and less accurate than the Codex Argenteus. Thus, it does not
provide strong evidence against the other syilabifications which are numerous and consistent elsewhere
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provide further evidence that the GV segments represented a sequence of phones. Had the
GV segments been perceived as a complex segment like <h-> and <q>, then we would
expect them to have behaved more similarly to the complex segments with regards to word
division, e.g., /CCG where the entire complex segment started the new line. However, quite
the contrary situation is found. The GV segments are consistently treated as a sequence of
consonants and not as a complex segment. This provides further proof that the GV segments
formed a sequence of phones.

These word divisions have been argued to reveal the syllable structure of Gothic
(Hechtenberg Collitz 1906, Vennemann 1985b, 1988a, etc.). Based on this syllable
structure, Vennemann (1985b) and Murray and Vennemann (1983) have argued that glide
strengthening took place in Gothic. Such a sound change could provide further evidence for
a sequence of GV phones. If a glide were simply a secondary articulation for another
consonant then it would be less likely to undergo a general sound change than would its
simplex counterpart. [ discuss Vennemann's (1985b) analysis of Gothic glide strengthening
below.
2.6.2.1 Glide strengthening in Gothic

Vennemann (1985b) asserts that the Gothic glides ; and « strengthened to the
fricatives [j] and {v]'’ respectively. He provides a number of arguments in favour of the
occurrence of glide strengthening. First, he argues that the division of words C/j and C/w
coincides with the syllable boundaries in Gothic. According to the Syllable Contact Law,
these syllable contacts would be more preferred if ; and w represented spirants rather than
if they represented glides.

Secondly, the morphophonological altemations of w and u reflect the likelihood that

the PGmc. glide "u was simply the vowel "« in syllable margin position, e.g., skadus

Vennemann (1985b) argues for ¥ > v(bilabial fricative) and not v. He states that in the devoicing pasitions
of a paradigm where we would expect # we find f(cf (2)) It would then follow that the postvocalic allophone
of b was a labiodental spirant, [v], corresponding to its devoiced counterpart, f. Therefore, the strengthened ¥
could not be v or else it could have been represented by <b> Vennemann also claims that it could not have been
[y] since this was already represented by <g> Therefore, he concludes that the strengthened glide was the

bilabial fricative, [U].
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‘shadow’, ufar-skadweid ‘overshadows’; piwi, piujos (nom., gen) ‘female servant’. In these
cases ‘v had merged with a preceding short vowel creating a diphthong (or perhaps
monophthong). However, no alternations occur elsewhere: /éw, /éwa (acc., dat.) “occasion’,
hlaiw, hlaiwa (acc., dat.) ‘grave’; wilwan, fra-walw ‘rob(bed)’; triggws, triggw, triggwai
(nom. and acc. sg., nom. pl.) ‘reliable’. Vennemann notes that for the forms, -walw, gaidw,
triggw(s) and waurstw, a vowel in word final position would have been indicated here by u.
However, the vowel never appears in these forms as in *-wafu, *gaidu, *triggu(s), and
*waurstu. Since Vennemann rejects the likelihood <w> represented a “vocalic counterpart”
in this position, he attempts to determine what <w> would have represented. He states that
a fricative would be more likely to occur in these positions. In a syllable final margin, a
cluster of sounds is more preferred the greater the difference in Consonantal Strength
between the second phone and the first phone. Since the difference would be greater
between TS than TG (where T=plosive, S=fricative, and G=glide) Vennemann conciudes
that w represented a bilabial fricative in Gothic thus providing a more preferred coda. He
then claims that the strengthening of u to a (semi-)fricative would favour the assumption of
a similar development for { ;.

Another piece of evidence cited by Vennemann focusses on the contrast between j
and / in loanwords. The personal name Aarja stood in opposition to the name of the Virgin,
Maria. Vennemann posits the syllable structure [mar.ja] and [ma.ri.a) respectively. Maria
would have been maintained alongside Marja in an attempt “to render the sacred name
faithfully on the Greek model, cf. also the sacred names /é&us, /aséf, /ohannés (never Jésus
etc.)” (Vennemann 1985b: 215; cf. also Braune and Ebbinghaus 1981). Established loans
contained <j>, e.g., aikklésjo “church’, however, less common names and words retained
<i>, e.g., Zakarias, Gabriél. Vennemann (p. 215) claims that these facts indicate “that ; and
i represented appreciably different sounds™ in Gothic. From this he concludes that they
represented a palatal fricative and palatal vowel respectively.

One final argument forwarded by Vennemann involves the claim that if Gothic
simply had a nuclear and marginal » and :, then the graphs Wulfila used for the vowels

would have sufficed. Vennemann argues that the fact that Wulfila did introduce separate



45

graphs indicates that he did perceive them as appreciably different phones."

The glide strengthening for which Vennemann argues would have first been
motivated by a poor syllable contact, i.e., C.(G. In Gothic, the glide strengthened to a
fricative thereby improving the contact, i.e., C.S. Glide strengthening was then subsequently
generalised from the contact position to all other positions by phonetic analogy (Vennemann
1985b: 217).

Vennemann's arguments for glide strengthening have implications for the argument
that GV segments represented a sequence of phones. First, in his example rriggw(s),
Vennemann argues that <w> represented [v]. Thus, <w> represented an “individual”
segment in a string of consonants. Moreover, for such a generalised sound change to have
occurred, we would only expect that glides which were “individual segments™ and not
secondary articulations would have been affected. That no glide strengthening has been
noted for the secondary articulations of [k ¥] and [h] also supports such an argument. In
sum, the strengthened glides in GV, <j> and <w>, could only have resulted if the original
Gothic glides had been separate phonemes and not secondary articulations.

2.6.3 Summary of arguments for a sequence of segments

In this section I have argued that these GV sequences were a concatenation of
segments rather than complex segments. First, if these sequences were to have represented
complex segments, why did Wulftla not simply create a new sign as he had done for <h>
and <g>? Moreover, the frequency with which GV forms were divided as CC/j (e.g.,
idd‘jedun) and CC/w (e.g., trigg wos) provides overwhelming evidence that GV segments
were treated as a sequence of segments and not as single complex segments. Furthermore,
if these segments were in fact complex segments, then it would be difficult to argue for glide
strengthening in Gothic as do Vennemann (1985b) and Murray and Vennemann (1983) since
it would be difficult to motivate a general sound change to affect a secondary articulation

within a complex segment. Inasmuch as there is strong evidence that the GV segments

#Vennemann (1985b: 215-6) also notes that Wulfila had borrowed the Greek ¥ to represent what we
transliterate as <w> By the fourth century, this graph no longer represented [u] in Greek but some consonant

which is now [v] in Modern Greek. Vennemann takes this as further evidence for his [L].
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included a strengthened glide, then this would provide support for the claim that the glides
were separate phones and not secondary articulations.
2.7 Preliminary conclusions

In this section [ have attempted to reconstruct varnous aspects of the Gothic
phonology as it relates to the GV segments. This investigation has been made on the basis
of the written evidence, the only evidence which we have of Gothic. In light of the
discussion from the above subsections, the following conclusions can be drawn with regards

to the phonetic identity of the GV segments:

(8) 1) <ddj> = (di] (where [j] 15 a palatal fricative)
iy  <ggw>=  [gv]

These correspondences are established based on three conclusions drawn from the
discussion in §2. First, the GV segments constituted a concatenation of phones (cf. §2.6).
Secondly, the double-graphs represented simple voiced plosives occurring word-medially
following a vowel (cf. §2.4). Lastly, I follow Vennemann (1985b) by assuming that <j> and
<w> represented fricatives in Gothic which resulted from glide strengthening.

In the next section [ investigate the phonological system and orthographic
conventions in Old Norse to determine the phonological-orthographic correspondences for

the GV segments there.

3.0  Northern Germanic — Old Norse

The language of the Common Nordic period is evidenced by Runic monuments and
inscriptions from the 3rd to 8th centuries. Subsequently written records in Old Norse began
to emerge. Old Norse and its descendant, Old Icelandic, have played a key role in
determining the Northern Germanic development for GV. Their rich literary traditions have
left behind a vast amount of documentation providing the necessary data. Moreover, since
there are living languages which have stemmed from Old Norse, our knowledge of the

language is significantly better than for Gothic. Furthermore, Modern Icelandic is well
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known to be a very conservative language with regards to language change and therefore
also facilitates an interpretation of the earlier stages of the language.

Although Old Norse better represents allophonic variation than does Gothic, Old
Norse differs from Gothic by its lack of orthographic standardisation (Valfells and Cathey
1981:8). This variation can be explained by the long period of time over which texts were
copied and recopied. Moreover, unlike Gothic where the texts stem from one main source,
namely Wulfila’s Bible, Old Norse texts were written by many people in many different
regions. These texts also reflect, therefore, the regional vanation of the dialects in which
they were recorded.

In this section | will first present the phonemic inventory of Old Norse. Next [ will
focus on the obstruents in order to better determine what the GV double-graphs represented.
I will then investigate the phonetic identity of the glides and will provide evidence
supporting the claim that the GV segments represented a sequence of phones and not
complex segments in Old Norse. In conclusion, [ will outline my tentative conclusions for
the phonological-orthographic correspondences in this dialect.

3.1  Phonemic inventory

The inventory presented below as adapted from Faarlund (1994:42) bears strong

agreement with the multitude of inventories posited by other scholars (cf. Voyles 1992,

Valfells and Cathey 1981, Robinson 1992).

(9) Phonemic inventory of Old Norse

labial interdental  demtal alveolar palatal velar  gloual
p t k
b d g
f b s h
m n
!
T
wv” i

'%1 have indicated the variation between the different inventories proposed by including both ¥ and v For a
discussion of this variation, cf. §3.2.
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3.1.1 The obstruents
No voiced opposition exists within the fricatives at the phonemic level. However,
/f / and /p/ had voiced allophones word medially and finally. In the case of /}/, its voiced

allophone was represented by its own grapheme, <0>. By contrast, only one graph, namely
<f>, signified both [f] and [v]. This may have been to differentiate between the two v's,

namely the allophone of /f/ and the strengthened glide <v>.

With regards to voiced stops, some have claimed that /b/ and /d/ had only voiced
stops as allophones (cf. Robinson 1992). Voyles (1992), however, argued for a more varied

behaviour of these voiced stops:

(10) /b/ b 4 [V]/ v_’ I orr
- [b] elsewhere and in gemination
d/ -» ) Vorr
-$ [d] elsewhere and in gemination
ly =» lyV V__V
- [g] elsewhere and in gemination

It becomes clear that the stop allophones would have occurred word medially for <gg>.

Rask (1976: 25) also claims that the double consonants of Old Norse were pronounced

“plain and hard”.

Velars have a special behaviour in Old Norse in general. Both /k/ and /g/ underwent

palatalisation before a front vowel, especially 7 ory [1].

(1) /k/ =» ki¥__ VvV
[+front]

lg/ =» g¥ v
[+front]

Moreover, gemination of velars following /7 and before <j;> (and sometimes w) also

occurred:



49

(12) a) VSC__: heyra “hear cf. Go. hausjan ‘hear’
b) VSK___: yrkja ‘work’ cf. Go. waurkjan ‘work’
c) VS___: seqa ‘set’ cf. Go. sayan “set’
d) VK___: [leggia‘lay’ (< 'lagja) cf. Go. lagjan ‘lay’

(from Suzuki 1991: 174-175)

The results of this gemination shown by the form (12d) are identical to the results of GV.
Suzuki argues that velars are of intermediate strength which contnbute to their different
behaviour in comparison to that of other stops.

3.1.2  Velars or palatals?

The above discussion illustrates some of the idiosyncrasies of <g> and <k> in Old
Norse. One question that warrants investigation is whether the <g> preceding the <j> in the
GV forms was in fact a velar. Although velars are shown to palatalise in this environment,
did [g] take on more than simply a palatal secondary articulation? Or did the velar
articulation become a palatal stop articulation?

Numerous linguists claim that the Old Norse pronunciation was in fact at the velar
point of articulation (cf. Rask 1976, Glendening 1993, Valfells and Cathey 1981, Voyles
1992, Robinson 1992). Such a pronunciation is substantiated by later pronunciations of
many GV lexical items. For example, the word egg has the following cognates: Swedish
dgg, Danish @egger (‘the egg’), and Icelandic egg. All forms are related to the Old Norse
verb eggja ‘to egg on’. All the modern reflexes have a velar articulation according to the
sources found (cf. Bredsdorff 1956, Vickner {914, Glendening 1993).

Not all scholars concur, however, with the above claim of a velar articulation.
Noreen (1970: 40-41) states that <g> was a velar stop in gemination, however, when it
preceded a palatal vowel or giide, it took on a palatal articulation even when it formed part
of a geminate, e.g., leggia. By contrast, when <gg> preceded a bilabial vowel or glide, it
retained its velar pronunciation, e.g., Agggua. Noreen (1904) continues this argument in his
grammar for Old Swedish.

Even Gordon (1957:269) indicates that there was a period of palatal articulation. His
statement on the subject, however, is one that indicates that a change was in process.

According to Gordon (1957: 269), the velar plosive was “in the process of palatalization in
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the later half of the thirteenth century.” Thus, the palatal articulation, where it did take
place, was a later development following the operation of Holtzmann's Law.
3.1.3 Geminates

Having established that <gg> did in fact signify a stop consonant, it is important to
consider consonant length. Although my conclusions for Gothic did not include geminate
obstruents, the same results cannot be assumed for Old Norse. Today, consonant length is
basic or underlying in Modem Icelandic. Many linguists also argue that consonant length
was also contrastive much earlier in Old Norse (cf Glendening 1993, Robinson 1992,
Noreen 1970, Gordon 1957, Noreen 1904.). [f this is indeed the case, then it would follow
that <ggj> and <ggw> comprised geminate stops followed by glides.
3.2 Ghlides

The glide <j> is uncontroversial in its representation of [1} in the literature. This
glide along with its vocalic counterpart were able to cause /-umlaut. Furthermore, <j>
patterned with the front vowels in triggering the palatalisation of velars as shown in (11).

The “glide™ <v> is, however, controversial. Two interpretations exist along side one
another. The first claim is that <v> onginally represented the labiovelar glide [u].
Traditionally, the development of GV was assumed tobe > uy  ggu. This sequence of
changes maintained the glide [u]. The second interpretation argues that <v> was the
labiodental fricative {v]. This argument is based strictly on the orthography, e.g., hgggva
(Schnjver 1991). The contrast in interpretations of this phone explains why linguists seem
uncertain as to how to classify this “glide”. Some group [v] with [i] in their inventories (cf.
Valfells and Cathey 1981) while others consider it to have strengthened adequately that they
group the “former” glide with the obstruents (cf. Voyles 1992).

Both Voyles (1992: 128) and Robinson {1992: 84) posit the development of [y] to
[v]. Robinson tracks the development of [u] as strengthening first to [B] and then to [v].
Likewise [ will assume that in Old Norse the original GV glide was [u]. However, [ will

adopt Voyles’ and Robinson’s proposals of strengthening from [u] to [v] and that this dialect
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specific change occurred subsequent to GV.** Noreen (1970: 181; cf. also Vennemann
1988b, Giendening 1993) notes that ~Aw > kv by the beginning of the fourteenth century in
West Norwegian. This development illustrates that there was a change in the North
Gemmanic languages which strengthened the labiovelar glide, ¥ *- v (cf. Chapter Four §2.4).

Having tentatively determined the phonetic identity of the velar plosives and semi-
vowels, the next question to be addressed regards whether the GV segments were complex
segments or a concatenation of phones.

3.3 Complex segments or sequence of segments?

Old Norse does not have any complex segments phonemically. Palatalised and
aspirated consonants are predictable and therefore allophonic rather than phonemic in
nature. Without the precedence for phonemic complex segments in Old Norse, then it would
appear that the GV segments did not constitute complex segments. Any secondary
articulations which would appear as part of the GV segments would thus be predictiable and
allophontc. Further evidence for a stning of segments in GV comes from the subsequent
sound changes that altered or affected the GV output.

First, the Proto-Germanic glide [y} has been argued to have strengthened to the
fricative [v] in a development subsequent to GV. As I have argued for Gothic, glide
strengthening affected individual segments and not secondary articulations.

Secondly, some root vowels of GV underwent umlaut, e.g., ON glgggr ‘sharp-
minded’, cf. Go. glaggwuba, OHG OS glau. According to Voyles (1992: 119} “/a/ > /¢/ if
followed by /u(:), w/ in the next syllable.” An original /a/ can be posited for the Old Norse
stem based on a comparison with its Germanic cognates. This vowel then underwent u u-
umlaut, a partial non-adjacent assimilation whereby the vowel took on the labial quality of
the following glide (cf. Lehmann 1992: 213). The {u] was subsequently lost as part of a
general deletion of [u] which occurred late in Old Icelandic (cf. Voyles 1992). This umlaut

and glide loss would support the argument that the glide was a separate segment in a

®Such an interpretation fits with the development of the PIE -u in GV. It also fits with the reflexes of GV in
Gothic (which underwent strengthening later) and the West Germanic refiex diphthong + heterosyllabic glide.
The strengthened glide can then be explained as the reflex of a general strengthening of » - v that occurred later
in North Germanic.
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concatenation of phones and not a secondary articulation.
3.4 Preliminary conclusions
Based on the discussion and arguments outlined above, the following preliminary

conclusions can be drawn:

(13)  <ggw> = lesyl (later [ggv])
<gg)> (eg*i]

The postulation of geminates is based on the existence of geminates in Old Norse and
Modemn Icelandic as noted above in §3.1.3. The glides are then fully articulated and
maintained in many instances following the velars. Only the form <ggj> will be considered
to have a secondary articulation in addition to a fully articulated glide. This conclusion is
based on the prevalence of palatalisation in Otd Norse as illustrated above in §3.1.1 (11).

No similar assimilatory process is argued for the labial glide.

40 Summary

Any analysis of the sound changes involved in Holtzmann’s Law must include a
phonological interpretation of the graphs involved. In this chapter [ have attempted to
establish the preliminary destination for my analysis of GV. By investigating Wulfila's
orthography, 1 hypothesised that the stop double-graphs in Gothic were merely an
orthographic convention to indicate to the reader that medially following a vowel, a stop
articulation was required. Since Gothic had no geminates, I argued that these stops were of
simple rather than geminate length. Moreover, | attempted to prove that the GV segments
constituted a concatenation of phones rather than a complex segment. | drew evidence from
a varniety of sources including the adoption of <h,> and <gq> to represent complex segments
in Gothic, word divisions in manuscripts and Vennemann's (1985b) arguments for glide
strengthening. The glides were argued to have undergone strengthening to a fricative
articulation. Based on the evidence, [ concluded that in Gothic, <ddj> represented [d;]
whereas <ggw> signified {gv].

Since Old Norse still lives on today in its descendant Scandanavian languages,
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evidence for its phonology is stronger and agreement is more widespread than it 1s for
Gothic. For this language, I argued that the forms <ggj> and <ggw> signified [ggu] and
[gg!1] respectively. In light of the prevalence of palatalisation in Old Norse, there still
remains the question as to whether or not the palatalisation was a later development.

The results outlined in this chapter represent an investigation of the “synchronic™
(and partially diachronic) details of the languages involved. The discussion has raised some
issues related to the phonological-orthographic correspondences in Old Norse and Gothic.
First, did the geminates in the Old Norse GV forms reflect a secondary process of
gemination? Or should the simplex stops posited in Gothic be considered geminates?
Secondly, the <dd> in the Gothic forms appears to be an anomaly. Could it be that the
original strengthening produced velars which then underwent subsequent fronting to the
alveolar/dental point of articulation under the influence of the palatal glide? Furthermore,
could the secondary articulation in the Old Norse <ggj> be considered a later development?
If any of these scenarios are true, then they have implications for the analysis of GV.

Rather than assuming that the forms described in this chapter are the forms which
resulted from Holtzmann’s Law, | accept that they may best be considered further
developments from the reflexes of GV. It may become expedient to revise these conclusions
based on my analysis of the Verschdrfung in Chapter Four. Nevertheless, any revisions that
are required must still be congruent with the issues outlined herein.

! now tum to a review and critique of past approaches and theories posited for the

sound changes which produced these segments.
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Chapter Three
ACCOUNTING FOR THE VERSCHARFUNG:
PAST PERSPECTIVES

0.0  Introduction

Over the past century and a half since Holtzmann first drew attention to the
Verschdrfung, numerous attempts have been made to account for the phenomenon. This
chapter wilt examine the proposed sound changes for GV. [ will first provide an overview
of past explanations forwarded for GV including the traditional, accent-based and
morphological approaches to the problem. In §2 I will introduce the reader to some of the
roles attnibuted to laryngeals by various approaches. Following these sections, I will outline
and critique two recent theories which have attempted to account for the GV developments.
Section 3 will discuss Suzuki's (1991) syllabic approach followed by Davis and Iverson's
(1996) feature spread model in §4. Finally in reflection of the analyses presented in this
chapter, I will outline critical factors which I will investigate in my own analysis which

follows in Chapter Four.

1.0 The Germanic Verschirfung — Past Perspectives

This section outlines earlier explanations assigned to Holtzmann's Law. First, the
two stage traditional explanation is described. This discussion is followed by a brief
overview of past approaches which have tried to account for the GV data including accent-
based explanations and morphological treatments.
1.1 Traditional explanation of GV

A traditional description of the Germanic phenomenon breaks the development into
two stages (Suzuki 1991, Colhinge 1985, Beekes 1972, Tanaka 1970, Austin 1958, H. Smith
1941). First, the PIE glides ; and ¥ geminated or lengthened intervocalically when the

preceding vowel was short. This development is illustrated in (1):

(1) Stage One
i) i> 11/ V_V (where V represents either V or V)
i) u> uy/ vV_V
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In Stage Two, these geminate glides underwent further changes. In Gothic, ji and wu
became <ddj> and <ggw> respectively, whereas Old Norse developed the reflexes <ggj> and
<ggw>. By contrast, the West Germanic geminate glides underwent no further changes.
Thus, the West Germanic reflex of GV was simply a sequence of a diphthong plus glide.

The Stage Two developments are outlined below in (2):

(2) Stage Two

Gothic Old Norse West Germanic
i1 <ddj> <gg)> Vi
uy <ggw> <ggw> Vuy

Most discussion of GV centres around the Gothic and Old Norse developments because of
the obstruent reflexes. This trend will become more apparent throughout the remainder of
this chapter.
1.2 Alternative approaches to the traditional description

Other approaches have been forwarded to account for the two stage development.
Among these are accent-based and morphological explanations.
1.2.1  Accent approaches

The ecarliest “explanations™ posited for the Verschérfung focussed pnmarily on
Stage One of the traditional description. These early approaches implicated PIE word-
accent as the motivating factor behind the sound changes {Collinge 1985: 94). Holtzmann's
original hypothesis claimed that the glides geminated after a long preceding vowel when
followed by an accented syllable (Collinge 1985: 94). The opposite environment was
contended by Kluge who argued that the conditioning environment was a preceding accent
on a short vowel (cf. Collinge 1985:94). Nevertheless, any explanation which relied stnctly
on accent was refuted by Gothic strong verbs such as hliggwan, blaggw, bluggwum and
bluggwans where accent placement was varniable and thus incapabie of accounting for all
parts of the verb (Collinge 1985: 94). GV effects on such strong verba! paradigms have
since been attributed by many linguists to regularisation by analogy and levelling (cf.

Lehmann 1952:38, Collinge 1985, Lindeman 1964). In this latter scenario, GV may be
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linked to both accent placement and levelling where the GV segments were extended to the
principle parts of the verb which had not undergone GV by virtue of accentuation.

One further blow has been wielded at strict accent based theories. Streitberg (as
cited in Lehmann 1952) argued that the Germanic accent and not the PIE accent was
responsible for the glide lengthening. However, if the Germanic rather than PIE accent is
implicated in GV, no account could explain the occurrence of a “single resonant after the
first syllable, such as Go. awi-/up ‘thanks’” where glide lengthening would have been
expected nor “why w and j were lengthened in some words but not in others with the same
accentuation, such as (riggws and s&r’" (Lehmann 1952: 38-9). From this discussion, it
becomes clear that no explanation based solely on accent is capable of accounting for all the
GV data.

1.2.2  Morphological approaches

Various attempts have been made to explain Holtzmann's Law based on morphology.
In this subsection I discuss Kurytowicz' (1967) oft cited approach as well as Fulk's (1993)
more recent revival of morphology applied to GV.

In his three step process, Kurytowicz (1967) argues that the sequences -/;- and -uy-
were the zero grades of Sievers-Edgerton reflexes (Collinge 1985: 97). To illustrate his
hypothesis, he claims that the zero-grade sequence Cuul’ corresponded to the full-grade
sequence Ceul” (cf. Collinge 1985: 97, Fulk 1993: 343). According to Kurytowicz, this
zero-grade sequence was incorrectly associated with the full grade sequence Cewyl which
was subsequently levelled throughout the paradigm. The second step of his hypothesis,
which is the only phonetic aspect, claims that the positional variants eRR(V) *(e.g. euul) and
eR(4) (e.g., eu) emerged word-medially and word-finally respectively. In step ihree, RRR

'Lehmann (1952: 36) proposes the development +awiz - @r ‘sheep’

*The full ablaut alternation would be ew (e-grade)ay (o-grade)/un (zero-grade). eg.
+brewan - braw(e) -bruwana ‘to brew’ from the root +bhreu. The zero grade is based on the change R > uR
in Germanic

*Kurytowicz uses R to represent the resonant or glide, e.g., [u], and R to represent its nuclear counterpart, i.e.,
its corresponding vowel, e.g . [u].
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(e.g., wuuV) replaces RR (e.g., uw) in a purely morphological development (Collinge 1985:
97).

Kurytowicz's theory has received little if any support. [ concur with Fulk's (1993:
343) cnticism that there is no “motivation for such an analogical development.” In his
critique of Kurytowicz's hypothesis, Fulk cites the example +bruu-. According to
Kurylowicz’ theory, this form was levelled into the full grade forms +hrey- and +bray
producing +breuy- and +brauy-. He then claims that the ablaut alternation +brey-/ - brau-
/+bruy-* is fully parallel to other ablaut alternations such as ~stel- - stal- -stul-. The
existence of such parallels counters any possible motivation behind Kurytowicz’s claim of
a special analogical development for GV.

Despite his criticism of Kurytowicz' morphological hypothesis, Fulk (1993) tenders
his own morphological solution. He discredits the possibility of a purely phonological
answer to GV and claims that “morphology surely holds the key. The motivation for
morphological restructuring is particularly clear in verbs with Verschdrfung™ (Fulk 1993:
343). Fulk’s (1993: 344) theory is founded on the claim that Proto-Germanic likely
underwent paradigm regularisation “since it was a language that apparently had very little
of this sort of alternation to begin with. There simply are not many places in Proto-
Germanic morphology where a diphthong could have alternated with a biphonemic
sequence”.

Fulk treats verbs (“conjugations”) and nouns/adjectives (“declensions”) separately.
He claims that GV affected strong verbs which subsequently went “over to weak
conjugations”(1993: 344). Since allomorphic alternations between diphthongs and
biphonemic sequences were not common in Proto-Germanic, the geminate glides were
levelled through the paradigms. Two examples of GV, however, did not result from such
levelling. Fulk argues that the verbs Go. daddjan and OSw. deggja ‘suckle’ were originally
weak. These verbs were assumed to stem from PGmc. +daj ;- which was supposedly a

reflex of PIE +dhoi-ete. Thus, the geminate glides were already present in the stem

‘According 1o Kurytowicz' theory, there would be one final stage of development, namely hruy > bruuu-.
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inherited from Proto-Germanic.

In his account of GV tn nouns and adjectives, Fulk claims that gemination did not
result from one single cause. Data must be examined on a case by case basis. Etymology
suddenly plays an important role in determining the analysis of each piece of data.
However, relying on etymologies is difficult since many of them are in dispute. One clear
cut case is cited. The Proto-Germanic paradigm for ‘two’ contained “true diphthongs™ in
many of its forms, e.g., +rwai® masc. nom. and +twaimiz masc. dat. (¢f. Go. rwaim, OE
twem). The genitive form, however, +twajan did not originally contain a “true diphthong™.
A diphthong was levelled through the paradigm producing the geminate glides found in the
genitive form. These geminate glides were then purported to undergo GV strengthening in
Stage Two, e.g. +rwaij- - Go. twaddje.

Fulk’s other examples are non-controversial. His assertion that ON priggja ‘of three’
was formed by analogy with ON tveggja “of two’ is well supported in the literature (cf. also
Lehmann 1952: 45). Moreover, “deverbative™ nouns and adjectives containing the GV
segments arose after GV caused the lengthening of glides in the verbs from which the nouns
and adjectives were derived, e.g. ON Anoggr ‘stingy’ was derived from the verb Angggva.

Although these latter explanations are convincing, several problems weaken Fulk’s
hypothesis. First, a different treatment of verbs and adjectives/nouns reduces the
explanatory power of his theory. Why would the iexical classes to which the words belong
create different developments which uitimately produced identical GV segments in both
“conjugations” and “declensions™? Simply, they would not be expected to do so. Secondly,
Fulk fails to provide examples illustrating how the paradigm regularisation would have

worked from start to finish in either the conjugations or declensions. Instead, for instance,

*Fulk distinguishes diphthongs from biphonemic sequences where VG are treated as two separate segments. He
claims that there are very few examples in Proto-Germanic morphology where diphthongs and biphonemic
sequences alternate with each other, e.g. +rwafi)jam (Fulk 1993: 344).

“This is precisely the form found in Gothic

"I cite here the term used by Fulk (1993), however, thanks to Doug Walker who noted that this term is better
known as “deverbal”
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he discusses cases such as how w was levelled through the OE paradigm for ‘knee’, e.g.,
cnéofw) (nom.), from the genitive and dative forms. He then states that “while the weak
stems thus extended w to the strong ones, the latter could extend their diphthong to the
former.” Fulk then concludes, “Thus from a paradigm that originally had nongeminate -w-
throughout, Old English developed one that was indistinguishable from a paradigm with
original -ww- throughout” (p. 344). Although informative, he does not then apply this
levelling to a GV example. Moreover, in his most transparent example which he takes from
GV, namely that of Go. twaddje and ON tveggja, Fulk presents the source of the levelled
diphthong, but never actually outlines the development. He simply states (p. 346), “These
contained true diphthongs, while gen. *twajdn (-én?) did not, with the result that the
diphthong was levelled into the genitive™ and then moves on to the next example. Such
examples of a complete development could have strengthened his arguments, but
unfortunately he does not avail himself of these examples. Moreover, this proposal fails to
provide any generalisation for the problem at hand.®

Both morphological approaches discussed above fail to provide a plausible solution
to the Germanic Verschdrfung for one major reason Even if the reader accepts the
explanations they propose for the gemination of the glides implicated in GV, such
hypotheses only cover the development covered by Stage One of the traditional view.
Neither approach attempts to account for the subsequent strengthening of the glides to
obstruents in Gothic and Old Norse. Without a plausible proposal for the subsequent
development of the GV obstruents, any analysis remains incomplete. Thus at this stage, a
strictly morphological approach to GV does not appear to be promising.

This leads us to search elsewhere for a solution. Other linguists argue that laryngeals

hold the key to GV. | now turn to a discussion of laryngeals and GV.

*This article as it deals with levelling is nevertheless one of the few studies of its kind relating to Germanic.
Although Fulk’s arguments leave the strengthening aspect of GV unexplained, they do provide insight needed
for the post-GV developments of a GV analysis (cf Appendix).
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2.0 Laryngeals and GV

Laryngeals have played an important role in [E phonology as they have been applied
to various problems. GV is no exception. Numerous laryngeal approaches have been
posited to account for the GV developments. For the most part, however, these approaches
have provided little more than a description of the posited placements of these segments in
the PIE reconstructions of the Germanic reflexes (¢f. Lehmann 1952, Liahr 1976, H. Smith
1941, Rasmussen 1990 and Jasanoff 1978). Two exceptions are noteworthy. H. Smith
(1941) and Jasanoff (1978) attempt to explain how the loss of these laryngeal segments
provided the conditions for the GV developments to occur. These accounts are provided
below.

2.1 H Smith (1941}

H. Smith (1941: 94) argues that under certain accentual conditions, the loss of the
laryngeals produced a new series of semi-vowels. These new glides were articulated as
“long voiceless semi-vowels with strong aspiration” where the aspiration preceded the
articulation of the glides. According to Smith, these new semi-vowels, Aw and A/ were

responsible for the development of GV illustrated below in (3).

West Gme. [1i] > [11]
IE &y > Gme. [yi] Old Norse [gi]

\ Gothic [gi] > [dd3] or [d3]]

(3a)

(3b) [ West Gmc. [uu] > [oOu]
[E hw > Gme. [yu] 1 Old Norse [gu]

\ Gothic [gu]

The strengthening of [h] to the voiced velar fricative [y] is attributed to Vemer's

Law.® This voiced velar in [y ] and [yu] then strengthened further to a plosive producing

This argument contradicts the assumption that Vemner’s Law is a lenition process. The development s vy,
however. would be more plausible if # were considered to be a fricative rather than simply aspiration (cf Chapter
Four, §2). This would presuppose a weakening of the laryngeals and not a complete loss of these segments.
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the sequences [gi] and [gu] respectively. In Old Norse and Gothic, [gu] was represented
orthographically as <ggw>. Gothic and Old Norse differ, however, with respect to the reflex
[gi]. In Old Norse this was simply written as <ggj>. In Gothic, however, the orthography
<ddj> reflects later assimitative changes resulting in the clusters [dd3] or [d3i], according
to H. Smith.

Smith succeeds in accomplishing two things with his theory. First, he clearly maps
out the phonological developments of the GV reflexes. Moreover, he provides a plausible
identity of the phones depicted by the orthography. Unfortunately, Smith fails to provide
any motivation for the sound changes which he postulates.'” Without motivation his
proposed changes, although plausible, remain unsubstantiated.

2.2 Jasanoff's (1978) hiatus breaking approach

Jasanoff's (1978) theory is motivated by the loss of laryngeals intervocalically in

Proto-Germanic. An example of his development is illustrated below in (4) (adapted from

Suzuki 1991: 165-166):

{(4)  Process Example Explanation

(1) -AU.HA- PIE  “bheuh,eje-

(i) -AU.A- PGmc. “beu. F laryngeal loss

(i) -AU.WA- “beuy glide insertion

(rv) -AW.WA- +heyuF uy reinterpreted as wy
(v) ON  hyggw ‘dwell’

(A=any V,U =ioru H = laryngeal, W = glide, . = syllable boundary)

The loss of the intervocalic laryngeal in (4ii) would have produced a hiatus. Jasanoff (1978:
80) argues “that there is no need to suppose that such a sequence would automatically have

developed further to *bewF, with a transfer of the second element of the diphthong to the

"°Although H. Smith ascribes the initial strengthening of [h] > [¥] to Verner's Law, no other motivations are
provided for the remainder of the changes he posits
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]

following syllable.” The hiatus created by the loss of the laryngeal is thus filled by a
“euphonic glide” (p. 80). The result of this glide insertion in (4iii), namely “-euu#, would
have contrasted with the phonologically plausible sequence “-eu i, where only the former
sequence would undergo GV development. The intervocalic sequence -ux-, according to
Jasanoff (p. 80) may then have been reinterpreted as the geminate glides -uu-.

Jasanoff's explanation as discussed thus far accounts for the development outlined
in Stage One of the traditional view. His approach is innovative and well motivated. The
idea of a hiatus is mentioned briefly in Kurytowicz (1967); thus Jasanoff's proposal is not
alone In its recognition of a possible hiatus. However, like many other linguists, Jasanoff
fails to motivate the developments of Stage Two where the geminate glides strengthen to
become obstruents. Suzuki (1991) modifies Jasanoff's approach to explain Stage One of GV
and then attempts to motivate the problematic Stage Two developments. This latter theory
1s discussed below in §3.

In the sections which follow, I outline and critically examine two recent theories
proposed to account for Holtzmann's Law: Suzuki's (1991) syllabic approach and Davis and
Iverson's (1996) feature spread theory. In conclusion I sketch the foundations of my own

analysis in response to the shortcomings and strengths of the theones discussed herein.

3.0  Suzuki's (1991) syllable based approach to GV
3.1 Buckground - Theoretical foundations

Suzuki (1991) assumes a two stage development analogous to the traditional
description of GV. Stage One (GV1) is based on Jasanoff's (1978) laryngeal account. In
Stage Two (GV2), Suzuki investigates the individual dialect developments of glides as a key
to GV. He attempts to motivate all stages of the phonological developments based on the
Preference Laws outlined by Murray and Vennemann (1983), Murray (1988) and
Vennemann (1988a). Suzuki's explanations of the motivations for the sound changes

outlined in what follows rely heavily on the Head Law, the Coda Law and the Syllable

"I maintain JasanofPs (1978) use of "™ in this quote to denote a reconstructed form. In all other instances [ use
'+' to indicate reconstructions.
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Contact Law. He also refers to the Consonantal Strength Scale to determine the relative
strength of the segments in question (cf. Chapter 1, §4 for an outline of the Preference Laws
and Consonantal Strength Scale).
3.2 Stage One - Building on Jasanoff's (1978) theory

Stage One of Suzuki's theory is based on Jasanoff's (1978} hiatus breaking approach
(cf. §2.2). Suzuki agrees with Jasanoff's characterisation of GV, but also notes three
important issues left unresolved by this approach. First, why were only the glides ; and «
involved in the gemination? Since glides form a natural class with the other sonorants, +7,
+1, *m, and +n, why were these latter phones not also subject to similar treatment?
Secondly, why did GV only occur when the preceding vowel was short? And third, why
did the loss of the laryngeal not simply trigger resyllabification producing the sequence
-A.WA-? In an attempt to address these unresolved issues, Suzuki employs the Preference
Laws.
3.2.1 Glides and resyllabification

Recall that the disappearance of the intervocalic laryngeat created a hiatus which was
filled by the insertion of a glide, according to Jasanoff (1978: 80). Suzuki reinterprets this
“gemination” in terms of the Syllable Contact Law and the PIE ablaut to explain why this
process only affected glides in short diphthongs.

When a laryngeal was lost following a consonant, the following sequences would

have resulted (where T=obstruents, R=resonants, and G=glides):

(5)  Less preferred < > More preferred
-VT.V- -VR.V- -VG.V-

Although none of these contacts represent an ideal or preferred contact, they were not equal
in their degree of preference as shown in (5). The less preferred syllable contacts were
easily ameliorated by resyllabification creating the sequences, -¥. 71~ and -I"Rl"-. By
contrast, the resyllabification of the glide would not have marked a tremendous
improvement. Furthermore, the establishment of a glide 1n the syllable head would have

created a less than preferred syllable head. Thus, the ghdes were treated differently than



their resonant counterparts.

Further evidence for the differential treatment of glides and resonants is found in the
Germanic transformation of the PIE ablaut system. The syllabic resonants were restructured
as a sequence of « + the nonsyllabic resonant, ie., - - wr, +/ > ul, ~m - um, and -p - un.
At this stage, the resonants ceased to function on par with glides and vowels and became
further dissociated from them. Thus, “there was no longer phonological motivation
available for subsuming R under a class including /" and G on the criterion of potential
syllabicity” (Suzuki 1991: 169). Resonants lost their ability to form a syllable nucleus.
Conversely, glides continued to exist within the zero grade of ablaut indicating that their
nuclear status had persisted. Suzuki cites this as further motivation for retaining -V (;- as
a tautosyllabic cluster and analysing G as an integral part of the stem vowel. This unitary
status of -V/(;- helped the sequence -VG. V- resist the resyllabification which the other
sequences underwent.

Maintaining the integnty of -VG-, however, creates a less than optimal structure with
regards to the Head Law and the Syllable Contact Law. Suzuki is thus faced with finding
a solution to improve the less than preferred structure. He notes that the resyllabification
of the structures - V(. V- > -} .CV- (where C=T or R) meant the complete assimilation of
these sequences to pre-existing -V.CV- structures. Suzuki argues that the glide sequences
may have also undergone a similar assimilation. The sequence -/(;. /- may have been
restructured based on -V.GV- but with one stipulation: the preservation of the
tautosyllabicity of -'(7-. Gemination of the glide would have produced the desired effect;
the integrity of - /(G- would be maintained, the syllable contact would be improved, and a
similar restructuring based on a pre-existing sequence would be experienced. The result of
this gemination was the output of GV1.

3.2.2 Short vowels and GV’

The next issue that Suzuki must resolve is why gemination ensued only following a

short vowel. An examination of the relevant sequence reveals the development -F1G.H -
- -VV(G. V-, Like the sequence -VG.V-, -VVG.V- was under considerable pressure to

“conform” to an optimal ('}’ shape. Unlike the -V'G- cluster, however, there was no similar
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motivation for umfying the G with the preceding long vowel in -V1V'G. V- (Suzuki 1991: 171).
Based on this latter structure, Suzuki provides three reasons explaining why only a preceding
short vowel constituted the GV environment.

First, as stipulated by the Coda Law, the smaller the number of segiments in the coda,
the more preferred the coda will be. Thus, the sequence -/'V.(GV- would be more preferred
than -VVG. V- since it contains no segments in the coda. Secondly, Proto-Germanic had no
long diphthongs in contrast with short counterparts in stressed position. Thus again it
provided no justification for tautosyllabifying the glide with the long vowel of the first
syllable. Finally, Proto-Germanic lacked an ablaut alternation +VV(; (; analogous to F(/(;.
The nonexistence of such an alternation provides further evidence against maintaining the
unitary status of V'V(G. Thus, with no compelling reason to retain the integrity of 1'VG, the
simplest repair for the poor syllable contact resulting from the laryngeal loss would be the
resyllabification of -VVG. V- > -VV.GlV-

Suzuki fails to utilise the bimoric preference as further evidence for his arguments
discussed above. Tautosyllabification of -1'G- is supported by the preference for bimanc
stressed rhymes in Germanic as outlined by the Stressed Syllable Law (Murray 1991: 213).
All things being equal, the bimoric cluster -FG.- would be more preferred than the
monomoraic -7- resulting from the heterosyllabification of -V.G-, and ultimately, -VV.G-
would be more preferred than -VVG-, Likewise, the bimoric syllable -PG. - would be more
preferred than the tnmoric -V1'G-. Thus, Suzuki's developments for GV1 are substantiated
by both syllable structure and syllable weight.

3.3 Stage Two - Independent dialect developments

Suzuki argues for independent developments of the geminate glides in each of the
dialects. Although superficially the changes affecting Gothic and Old Norse appear to be
the same, Suzuki immediately dispels such a claim. Instead he demonstrates how the dialect
specific treatments of glides help elucidate the motivations for the sharpening effects in each

of the three branches of Germanic.
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3.3.1 Gothic

Suzuki associates the development in Gothic to the well known yet controversial
glide strengthening in that language. He refers to Vennemann's (1985b) glide strengthening
account where strengthening was claimed to have originated as a means of improving poor
syllable contacts (cf. Chapter Two, §2.6.2.1). Recall that the contact -}'C.GV- rendered a
negative value signifying a poor contact. The consonantal strength of the semi-vowel
increased until it became indistinguishable from the obstruents, thereby ameliorating the
contact (Suzuki 1991: 173). This glide strengthening was subsequently generalised to all
ghdes in all positions including geminate glides. Although the syllable contact G.G was by
no means as poor as that in the original scenario above, it was in no regard optimal.'?
Nevertheless, this generalised strengthening would have produced the geminate obstruents,
according to Suzuki.

One key issue, however, is left unresolved. According to Vennemann's (1985b)

theory, / strengthened to the palatal fricative ;. If GV2 in Gothic was simply the result of

“Vennemann (1985b 213) provides a table outlining the preference of variaus syllable contacts

preferred syllable contact
b VA% VG VR VL V.N Vs VT

GV GG GR GL GN GS GT

decreasing RV R.G R.R RL R.N RS RT
offset LV LG LR LL L.N LS LT
strength NV N.G NR NL N.N N.S N.T

SV SG SR SL SN SS ST

TV TG TR TL T.N T.S T.T

> preferred syllable
increasing onset strength contact

T=plosives, S=fricatives, N=nasals, L=lateral liquids, R=central liquids, G=glides, V=vowels

Here the least preferred syllable contact would be 7} whereas the most preferred syllable contact would be /1”7
Recall from Chapter One (§4.4) the formula used to determine the relative preference of contacts, CS(B)-CS(A).
If we were to assign values to the various manners of articulation, (V=0, G=1, R=2, L=3, N=4, §=5, T=6, these
values are simply for the sake of illustration), we would see that 7.} (0-6=-6) would have a significantly less
preferred contact than J7. 7 (6-0=6). In fact, it would differ by 12 points. An examination of the comact G.(;
{1-1=0), however, would reveal that it is 6 points away from both the least preferred contact (7.1’) and the most
preferred contact (177). In other words, a contact with a value of 0 would be a stable contact since it would be
half-way between the least preferred and most preferred contacts.
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generalised glide strengthening, why was the final outcome of the development not ; or ;7"
How is it that ddj emerged from this apparent Gothic glide strengthening? One possibility
could be the development Vi .1}’ - Vj,jV/ (glide strengthening) > V}.&/V (head strengthening)
> Vd.d'V* (full regressive assimilation). The same strengthening would also apply to u
which hardened to v. Nevertheless, Suzuki fails to fully develop and motivate the changes
required for the “final product” in Gothic.
3.3.2 Old Norse

Despite the apparent similarities with Gothic's Holtzmann segments, Suzuki's
involved explanation of glide behaviour in Old Norse immediately reveals a different story.
The data below in (6) illustrates an interesting phenomenon in Old Norse which sheds light

on glide behaviour 1n that dialect.

(6) a VSC__: heyra *hear’ glide disappears
b. VSK__: yrkja ‘work’ K = velar, ghide retained
C. VS__: setja ‘set’ glide retained
d. VK__: leggja ‘lay’ (< +lagja)  gemination of velar plosive

(S=any segment C= consonants other than & or g, K=velar)

In Old Norse, glides disappeared following the sequence - V'SC- except when (" was
a velar plosive (6a,b) (Suzuki 1991: 174). Conversely, when C was k or g, the glides were
retained (6b). The sequence -VS- added an interesting twist to the account. When S did not
represent a velar plosive, the glide was maintained as in (6¢c). However, when S signified

a k or g, there emerged what appeared to be a geminate velar stop as in (6d). It becomes

PInterestingly, Vennemann (1985b: footnote 26) notes that if Gothic / represented a voiced palatal affricate [f],
then it would be placed on the strengthening scale as follows: {i] > (j] > [{]. He further states that Holtzmann's
Law would be easier to explain using this development. Although Suzuki (1991: 172) borrows Vennemann's
argument for glide strengthening, he assumes that <ddj> represented “a cluster of voiced obstruents with
whatever secondary articulations are represented by j and w.” It thus appears that Suzuki has conveniently
borrowed Vennemann's glide strengthening. but has not assumed the concomitant phonetic outcome of GV
specified by his theory. Thanks to Robert Murray who directed me to a search of Vennemann's chronology of
glide strengthening vs. GV which led me to discover this discrepancy

I have adopted Suzuki's interpretation of the graphs for this development (cf Suzuki 1991:172)
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evident that the shape and size of the sequence preceding the glide and the final segment of
that sequence played a determining role in the retention or deletion of the glide (Suzuki
1991: 175). This phenomenon is a purely Nordic affair. Cognates in Gothic retained the
glide in all environments and indicated no signs of gemination.

Suzuki attempts to uncover the reasons for this unusual development in Old Norse.
Once again, he examines the syllable structure of the sequences. He divides -VSGV-
between S and ;. Similarly he syllabifies the longer sequence before the glide as in
-VSC.GV-. Unfortunately, determining the syllable boundaries of -VS.GGV- and -VSC.GG V-
fails to provide immediate insights into the problem at hand. No generalisation capable of
explaining the extraordinary gemination of velars in -VK.GGV- is captured.

Suzuki explores the possibility of an explanation paraliel! to that of West Germanic
gemination. In this later process, consonants in the sequence -C. (G- underwent gemination
as a means to improve the poor syllable contact. However, after reviewing the conflict
regarding the consonantal strength of velar plosives, Suzuki proposes that the Old Norse
gemination did not involve velars as had been traditionally believed, but rather involved
glides. He describes this process as a complex operation of glide strengthening (Suzuki
1991: 177). In brief, a short syllable induced strengthening by retaining the glide.
Strengthening was also caused by a syllable terminating in a velar. When both of these
conditions, namely a short syllable and a syllable terminating in a velar, were implicated
together by the series VK.V, then the result was a double strengthening. This extra process
or double strengthening was the apparent gemination which Suzuki reinterprets “as an
augmented effect of strengthening, whereby the affected glide, in addition to being retained,
gained in consonantal strength and became what was graphemically represented by a stop
sign” (Suzuki 1991: 177). The following chart outlines the possible strengthening

combinations.
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(7) After nonvelar | After velar
After long syllable 0 1
After short syllable 1 2

(0 = glide loss; 1 = simplex glide strengthening; 2 = complex glide strengthening)

The sequences implicated in this discussion can be represented on a continuum illustrating

their conduciveness to glide strengthening:

(8) -VSC.__ -VSK.__ -VK.
VC.__

— more conducive to
glide strengthening

To determine why these two factors, both segmental and syllabic in nature,
converged to create this strengthening, Suzuki investigates sound changes affecting the

codas in Old Norse. The data he cites is provided in (9).

Vns > Vs: fast ‘love’, Go. ansts

Vbl > V1: mal ‘speech’, Go. mab!
-mp > -pp: kapp ‘contest’, OE camp
-nt > -tt: stuttr “short’, OFE srunt

-nk > -kk: rekkr ‘man’, OE rinc

-rs >ss: foss ‘waterfall’, beside fors
-rm > -nn: honn ‘hron’, beside horn
-rl > -ll: kall ‘man’, beside kar!

-ht > -tt. ndtr “‘night’, Go. nahis

(9)

e Mo an o

The nature of the changes affecting the examples above was to reduce the segmental
complexity of the coda. In each case, a simpler coda resulted where a single consonant (9
a,b) or rather a single consonantal value (9¢-i) followed the nucleus. Prior to the
simplification, the coda contained two separate consonants. The change induced the

complete assimilation of the prefinal consonant to either the nucleus (9 a,b) ' or to the final

"*This reasoning is according to Suzuki. It also seems likely that C, of C,C, in the coda was deleted with
subsequent vowel lengthening.
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consonant (9¢c-i). Such changes produced a more preferred coda with regards to the Coda
Law. This examination illuminates the fact that the Coda Law was a very important and
critical Preference Law 1n Old Norse.

Returning to the sequences discussed earlier in this section, Suzuki can now propose
an analysis for the strengthenings or lack thereof as appropriate. With regards to the Coda
Law, the cluster -CC- from -VCC.GV- constituted a less than preferred coda. The
resyllabification of this sequence improved the coda and removed the glide from onset
position. Once removed from syllable initial position, the glide is prevented from
undergoing glide strengthening and becomes more susceptible to deletion.

The question remains, however, as to why velars invoked a different change. The
sequence -VC(C.GV- was subject to two competing preference laws: the Coda Law and
Syllable Contact Law. According to the Coda Law, “the greater the consonantal strength of
the final C, the more preferred the coda™ (Suzuki 1991: 180). Conversely, the greater the
consonantal strength of the final consonant, the less preferred the syllable contact will be.
The result of these two conflicting laws is that “extreme violation along one parameter or
the other [was] remedied in accordance with the relevant requirements” (Suzuki 1991: 181).
Segments located at either extreme of the Consonantal Strength Scale involved
resyllabification. By contrast, velar plosives remained unaffected and did not undergo
resyllabification because of their intermediate consonantal strength on the scale. Since
resyllabification established the conditions for glide loss, the exceptional behaviour of velar
plosives provided the environment for glide retention and strengthening.

In response to his discussion of the Old Norse GV2 development, two questions
anse. First, instead of attributing the “strengthening” (glide retention and “gemination™) to
the velar plosives, Suzuki ascribes this “bizarre” behaviour of the sequences in (6) to the
influence of the glides. This view is taken after a brief consideration of gemination

processes such as West Germanic. By rejecting a parallel with West Germanic gemination,

'Recall from the Coda Law (Chapter One, §4.4) that a simple coda is more preferred the less the consonantal
strength of the segment (Part (b)). However. when the coda is filled by a consonant cluster, C,C,. the greater
the increase in consonantal strength from C, to C,, the more preferred the coda (Part (c)). It is to Part (c) that
Suzuki appeals in this instance
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Suzuki does not take advantage of previously established explanations. Since -V'C. 1™~ is the
triggering environment for gemination, resyllabification (with compensatory lengthening)
and lastly glide strengthening (cf. Murray and Vennemann 1983), it seems plausible that a
different consonantal strength could have invoked a different process where velars are
concerned. For instance, the stronger labials could have undergone resyllabification, i.e.,
-Vp. iV->-V.piV- where the slope of the head is large and therefore indicative of a more
preferred complex head. Conversely, the weaker velar could have invoked gemination to
improve the syllable contact since it was not strong encugh to cause resyllabification. In
this proposal, only voiced and voiceless velars would necessarily invoke gemination as
Suzuki claims in his version of the Old Norse development. His claim that only £ and g
invoked the special glide strengthening in Old Norse due to their intermediate consonantal
values is problematic. The consonantal strength of these two segments would not be equal
(cf. Chapter 1 §4.2) due to their different placements on the Consonantal Strength Scale, t.e.,
voiceless stops versus voiced stops. Thus, it would be expected that the other segments of
similar intermediate consonantal strength would have exhibited similar behaviour. No such
provision is made by Suzuki for other consonants of similar consonantal strengths to trigger
this double strengthening.

One greater question is still left unanswered by Suzuki. Although he illustrates his
analysis of simplex and complex glide strengthening in Old Norse, he does not outline how
this could be extended to an analysis of GV. Instead, he assumes that by showing this glide
strengthening, he has sufficiently accounted for the purported strengthening in GV. Clearly,
however, the geminate glides constitute a completely different environment. In the sequence
-(GG-, there is no velar to trigger the complex glide strengthening to an obstruent (cf. (7)).
Thus, the question remains, how did the GV glides undergo strengthening to obstruents in
this dissimilar environment? Unfortunately, Suzuki does not attempt to provide an answer.
3.3.3 West Germanic

Stage Two in West Germanic was marked by no further developments. [n sum, the
reflexes from Stage One, namely -V(.GGV, were maintained in West Germanic. The cluster

-V(- was realised as a diphthong as Suzuki contends above, e.g., ~weiio. Suzuki attempts



72

to explain why West Germanic did not undergo any subsequent strengthening in GV2 as the
other two branches did. In both Gothic and Old Norse, strengthening was employed to
improve poor syllable contacts. However, the repair strategy for poor syllable contacts in
West Germanic was gemination as evidenced by the well known West Germanic
gemination. This change induced the gemination of every consonant before a syllable initial
£ in the sequence -VC. i V-, except where C represented -r-. Gemination failed to occur
before -r- since the contact -r.G- was not poor enough to trigger gemination as would have
been the case with, for instance, -p.G- where the value of G - p would be a “large” negative
value. Thus, there would be greater pressure to improve this latter poor syllable contact.
However, the contact, G.(; does not provide an example of a very poor contact, but is rather
a stable contact. Thus, G.G undergoes no further changes.

3.4 Criticisms of Suzuki's approach

Suzuki presents an innovative syllabic approach to the Germanic phenomenon. His
particular dialect specific developments for GV2 mark clear improvements upon other such
theories which have preceded his analysis. By examining how individual dialects treated
glides, Suzuki claims to be able to reach more accurate and appropriate conclusions for each
dialect. Such a separate dialect-specific treatment is supported by Voyles (1968), Jasanoff
(1978) and H. Smith (1941). Furthermore, it makes use of widely accepted theoretical
assumptions, processes and Preference Laws. These aspects make it far less problematic
than the Davis and Iverson (1996) model which follows.

Despite Suzuki's strengths, however, several problems come to the fore. First, Suzuki
does not address any exceptions to GV. This point could, however, constitute an advantage
for his theory since it would indicate that Suzuki considers GV to be a phonological problem
alone. From this perspective, “deviant” forms or exceptions would be outside the
phonological realm. These exceptions would then be better explicated as having resulted
from borrowing, analogy or some other phonological or morphological process whose
effects have obscurred the original GV reflexes.

With reference to Suzuki's developments, Davis and Iverson (1996) cniticise the

intermediate stage, -VC. V-, which would have arisen following the loss of the laryngeal.
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Rightfully so, this stage is prosodically quite impossible even as an intermediate stage on
the way to -V.CV- and should thus not have arisen at all. Moreover, the simplest repair
strategy for this less preferred syliable contact could simply have been resyllabification
regardless of the natural classes to which the consonants belonged. Such a resyllabification
would have resulted in the immediate improvement of the poor syllable contact.

The most pointed criticism of this approach is one not reserved strictly for Suzuki's
theory. This issue is something which all two stage theories must face. The question
remains as to how we can motivate the strengthening of (.(; in the dialect specific
developments. Although (+.(; does not constitute the most preferred of syllable contacts, it
does nevertheless depict a stable contact (cf. Footnote 12 this chapter). The difference in
the consonantal strength of the two segments is a neutral value of zero. As already argued
for Gothic, even if there was motivation for strengthening, Suzuki still fails to motivate the
specific strengthening involved in GV. For instance, the precedence for strengthening in
Gothic would result in j./, not the evidenced d.df. Although I have trnied above to motivate
this further development to plosives, this should have been explicitly described by Suzuki.
Moreover, the Old Norse GV forms remain unmotivated. Once again Suzuki is able to
account for the dialect specific treatment of giides, but he does not account for how this
knowledge can be implemented in explaining the GV segments themselves. The velars in
Old Norse are shown to behave differently from other consonants in that they trigger what
appears to be a form of gemination. One key difference between this gemination and GV
1s that there is already an extant velar to trigger “gemination™ in the non-GV examples from
(6d). By contrast, GV starts simply with glides and no triggering velar. How could Suzuki
account for this gemination/hardening when no velars were ornginally present as required
for his dialect specific discussion? Suzuki must be able to answer this question to provide
credibility for that development. Unfortunately, Suzuki does not attempt an explanation of
GV itself. Nor does he tender an account for the Jdifferential treatment of glides in Gothic
and Old Norse where strengthening is employed to improve the contact and syllable onset,
versus in West Germanic where no ameliorations are undertaken. Moreover, no examples

were provided to substantiate such a difference in the treatment of glides in West Germanic.
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Even in the face of these probiems, Suzuki's approach still marks a major
improvement upon earlier theories posited to explain the Germanic phenomenon. [ now turn

to another recent innovative proposal for GV.

4.0  Davis and Iverson's (1996) Feature Spread Theory

The alternative proposed by Davis and Iverson (1996) (hereafter D&I) appeals to the
theories of feature spread and compensatory lengthening. This proposal is based on two
assumptions; first, laryngeals were extant in the early Proto-Germanic period and secondly,
it was during this Proto-Germanic period rather than later in the individual dialects that the
GV development occurred. The theory that follows builds on these two assumptions.
4.1 The model of GV

The model proposed by D&I is very straightforward. In brief, the feature
[consonantal] spread leftward from the laryngeal to the glide causing it to harden to a voiced
plosive. This plosive retained its glide-like quality as a secondary articulation. In
conjunction with the spread of [consonantal], the laryngeal was delinked from its timing or
skeletal slot. It was into this empty slot that the hardened glide, viz. the plosive, spread

creating the “geminate” obstruent. This process is illustrated in (10) below:

(10) Germanic Verscharfung
\'4 c C \%
| = Compensatory Lengthening
Root Root .
7 o ViSHV>Vd{sdv
[cons] Place Spread of [consonantal]
Pharyngeal

D&I (1996: 111) claim that the two processes of their theory, hardening of the glides and
lengthening of the strengthened glides into the empty onset, are best viewed “as
complementary aspects of the same Proto-Germanic phenomenon.” Since a feature can only

spread to a segment not already specified for that feature, then the hardening could only
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selectively affect glides which were not specified for [consonantal] (D&I 1996: 111).
Moreover, glides were marked as [high] under V-place in their feature geometry. This was
another method to stipulate that only glides, and not vowels in general, could undergo
sharpening.
4.1.1 West Germanic-Further innovations?

In order to account for the diphthongs in the West Germanic dialects, D&I propose
that West Germanic underwent one further development. The lack of GV forms in West
Germanic can be explained by the delinking of the feature [consonantal] from the root node.

This delinking is depicted below in (11).

anv ¢ oF v A C L
s T e -
Root Root Raeot R'oot
a |
(coss] lace = Pl?ce
| |
Pharyngecal Pharyngeal

This delinking would have served to weaken the obstruents to glides, thus reestablishing the
presence of glides in the GV cognates.

Contrary to the assumption of earlier theories (cf. Suzuki 1991, Prokosch 1939,
Jasanoff 1978), D&I (1996: 112) reject both the coincidental development of GV in only
Gothic and Old Norse and the “special affinity which obtained™ just between these two
branches. Moreover, the GV relics in West Germanic are accounted for by assuming that
the development of GV occurred in the Proto-Germanic pertod and that subsequent
delinking as in (11) did not apply to every GV example in West Germanic.

4.1.2  Support for feature spread from Kaisse (1992)
D&I (1996) cite Kaisse’ (1992) article as evidence for their claim that [consonantal]

can spread thereby triggering glide hardening. Kaisse’ own evidence includes data from
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Cypriot Greek and Rito-Romansch. These languages provide examples which iliustrate that
a segment marked [-consonantal], vi-. a glide, becomes [+consonantal] when situated next
to another consonant (Kaisse 1992: 316). Kaisse tries to argue that in both sets of examples
[consonantal] is the only possible feature of the trigger segment causing assimilation.

In Cypriot Greek, the semi-vowel ; “is realized as a voiceless palatal or velar stop
after most consonants” (Kaisse 1992: 316). Examples of this strengthening are provided

below.

{(12) a. uderfi ‘brother’
/aderfi + a/ — aderfia — aderfku ‘brothers’
b. teri ‘one of a match’
/teri + azo/ — teryuzo — terkazo ‘[ match’

At first glance, it would appear that the onset position, wherein the glide is placed, could be
argued to be the causal factor."” That the syllable onset position is neither sufficient nor
necessary for the strengthening of these glides, according to Kaisse, is supposedly illustrated
by the data from Bergiiner Romansh where the glide is in the syllable rhyme.

In this dialect of Romansh, a Verschdrfung effect reminiscent of Holtzmann's Law
“sharpens” both / and « to a voiced velar plosive [g]. Glide hardening in Bergiiner Romansh
differs from that in Cypriot Greek by the direction of feature spread. Whereas the direction
of spread in Cypriot Greek was leftward, it is rightward in Bergiiner Romansh.

Kaisse (1992: 320) concludes from her investigation “that the usual output of
consonantalization is an obstruent.” Furthermore, she claims that the syllable position of
the glide itself plays no role in the hardening. Instead, the sharpening of glides to obstruents
i1s triggered by the spread of the feature {consonantal]. Her findings provide the evidence

needed for D&I to propose their own version of feature spread for GV. However, her results

"It would appear at first that the Cypriot Greek examples reflect typical contact strengthening where the onset
increased in consonantal strength to ameliorate a less than preferred contact. e.g.. mat.ia > mar.ka (Kaisse 1992.
317). However, the example vienno - fcenno calls this assumption into question since the glide has not
strengthened in contact position. but in the syllable onset position where it created a less than preferred onset.
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may not be as “airtight” as D&I require.

Kaisse cites examples from Shona where the glide [u] appears to alternate with [k],
e.g., -rapka (Zezuru dialect) and -rapx‘a’® (Karanga dialect) /rap+ua/ ‘to be treated’.
However, she notes that this derived stop or fricative can also appear with a contiguous [u]
in a position where there is no {consonantal] feature to spread. She further states, “In fact,
the underlying w normally shows up on the surface along with the velar stop or fricative. .
. It seems most likely, then, that Shona has a process intruding a velar stop or fricative before
w in a cluster. The w itself does not harden™(p. 322). Thus, a non-original obstruent does
not necessarily result from the spread of [consonantal] causing a glide to strengthen. This
would be the case in the “hardening” of the glides in Italian, e.g, Lat. iuuenis but It.
<giovane> ‘young’ and Lat. uiyo but It. <vivo> ‘live’. These examples are indicative of
head strengthening which improves a syllable onset (Murray 1995, Vennemann 1988).

In one final criticism of Kaisse’ Romansh argument, I note that not all occurrences
of non-original obstruents can necessarily be related to onginal glides. According to Harris
and Vincent (1988), in the Surmeiran and Puter dialects of Romansh the main environment
for Verschdrfung was a syllable closed by /r/ where no glide was necessarily present, e.g.,
dirum > Puter /dykr/, Surmetran /dekr/ *hard’ and dormire > Puter and Surmeiran [durmekr]
‘to sleep’. In the latter example, it is questionable whether it can be argued that an
intermediate diphthongisation occurred en route to the Verschdrfung, e.g., /i/ > [i1] >
fik}/[ek]. Thus, the Romansh obstruents may not necessarily be the result of glide
strengthening per se.

4.2 Problems and criticisms of D& (1996)

D&l's feature spread theory is indeed an innovative approach to this elustve
Germanic problem. Moreover, it avoids the difficult task of motivating glide strengthening
from the poor yet stable syllable contact of the traditional Stage One. Unfortunately this
theory still leaves several issues unresolved.

One key problem for this approach is the use of the term “compensatory

"*Kaisse uses [x'] to denote a prevelar fricative
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lengthening”. This process generally applies to syllable rhymes, NOT syllable heads (cf.
Kenstowicz 1994: 295). However, according to D&I the strengthened glide spread from the
coda to the head of the following syllable. This proposal is further challenged by the fact
that Proto-Germanic has been argued to be a weight sensitive and mora counting language
(Murray and Vennemann 1983). Such a language would not require that the syllable head
be filled subsequent to the loss of a segment in that position since syllable heads do not
affect mora count. Furthermore, if the syllable head were to be filled, two Preference Laws
could be used to motivate this development: the Head Law and the Coda Law. We would
expect these laws, however, to motivate resyllabification upon loss of the laryngeal, NOT
gemination as proposed by D&, e.g., VG.HV > VG.V > V.GV.

In a similar vein D&I do not account for the placement of a laryngeal before a ghide
thereby availing themselves of a potentially less controversial scenario. Two different
developments could be proposed depending on the assumption made regarding the strength

of the laryngeals in question. These scenarios are outlined below.

(13) a. If H had a “strong” consonantal strength, e.g. [¥]:
VH.GV > VH.djV > Vd.4;V
b. If H had a “weak” consonantal strength, e.g. similar to [h}"
VH.GV > VG.GV > Vd.4jV

If the laryngeal had had a “higher” value on the Consonantal Strength Scale, then the
development could have emerged according to (13a). Glide strengthening could have
resulted from the spread of [consonantal] from the laryngeal to the glide. Subsequently, this
would have improved the syllable contact. The laryngeal could then have been fully
assimilated to the strengthened glide. This development would fit with their present model
of GV. By contrast, if laryngeals were “weak™ consonants, then D&I could have proposed

full regressive assimilation of the laryngeal to the glide. The glides could then have

®lverson (p.c.) assumes “that laryngeals were ‘weak' or relatively high in sonority " This claim would “jibe”
well with their hardening according to the Head Law
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undergone hardening producing D&I's final output Vd.djV. However, as discussed above,
finding a motivation behind strengthening the glides in the stable syllable contact G.G is
difficult. Moreover, this last proposal would require reworking of D&I’s model.

Another problem facing D&I is the simultaneous feature spread and delinking. How
can they motivate such a simultaneous application of processes??' Moreover, laryngeal loss
would remove the environment for feature spread to occur. D&I try to defend their claim
by assuming that the feature spread would have occurred just prior to delinking of the
laryngeal. Were this the case, it would create an unlikely intermediate stage, namely
Vdj.HV (> Vd.d4j V), where the syllable contact would be less than preferred. Ironically, D&I
criticise Suzuki for a similar “sin”, namely his development VC.V (<VC.HV) which they
claim is not a plausible intermediate stage in Germanic.

One of the most troublesome aspects of their analysis is the following concem: if it
was a question of spreading [consonantal] from the laryngeal, then why did other
contiguous consonants not also trigger GV? Dé&! make no attempt to explain why laryngeals
alene should be implicated in the strengthening of glides by the spread of [consonantal].

One final criticism is based in D&I's interpretation of the orthography. According
to D&I, the GV segments signified plosives with glide-like secondary articulation, 1.e.,
complex segments. Such an interpretation ignores other studies which have shown <j> and
<w> to represent more fricative-like segments in Gothic (cf. Vennemann 1985b, Murray and
Vennemann 1983). Moreover, tentative conclusions from my own study in Chapter Two
indicate that these segments may have represented concatenations of plosives and glides (cf.

Chapter Two, §§2.7 and 3.4). According to my conclusions, the glides do not appear to be

®One further proposal has been suggested to me by Robert Murray (p.c.), namely VH GV > VHHGV >
Vd.djV Here the poor syllable contact is improved by gemination of the laryngeal in a process akin to West
Germanic gemination. Thus, a laryngeal results in syllable onset position of the second syilable. Subsequently,
this laryngeal could have been strengthened according to the Head Law The laryngeal in the preceding coda
could then have assimilated to this strengthened laryngeal in the onset of the following syllable. However, again
this proposal would require a complete reworking of D&I's theory and would have proceeded from a stable
contact.

*Thanks to Ed Cook {p.c.) who confirmed for me that these simultaneous processes would not be permitted
according to the phonological theories of feature geometry and feature spread.
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secondary articulations, but rather fully articulated phones.
4.3 A response from Iverson (p.c.)

Iverson (p.c.) continues to defend the notion of a direct Verschdrfung as opposed to
intermediate syllabifications. He maintains this theory of compensatory lengthening into
syllable heads although he concurs with Hayes (1989; as cited by Iverson, p.c.) “that
compensatory lengthening regularly derives from disappearing ‘moraic’ segments, so
(nonmoraic) onset consonants would not be expected to have this result”. However, there
are cases of onsets which exhibit “charactenistics of syllable weight-bearing ability”
(Iverson, p.c.). Unfortunately, these onset-sensitive stress systems do not belong to the
Germanic language family. Nevertheless, their discovery would appear to provide a
precedent for onsets having some form of weight-bearing function or being properly
represented by some kind of timing unit (Iverson, p.c.). It is upon this phenomenon which
D&I rely for their own theory. This is however a shaky foundation.

I st1ll find this concept of onset-sensitive stress systems problematic with regards to
GV. Indeed Germanic has been found to be a weight-sensitive language but only with
reference to syllable rhymes, not heads. Why then would we expect this compensatory
lengthening to apply to syllable heads when there is no precedence for such a claim in

Germanic? This question still remains to be answered.

5.0 Conclusions — Towards an Analysis of GV

In this chapter I have presented and critiqued various theories proposed to explain
GV. These approaches have been based on accent placement, morphological levelling and
analogy, laryngeals, syllable structure and feature spread. Although none of these theories
have been accepted and adopted as the definitive answer to GV, all provide insight into the
problem.

As [ embark upon the pursuit of my own analysis of GV in the following chapter, |
must critically evaluate the theories and data which have been presented in this chapter. In
light of both the strengths and weaknesses of these theories the cntical aspects which | will

investigate become apparent. Below | outline what [ take to be the critical factors which will
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play a role in my analysis of the phenomenon.

First, a review of the theonies forwarded by Suzuki, D&I and others illustrates one
important weakness in the analyses of GV. Many apparent exceptions exist for GV, e.g., ON
snim ‘to turn’ vs. ON snugga ‘to look askance’. These parallel developments demonstrate
that GV occurred in some items, but not in others. An examination of these environments
could shed important light upon this elusive phenomenon. Moreover, it is plausible that
such an unusual phonological development was not the result of one sound change but rather
was the consequence of a complex interplay of factors. Perhaps the PIE accent did play a
role in GV as Holtzmann first argued. An examination of the PIE accent will be undertaken
in an attempt to determine if accent can be implicated to any degree in an analysis of GV.
If so, then this variable PIE accent may shed light on the occurrence and non-occurrence of
GV as noted above.

Furthermore, it is plausible that the voiceless series of laryngeals had an impact on
the outcome of GV. [ will assume that laryngeals were still extant in Proto-Germanic. This
assumption is not problematic according to Polomé’s (1982) argument for the archaic nature
of Germanic. Since remnants of laryngeals still linger in the Germanic ablaut series, for
example, it becomes evident that laryngeals were a part of the PIE phonological system
when Germanic split off. Consequently, these laryngeals would have persisted for a time
in Proto-Germanic before they were uitimately lost. However, where would laryngeals have
fit into the GV picture?

Most laryngeal theories of GV have had to face the problem of determining the
placement of the laryngeals in GV. H. Smith (1941) bases his analysis of GV on a sequence
HG whereas Jasanoff (1978) assumes the order GH. However, Jasanoff argues for a
metathesis of the inherited sequence H(; to the secondary sequence (GH which he requires
for his theory. According to Winter (1965 and as quoted in Jasanoff 1978), the inherited
sequences -Hi- and -f/u- were metathesised to -¢//- and -u//- when followed by a consonant.
Nevertheless, Jasanoff assumed the inherited sequence to be HG. But why should Jasanoff
require this metathesis?

One of the arguments wielded by Jasanoff (1978) against the order H(; is the
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purported lengthening of vowels subsequent to the loss of a following laryngeal, e.g., VH>
v. However, no compensatory lengthening would occur if the laryngeal were in the onset
of the following syllable (ie., V.H) rather than in the coda of the preceding syllable (ie.,VH.).
If for some reason the laryngeal could be placed in onset position, then there would be no
reason for the sequence A (; to undergo metathesis to avoid laryngeal loss with concomitant
compensatory lengthening. Assuming that /G would also be more favourable in terms of
Occam's razor since it would not require the further step of metathesis, then it emerges as
a more desirable order. A successful analysis of GV could prove to substantiate this
laryngeal placement and ordering with respect to the glides, thereby confirming or
improving present PIE reconstructions, particularly those of GV etymons.

My analysis will also include syllable-motivated sound changes based on the
Preference Laws. Such an approach may help provide the needed motivation which earlier
theories lacked. Moreover as noted above, my approach will provide evidence either for or
against Polome's suggestion that syllabification theories may provide a cogent explanation
for GV.

The analysis which follows will thus examine the Germanic Verschdrfung from a
purely phonological perspective. Moreover, my phonological study may require me to adjust
my conclusions regarding the phonological-orthographic correspondences. Nevertheless,
my interim conclusions will provide direction for my examination of the sound changes.
Since it 1s important that both the reflexes of the changes and the changes themselves be
congruent and complementary, the next chapter will revise as necessary the tentative
conclusions reached in Chapter Two while remaining faithful to the issues raised there.

In sum, my analysis will combine the features of accent, laryngeal, and syllable-
based approaches to GV to provide a more comprehensive analysis of the events which
created the phonological aspect of the phenomenon. Together, these considerations may
furnish a more complete account of GV.

Moreover, since there appears to be some validity to the claim that morphological
levelling affected the persistence of GV forms within paradigms, [ also provide suggestions

with regards to subsequent morphological developments in the Appendix.
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Chapter Four
BUILDING ON THE PAST: A NEW ANALYSIS

0.0 Introduction

Although GV has been analysed from a multitude of perspectives within numerous
frameworks (cf. Chapter 3), no single theory thus far has provided a satisfactory explanation
and motivation for the phenomenon. In this chapter I will present a new unified account for
GV. Rather than completely rejecting the theories of the past, my analysis will bring
together various aspects of accent, laryngeal and morphological' approaches previously
posited while distancing itself from the traditional two stage approach. By combining
various elements from these past theories with the Preference Laws for syllable structure (cf.
Murray and Vennemann 1983, Murray 1988 and Vennemann 1988a) a new account
emerges. As part of my analysis, I will further argue that the variable “Pre-Germanic™
accentuation caused differential syllabification of the sequence -’HGV-. This differential
syllabification, as I will assert, established the environments for the GV and non-GV
developments, e.g., ON snugga ‘to look askance’ vs. ON snia “to turn, twist’. My approach
as outlined below has implications for the development of Germanic before its break up into

the dialects.

1.0 Accent and differential syllabification

In this section [ will first outline the nature and position of the accent in Proto-Indo-
European and Germanic. [ will then discuss the link between GV and the mobile
PIE/Germanic accent. Next [ will examine how the differential syllabification of the
sequence -VHGV- could have resulted from this variable accent.
1.1 Indo-Furopean pitch accent

Throughout the literature, PIE accent has generally been characterised as one of pitch
and mobility (cf. Hirt 1931, Prokosch 1938, Bennett 1980, Ramat 1981, Baldi 1983,

Szemerenyi 1990, and Beekes 1995). This pitch accent was realised by a high tone on a

'See Appendix for suggestions regarding subsequent morphological developments.
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single syllable within a word (Baldi 1983: 16). Evidence for the musical or pitch accent in
PIE comes from Vedic, Greek and Balto-Slavic (especially Lithuanian) (Lehmann 1993: 58,
Szemereny1 1990, Wright 1917). Durnng the Proto-Germanic period, Germanic, like
Romance and Celtic, underwent a change to a fixed stress accent system and therefor.
provides no direct support for the mobile pitch accent in early PIE. However, the
maintenance of unaccented vowels throughout the early dialects is consistent with a pitch
accent system (Prokosch 1939, Wright 1917).

Of greater importance to the study at hand 1s the mobility of the PIE accent. This
accent has often been referred 1o as “free™ (Beekes 1995, Ramat 1981, Szemerenyi 1990,
Prokosch 1939) however, this label should be qualified. Unlike languages such as French
or Polish where the accent is “mechanically determined” and placed on all final or
penultimate syllables respectively?, the accent in [E was not fixed on one specific sytlable
in the language. The PIE accent could fall on either the root syllable or the affix/ending of
the word. Accent placement could even vary within a paradigm, e.g. Gk. patér (nom.)
‘father’, patéra (acc.), but parrds (gen.) (Ramat 1981: 17). Szemerenyi (1990: 77) refers to
languages such as Greek, Sanskrit and Lithuanian, from which we gain much insight into
PIE accent, as heschrdnkt frei (free but with restrictions). More detail regarding some of
these “restrictions” on PIE accent placement will be provided in §1.3.
1.2 Germanic stress accent

According to Prokosch (1939: 118), “all Indo-European languages went through
some form of accent regulation.” By the time the first records of Germanic were written,
Germanic, like Romance and Celtic had developed a stress accent where primary stress was
placed on the root syllable, e.g., OE fader ‘father’ (all cases) but Gk patér (nom.), pdter
(voc.), etc. (Bennett 1980: 55). This shift of accent to the root syllable has been implicated

in the weakening or loss of vowels in unaccented syllables (Wright 1917, Bennett 1972, and

'The characterisation of French as cited above comes from Szemerényi (1990: 76). This statement should be
qualified. In cases where the final syliable contains a schwa (or syllabic resonant depending on the dialect). the
accent falls on the penuitimate syllable, e.g., libr(e) ‘free’, applicabl(e) *applicable’. This may aiso account for
the complete loss of such final syllables in the rapid speech of some dialects, Can Fr table [tab] vs [tabl(a)]
‘table’. Thanks to Doug Walker who brought my attention to the fact that schwa provides an exception to the
accent always being placed on the ultimate syllable in French
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Ramat 1981) and ultimately in the decay of inflectional affixes (Ramat 1981: 17).

However, what is of most interest to the present study is what took place during
preliterary times following the split of Germanic from IE. It has been argued that following
this split, Germanic had mobile pitch accent similar to the accentual mobulity of Indo-
European (Salmons 1990:141, Bennett 1972). Some scholars have posited a period of free
accent in Germanic lasting anywhere from several centuries to a millennium (Bennett 1972:
100).

That Germanic had indeed inherited [E's mobile accent is best evidenced by Verner's
Law. This law accounts for apparent exceptions to Grimm's Law (cf. Chapter One, §3.2.1).
Recall from Chapter One that Verner's Law states that the voiceless fricatives in Germanic
became voiced when they were not immediately preceded by the accent (Lehmann 1992:

154). The examples in (1) help illustrate this point.

(1) ‘brother’ ‘father’ Gnmm's Law: ¢+ p
Skt.  bhraar- pitdr-
Gk.  phratér- patér-
Go.  bropar Sfadar
OE  bropor ON fadir

The Germanic cognates for ‘brother’ all indicate the voiceless fricative, p ,as expected from
Grimm's Law. However, when the IE accent did not immediately precede the spirant as in
the examples for ‘father’, the voiced fricative, d, resulted in the Germanic cognates in
accordance with Verner's Law.

Since Germanic thus maintained the [E mobile accent for a period of time, an
examination of [E accent placement may provide insight into the accent of early Germanic
before the accent shift placed stress on the root syllable. A discussion of accent placement
in [E follows.

1.3 Accent placement in PIE

Contrary to what the label “free™ seems to signify, there did exist a certain l[evel of

order in the placement of the accent in PIE. Although the complete details of this accent

placement have yet to be worked out, much is known from studies of Greek, Sanskrit, Balto-
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Slavic and the effects of Vemner's Law in Germanic. Before outlining the proposed accent
placement for PIE and early Germanic prior to the accent regularisation, | now outline some
of the evidence that has been cited for the reconstruction of the accent placement in PIE and
early Germanic. This evidence includes accentuation in Greek, Sanskrit and Balto-Slavic,
Vemer’s Law, and ablaut grades in words.

Sansknt, Greek and Balto-Slavic provide important insights into the placement of
the accent in PIE. Szemerényi (1990) claims that the agreement in accent placement
between Greek and Sansknit in isolated lexical items as well as within paradigms reveals the
PIE accentuation. For example, a comparison of Skt. p&, acc. padam, gen. padds ‘foot™ with
the corresponding Gk. mtotg, m6da, woddg reveals a common accent placement. Moreover,
it reveals a mobile accent, where the accent is not fixed strictly on the root or the suffix. In
the genitive case in both Greek and Sanskrit the accent falls on the suffix. By contrast, in
the nominative and accusative forms, the accent is placed on the root syllable. Szemerényi
(1990: 79-80) also states that sometimes Balto-Slavic helps confirm accent placement where
it agrees with Sanskrit and Greek, e.g., Skt. ndbhas, Gk. ve€pog, Russ. nébo “heaven, sky’
(cf. also Gamkrelidze and Ivanov 1995).

The reconstruction of the PIE accent placement can often be venfied indirectly by
Vemer’s Law in Germanic. Recall from the discussion above (cf. Chapter One, §3.2.2 and
this chapter §1.2) that when the voiced fricatives occurred in place of their expected
voiceless counterparts, the accent in Sanskrit and Greek did not fall on the immediately
preceding syllable, Skt.bArdtar-, Gk phratér-, Go.brgpar, OEbrgpor “brother’ but Skt pitdr,
Gk patér-, Go. fadar, and ON fadir ‘father’. This correspondence between accent and the
occurrence of voiced fricatives has also been used to determine the placement of accent on
the principle parts of verbs in early Germanic. Many verbs show the effects of Verner’s Law
in the plural preterite’ but not in the present stem nor singular preterite. Examples from
Middle High German illustrate this alternation (listed as pres./sg.pret.~pl. pret.). zihen~zigen

‘pull’, slahen~sluogen ‘slay’, wesen~waren ‘be’ and verliesen~verlurn ‘lose’ (Pafenberg

'The past participle also tends to reveal the effects of Verner’s Law (Prokosch 1939, Voyles 1992). Modem
German still provides examples, e.g.. zichen (pres.), zog (pret.), gezogen (p.p.) ‘pull’
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1993).* This would point to root accent in the present and singular preterite forms, but
suffix accent in the plural preterites (and past participles). These conclusions would enable
an account of the voiceless and voiced fricatives (and their reflexes) in these verbal principle
parts. Thus, Verner’s Law provides indirect evidence for the PIE accent placement.

Further evidence for the placement of the PIE accent can be cited from vocalic ablaut
grades. Gamkrelidze and [vanov (1995: 166) note the relationship between accentuation and
the vowel ablaut system in IE. Prokosch (1939) suggests a similar relationship in his
discussion of PIE and Germanic accentuation. He cites several examples of accent
placement based on the ablaut grade of a word and notes that full-grade vowels were
accented. By contrast, when the accent did not fall on a particular vowel, then it “surfaced”
as the reduced ablaut grade. For example, Go. steigan, staig, stigum, stigans ‘chimb’ reveals
a reduced ablaut grade in the last two principle parts of the verb, namely the plural preterite
and past participle. This would indicate that the root vowel in these two stems was not
accented, thereby supporting the proposal that in the last two principle parts of the verb, the
accent fell on the inflectional suffixes. Such a claim 1s supported by Verner’s Law above
which also provides evidence for suffixal accent in the last two principle parts of verbs.
Likewise, the full grade and «-grade vowels in the first two principle parts of the verb would
point to root accentuation. Again, this is confirmed by Verner’s Law.

Prokosch cites other examples of vocalic alternations which provide evidence for
accent placement. For instance, he (p. 151) notes that verbs with /-suffixes may have the
suffixal alternation eje ¢jo~je jo. He states that “when the root was accented the suffix was
reduced to jejo”, e.g., Lat. sagia By contrast, “when the suffix has the normal grade,
éje &0, the root as a rule shows the o-grade”, e.g., Lat. moned ‘admonish’ < "mon-¢é/0, root
men- (Prokosch 1939: 151). Thus, the PIE accent can also be ascertained by the ablaut grade
or the appearance of a suffix in either its reduced or full form.

With this evidence in mind, [ will now outline some of the PIE accent placements.

1 provide only those points which are relevant for my analysis of GV since a more complete

“The alternation between s~ is the reflex of Verner’s Law. The alternation would have originaily been s~z, but
through rhotacism, = would have developed into » We see this even today in English was~were
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examination of the details is beyond the scope of the present study.
1.3.1 Nouns and adjectives

Since nouns and adjectives share inflectional suffixes, they are grouped together
(Voyles 1992: 238-241). According to Voyles (1992: 19-20), accent was placed on the stem
in the nominative, accusative and vocative of “[masculine] and neuter nouns and adjectives
of the a-, wa-, ja-, and the ac iz-class™. Otherwise, the suffix was accented in the genitive,
dative and oblique cases of these noun and adjective classes. For all other noun and
adjective declensions, the accent pattern was different. In these latter paradigms, the root
received the accent in all singular forms as well as nominative and accusative plurals. The
remaining genitive and dative forms in the plural were then accented on the inflectional
suffix. Although Voyles (1992) makes these claims early in his study, his paradigms which
appear later in the appendix indicate that the only consistent case which takes suffix accent
is the genitive. The best example of this is the IE paradigm for ‘two’ for which all forms

given are in the plural (p.243)*:

{2) nom. masc. +dwdi fem. +dwas neut. +dwi
gen. +dwayom ?ém +~dwaisom +dwojom ?ém
dat. +dwdoimis +dwaimis +dwoimis
acc. -dwaons +dwas/Ins ~dwas

1.3.2 Adverbs

Since adverbs were usually derived from the oblique case of nouns and adjectives,
they received accent on the suffix (Voyles 1992: 20), e.g., Go. triggwa ‘covenant’ and
triggwaba “truly, assuredly’.
1.3.3 Verbs

In the weak verbs the endings were accented throughout the paradigms. By contrast,
strong verbs took root accent in the first two principle parts, namely the present indicative

stem and the pretente singular. The endings of the last two principle parts, the preterite

*Although I subscribe to the reconstruction of this stem with a laryngeal, e.g. +duoh, (Beekes 1995: 214) or
+dwoXw (Lehmann 1952; 45), the paradigm given above from Voyles, nevertheless, serves to illustrate the point
that the genitive case is the most consistent with regard to placement of accent on the inflectional suffix.
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plural and the past participle, received the accent (Voyles 1992: 20). Prokosch (1939) notes
that the aorist present verbs placed the accent on the ending. He further claims that these
aorist verbal forms were more common in Pre-Germanic than in the historical forms found
in the Germanic {anguages.

With these details on [E accent placement, a closer examination of the relationship
between accent and GV can now be undertaken.
1.4  Accent and GV

The earliest explanations posited for GV implicated PIE word accent as the
motivating factor behind the GV sound changes (Collinge 1985: 94). Holtzmann's onginal
hypothesis claimed that the syllable following the GV segments was accented (as cited in
Collinge 1985; based on Holtzmann 1870). Kluge (1913: 75) contended that the opposite
environment, namely a preceding accented syllable, was at the heart of the matter. An
examination of the paradigms provides an interesting insight into the question of accent
placement with regards to GV.© Of particular interest are the paradigms which include both
GV and non-GV forms. These paradigms may provide insight into the onginal state of
affairs at the time of GV before levelling obscured the “conditioning” environment. The
paradigm for ‘two' is one such paradigm. It might be the case that the potentially high
frequency of the word 'two' would have helped this paradigm resist levelling thus enabling
a better insight into the GV conditioning environment (cf. Chapter Five, §2.2). This
paradigm is provided below in (3). In light of the plurality/duality denoted by the number

‘two’, the paradigm only contains plural forms.

“In many cases the GV form has been levelled through the entire paradigm or has been eliminated by levelling.
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(3) ‘two’

a. Gothic (from Wright 1917: 117)
Masc. Fem. Neut.

N. twai twos twa

G. twaddjé -’ twaddjé

D. twaim twaim twaim

A. twans twos twa

b. Old Norse (from Noreen 1970: 304)
Masc. Fem. Neut.

N. tueir tuger tuau

G. tueggia tueggia tueggia

D. tueim tueim tueim

A. tua tuer tuau

In both the Gothic and Old Norse paradigms, the only forms exhibiting GV are in the
genitive case. This restricted occurrence of GV to the genitive case 1s not limited to the
paradigm for ‘two’ in Gothic and Old Norse. Olcel. beggja (gen.) ‘of both’ (cf. Go. bai
(nom.), bans (acc. masc.), baim (dat.)) aiso provides another example where GV only occurs
in the genitive case (Lehmann 1986).

The question now arises: What is the significance of the genitive form with regards
to GV? Recall from §1.3.1 that the genitive and dative cases of nouns and adjectives were
the only cases which could receive suffix accent in the plural. In the examples given, only
the genitive case placed accent on the inflectional ending (cf.(2)). All things being equal,
namely that non-GV forms also had inflectional endings, the only distinctive difference
between the genitive which underwent GV and other cases which did not was accent
placement. The genitive form had suffix accent whereas the other cases had root accent.

Another example illustrating a link between accent and GV comes from Old Norse
verbs. The verbs Agggua *to hew’ and bua ‘to live’ display both GV and non-GV forms in
their principle parts. These verbs are shown below in (4) and (5) respectively. The key

"No such form has been attested (Wright 1917, Braune and Ebbinghaus 1981).
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forms for the discussion are highlighted.®

(4) Infinitive Sing. Preterite Pl. Preterite Past Participle
ON  hoggua hié hiuggom hogg(u)enn
but OE  héawan’ héow (preterite)
OHG houwan hio (pretenite)
(5) ON baa bié biogg(i)am/biuggom btienn
butt OE bian gebu(e)n

OHG bii(w)an

The contrast between the (highlighted) GV and non-GV forms in (4) and (5) is correlated
with accent placement. Recall from §1.3.3 that the first two principle parts, namely the
infinitive (present stem) and singular preterite, receive root accent. By contrast, the plural
pretente and past participles are accented on their inflectional endings. For the highlighted
items in (4) and (5), the correlation between GV and suffix accent 1s once again illustrated.

Such a claim of suffix accent is not without precedence. As stated above, various
scholars, including Holtzmann himself, have correlated the effects of GV with an IE accent
following the resulting obstruents (cf. Austin 1946, 1958, Mikkola 1924, Polome 1949, and
H. Smith 1941). In his article on GV, Mikkola (1924: 267-8) devotes his energy to
demonstrating that the placement of accent in non-Germanic GV cognates points to an

immediately following accent in the GV forms:

Ich will im Folgenden zeigen, daB der Ubergang von intervokalischem ; zu
ddj im Gotischen und zu gg/ im Altnordischen und von intervokalischem w
zu ggw bzw. ggv im Gotischen und Altnordischen unmittelbar vor einer
urspriinglichen betonten Silbe stattfindet. . . .Altnord. egg (G. pl. egga),

‘ON hyggua and bua, as well as their West Germanic cognates, show strong similarities across the principle parts
provided in (4) and (5) However. hgggua differs in that it displays the GV segments in the present stem  This
GV form could be the resuit of later leveliing. Suppont for levelling comes from the fact that Aiogga has also
been noted as a possible singular preterite form in some dialects (Noreen 1970 338) This GV singular pretenite
may also have been levelled through based on the GV of the other parts of the verb. [n the same stead, the past
participle hrienn in (5) does not display GV where expected when compared with Agggua. Since these forms
are anomalous within their paradigms, 1 will not discuss them further (cf. Appendix).

*This data is based on Lehmann 1986 181 It indicates the parallel between Old Norse and Old English and Old
High German in an attempt to indicate that the ON infinitive could be the result of levelling.
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krimgot. ada, das uad'a zu lesen ist, ,,Ei*. Die Endbetonung wird durch gr.

@ov und slav. */3jé bezeugt.
For the accent to have followed the GV obstruents, then GV must have operated during the
period of mobile accent prior to the Germanic accent shift. Since correlations do not equate
with causes, then the question that anises is: What role did this accent play in the Germanic
Verschdrfung?

In order to determine the role of accent in GV, I now turn to an examination of the

impact of accent on the syllabification of the sequence VCGV in Germanic.

1.5  Differential syllabification

That accented or stressed syllables attract segments into their heads and codas is well
documented. Evidence for this differential syllabification based on stress accent comes from
phonological studies, psycholinguistic experiments and historical documents. I will now
survey some of the evidence.

{.5.1 Borowski (1990)

In her dissertation, Borowski (1990) examines various aspects of lexical phonology
in English. As part of her analysis of the phenomena, e.g., flapping and palatalisation,
Borowski introduces the concept of resyllabification. She claims that “not only does
[resyllabification] draw onset consonants into the coda of stressed syllables, it must also
draw coda consonants into stressed onsets™ (p.337). To illustrate Borowski's argument, |

provide an example from her explanation of flapping.

(6) a a[D]Jom but  aft]omic
b. mor{D]al but  morft]ality
C. butter [bADy]; writer [rayDy]; party [parDiy)

As evident from (6), “flapping occurs obligatorily in the environment V__ V" (p. 268).

"] want to show in the following, that the transition of intervocalic j to ddjj in Gothic and to ggj in Old Norse
as well as of intervocalic w to ggw or rather ggv in Gothic and Old Norse takes place immediately before an
original accented syllable. . . . Old Norse egg (gen. pl. eggja), Crimean Go. ada, which is to be read ad 'a, ‘egg’
The suffix (ending) accent is evidenced by Gk. wdvand Slav. *jgje™ (translated by L C Smith)
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Borowski assumes an initial syllabification of V.C V. However, when the accent falls on the

preceding vowel, the sequence undergoes resyllabification as in (7):

(7) T T

a r om
[D]
(R=rhyme, O=onset) (from Borowski 1990: 269)

Once located in the syllable final position, the 7 or d'is in the critical position of weakening
and lenites to the flap [D] (p. 269). Thus, flapping in English provides an example of
differential syllabification based on accent placement. Furthermore, it links this
resyllabification with lenition processes.

1.5.2 Psycholinguistic evidence from English

Psycholinguistic experiments testing the intuitions of native speakers of English
regarding syllable structure'' provide further support for the claim that accent affects
syllabification. Experiments have revealed small yet reliable effects of stress where a
stressed syllable is “mare likely to attract an extra consonant than [is] an unstressed syllable”
(Treiman and Zukowski 1990: 72).

Another important finding relevant to the present study is the effect of vowel length
on syllabification of word medial clusters. > Treiman and Zukowski (1990: 76) found that
subjects placed non-/s/ clusters in the onset “of the second syllable almost 80% of the time
when the second syllable was stressed.” They aiso noted that clusters were placed

significantly more frequently in second syllable onsets than in first syllable codas for the

V'CCV sequences. Thus, when the preceding vowel was long, word medial clusters were

""Experiments include production tasks and providing feedback regarding where the subject feels the syllable
boundary to be. In production tasks, subjects are asked to manipulate syllables or their components, e g.. ponuff
but ponpontiff or pontifftiff (Treiman and Zukowski 1990: 72).

20Md English word divisions provide further corroboration for this fact (¢f Vennemann 1988a 59)
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generally syllabified in the onset of the second syllable regardless of stress placement.
However, the first consonant of an intervocalic cluster was more likely to be syllabified in
the coda of the first syllable when the preceding vowel was short and stressed.

Psycholinguistic studies have also revealed that the consonantal strength of a
(simplex) segment plays a role in the “resyllabification™ of onset consonants into the coda
of a preceding stressed syllable (Tretman 1984, Treiman and Danis 1988, Treiman and
Zukowski 1990 and Derwing and Neary 1991). Results indicate that the weaker the
consonantal strength of a segment, the more likely it will be syllabified into the coda of the
preceding stressed syllable.

Thus, the placement of syllable boundanes are affected by a number of factors
including the position of (stress) accent, the consonantal strength of the segments and the
length of the preceding vowels. These experimental findings regarding the effect of stress
on syllabification further corroborate the evidence from phonological analyses of English
phenomena and word divisions in historical documents.

I now turn to a discussion of these word divisions in Old English manuscripts.
1.5.3 Old English manuscripts

Citing evidence from word divisions in Old English manuscnipts, Vennemann
(1988a: 59) states, “Evidently an accented first syllable tends more strongly to attract part
of the cluster toward itself than an unaccented first syllable, and the resulting difference in
syllabication is reflected in the different division ratios”. Vennemann illustrates his
conclusions by citing data from Lutz (1985, 1986). From a corpus of approximately 65,000
word divisions at the end of lines in manuscripts, Lutz observed that the intervocalic cluster
dr was divided 49 times as d/r, but left undivided on the next hine (i.e., «r) 48 times.
Despite their random appearance, these statistics provide interesting insight. For example,
the occurrences of nddrl’- (where the accent immediately precedes the cluster) in
comparison with the occurrences of words such as wéredre and unfulfrémedre (where the

accent does not immediately precede the cluster) reveal the following frequencies and
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patterns.'* "
(8) a. needrV- (—-x) dr 12x /dr 1x
b. [xx]—xx dr 4x dr TX

When the accent immediately preceded the cluster as in (8a), then the cluster was
heterosyllabified. However, when the accent was not on the accent immediately preceding
the cluster, then the cluster tended to be tautosyllabified in head position of the second
syllable as in (8b). Thus, according to the word division of Old English manuscripts, accent
played a role in the differential syllabification of intervocalic clusters.

1.6 Differentiul syllabification in Farly Germanic and GV

As | have shown above, differential syllabification of medial clusters can result from
variable accent placement. Recall from the discussion in §1.2 that following its split from
Indo-European, Germanic experienced a period of mobile accent before the Germanic accent
shift ultimately fixed stress on the root syllable. It would follow that during this period of
mobile accent in Germanic, differential syllabifications of word medial clusters may have
arisen. This is significant for my analysis of GV. As I noted in §1.4 there appears to have
been a correlation between accent and GV. When GV occurred, the accent was following
the segments in question, however, GV did not occur when the accent was placed on the
root. It is thus possible that two separate syllabifications arose in the etymon from which
the GV and non-GV developments proceeded, one based on suffix accent (GV producing),
the other based on root accent (non-GV).

The question now arises as to which sequence couid have produced the differential
syllablifications implicated in GV according to the hypothesis above. In summarising
Chapter Three, I noted that GV may have arisen when the implicated glide was preceded by
a laryngeal as in the cluster -HG- (cf. also H. Smith 1941, Austin 1946, 1958, Polome 1949).

13 cite Vennemann's (1988a: 59) format for the presentation of the data in (8). In (8a), the accent immediately
precedes the cluster By contrast. although the accent precedes the cluster in (8b), it does not do so in the
immediately preceding syllable.

“Gothic also provides an example of a language where word divisions in manuscripts have been cited as
providing insight into the syllabification of a language (cf. Hechtenberg Collitz 1906, Vennemann 1985b).
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Support for this claim comes from the reconstructed PIE roots of the GV reflexes, e.g., Go.
glaggwo < PIE ' ghleHu-, Go. daddjan < PIE 'dhoH i, etc. Moreover, since GV occurred

following a short vowel (cf. Chapter One §2), then the relevant sequence for our purposes
is VCGV, and in particular -VHGV-. A possible output of the differential syllabification of

these sequences is illustrated below in (9)."

(9) -VCGV-
Stage 1 A (Non-GV) B (GV)
-VC.GV- -V.CGV-
e.g -Vx. 1V- e.g VX iv-
Vt.iV- V4] V-

H represented by (x]; non-laryngeal segment represented by {t]; G represented by (]

These two syllabifications, (A) and (B), would have arisen during what | will refer
to as Proto-Germanic Stage 1 where accent was still mobile prior to the Germanic accent
shift. When the accent preceded the medial cluster, -C" (" -, 1t attracted the first consonant
of the cluster, (', into the coda of the previous syllable as was “typical™ when the preceding
vowel was short (cf. §1.5.2). By contrast, when the accent followed the cluster, then (', was
attracted into the head position of the second syllable. Thus, the accent pulled medial
consonants into the accent bearing syllable. In an early analysis of GV, Polomé (1949: 183)
contends “that the laryngeal regularly belongs to the syllable which bears the stress™ as this
syllabification portrays.

Modemn parallels of such accent-based differential syllabification can be cited from

English words. The pair a.ttrdctive and dt.rophy illustrates the effects of accent placement

I have noted that the relevant sequence for our purposes contains 3 short vowel as in (9) above. However, the

sequence VHGV would also be syllabified as V.HGV regardless of accentuation since word medial clusters were
generally syllabified in the onset of the following syllable when the preceding vowel was long (cf. this chapter
§1 52) We could then expect that this sequence may have also undergone GV as Kluge (1913) first suggested.
However, | am unaware of any such examples at this time.
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on syllabification in Modern English. A preceding accent results in the heterosyllabification
of clusters as in dr.rophy. By contrast, clusters are tautosyilabified in the onset of a
following accented syliable, e.g., a.ttrdactive. Thus, parallel examples from Modern English
support the differential syllabification proposed in (9)."

Further support for the (A) syllabification comes from Murray and Vennemann

(1983) and Murray (1988, 1991, and 1993). The syllabification argued for in each of these
works is -VC.GV- where the accent precedes the word medial-cluster. This reconstruction

of the Proto-Germanic syllable structure provides a cogent interpretation of some of the
major phonological changes that affected early Germanic such as Gothic glide strengthening,
West Germanic gemination, North Germanic resyllabification and Sievers' Law. " However,
it is reconstructed for the period of time following the accent shift to the root vowel and
therefore cannot account for the syllable structure of (9B) which would have arisen during
the period of mobile accent in Germanic (cf. §4.1 for an overview of the development of
Proto-Germanic syllable structure based on the development of the accent system in
Germanic). Nevertheless, Murray and Vennemann do indicate that the syllabification of
Germanic was very marked. This differential syllabification would further prove this to be
the case.

In my analysis of the sound changes involved in the development of both GV and
non-GV forms, | will assume the differentially syllabified sequences presented in (9). | will
show how the differential syllabification of the sequence -VHGV- established the
environments for the vanable development of GV and non-GV items. All sound changes
for which [ will argue will be based on the Preference Laws for Syllable Structure (cf.
Chapter 1). | will commence my analysis by examining the GV sound changes. In the

following section [ will then discuss how the non-GV forms developed from the (SA)

"“Thanks to Robert Murray who brought my attention to these examples.

""For Gothic glide strengthening. cf Chapter Two, §26.2.1 The account of West Germanic gemination is based
on -v(.GGF- where the contact is poor (cf. Chapter Three Footnote 12). The coda consonant underwent
gemination as a means of mmproving the contact, -v("CGI- {cf Chapter Three. §333) Old Norse
resyliabification resulted in vowel lengthening in that dialect, eg., -VvC.(GI- > -v.CGV- (cf Murray and
Vennemann 1983)
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syllabifications.

2.0 The development of GV forms
As | have suggested above, the GV forms may have developed from the syllabified

sequence -V.HGV-. In this section, | now turn to an analysis of the sound changes

responsible for the GV strengthening in this sequence. My analysis implicates voicing of
the laryngeal with subsequent slope steepening to improve a less than preferred syllable
onset in accordance with the Head Law. | will argue that it was the laryngeal that

strengthened and not the glide as has generally been claimed. However, before [ present my
analysis of the GV strengthening, [ will first differentiate -VHGV- from -VHV- to eliminate

any question as to why this latter sequence did not also experience GV.
2.1 Laryngeals in Germanic'®

Just as Germanic maintained the IE mobile accent for a period of time following its
departure from IE, I assume as noted above that Germanic likewise maintained the [E
laryngeals for a period of time before they were ultimately “lost” in the language. These
laryngeals however did not persist equally in all environments. It is widely believed that
laryngeals were maintained longer when contiguous to a glide than when they were not.
According to Lehmann (1993: 110) it is apparent that laryngeals were maintained relatively
late when contiguous to resonants (cf. also Lehmann 1952). Moreover, Germanic has been
noted to have been particularly conservative in the maintenance of laryngeals o the
neighbourhood of resonants (cf. Polomé 1988, Lehmann 1952). Thus, it would appear that
laryngeals were maintained longer in Germanic when they were contiguous to a resonant
(here a glide). Consequently, laryngeals were maintained in the sequence -1'H(;V/- longer
than in -VHV- where no resonant was present. This maintenance represents a type of
strengthening where the laryngeal was able for some reason to resist loss in this

environment. It would then be plausible that GV occurred following the loss of laryngeals

"For a discussion on laryngeals, cf. Chapter i. [ will be using Lindeman's (1987) series of laryngeals as outlined
in Chapter 1 § 3 12 Laryngeals will be represented in examples as the voiceless velar fricative [x]
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in the stnng -H1~, but while laryngeals were still extant when contiguous to a glide. I now
turn to a discussion of GV from this latter sequence.
2.2 Verner's L.aw and GV

While the accent was still mobile in Germanic, Vemer's Law caused the voicing of
all voiceless fricatives which were not directly preceded by an accent. This meant that all
word medial voiceless fricatives of the (9B) syllabification became voiced, e.g. PIE +paxér
‘father’ > +fapdr (Grimm's Law)"® > Go. fadar (Verner's Law). Since we can assume that
laryngeals were also voiceless fricatives, we can also assume that they too would have

undergone the voicing of Vemer's Law as shown below in (10):
(10) -V.x ivV-> -\7.\1 iV- (voicing due to Verner's Law)

Thus, the laryngeals would have behaved as the other voiceless fricatives by also undergoing

voicing in this environment.”
This raises two questions at this point. First, why was the sequence V. yiV- alone

responsible for GV? And secondly, how did this sequence produce the GV forms? These
questions can be answered following an examination of the relevant Syllable Preference
Laws and the Consonantal Strength Scale of Murray and Vennemann (1983).

2.3 GV as asyllable structure motivated sound change
By virtue of its composition, the sequence -V. yiV- is subject to the Head Law and

Contact Law. Since this syllabic stnng contains no codas, the Coda Law is not applicable.
For ease of explanation, I have reproduced the Head Law, Contact Law and the Consonantal

Strength Scale below in (11) through (13):

Grimm's Law is responsible here forp ‘fand ¢ .

*As 1 stated in Chapter One §3 ) 2. this line of argumentation would not be undermined if there were voiced
laryngeals in Germanic. The voicing of the voiceless laryngeals would have rendered them identical to the voiced
series in exactly this environment. Thus. it could be argued that the voiced laryngeals, whether inherited or
derived by a voicing rule, subsequently underwent the same developments from this stage forward.
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(11)  Head Law: A syllable head is the more preferred: (a) the closer the number of speech
sounds in the head is to one, (b) the greater the Consonantal Strength value of its
onset, and (c) the more sharply the Consonantal Strength drops from the onset

toward the Consonantal Strength of the following syllable nucleus.

(12}  Contact Law: A syllable contact A.B is the more preferred, the less the Consonantal
Strength of the offset A and the greater the Consonantal Strength of the onset B;
more precisely — the greater the characteristic difference CS (B) - CS (A) between

the Consonantal Strength of B and that of A.

(13) voiced voiced voiceless voiceless
glides r 1 nasals fricatives stops fricatives stops

< >
I 2 3 4 5 6 7 8
Weak Strong

According to the Contact Law, the syllable contact in -V, yiV-is good. However, an

examination of part (c) of the Head Law in (11} reveals that the syllable head . y; forms the
teast preferred of the obstruent + glide onsets (cf. §2.3.1). This aspect of the Head Law deals
with Slope, the difference in the Consonantal Strength of A-B where .4AB form an onset
cluster. According to the Head Law, the greater the slope of the cluster the more preferred

the syllable head will be. Thus, the onset, ./f, would be more preferred than . y;.

2.3.1 Determining the preference of . yi

The relative strength of [y] and therefore the relative preference of . y; can be
determined even more precisely with regards to other obstruents based on place of
articulation. Gamkrelidze (1981) states that the voiced velar plosive (g] 1s more marked and
therefore weaker than both [d] and [b]. He bases his conclusions on the universal
distribution of these phonemes where the most marked segments are less likely to occur in
the world's languages.

Foley (1977) approaches this question from a different vantage point. He examines
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the relative strength of segments based on their tendency towards weakening across
languages. Foley then focusses on these specific tendencies towards lenition in Germanic

and makes the following conclusion illustrated in (14).

(14) Relative strength of consonants in Germanic based on piace of articulation

velars labials dentals
>
1 2 3
weaker stronger

(Based on Foley 1977: 145)

These conclustons coincide with the professed weakness of the laryngeals 1n relation
to other obstruents (cf. §2.6).2" 2 Assuming Foley's conclusions that the velar articulation
is a weaker place of articulation, we can determine the relative preference of the onset . y;
with regards to some of the other possible onset clusters reflecting .Ci. We can place these
on various preference continua as in (15) illustrating their relative preferences within their

natural classes.” The depictions allow for possible overlap of members of one natural class

?'Without indicating what he considers the laryngeals to have been, Greg Iverson (p.c.) also assumes that
laryngeals would have been (relatively) weak consonants

Z1t would seem to follow that the other laryngeals, namely [¢] and [x*], would also be judged as weak since they
are all dorsal fricatives. The labial and dental places of articulation would therefore contrast with this weaker
“area” of articulation. Support for such a claim may be substantiated by models of underspecification where the
contrasts for place of articulation are between [coronal], [labial}, and [dorsal] (cf Clements and Hume 1996,
Archibald and Vanderweide 1997. L.C Smith 1997). The models adopted by both L C Smith (1997) and
Archibald and Vanderweide (1997) indicate that [dorsal] would be the most marked place of articulation for
consonants.

B present individual preference continua to illustrate the relative preferences of € within their natural classes.
Simply breaking down the Consonantal Strength Scale by places of articulation, as shown below would present
a misleading depiction of these relations.

Yi vi e b dioxi fi si ki o4 pi
< >
Less preferred More preferred

Although in general terms voiced fricatives are weaker than voiced plosives which are weaker than voiceless
fricatives, etc., these divisions are not strict. For instance, some overlap between classes exists when place of
articulation is considered. e.g., x may actually be weaker than or equal to the consonantal strength of « even
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with members of the next natural class.

(15) a Yi vi zi voiced fricatives

< >

Less preferred More preferred

b. gl bi di voiced plosives
< >

Less preferred More preferred

c. X1 fi s1 voiceless fricatives
< >

Less preferred More preferred

d. ki pi ti voiced plosives
< >

Less preferred More preferred

Since voiced fricatives constitute the weakest natural class of obstruents with regards to
consonantal strength, its weakest member, the voiced velar fricative y, would therefore be
the weakest obstruent. Thus, as the weakest obstruent, its siope would be the least preferred
as depicted in (15). By contrast, £; would form that most preferred onset as shown by its
most preferred status in (15d) (where ¢ has the greatest consonantal strength of the Germanic
obstruents.

According to the Diachronic Maxim (Chapter One, §4.4 (9)), the less preferred
structures are the first targeted to undergo improvements or changes. Since the cluster. yi
is the least preferred onset cluster, then it would be the first to be targeted for changes. This
answers the first question. Why were the sequences with the laryngeal reflexes the only
sequences to undergo GV? But how was the slope of the . /G sequence improved?

2.4 Slope steepening

Several repair strategies are available to ameliorate complex syllable heads including

though voiceless fricatives are considered stronger than voiced plosives. Thus at either end of the continua
related to individual natural classes, there may be overlap with members of the “next” natural class
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deletion of one of the cluster consonants, anaptyxis, vowel prothesis and slope steepening.
The one process that neither deletes nor adds a segment to the structure is slope steepening.
Instead, this process simply improves a poor slope by either weakening the second
consonant, C,, or strengthening the first consonant, C,, of the cluster.

Romance provides numerous examples of slope steepening where the slope of either

word initial or medial clusters is augmented by the weakening of the second consonant.

(16) Lat. planum It. piano *floor’
Lat. tem.plum It tem.pjo  ‘temple’
Lat. placére Por. prazer  ‘to please’

If the slopes of the examples in (16) are placed on a preference continuum, then it becomes

more apparent as to how the slope has been ameliorated in each of these cases.

(17) pl pr Pl
< >

less preferred more preferred

Since C, was already the strongest consonant, a voiceless bilabial plosive®, then the only
means of improving the slope for the Romance examples was to weaken the C,.

The converse is true in Germanic. In West Norwegian dialects the C, had already
undergone unconditional strengthening from & - v. The resulting cluster, 4v, would have
been a very poor onset cluster thereby necessitating the strengthening of the first consonant,

C,. This change of Ay - kv is illustrated in (18).

(18) WNor. kvat StNor. huat  'what'
kvitur huitr  'white’

Thus, the strengthening of 4 - k would have improved the slope of the onset cluster.

This example from West Norwegian dialects provides an excellent parallel to the

*Foley (1977: 145) claims that in Romance the places of articulation from weakest to strongest are: velar >
dental> labial
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situation in early Germanic.” The slope yi could only be improved by strengthening the C,
since the C,, as a glide, was already very weak and therefore could not be weakened further
without becoming vocalic. Thus, the only method for improving the slope of this cluster was
to increase the consonantal strength of the voiced velar fricative, [y], to that of a voiced

velar plosive, [g] as in (19).
(19) Yi>gi Slope Steepening

Although this strengthening only increased the Consonantal Strength of C, by one step on
the Consonantal Strength Scale, this increase would have been adequate to improve the
slope thereby rendering it a more preferred syllable onset.
2.5 A sample derivation

Based on the sound changes discussed above, the development of the GV forms can

be summarnised as follows:

(20) a. -V.XiV-
b. -V.yi V- Vemer's Law
-V, giv- Slope Steepening — Head Law

As shown in (20), the sequence -V.x V- produced the GV forms. The first step in the GV

development was the voicing of the voiceless laryngeals by Verner's Law. Since this voiced
velar fricative + glide onset cluster was the least preferred according to the Head Law, the
slope of this cluster was improved through slope steepening whereby the consonantal
strength of the first consonant of the cluster was increased. Together these changes

produced the GV forms. A sample derivation of Go. bluggwans is shown in (21).

®The same slope steepening is evidenced today in Modemn Icelandic, €.g., Avad ‘what’ commonly [kvald), less
commonly [xwad] (Glendening 1993).
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(21) PIE  +bhliHw - 6n® Root + past participle ending — Ending receives
accent as per §1.3.3
Loss of laryngeals when no contiguous giide

bhIV.xu¥n Syllabification (B) (H=x)

bIV.xyvn Germanic Consonant Shift (Grimm's Law: bk > b)”
bIV.yuvn Verner's Law

blV.guvn Slope steepening

blV.guvns Miscelianeous developments

{bluguans] <bluggwans>

[n (21) the derivation commences with the reconstruction of the PIE stem and
inflectional ending. Since the past participle ending would have attracted accent, the accent
is placed on the vowel of the ending. The accent placement tautosyllabified the cluster, xu,
in the onset of the accent bearing second syllable. Next, the laryngeal would have
undergone voicing due to Verner's Law since the accent was not directly preceding the
laryngeal. The lenttion of .xy to .yu would have thus rendered the cluster as a less
preferred syllable onset. As the least preferred onset and therefore the first to be targeted
for improvement, the slope was increased by strengthening the velar fricative to a voiced
velar plosive, thereby providing the output of Holtzmann's Law. At some point during this
development the past participle ending, ans, would have developed from PIE “-dn.
However, since it bears no importance to our analysis, [ introduce the Gothic ending at the
close of the derivation.

2.6 A question of chronology
One question can be posed at this stage: Could the sequence of changes x -k -g,

rather than x* ) -g, not have been responsible for the development of the GV segments?

*The reconstruction of the root, +bhliHw - 6n is based on Schrifver (1991). The past participle ending is found
in Voyles (1992). For the sake of illustration, 1 will use V to represent the vowels until the output of the
derivation to avoid any possible dispute regarding the chronology of vocalic changes. Furthermore, since the
vocalic changes from IE to Germanic are not of importance to the study at hand I will focus strictly on the GV
developments.

?Grimm’s Law is placed in this position in the derivation preceding Verner’s Law. However, it could have been
placed earlier in the derivation. Its exact position is inconsequential as long as it precedes Verner's Law
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This alternative series of changes would presuppose the chronolegy: slope steepening
followed by voicing. At first blush, this chronology seems another possible explanation of
events. However, a number of points cause me to dismiss this as a likely alternative.

[f we assume the Proto-Germanic obstruent inventory in (22)%,

22) f b h W
b d g g
p t k k"

then we immediately encounter a problem in motivating the change x - & By assuming x -y
due to Verner's Law, the final outcome of this voicing created a cluster with the least
preferred slope and therewith onset in the cluster. yi. Thus, this cluster (and other laryngeal
clusters) would have been first targeted for slope steepening. However, if we tried to argue
for x -k before voicing had occurred, then we would still need to explain why the voiced
plosives, an even weaker senes of obstruents in Germanic according to the Consonantal
Strength Scale, did not also undergo some form of strengthening. Recall from (15) that in
general these voiced plosives formed less preferred onsets than their voiceless fricative
counterparts and therefore according to the Diachronic Maxim would have been first
targeted for improvements.” This leaves us with the question as to why only the laryngeals
would have strengthened when they did not form the poorest slope.

One possible explanation for this discrepancy could be found in the unusually weak
consonantal strength of laryngeals in comparison to the other voiceless fricatives. Support
for this argument can be found in several sources. First, various linguists propose the [x] of
the Germanic inventory in (22) was really [x] (Kluge 1913, Hirt 1931, Lehmann 1992: 149)
or [h] (Baldi 1983). These phones, [x] and [h], may have reason to be placed with (or to the
right of) the glides on the weaker end of the Consonantal Strength Scale because of their

*This inventory is based on the manners and places of articulation in Lehmann (1992) and Vennemann (1985a:
528). 1 have also included the labial series as does Voyles (1992)

*Since there do not appear to be any similar strengthenings for the voiced plosive clusters, this altenative
explanation seems undikely
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tendency to lenite even to the point of being lost. If the laryngeals were exceptionally
weak unlike other voiceless fricatives, then there would have been grounds for the faryngeals
alone to have undergone strengthening in the .A(s cluster with or without the voicing of
Vemer's Law. Had the laryngeal developed all the way to {k}], this might have been the result
of maintaining the voiceless qualty of the consonant while the spirant underwent occlusion.
Although there is evidence for coda x £ this is possibly the result of dissimilation.*'
Moreover, this change is sporadic in Germanic.

However, the main weakness with the alternative chronology is the second phase of
the change, & g. First, since Vemers Law applied only to fricatives, then we cannot
attnbute the lenition to Verner's, Law. Although the intervocalic environment is typical for
voicing, this particular change is not commonly found in Germanic. Moreover, the syllable
onset is generally a position of “strengthening”. * [n other words, the change from .k; > .gi
would mean worsening the onset slope. Although it is true that not all sound changes in a
given language are motivated by syllable-based improvements, it is true that Germanic did
tend to improve its syilable onsets. These include cluster simplification, ON skugge (Go.

skuggwa) ‘shade’ and glide strengthening in Gothic and Old Norse, e.g., Go. Marja next to

YRobert Murray (p.c.) first pointed out this unusual weakness of [x] and [h] to me. The phones [k} and [x] may
be placed between the glides and liquids on the Consonantal Strength Scale based on the weakness of these
phones. The series of lenitions, & - x * ¥ - A - @ underscores the relatively weak Consonantal Strength of
these phones The change x 4 (2 has been attested in Germanic (e.g.. OE fiwaer  Eng. what, OE séon 'to see’
beside OHG sehan and Go. saifi-an) and elsewhere (OSpa. [x]Jabdlar ‘to speak’ > Spa. ablar (adapted from
Murray 1995)). If we use Foley's {1977) criteria of relative strength being based on the relative tendency to
lenite, then the laryngeals would be extraordinarily weak This view of the relatively weak strength of laryngeals
is supported by Greg [verson (p.c.) as noted above. Moreover, the basic assumption of the laryngeal theory is
that these segments were ultimately lost by some means in the daughter languages of [E (cf. Lehmann 1952,
Jonsson 1978, Beekes 1988. etc.). That the laryngeals were so “easily™ lost in all |E dialects would further
support the notion of a very weak Consonantal Strength.

Y'Some cases exist where coda /I in Germanic sporadically hardens to £, e.g.. Grm. (z&xs] sechs but Eng. {stks]
(Joe Salmons, p.c.). However, this might be the result of the dissimilation of two contiguous fricatives in the
coda. Moreover, this strengthening is found in the coda. not the head position If we were to assume that H
was in the coda, then this would contradict the evidence for syllabification based on accent and by extension the
suffix accent associated with the GV forms

“In order to achieve a more preferred syllable onset several processes have been abserved, e.g., simplex head
strengthening (Lat. judicium but It. giustizia [B). of Chapter One §4.4 (14)) and slope steepening (cf §2 4),
where the final goal is a “stronger” onset.
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Maria. However, the greatest problem for this stage of development is simply the direction
of change, k - g. According to Noreen (1970), Old Norse g has only two sources, Proto-
Germanic 3 and g. Conversely, Old Norse £ has a number of sources including g from
Proto-Germanic. All things being equal (ie. not considering the laryngeals as a potential
source of either phone), then the expected direction of change would be g £, not the
requisite £ - g for this alternative series of changes. Even if Proto-Germanic k were still
argued to be the source of GV g, then 1t could not explain why numerous examples of £
did not become g in the dialects, e.g., Go. brakja ‘struggle’ beside Olcel. brakan
“creaking’; Go. us-wakjan “wake up’, Olcel. vekya, OS wekkian, OGH wecchen and OE
weccan ‘to cause to wake up’.

In light of the weak and questionable evidence in support of the series of changes,
x k g, am not convinced that this development could serve as a preferable alternative
to the chronology suggested and argued for earlier in this section. [ therefore continue to

assume the developmentx y g

3.0 Non-GV developments™®
As noted earlier, parallel developments have in some cases produced both GV and
non-GV reflexes. Below in (23} | provide examples to illustrate these parallel

developments.

¥In some cases, non-GV cognates may have developed from a different ablaut grade. However, | will attempt
to focus primarily on the non-GV cognates that would have developed from the same root. To find evidence
of this differing development from one common IE form, one need only lock at the paradigm for Go. waddje
and ON neggja.
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(23)  Parallel developments

A% Vv Wi
Go. triggwa “covenant’ trauan™®* “to trust’ OE triowian
— OHG/OS triuw: “trust’

ON tryggua “to make trif “belief” OHG trirw)én “to believe’
calm’ triu “to trust’
Go. ——-——— hawi** ‘hay’ OHG houwan

- - OFns. hawa ‘1o hew’
ON hgggua “to cut’ hey “hay’ OS gi-ho(ujwur “hewn" (p.p.)

** The vowels in the Gothic non-GV words are short.>

Recall from §1.6 that | argued for the differential syllabification of the sequence
VCGV based on variable accent placement. [ then argued in §2 that the GV forms developed
from the (B) syllabification, namely v. /#(;v, and that the sound changes could be accounted
for based on syllable structure motivated sound changes and the Preference Laws. Since the
non-GV forms in paradigms such as ‘two’ developed from the same root, then as [ have
proposed, the main difference was accent placement and consequently syllabification of the
medial cluster. Thus, the non-GV forms would have stemmed from the (A) syllabification,
namely V'H.(; V. But how did these non-GV forms evolve from V'H.G 17

In what follows [ will present two alternatives for this change and will then argue for
the second of these two explanations based on a similar change in Proto-Germanic.
3.1 Option One: Coda weakening and compensatory lengthening

As | have observed above, the syllable final position, i.e. the coda, “is a position in
which phonological *weakening’ occurs™ (Borowski 1990: 261). This fact is articulated by
the Coda Law where the fewer the speech sounds in the coda and the weaker the consonantal
strength of its offset, the more preferred the coda will be. Examples of coda weakening are

found cross-linguistically.

“As noted above, the vowels in these non-GV forms in Gothic are short as opposed to the long vowels in the
West Germanic and Old Norse non-GV items. The exact explanation for the Gothic short vowels is unknown
Perhaps these forms developed from a different abiaut grade or from different stem allomorphy
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(24) a. Skt.  apah (nom.) apasam (acc.) ‘active’

Skt  asih (nom.) asisam (acc.) ‘prayer’
Sp. salas salah (dialect) “halls’
Sp.  estilos ehtiloh (dialect) “styles’

b. Fr.  crede.re > cred.re > crej.re > croire ‘to believe’
It. in.teg.ru > in.te].ro> in.te.ro ‘entire’
Sp.  cap.tivu > cau.ti.vo ‘captive’
Bav. bal>bhoj “ball’

C. Haussa +ta.lak.ffi > ta.law.ffi ‘poverty’;ta.la.ka ‘a poor one’

+ hag.ni > haw.ni ‘left side’; ba.ha.go ‘a left-handed one’
(All examples from Vennemann 1988a)

The examples in (24) illustrate first of all, that coda weakening is not restricted to any one
language family. This is a law with universal applicability. Moreover, in (24a) Sansknt and
Spanish manifest lenition of fricatives to the point where they have lost their oral
articulation (Vennemann 1988a: 25). In (24b) and (c), both IE and non-1E languages
undergo coda weakening where the resulting phone 1s a glide.

Coda weakening becomes relevant for non-GV forms as a possibie explanation for
the “disappearance” of the laryngeals in these forms. If we accept that the laryngeals were
extremely weak, as there is reason to believe (cf. §2.6), then these laryngeals could have
undergone further lenition in the coda position. However, what form would this lenition
have taken?

The laryngeals could either have been deleted altogether as in {25a) or weakened to

glides as shown in (25b):

(25) a. VH.GV b. vH.GV
v.GV vG.GV

In (25a), the loss of the laryngeal would have triggered compensatory lengthening of the
preceding vowel. The vowel would have spread into the timing slot left vacant following

the loss of the laryngeal as shown 1n (26).
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(Based on Kenstowicz 1994: 434-6)

This theory of the development of non-GV forms adheres to the expectation that loss of a
laryngeal triggered compensatory lengthening in IE (cf. Beekes 1988, Jonsson 1978, etc.)
Examples of non-GV data which could have resulted from this development include OE
baan, OHG bi¥wjan, ON biau “to dwell’.

Examples can also be cited for the alternative illustrated in (25b) where the coda had
weakened to a glide but did not delete, e.g., OHG zweso “of two’, OHG houwan *to cut’;
OHG glouwer OE gléuw “clear’.

3.2 Alternative two: Assimilation

The second alternative explanation is based on the assimilation of the laryngeal to
the glide as in VH.GGI© V(.G Although the outcome is the same as in (25b), the
motivation behind this change is significantly different. The development /#/ G in (25b)
would have resulted from coda weakening due to the weak Consonantal Strength of the
laryngeal. However, this does not take into consideration the poor syllable contact, #.G, nor
does it necessanly guarantee that the laryngeal wili weaken to the same glide as what
appears in the following onset.

Interestingly, the non-GV forms characteristically contain what appear to be
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geminate glides, e.g., OHG -weijo (i {); OHG glouwer (uu), OHG gitriuwi, OHG OS triuw:
(uu), etc. Since this seems to be consistent across the data®’, it would appear that an ad hoc
solution as in §3.1 where the resuit of lenition could be either a glide or the loss of the
laryngeal, would be inadequate.

Assimilation offers a plausible solution to the problem. The syllable contact in the
sequence VH.GV is poor. Although the laryngeal is weak, it still has a slightly greater
Consonantal Strength than that of the following glide (cf. §2.6). Assimilation would repair
the poor contact by removing any difference in Consonantal Strength between the two

segments.

(27 -VH.GV-
-vG.GV- complete, regressive, adjacent assimilation

This change is supported by the Strength Assimilation Law which states that “if Consonantal
Strength is assimilated in a syllable contact, the Consonantal Strength of the stronger speech
sound decreases” (Vennemann 1988a: 35).

Assuming assimilation as the primary means of repairing the contact and eliminating
the laryngeal is in harmony with similar changes taking place in Proto-Germanic.
Vennemann (1988a: 38-9) provides numerous examples of other occurrences of assimilation

in the pre-history of Germanic:

(28) a. dJd>LL I
‘mad.la- > ‘'mal.la-;
Grm. Lat. mallus ‘law court’, mallare ‘to accuse, prosecute’;
"stad.la- > +stal.la;
ON stallr, OE steall, OHG stal, stalles “stall, stable’

b. ‘zd > LL L
"hruz.lan > “hrul.lan;
Olcel. Arolla “to tremble, shiver’

¥Certain exceptions do exist, however, most of these are only superficially different as I will show, e.g., ON b,
OE haan, etc.
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c. ‘z.m > "m.m, mm, m
‘ez.mi > ‘em.mi,
Goth. im *(I) am’
Thus, complete regressive adjacent assimilation was occurmng elsewhere as a means of
repairing poor contacts. Such a proposal for the non-GV data then fits in with other
explanations of phenomena occurring elsewhere in Proto-Germanic.
A derivation of the OHG bliuwan ‘to strike’ is provided below to illustrate the

development.

(29)  ‘bhliH.yan™

bliH.uan First Germanic Consonant Shift (Grimm's Law)
bliy.yan" Complete, regressive assimilation
<bliuwan>

This derivation provides further evidence that the laryngeal was not simply lost through
lenition. Since loss of the laryngeal would have triggered compensatory lengthening as has
been noted in Indo-European, no explanation based on laryngeal loss could account for the
appearance of the <u> in this and other similar examples.”® Only by assuming that the
laryngeal completely assimilated to the following glide can this <u> receive a proper
explication. Other examples of non-GV items which can be accounted for based on this

change include among others OHG -weiio ‘of two’, glouwer ‘intelligent’, trivwi ‘trust’,

¥Reconstruction of the root +bhliH-w comes from Schrijver (1991). I have employed the infinitival ending
commonly found in Old English, Old High German, Old Saxon, etc. for the ease of explanation.

This verb may have undergone a further step where the coda glide was vocalised. Such a development would
not detract from this explanation. but in fact could help provide support since the appearance of the vowel [u]
could not be explained by any theory of straight laryngeal deletion.

"To illustrate the advantage of an explanation based on assimilation rather than compensatory lengthening, we
need only examine the derivation of “bhliH.uan based on compensatory lengthening.

“bhliH yan

bliH.yan First Germanic Consonant Shift
bli.uan loss of laryngeal

blii.uan compensatory lengthening

*bliyan *hlivan
Derivation by compensatory lengthening creates incorrect forms at times and therefore could not account for
the “geminate™ glides in OHG zweiio, glouwer, gitriuwi, etc
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triuwa “faith”, eigir [ejjir] ‘egg, pl.”, MHG riuwe ‘sadness, worry’, briuwen®® ‘to brew’, OS
gibreuuan ‘brewed’, and ON hey ‘hay’.

This analysis of non-GV forms can also be extended to account for items such as ON
baa and OE trawian without the need to assume loss of the laryngeal with concomitant
compensatory lengthening of the root vowel. The appearance of long vowels in some non-
GV forms could subsequently be explained by the coalescence of wx - & Prokosch (1939:
105) says that the first element of a diphthong tended to absorb the semi-vowel when the
diphthong was stressed. Since stress was on the resulting diphthong as shown above, then
the environment existed wherein this coalescence could occur.® The example OHG

bafwjan ‘to dwell’ is provided in (31) to illustrate this non-GV development and

coalescence.

(30) ‘bheH.uan ‘to live, dwell’
bhuH.yan Vowel gradation due to laryngeal
buH.uan First Germanic Consonant shift
buu.uan Complete regressive assimilation
bu:.uan Coalescence
<buwan>

[n this example, | have again assumed complete regressive assimilation of the laryngeal to
the following glide. Although the long vowel could be argued to simply be the result of
compensatory lengthening following the loss of the laryngeal, [ assume that there is
consistency in the way that Germanic treated these non-GV laryngeals. As shown above in
(29), the “loss” of the laryngeal and the appearance of [u] can only be explained by the
assimilation of the laryngeal to the glide. | therefore extend this process to the example in
(30) as well as all other GV-forms. Next, | attribute the long vowel in the stem to the

coalescence of the vowel with the contiguous glide in the coda. This subsequent process can

YA GV form ON brugginn ‘brewed, p.p.” has been noted. For this reason | provide the West Germanic non-GV
forms

“Although coalescence is a type of compensatory lengthening in that it maintains the mora count following the
coalescence of the two vowels (Robert Murray. p.c.). this is not identical to that which occurs as the result of
segmental loss, such as the loss of a laryngeal.
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therefore be used to account for the forms OE twégte)a’’ ‘of two’, snéwan “to hurry’, OHG
sciwo ‘shadow’, MHG briwen ‘to brew’, MDu. bripven “to brew’, bliwen “to deal blows’,
ON snoa “to turn, twist’, org ‘bridge’, etc.

Thus, complete, regressive, adjacent assimilation of the laryngeal to the following
glide provides a cogent account of the development of the non-GV froms. It can account for
the two sets of non-GV items, namely those containing diphthongs, e.g., OHG -weiio etc,
and those containing long vowels, e.g., ON A, Rather than assuming these to be the result
of two separate processes, they can be considered different stages of the same development.
The examples containing diphthongs would be the conservative forms which maintained the
geminate ghdes which arose from the assimilation of the laryngeal to the glide. The second
set of non-GV forms contain long vowels. These items are innovative with regards to their
vowels. Rather than simply maintaining the geminate glides, V'G.G, the first glide located
in the coda of the first syllable coalesced with the preceding vowel. The result was the long
vowel evidenced in ON snan. Middle High German provides an example of the different
stages of development in its pair of verbs, briuwen and briwen ‘to brew’. The existence of
both the conservative and innovative forms provides evidence for the relationship between
the long vowels and diphthongs in the non-GV forms. This could be cited as support for the
proposal that the long vowels simply arose as a subsequent development to the diphthongs

from the assimilation.

4.0  Putting the pieces together
4.1 The development of Germanic - An overview

The discussion in this chapter has focussed on the GV and non-GV sound changes.
However, these developments figure into a more comprehensive development, that of
Germanic. This larger development is illustrated in (31). As indicated earlier, the parallel

developments took place during Stage 1 when accent was vanable. However, the Germanic

‘'In Old English, <§> often represented the palatal glide [j] when followed by a palatal vowel This is often
denoted by dot over the g
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(31 -VCGV-
Stage | A (Non-GV) B (GV)
-VC.GV- V.CGV-
eg  -Vx.iV-(>-Vi.iV-) -V.XiV- >-V.yjV->-VgjV-
Vt.iV- -V.tiV- !
Stage 2 -VC.GV-/ | -
eg  -VX.jV- , _
'\Vt-.i. V- ¢ - /
-\7g. jv-<«-7 **Germanic accent shift fixes accent on root
syllable

**(B) forms conflate with (A) forms due to
change in stress and therefore syllabification

accent shift which fixed stress on the root syllable of words, caused the (1B) forms to
conflate with the forms in (1A). This change in accent initiated a resyllabification of the (B)
forms to that of the (A) forms where the initial segment of the second syllable onset was
attracted into the coda of the preceding syllable. This conflation precipitated by the
Germanic accent shift resulted in Proto-Germanic Stage 2. Syllabification for this stage is
supported by Murray (1988, 1993), Murray and Vennemann (1983) and Vennemann
(1988a). They have shown that Proto-Germanic Stage 2 was characterised by a very marked
system cross-linguistically. Subsequent dialect developments such as Gothic glide
strengthening, Old Norse velar gemination and West Germanic gemination would have been
a means of ameliorating this marked system.

Two points should be noted here. First, the non-GV developments could have
occurred at any time during Stage 1 or early Stage 2 since the conditions were already in
place for the assimilation of the laryngeal to the glide. By contrast, the GV developments
could only have occurred during Stage 1 when accent was still variable. This accounts for
the limited number of GV forms in comparison with the more common non-GV cognates.

The second point of chronology relates to the fact that before the dialects split, laryngeals
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would have been completely lost either through assimilation or strengthening.

In the final analysis, the approach I have outlined in this chapter has three significant
strengths. First, it accounts for the parallel developments of GV and non-GV forms in
Gothic and Old Norse in particular. This has not been treated in the preponderance of earlier
theories. Secondly, it accounts for the “loss™ of laryngeals in Germanic following its
departure from PIE. And finally, this analysis combines various documented factors and
changes such as accent and slope steepening, in a new way to explain this old problem.
4.2 Accounting for the orthography in Gothic and Old Norse

Having completed an analysis of the sound changes, it is now appropriate to
reconcile the results of this analysis with the results of the phonological-orthographic
correspondence investigation. [ have reproduced the intenm conclusions as to the

correspondences study from my earlier in Chapter 2 below in (32):

(32) Go. <ddj> = [di](or[ddi]) ON <gg>= [gg'i]
<ggw> = [gu] (or [ggu]) <ggw> = [ggu]

The outputs of the GV developments according to my analysis above are [gi] and
[gu). In Gothic, the form [g1] could be argued to have undergone further changes. The velar
plosive could have assimilated to the palatal glide resuiting in either [di] or [§1] which
would correspond to Wulfila's <ddj>. In the event that the pronunciation was indeed [}i],
the palatal plosive may have been perceived as an allophone of /d/ since no palatal series
existed in Gothic. With regards to {gu], Gothic simply adapted this cluster into the language
without any further developments. In Old Norse, on the other hand, the velar of the GV
clusters would have undergone velar gemination producing the geminates found there as in
[ggi] and [ggu]. Recall that this gemination was responsible for the velar geminates
elsewhere in Old Norse such as in the words /eggia (Go. lagjan ‘to lay down’), huggia (Go.
hugjan ‘to think’), and bekkr ‘stream’ (Noreen 1970: 203). The palatal glide would also
have triggered palatalisation of the velar further producing [ggti]. Thus, the final analysis
of the development of the GV forms is supported by the correspondences between the

orthography and phonology. In turn, the analysis of GV presented in this chapter helps to
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better define what the correspondences were. In both languages, further developments of
the GV clusters took place, with the exception of Gothic's wholesale adoption of [gu]

without any further modifications.

5.0 Summary
In this chapter I have presented my phonological analysis of both the GV and non-

GV forms. The chapter commenced with a discussion of the nature and placement of the
IE accent. I claimed that prior to the Germanic accent shift, Germanic had continued to
share many of the accent characteristics with [E including accent mobility. Upon examining
paradigms in both Gothic and Old Norse which maintained both GV and non-GV forms, |
noted that the occurtence of GV was correlated with a suffix accent as Holtzmann had first
argued over 150 years ago. In an attempt to understand the role accent could have played
in GV, | summarised historical, phonological and psycholinguistic arguments which contend
that accent placement affects syllabification. Based on these arguments | proposed a
differential syllabification for early Proto-Germanic during which the accent was still
mobile. This stage | christened Proto-Germanic Stage 1. | then went on to argue that the
syllabification -v.HGV provided the environment in which the GV changes took place.
These changes, [ argued, were .x(G .y gG and were the result of Vemer's Law followed
by the syllable-based sound change, slope steepening. An altermative chronology was
presented but subsequently dismissed.

Next | proposed that the non-GV forms, e.g., ON bz and OHG -weijo could be
accounted for by the complete assimilation of the laryngeal to the following glide, thereby
improving the poor contact A.G. ! presented examples of similar changes taking place in
early Germanic illustrating that this sound change was in operation elsewhere in the
language in the early stage. Finally, I attempted to bring the various components of my
analysis together. 1 diagrammed the development of Germanic by combining Proto-
Germanic Stage | with Stage 2 when the accent became fixed on the root syllable.
Moreover, | charted the developments and conflations of sytlable structures from Stage 1 to

2. Lastly, I verified the conclusions of my analysis with the results of my phonological-
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orthographic study in Chapter 2. In turn this helped to then reconcile my tentative
conclusions of the phonological-orthographic study and come to a more precise conclusion.
In short, GV did not produce geminate obstruents as has been argued by various scholars (cf.
Suzuki 1991, Davis and Iverson 1996, etc.). Rather it produced [gi] and [gu] from .Ai and
.Hu respectively with all other variations as subsequent language specific modifications and

developments.
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Chapter Five
CONCLUSION
0.0 Summary

Numerous studies have been undertaken in an attempt to provide an understanding
of Holtzmann’s Law. Unfortunately, most of these theories have suffered from the same
weakness. Simply they have only provided an account for part of the problem. Where
theones were posited to account for the spread of geminate glides, they did not provide an
explanation for the strengthening of the glides. Likewise, where phonological analyses were
presented there was no discussion as to how or why GV appeared in “non-GV conditioning™
environments. Moreover, many of these analyses either provided no clear phonetic identity
of the GV graphs, or they did not explain how they arrived at the phonetic identities which
they assumed.

In light of these shortcomings, | have attempted to provide a comprehensive analysis
of the Germanic Verschdrfung. The present study commenced in Chapter Two with an
examination of the phonological-orthographic correspondences. The rationale for this
investigation is simpie. [t becomes very difficult to account for sound changes without some
concept of what the reflexes of those sound changes were. GV is no exception. To
determine the phonetic identity of the GV graphs, 1 examined both the phonological systems
and orthographic conventions of Gothic and Old Norse. The interim results of this chapter
provided direction for the analysis { undertook in Chapter Four.

Next, in Chapter Three | examined past analyses presented for GV. These theones
were based on accent, morphology, laryngeals, syllable structure (cf. Suzuki 1991) and
feature spread (cf. Davis and Iverson 1996). Yet despite the breadth of theoretical
frameworks applied to solutions, all of these theories have fallen short of the mark as 1 stated
above. Simply, they have only accounted for one aspect of the problem. Rather than
rejecting all of the frameworks as inadequate, | attempted to take elements from each of
these theornies and to see if together they could provide insight into the whole problem. And
they did.

For instance, an exarnination of paradigms which contained the GV allomorphs, e.g.,
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‘two’, revealed that the variable accent which Germanic had inhented from PIE did correlate
with GV. It appeared that GV resulted when the original accent followed the strengthened
segments. But how could this accent have been responsible? Evidence from
psycholinguistic experiments, phonological analyses of English, and word divisions in Old
English manuscripts indicated that intervocalic consonant clusters were differentially
syllabified based on accent placement. The common conclusion from these varied sources

revealed that an accented syllable attracted consonants into its onset and coda. This implied

the different syllabifications of the sequence, -VHGV-, ie. -VH.GV- and -V.HGV-.
Consequently, the GV developments could be traced to the syllabification -V.HGV-, whereas

the non-GV forms developed from -VH.GV-.

The GV and non-GV developments which ensued from these syllabifications were
not complex. The GV obstruents were the result of a succession of changes. First, the
laryngeal in -¥.HGV- underwent voicing due to Verner’s Law resulting in -V’ yG\:’-. The

resulting syllable head was less preferred than other obstruent-glide onsets according to the
Head Law and thus underwent a further change, slope steepening. This process increased

the consonantal strength of the laryngeal reflex, thereby improving the stope and syllable

onset. The outcome of this final change was -/.gGV-. By contrast, the non-GV forms
resulted when the laryngeal in -VH.GV- was assimilated to the following glide. Thus, the

differential syliabification of the common sequence -VHGV- provided the variable

environments which can thus account for parallel GV and non-GV developments, e.g., ON
snugga versus snia.  This analysis of the phonological aspects of GV marks an
improvement over earlier analyses which, with few exceptions (most notably Polome 1949),

have ignored these parallel non-GV developments.

1.0 Advantages and implications of the present approach
The approach presented in this study has three significant strengths. First, it accounts
for the parallel developments of GV and non-GV forms which have not been treated in the
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preponderance of earlier theories. Since many such cognates exist, it behooves linguists to
be able to account for these divergent developments. Secondly, it accounts for the “loss™
of laryngeals in Germanic following the departure of Germanic from PIE. Rather than
simply being inexplicably lost in all environments, these segments may have been
incorporated into the language in the GV examples by way of strengthening or assimilation.
Thirdly, this analysis provides a unified explanation of GV. First, it commences by
determining the phonetic identity of the segments involved in GV. Next it combines vanous
documented factors and changes such as accent, syllabification and slope steepening, in a
new way to explain this old problem.'

A number of implications fall out from the analysis presented in this work. First, this
analysis assumes that GV took place at an intermediate stage between the split of Germanic
from PIE and the fixing of the Germanic accent on the root syllable. Consequently, this
means that the syllable structures reconstructed by linguists such as Murray and Vennemann
to account for subsequent dialect specific changes do not account for an earlier period of
variable stress in Germanic prior to the accent shift. Their reconstructions account for the
stage of Germanic following the accent shift to the root syllable. This begs the question as
to where other changes such as Siever's Law and the Germanic sound shifts fit into the
puzzle. Further study will provide answers to these quenies.

One other phenomenon in particular may benefit from any insights provided by the
analysis presented in this work. Austin (1946, 1958) first tried to account for the occurrence
of k(k) in West Germanic (and Old Norse) from PIE glides (and laryngeals), e.g., ON
ngkkue, OE naca, OS naco and OHG nacho “boat’ but Skt. naz, Lat. navis “ship’. Although
this phenomenon is not dealt with as a part of GV, it may prove to be an extension of a more
general GV process at work in Germanic. My analysis may therefore serve as a stepping
stone to an explanation of the “intrusive™ voiceless velar plosives in West Germanic.

One final implication can be cited.

'Moreover, since not all examples of GV resulted from a phonological development, then a further
morphological examination is indispensable. The sketch found in the Appendix is a springboard for future
research.
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2.0  Implications for the Germanic genealogy

When Holtzmann first observed the GV phenomenon more than a century and a half
ago, he claimed that it had implications for a common Gothic-Nordic period. The traditional
assumption has been that GV was a sound change which resulted in obstruents only in
Gothic and Old Norse. West Germanic by contrast was not considered to have undergone
the same GV strengthening. This traditional perception of the problem has been
contradicted by only a few linguists, including Davis and Iverson (1996).

According to the analysis presented in this work, the occurrence of GV was not
isolated in only Gothic and Old Norse. Rather, the series of sound changes which I proposed
occurred during an early stage of Proto-Germanic. Whereas past theories have claimed that
West Germanic did not undergo the strengthening of GV, | have provided evidence of GV
reflexes in this branch, e.g., OE trugian, OE mycg, OS muggia, OHG mucca, OS bruggia
and OHG hrukka. These examples support the claim that GV operated before West
Germanic parted company with the other branches of Germanic. Subsequently, West
Germanic may have levelled out the majority of GV forms or denived new lexical items in
favour of the non-GV stems (cf. Appendix).

Thus, GV does not serve as a witness for a common penod of development between
Gothic and Old Norse as Holtzmann once believed. Instead it provides evidence for a
common period of development between all three branches of Germanic. At long last it

appears that GV may finally have found its appropriate place in the history of Germanic.



124

REFERENCES
Archibald, John and Teresa Vanderweide. 1997. Second language syllable structure:
Phonological government and typological universals. Calgary Working Papers in

Linguistics 19: 23-43.

Austin, William. M. 1946. A corollary to the Germanic Verscharfung. Language 22: 109-
111

. 1958. Germanic reflexes of Indo-European -Hy- and -Hw-. Language 34 (2): 203-
211

Baldi, Philip. 1983. An introduction to the Indo-European languages. Carbondale-
Edwardsville: Southemn Illinois University Press.

Bammesberger, Alfred. (ed.) 1988. Die Laryngaltheorie und die Rekonstrukiion des
indogermanischen lLaw- wund Formensystem. Heidelberg: Carl Winter
Universititsverlag.

Barrack, Charles M. 1991. PGmc. *-VC$1V- revisited. American Journal of Germanic
Linguistics and Literatures 3 (2):119-144.

Beekes, R.S.P. 1972. Germanic 'Verschiarfung' and no laryngeals. Orbis 21 (1): 327-336.
----- --. 1988. Laryngeal developments: A survey. In Bammesberger, 59-105.

----- -—. 1995, Comparative Indo-European linguistics: An introduction. Amsterdam/
Philadelphia: John Benjamins.

Bennett, William H. 1972. Prosodic features in Proto-Germanic. In Frans van Coetsem
and Herbert L. Kufner (eds). 7Toward a Grammar of Proio-(Germanic. Tubingen:
Max Niemeyer Verlag, 99-116.

. 1980. An introduction to the Gothic language. New York: The Modern Language
Association of Amenca.

Borowski, Toni. 1990. 7Topics in the Lexical Phonology of English. New York: Garland
Publishing.

Braune, Wilhelm and Emst A. Ebbinghaus. 1981. Gotische Grammatik. 19. Auflage.
Tabingen: Max Niemeyer Verlag.



125

Bredsdorff, Elias. 1956. Danish: An elementary grammar and reader. Cambrnidge:
Cambridge University Press.

Buck, Carl Darling. 1933. Comparative grammar of Greek and Latin. Chicago: The
University of Chicago Press.

Bybee, Joan L. 1985. Morphology: A study of the relation berween meuning and form.
Amsterdam/Philadelphia: John Benjamins.

Cathey, James E. 1970. A reappraisal of “Holtzmann's law™. Studia linguistica 24: 56-63.

Clements, George N. 1990. The role of the sonority cycle in core syliabification. In J.
Kingston and M. Beckman (eds.). 1990. Papers n lahoratory phonology 1.
Between the grammar and physics of speech. Cambridge: Cambridge University
Press, 283-333.

and Elizabeth Hume. 1996. The internal organization of speech sounds. In John
A. Goldsmith (ed.). 1996. The handbook of phonological theory. Cambridge, MA:
Blackwell Publishers, 245-306.

Collinge, N.E. 1985. The flaws of Indo-Furopean. Amsterdam-Philadelphia: John
Benjamins Publishing Co.

Cowgill, Warren. 1965. Evidence in Greek. In Werner Winter (ed.). 1965. Lvidence for
luryngeuls. The Hague: Mouton & Co., 142-180.

Cull, Naomi. 1993. Reconstruction of the Proto-Romance syllable. [n Henning Andersen
(ed). Historical Lingwstices 1993,  Amsterdam-Philadelphia: John Benjamins
Publishing Co., 117-132.

---------- . 1994, Syllable based sound change and palatalization in farly Romance.
Calgary: Department of Linguistics, The University of Calgary. Unpublished MA
Thesis.

Davidson, G.W. et al. (eds.). 1986. Chambers concise 20" century dictionary. Edinburgh:
Chambers.

Davis, Garry W. and Gregory K. Iverson. 1996. The Verschirfung as feature spread. In
Rosina Lippi-Green and Joseph Salmons, (eds). (Germanic Linguistics: Syntactic and
diachronic. Philadelphia: John Benjamins, 103-120.

Derwing, Bruce L. and Terrance M. Neary. 1991. The 'vowel-stickiness' phenomenon:
Three experimental sources of evidence. Paper presented at the Twelfth



126

International Congress of Phonetic Sciences, Aix-en-Provence, France, August 1991

de Vries, Jan. 1962. Alinordisches etymologisches Worterbuch. 2™ ed. Leiden: E.J. Brll.
Ellis, Jeffrey. 1966. An elementary Old High (terman (Grammar. Oxford: Clarendon Press.

Faarlund, Jan Terje. 1994. Old and Middle Scandanavian. In Ekkehard Kénig and Johan
van der Auwera (eds). 1994 The Germanic lunguuges. New York: Routledge.

Foley, James. 1977. [Foundations of theoretical phonology. New York: Cambridge
University Press.

Fulk, Robert D. 1993. Paradigm regulansation and the Verscharfung. In Bela Brogyanyi
and Reiner Lipp (eds.). Comparative-Historical linguistics: Indo-Furopean and
Finno-Ugric. Amesterdam-Philadelphia: John Benjamins, 341-351.

Gamkrelidze, Thomas V. 1981. Language typology and language universals and their
implications for the reconstruction of the Indo-European stop system. In Yoel L.
Arbeitman and Allan R. Bomhard (eds.). Bono homini donum: F-ssavs in Historical
linguistics in memory of J. Alexander Kerns. Amsterdam: John Benjamins, 571-
609.

Glendening, P.J.T. 1993. Teach yourself books: Icelandic. Chicago: NTC Publishing
Group.

Goldsmith, John A. (ed.). 1996. Phonological theory. In John A. Goldsmith (ed.). 1996.
The handhook of phonological theory. Cambnidge, MA: Blackwell Publishers.

Gordon, E.V. 1957. Anintroduction to Old Norse. 2nd ed. Oxford: Clarendon Press.

Harris, Martin and Nigel Vincent. eds. 1988. The Romunce languages. London: Croom
Helm.

Haugen, Einar. 1976. The Scandanavian languages: An introduction to their history.
Cambridge, Mass.:Harvard University Press.

Hechtenberg Collitz, Klara. 1906. Syllabication in Gothic. Jowrnal of English and
(zermanic Philology, 6: 72-91.

Hirt, Hermann. 1931. Handbuch des Urgermanischen. Teil |: Laut- und Akzentlehre.
Heidelberg: Carl Winters Universititsbuchhandlung.



127

Holthausen, F. 1934. Altenglisches etymologisches Worterbuch. Heidelberg: Carl Winters
Universititsbuchhandlung.

Holtzmann, A. 1870. Altdeutsche Grammatik, I: Die specielle Lautlehre. Leipzig:
Brockhaus.

Hopper, Paul. J. 1977. The typology of the Proto-Indo-European segmental phonology.
The Journal of Indo-Furopean Studies 5 (1): 41-53.

Jasanoff, Jay. 1978. Observations on the Germanic Verschiarfung. Miinchener Studien -ur
Sprachwissenschaft 37:77-90.

Jonsson, Hans. 1978. The laryngeal theory: A critical survey. Lund: Bloms Boktryckeri
AB.

Kaisse, Ellen M. 1992. Can [consonantal] spread? /anguage 68: 313-332.

Kenstowicz, Michael. 1994. Phonology in generative grammar. Cambndge, MA:
Blackwel!.

Kispert, Robert J. 1971. Old English: An introduction. Toronto: Holt, Rinehart and
Winston, {nc.

Kluge, Friedrich. 1913. Urgermanisch: Vorgeschichte der altgermanischen Dialekte. 3
Edition. Strassburg: Verlag von Karl J. Tritbner.

Konig, Ekkehard and Johan van der Auwera. (eds). 1994. The Germanic languages. New
York: Routledge.

Krahe, Hans. 1951. Historische [.aut- und Formenlehre des Altisldndischen. Heidelberg:
Carl Winter Universititsverlag.

--------- and Wolfgang Meid. 1969. Germanische Sprachwissenschaft I: Einleitung und
lautlehre. Berlin: Walter de Gruyter.

Kurytowicz, J. 1967 The Germanic Verschirfung. language 43: 445-451.

Kutscher, Eduard Yechezkel. 1982. A history of the Hebrew language. Jerusalem: The
Magnus Press, The Hebrew University.

LaSor, William Sanford. 1980. Handbook of Biblical Hebrew: An inductive approach
based on the Hebrew text of Esther. Volume 1. Grand Rapids: William B.
Eerdmans Publishing Company.



LDSView. 1990. Provo, Utah: Bngham Young University.

Lehmann, Winfred P. 1952. Proto-Indo-European phonology. Austin: The University of
Texas Press.

. 1986. A4 Gothic etymological dictionary. Leiden: E.J. Ball.

- 1992 Historical linguistics. 3rd ed. London-New York: Routledge.

- 1993, Theoretical bases of Indo-European linguistics. London/New York:
Routledge.

Lexer, Matthias. 1992. Mintelhochdeutsches Taschenworterbuch. 38th Edition.
Supplements by Ulnch Pretzel. Stuttgart: Hirzel Verlag.

Liberman, Anatoly. 1990. Some debatable questions of Germanic prosody. American
Journal of Germanic lLinguistics and Literatures. 2(2): 149-158.

Lindeman, Fredenk Otto. 1964. Les origines indo-européennes de la ‘Verschdrfung’
germamque. Oslo: Oslo University Press.

. 1987. Introduction to the 'Laryngeal Theory' Oslo: Norwegian University Press.

Lihr, Rosemarie. 1976. Germanische Resonantengemination durch Laryngal. Miinchener
Studien -ur Sprachwissenschaft 35: 73-92.

Lutz, Angelika. 1985. Die Worttrennung am Zeilenende in antenglischen Handschriften:
Phonologische Betrachtungen zu Claus-Dieter Wetzels gleichnamigem Buch.
Indogermanische Forschungen 90: 227-238.

. 1986. The syllabic basis of word divisions in Old English manuscripts. £nglish
Studies 67: 193-210.

Marchand, James W. 1973. The sounds and phonemes of Wulfila's Gothic. The Hague:
Mouton.

Mayerthaler, Willi. 1987. System-independent morphological naturainess. In Wolfgang
U. Dressler et al. (eds.). 1987. Leitmorifs in Natural Morphology. Amsterdam/
Philadelphia: John Benjamins Publishing Company, 25-58.

Meeussen, A. E. 1955. Les phonémes du Ganda et du Bantou commun. Africa 25:174-177.

Mikkola, J. 1924. Die Verscharfung der intervokalischen ; und # im Gotischen und



129

Nordischen. In Streitberg Festgabe. Edited by Direktion der vereinigten
Sprachwissenschaftlichen [nstitute an der Universitat zu Leibzig. Leipzig: Markert
& Petters Verlag, 267-271.

Moulton, William G. 1948. The phonemes of Gothic. Language 24: 76-86.

1954. The stops and spirants of Early Germanic. Language 30 (1): 1-42.

Murray, Robert W. 1987. Preference laws and gradient change: Selected developments in
Romance. Canadian Journal of Linguisties. 32(2): 115-132.

~--——-. 1988. Phonological strength and early Germanic syllable structure. Munich:
Wilhelm Fink Verlag.

. 1991. Early Germanic syllable structure revisited. Diachronica 8: 201-238.

- 1993, PGmc. *VCS$iV: A response to Barrack. American Journal of Germanic
Linguistics and Literature. 5(1): 1-28.

. 1995. Handouts from Linguistics 540. Department of Linguistics: The University
of Calgary.

------ —- and Theo Vennemann. 1983. Sound change and syllable structure in Germanic
phonology. Language 59, 514-528.

Noreen, Adolf. 1904. Altschwedische Grammatik: Mit Einschiuf des Altgutnischen.
Halle: Max Niemeyer [Reprint, Greiz: Volkswacht Gera, 1978 ]

. 1970. Altnordische Grammatik [. 5th ed. Tubingen: Max Niemeyer Verlag.

Pafenberg, Stephanie. 1993. Mittelhochdeutsch course book. Department of German:
Queen’s University.

Penney, J.H.W. 1988. Laryngeals and the Indo-European root. in Bammesberger 1988,
361-372

Penzl, Herbert. 1950. Orthography and phonemes in Wulfila's Gothic. Journal of English
and Germanic philology 49: 217-230.

Polomé, Edgar C. 1949. A West Germanic reflex of the Verschcdirfung. language 25: 182-
90.

------- —. 1965. 'The laryngeal theory so far: A critical bibliographical survey. In Werner



130
Winter (ed.). Fvidence for laryngeals. The Hague: Mouton, 9-78.
. 1970. Remarks on the problem of the Germanic <Verschiarfung>. [n J. Dienckx

and Y. Lebrun (eds.), Linguistique contemporaine: Hommage a Eric Buyssens.
Bruxelles: Editions de I'lnstitut de Sociologie de 'Université Libre, 177-190.

. 1982. Germanic as an archaic Indo-European language. In Emst S. Dick and Kurt
R. Jankowsky, (eds.), 1982. Festschrifi fiir Karl Schneider. Amsterdam/
Philadelphia: John Benjamins Publishing Company, 51-59.

. 1988. Are there traces of laryngeals in Germanic? In Alfred Bammesberger (ed.),
1988, 383414.

Prokosch, E. 1939. A4 comparative Germanic grammar. Philadelphia: Linguistic Society
of America.

Ramat, Paolo. 1981. Einfithrung in das Germanische. Tubingen: Max Niemeyer Verlag.

Rask, Rasmus. 1976. A4 grammar of the Icelandic or Old Norse tongue. Translated by Sir
George Webbe Dasent. Amsterdam: John Benjamins.

Rasmussen, Jens Elmegdrd. 1990. Germanic Verschiarfung: Tying up loose ends. In
Henning Anderson and Konrad Koemer (eds.), Historical linguistics 1987: Papers
from the 8th international conference on historical linguistics. Amsterdam-
Philadelphia: John Benjamins, 425-441.

Robinson, Orrin W. 1992, Old English and its closest relatives: A survey of the earliest
Germanic languages. Stanford: Stanford Untversity Press.

Rogers, Henry. 1991. Theoretical and practical phonetics. Copp Clark Pitman.
Salmons, Joe. 1990. Accent and syllabification in Early Germanic: A response to
Liberman. American Journal of Germanic Linguistics and Literatures 2(2): 137-

148

Schrijver, Peter. 1991. The reflexes of the Proto-Indo-Furopean Laryngeals in Latin.
Atlanta: Rodopi.

Sievers, Eduard. 1903. Grammar of Old English. Translated by Albert S. Cook. 3"
Edition. Boston: Ginn and Company.

Sihler, Andrew L. 1995. New comparative grammar of Gireek and Latin. New York:
Oxford University Press.



131

Smith, Henry Lee. 1941. The Verschiarfung in Germanic. Language 17: 93-98.

Smith, Laura Catharine. 1997. The role of feature geometry in the acquisition of L2
segmental phonology: Acquiring /8/ and /8/ in English. Calgary Working Papers in
Linguistics. 19: 45-70. '

Sturtevant, Albert Morey. 1954. Notes on Gothic forms. Language 30 (4): 448-452.

Suzuki, Seiicht. 1991. The Germanic Verschiarfung: A syllabic perspective. Journal of
Indo-European Studies 19: 163-190.

Szemerenyi, Oswald. 1990. Einfiihrung in die vergleichende Sprachwissenschafi. 4™
Edition. Darmstadt: Wissenschaftliche Buchgesellschaft.

Tanaka, Yoshio. 1970. A proposed hypothesis for Holtzmann's law. la Linguistique 6: 65-
80.

Treiman, Rebecca. 1984. On the status of final consonant clusters in English syllables.
Journal of Verbal Learning and Verbal Behaviour 23: 343-356.

and Catalina Danis. 1988. Syllabification of intervocalic consonants. Journal of
Memory and Language 27: 87-104.

and Andrea Zukowski. 1990. Toward an understanding of English syllabification.
Journal of Memory and Language 29: 66-85.

Tucker, A. N. 1967. Introduction: Orthography and pronunciation. In R. A. Snoxal (ed.).
Luganda-Fnglish dictionary. Oxford: Clarendon Press.

Valfells, Signd and James E. Cathey. 1981. Old Icelandic: An introductory course. New
York: Oxford University Press.

Vennemann, Theo. 1983. Causality in language change: Theones for linguistic preferences
as a basis of linguistic explanations. Folia Linguistica Historica 4 (1): 5-26,

---—-—-. 1985a. The bifurcation theory of the Germanic and German consonant shifts:
Synopsis and some further thoughts. In Jasek Fisiak (ed.} Papers from the 6th
International Conference on Historical Linguistics. Amsterdam: John Benjamins,
527-547.

-———. 1985b. Phonologically conditioned morphological change: Exceptions to Sievers'
Law in Gothic. In Edmund Gussmann (ed.), Phono-morphology: Studies in the
interaction of phonology and morphology. Lublin: Redakcja Wydawnictw



Katolickiego Universytety Lubelskiego.

1988a. Preference laws for syllable structure and the explanation of sound
change. Berlin, New York or Amsterdam: Mouton de Gruyter

. 1988b. Systems and changes in Early Germanic phonology: A search for hidden
identities. In Daniel G. Calder and T. Craig Christy (eds.), Germania: Comparative
studies in the Old Germanic languages and literatures. Wolfeboro, New Hampshire:
D.S. Brewer, 45-65.

-——--. 1691. The relative chronology of the High Germanic Consonant Shift and the
West Germanic Anaptyxis. Digchronica 8(1). 45-57.

———— 1996. The development of reduplicating verbs in Germanic. [a [rmengard Rauch
and Gerald F. Carr (eds.), /nsights in Germanic linguistics. Berlin/New York:
Mouton de Gruyter.

Vickner, EJ. 1914. A brief Swedish grammar. Rock Island, IHlinois: Augustana Book
Concemn.

Voyles, Joseph B. 1992. Early Germanic grammar: Pre-, Proto-, and Post-Germanic
funguages. Toronto: Academic Press.

———-. 1968. Gothic and Germanic. Language 44 (4): 720-746.

Winter, Werner. 1965. Tochanan Evidence. In Wemer Winter (ed.). 1965. Fvidence for
laryngeals. The Hague: Mouton & Co., 190-211.

Wnght, Joseph. 1907. Historical (German grammar. Volume 1. Oxford: Oxford Untversity
Press. (Reprinted in 1966).

------- . 1917, Grammar of the Gothic language. Oxford: The Clarendon Press.

Wurzel, Wolfgang. 1987. System-dependent morphological naturalness. In Wolfgang U.
Dressler et al. (eds.). 1987. Leitmotifs in Natural Morphology. Amsterdam/
Philadelphia: John Benjamins Publishing Company, 59-96.

Zoéga, Gerr T. 1987. A concise dictionary of Old Icelandic. New York: Oxford University
Press.



133

Appendix
DISCUSSION OF SOME RELEVANT
MORPHOLOGICAL CONSIDERATIONS
0.0  The problem

Not all GV and non-GV forms can be accounted for by a stnctly phonological
analysis. At times GV forms occur where non-GV forms would be expected or non-GV
forms occur where GV would be expected. The Old Norse verbs hyggua, hii-hingga,
hiuggom, hggg(ujenn “cut, hew’ and buu, bid hiugga hiogga, brogg(ijam hiuggom, bucnn
provide examples of this problem. [n these cases, GV would be expected only in the last two
principle parts of the verbs, namely the plural preterite and past participle. Likewise, GV
segments are found throughout the ON paradigm for egg rather than simply in the genitive
and dative where they would be expected. Many more such examples exist.

[n what follows, I will suggest some morphological strategies which the Germanic
dialects may have employed to either extend or eliminate the effects of GV. My purpose
will not be to account for every piece of data;, but rather to illustrate the main strategies
which might have been employed in Proto-Germanic and the dialects to cope with the
allomorphy created by GV. Although additional morphological processes may have been
used, the strategies [ outline here appear to account for the preponderance of data. These
include wholesale maintenance of allomorphy, levelling, parallel developments of weak and
strong verbs, inflectional {and lexical) split, and denvation. [ will commence with a brief
presentation of Bybee'’s criteria for morphological change and will then turn to a discussion

of the morphological processes.

1.0  Morphological change — Bybee (1985)
Drawing on evidence from child acquisition, histonical change and experimental
linguistics, Bybee (1985) assesses the criteria employed in the maintenance and levelling of

texical items. She claims that the autonomy' of a form will determine whether it is

' An autonomous form will have its own entry in the lexicon and will not need to be derived from another form.
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maintained in or eliminated from a paradigm containing morphophonemic variation. Three
factors heip determine the autonomy of a form.

First, a semantically unmarked item (e.g., garden) will likely have its own entry in
the mental lexicon whereas a more marked or derived form is less likely to do so (e.g.,
gardener).

The second factor, frequency, receives the most attention from Bybee. In sum the
higher the frequency of an item, rote learning will likely result in a higher degree of
autonomy. Thus, in a very frequent paradigm, there may be many autonomous forms, such
as in the irregular English paradigm 7o be. Frequency also determines the resistance of a
form to morphophonemic regulansation. If a form is autonomous, then it would be stored
separately in the lexicon, and would thus be less likely to fall to paradigmatic restructuring.

Thirdly, the morphophonemic irregularity of a form also plays a role in autonomy.
An irregular form which cannot be derived from its base form will be autonomous even if
it is semantically more marked. Suppletive paradigms such as fo go in English where the
preterite is went rather than goed, present extreme examples of this factor. However, since
only frequent paradigms can tolerate high levels of morphophonemic irregularity, then the
importance of the frequency factor is again underscored.

With these criteria in mind, [ now turn to a discussion of the morphological strategies

which Germanic may have employed.

2.0  Morphological developments of GV and non-GV reflexes

The strategies which | will discuss in this section include maintenance of GV,
levelling, parallel weak and strong verbs, inflectional (and lexical) splits, and derivation.
In some cases, two explanations may be possible for items. For instance, OHG OS glau may
have resulted from levelling out the GV segments or it may have been derived from a non-
GV verbal stem following the operation of GV. Unfortunately, an exhaustive analysis of
every development of both GV and non-GV forms is beyond the scope of the present study.
Moreover, deciding between two possible developments is not always possible. Thus, my

purpose will simply be to propose possible strategies used in Germanic.
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2.1  High frequency paradigms  ‘two’
To commence this discussion of morphological developments of GV forms, [ provide
an examination of the most commonly cited GV datum, ‘two". For ease of presentation, the

Gothic and Old Norse paradigms are reproduced below in (1).

(1 ‘two’

a. Gothic (from Wright 1917: 117)
Masc. Fem. Neut.

N. twai twos twa

G. twaddjé ——— twaddjé

D. twaim twaim twaim

A. twans twos twa

b. Old Norse (from Noreen 1970: 304)
Masc. Fem. Neut.

N. tueir tuzr tuau

G. tueggia tueggia tueggia

D. tueim tueim tueim

A. tua tuser tuau

It is only in this declension that we find the maintenance of GV strictly in the genitive form. *
Even Old Swedish, a daughter language of Old Norse, maintained GV in the genitive forms
of this paradigm, e.g., tweegga, twiggia, Old Gutnish tyggia. [n none of these paradigms,
therefore, had the GV form been eliminated by levelling. But why not?

Recalling Bybee’s (1985) explanation that highly frequent forms or paradigms resist
regularisation, it could be argued that frequency played a role in the maintenance of the
allomorphy in the paradigm for ‘two’. First, Germanic maintained the dual form in its
verbal conjugations for a period of time (Voyles 1992}, thus the concept of ‘two’ was of
significant cultural importance.' Moreover, since it is a small number, it would have been

used frequently in trade. With specific reference to the iregular genitive form, its use in the

*In the paradigms for "both’ and *three’ in Old Norse, Old Swedish and Gothic (except for “both’), the genitive
forms also exhibit GV reflexes. However. all these forms are generally explained as the result of analogy based
on ‘two’ (for "both’ ¢f, Lehmann 1952, Braune and Ebbinghaus 1981, for “three’ Noreen 1904, Lehmann 1952).

*The dual was also maintained in Gothic (cf Braune and Ebbinghaus 1981)
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Old Norse indefinite pronoun hudr(rjtuegge “each of two, both’ (also hudr(rjtueggia or
tueggia hudrr) illustrates that this GV form was in wide use in this dialect (Noreen 1970:
325)." Thus, the relatively high frequency and wide spread use of both the paradigm and
genitive form may have caused the paradigm, especially the genitive form, to become
autonomous. Furthermore, as Bybee (1985) also notes, morphophonemic alternation is
another cause of lexical autonomy. After the GV sound changes ceased to operate, there
would have been no way to derive the GV obstruents in the genitive form  As an
autonomous form, the genitive could therefore have resisted regularisation.

Thus, the maintenance of the GV segments in the genitive form of ‘two’ resulted
from the high frequency and morphophonemic alternations of this paradigm. These factors
caused the paradigm, and in particular the genitive form, to become autonomous thereby
resisting elimination by levelling.

2.2 lLevelling und analogy

Levelling tends to eliminate alternations between closely related forms (Bybee 1985).
The more closely related the forms, the more likely the alternation will be eliminated. For
example, regularisation will operate within a verbal tense rather than within forms for the
first person across the tenses of a verb. Moreover, the tendency is to regularise infrequent
forms. Bybee (1985: 119) cites Old English strong verbs as an example of this predilection.
The strong class of verbs reduced in size since verbs with a lower frequency tended to be
regularised whereas those with a high frequency tended to resist regularisation. But what
determined the direction of levelling?

Mayerthaler (1987) attempts to account for the specific direction of levelling. He
argues that “‘paradigmatic leveling typically involves leveling of the semanticaily more
marked (‘derived’ ) form in favour of the semantically less marked (‘basic’) form” (Murray
1995: 27). The following list outlines what Mayerthaler considers to be the relevant “basic’

versus ‘denved’ categories (taken from Murray 1995: 27, based on Mayerthaler 1987: 48).

‘Reflexes of this indefinite pronoun have also been noted as late as Old Swedish, e g, hwarwaeggia or
mwarriggia (Noreen 1904 423)
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(2) ‘Basic’ ‘Denved’
<<semantically less marked semantically more marked>>
singular -singular
first person -first person
nominative -nominative
indicative -indicative
present tense -present tense
active voice -active voice
standard -standard
(comparative, superlative)

At times, however, the listing in (2) makes incorrect predictions regarding the direction of
fevelling. For example, in the Old English strong verb paradigms’ levelling of the vowels
could occur from either the singular to the plural preterite, e.g., drifan, draf. drifon, drifen
(Class ) - drive, drove, driven, or from the plural to the singular (preterite), e.g., bite also
of Class [ > bute, but, bitten. Moreover, the stem vowel of the past participle was also known
to level through to the preterite, e.g., beran, ber, baron, boren (Class IV)> bear, bore,
borne. Furthermore, the vowel could be levelled in one direction while the consonants were
levelled in the opposite direction, e.g., cévsan®, céas, curon, coren > choose, chose, chosen.
Here the [{f] and (] of the present form were levelled through the paradigm. However, the
vowel of the past participle was levelled through the paradigm in the opposite direction.
Thus, levelling did not always occur in the same direction even within the same paradigm.
This prompts Mayerthaler (1987: 55) to note that “by taking into account richer sources of
information, such as system-independent markedness together with system-dependent
normality” the theory will be better abie to account for the data in the world's languages.
Levelling of GV segments has been evidenced in both nominal and verbal paradigms.
I will commence by examining the persistence of GV in nominal paradigms with the
example ‘egg’ and will then move to a discussion levelling in verbal paradigms.
2.2.1 Levelling in nominal paradigms — ‘egg’

An examination of the Germanic paradigm for ‘egg’ provides evidence for the

*The examples presented here are from Lehmann (1992).

®In Old English, <c> was palatalised before a front vowel or glide and <s> underwent intervocalic voicing.
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direction of levelling in the dialects. Below in (3), | have reconstructed two stages of

development for this paradigm in Germanic: before GV and after GV.’

(3) PGmc. "‘aHj- ‘egg’ GV non-GV
Pre-GV Post-GV ON/Go(?)* WGmc.
nom. sg. aH.ja > "ajla 1\
gen. ‘a.Hiés > "agiés
dat. ‘aHjé > ‘agié
acc. ‘aH.1a > ‘ajia \l’
nom. pl. "aH. 1u > ‘ajju T
gen. ‘aHjd > "agiod
dat. ‘a.Hjamz > ‘aglamz L
acc. "aH. 1u > afju \L \

[mmediately following the GV sound changes, the Proto-Germanic paradigm for ‘egg’
would have had allomorphic variation consisting of GV segments in the dative and gemtive
but non-GV segments elsewhere in the paradigm as illustrated in (3). This allomorphy was
subsequently levelled out in the dialects.

In the West Germanic dialects, no reflexes of GV persisted, e.g., OS OHG ey, pl.
eigir.’ The elimination of the GV segments in West Germanic resulted from the levelling
of the non-GV nominative singular stem throughout the paradigm as predicted by
Mayerthaler’s semantically-based markedness relations in (2). Although the GV form egg

still exists in English, this is generally attributed to a later borrowing from Old Norse

"Lehmann (1952:44) reconstructs the Germanic stem for ‘egg’ as aXj- The inflectional endings in {3) are taken
from Voyles (1992 228-9) I have only provided nominative, genitive, dative and accusative forms for ease
of presentation since the other forms, i.e., locative, instrumental and vocative, disappeared in the dialects. The
assumption of accentuation is also from Voyles (1992 19-20. cf. also Chapter Four §! 3). Lastly. | have only
noted the conservative non-GV assimilation where the cutput is a “geminate” glide (cf. Chapter Four §3.2).

*Crimean Gothic ada is attested more than a thousand years after Biblical Gothic was recorded. It could be
assumed that the GV segments had been levelled throughout the paradigm, but evidence is inconclusive.
Although still probable. | use the term *inconclusive’ because of the minimal data base collected by Busbecq from
which we must draw. Although we can assume that the form elicited represented the “basic™ form of the noun
and therefore depicts the result of levelling, the truth still remains that no information is provided with regards
to the paradigmatic forms. Without such a view and the ability to see this item in context, levelling must remain
an assumption, not a proven fact

*The <g> in OHG eigir represented the palatal glide [i].
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(Davidson et al. 1986, Kispert 1971).
Conversely, in Old Norse, levelling occurred in favour of the GV allomorph as

illustrated by the paradigm in (4) (from Noreen 1970).

4) ON egg ‘egg’ neuter noun (-ja Stem)

nom. sg. egg pl. egg
gen. eggs eggiu
dat. egge (-1) eggiom
acc. egg €ge

The levelling required for ‘egg’ in Old Norse would have been from the dative and genitive
forms (cf. (3)). This levelling would be unexpected according to the semantically-based
markedness relations (cf. (2)). However, Old Norse had been known to level in this
direction to build new nominal paradigms based on the genstive form, e.g., nom. ser
(original form sjir) based on gen. seevar ‘sea’ (Fulk 1993). Although its direction of
levelling contradicts that which is predicted by the semantically-based markedness relations,
it appears to conform to the system-dependent developments in Old Norse.
2.2.2 levelling in verbal paradigms

Old Norse provides support for idiosyncratic levelling in Germanic strong verbs, e.g.,
the forms cited below in (5). However, the direction of this levelling was not necessarily the
same for each verb despite their shared membership in the Class Il reduplicating verbs. [
have indicated above the forms which principle parts would have been “GV forms™ and
which would be expected to have been “non-GV forms™. This 1s based on the accent

placement on the principle parts of verbs. '’

"“Sample derivations of hgggua are provided below. The GV and non-GV processes may have been at work
at the same time, e.g.. Verner's Law/Slope steepening and Assimilation, so their chronology relative to one
another is not crucial. Other processes aperated following these changes and may have occurred in a slightly
different order than that provided. Since this is not critical for my analysis, 1 do not provide further discussion
The Germanic stem is based on PIE stem from Lehmann (1986} and verbal inflection is based on Voyles (1992).
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(5) non-GV non-GV GV GV
a. ON hpgguu hio hiogga (ONorw.) hiuggom hogg(ujenn
‘cut, chop’
<

“early” ON later dialectal levelling

b. ON bhua bio biugga btogga  hiogg(t)am biuggom huenn
“‘live’ (GV forms in ONorw.) )
< (GV ehiminated)

later dialectal levelling

As depicted 1n (5a), Old Norse levelled the GV segments of the last two principle parts of
this verb to the present stem. However, the non-GV singular preterite hié continued to
persist. This is also evident in the singular preterite, b1, which likewise resisted levelling,
However, regularisation continued to operate in Old Norwegian until the GV segments were
extended to every principle part of the verb including at last the singular preterite.

What defies explanation is the extension of GV to the present stem, hgggua before
its extension to the singular preterite, 4i.'' Neither Bybee (1985) nor Mayerthaler (1987)
can account for this anomaly. The semantically-based morphological relations in (2) would
predict levelling from the present to the past stems and from the singular to the plural.
Therefore, they provide no insight. Moreover, Bybee has stated that levelling first takes
place within major categories before it affects other portions of a paradigm. Thus, we would

Gmec.  ‘hvHuya "hiVH.uV "hiV.Huvm "hV.Huvn
Vemer's Law —_—— —_——— hiV yuvm hV.yuvn
Slope steepening —_——— _——— hiV.guvm hV.guvn
Assimilation of Hto G~ hvu.ua hivuuV _—— _—
u-umlaut hou.ua hipuuV hig.guvm ho.guvn
Loss of inflectional suffix — — — hiou _—— _——
Misceilaneous vowel chgs — — — hio hiuguom hoguen
Old Norse gemination _—— _——— hiugguom hogguen
u-deletion —_——— —_— hiuggom hogg(u)en

[houya] [hic] [hiuggom] (hogg(y)en]

Old Norse germination and u-deletion could have preceded or followed the levelling of the GV segments to the
present stem. Based on the above derivations, the following principle parts of the verb bua (< PIE 'bhVH u-)
would be expected according to my phonological analysis: hdfwa.bid bioggom, bogg(ujen.

""The concomitant question is why the present stem did not also resist levelling based on analogy with other
verbs in the same class. The answer to these questions is unclear
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expect levelling of the GV form first from the plural preterite to the single preterite and then
to the present stem. Instead, the “opposite direction” of levelling has occurred. If we were
to try to argue that the present stem resulted from the GV sound change and not from
levelling to avoid this apparent conflict, it would present an unlikely scenario since its
counterpart bua, which would have provided the same environment for GV to occur, did not
produce the effects of GV. Simply stated the Old Norse present stem resulted from
levelling, the direction of which proceeded contrary to expectation.

By contrast, the levelling in West Germanic proceeded according to Mayerthaler’s
prediction, from the present to the past stems, thereby eliminating the effects of GV, e.g.,
OE héawan, pret. héow"’, OFris. hdwa, OS gi-ha(uwan, OHG houwan, pret. hio. A
comparison of these forms with those in the non-GV denvations (cf. Footnote 10) reveals
a stniking similarity, cf. hvy ya (pres.), hivu.uV (sg. pret.). The Old Saxon and Old High
German present forms maintained the conservative form of assimilation of the laryngeal,
namely the diphthong and heterosyllabic glide. By contrast, the Old Frisian present stem
underwent the additional stage of coalescence of the glide with the preceding stressed vowel,
i.e.,'hag.ua > hd.ya. The Old English and Old High German singular preterites were also
derived as in Old Norse. However, since no GV-reflexes are evidenced in the last two
principle parts of the West Germanic verbs, then it may be stated that West Germanic
eliminated this GV allomorphy.

The second example (5b), bua, provides another interesting scenario. First, GV was
eliminated from the past participle. This was perhaps due to analogy where 1t was
remodelled based on the regular construction of past participles in this verb class, i.e.,
present stem - enn. Secondly, the present stem resisted levelling of the GV segments.
Three possible factors may have increased the resistance of this form to levelling: a
relatively high frequency of occurrence’, the influence of verbs from the same class, and

lastly the formation of a second verb from the GV allomorphs or weak inflection of the same

*“The regular equivalent of West Germanic au is West Saxon &” (Sievers 1903:40).

"This verb has also been associated with the verb be (Lehmann 1986).
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root, ie., byggra ‘to live” (cf. §2.3). One final observation is noteworthy. The GV segments
spread to the singular preterite by levelling in Old Norwegian. This exemplifies the ongoing
process of regularisation in the dialects. Moreover, it concurs with the prediction that
levelling takes place first within major categories, i.€., in this case the preterites.

As a stark contrast to the “idiosyncratic” levelling just noted, regularisation in the
other dialects tended to favour the non-GV allomorphs in the cognates of the above verbs.
In Gothic and the West Germanic dialects, the non-GV stem was levelled through the
paradigm for ‘live’ resulting in the verbs, Go. bauan ", OE OS baun, OFris. buwa, and OHG
birwjan. The principle difference was that in Gothic the verb was maintained as a strong
verb (Class VII) whereas in West Germanic, they became weak verbs and took on the
additional meaning ‘dwell, cultivate’.

One final piece of data warrants discussion. The Gothic verb bliggwan, hlaggw,
hluggwum, bluggwans “hit, strike’ provides an admittedly troublesome example. According
to the accent placement, GV would have been expected in the plural pretente and past
participle, but not in the first two principle parts of the verb. Unlike the variability in the
direction of levelling in Old Norse and West Germanic, Gothic levelled out allomorphy in
favour of the present stem, cf. OE snipan “to cut’, smidon, smden but Go. sneipan, snipum,
snipans (Wright 1917). Wright (1917: 63) notes that only two or three examples exist where
Verner’s Law was not levelled out in favour of the voiceless spirant. In these cases, e.g.,
parf1need’, pl. paurbum and frapjan *to understand’, frade: ‘understanding’, no levelling
took place at all. Thus, if GV were the result of levelling in Gothic, then its direction was
without precedent. However, if the GV forms throughout the paradigm were not the result
of levelling, then some other explanation for these anamolous forms must be found. "

2.3 Strong and weak verbs in Germanic

It may be possible that strong and weak forms of verbs co-existed in Proto-Germanic

"Gothic <au> is the reflex of PGmc. &.

'SOne possible explanation may be that Gothic maintained the aorist present form of this verb. These verb forms
were accented on the suffix throughout their conjugations, therefore providing the environment to occur (cf.
Prokosch 1939).
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(Robert Fulk, p.c.). These weak verbs would have been accented on the suffix thereby
providing the environment for GV to occur (Prokosch 1939). Thus, the ON weak verb

byggua could have developed in parallel with its strong counterpart, bia.

(6)  byggua'® “to live, build’

'bV.Hya Germanic root
bi.Hya ¢ stem vowel
bi.yua Verner’s Law
bi.gua slope steepening
by.gua u-umlaut

bygua Stem = byg

byggua'’ (pres.) bygg(u)e (sg.pret)  bygpa (pl.pret.) bygpr (p.p.)

The last three principle parts of the verb would have been formed on the basis of the present
stem. Morcover, the development of this weak verb would account for the stem vowel, i.

Another similar example can be noted in the contrast between the GV and non-GV
verbs OSwe. deeggia, Go. daddjan ‘to suckle’ and OSwe. diz and OE dion *to suck’. Both
GV and non-GV reflexes persisted in the dialects. All of these are verbs of the third weak
class."® However, it is plausible that the non-GV verbs are the reflexes of a formerly strong

verb."” The development of a former strong verb may be schematised as follows:

(7)  PGme. "dVH.iV(n) dVH.iV  ‘dV.Hjvm ‘dV.HjVn
dii.iv(n) daj.iVv do.giVm do.givn
div(n) dajiv dogiVm dogivn

The present stem could have been levelled through the paradigm and subsequently a new

'“Some verbs of the third weak conjugation in Old Norse which end in -gw or -4w also have alternative infinitive
forms ending tn -ia (Noreen 1970: 346).

'"I have included gemination in the present and singular preterite stems as they appear in Old Norse (Noreen
1970: 346) Since it is not crucial to the analysis at hand. I do not provide a discussion. Moreover. | have used
the stem vowel / in this example since other GV verbs of this verbal class have been cited by Noreen as
developing from the root vowel / and subsequently undergoing y-umlaut

"*The third ablaut grade had the following vowel gradation: PGmc. e: a: u (with ON e.i: a: u,0) (Noreen 1970).

"*The ablaut grade of these non-GV verbs points to a possible strong verb etymon
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weak verb may have been formed on this stem. However, the stem vowels in OSwe. deggia,
Go. daddjan cannot be accounted for based on the forms in (7). For this reason, I suggest
that a weak verb may have developed in parallel with the “strong” verb above based on an
early Germanic stem allomorph containing the vowel {a]. This verb would have belonged

to the ya-stem class of verbs as noted above. Its development may have been as follows:

(8) PGmc. ‘da.H iv(n)
Vemer's Law da. y1v(n)
slope steepening / da.giv(n) \

Gothic North Germanic
g>d dadian 4-umlaut degia
gemination  deeggiu

The vowels in the GV forms receive a cogent account by assuming a different vowel grade
in the root.

One further note could be made with regards to the semantics of these verbs. In the
case of Old Swedish, not only were both the GV and non-GV verbs maintained, but a
semantic contrast obtained between these two verbs. The use of the GV verb indicated one
half of the activity, namely the providing of nourishment for a baby or simply the suckling
action. By contrast, the non-GV form in this dialect came to represent the sucking action
of the infant. Thus, the maintenance of the GV~non-GV contrast enabled Old Swedish to
contrast these two complementary actions.

Parallel weak and strong verbs could also account for some inexplicable
correspondences between verbs such as OE scieran OFris. ON skera ‘to cut, hew’ next to
Norw. skeggru ‘to shave, mow’, OE 16-scfecgan “to be separated, removed’ . The GV
obstruents would have developed in the weak verbs due to suffixal accent in weak verbs.
Subsequently, all GV forms in the non-GV verbs would have have been levelled out possibly

to maintain the contrast between the two verbs.

®These words have been associated by Holthausen {1934).
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2.4 Inflectional split

Another morphological change which may have extended the occurrence of GV
segments was inflectional split. Bybee (1985:91) defines inflectional split as “any situation
in which two inflectionally-related words lose their inflectional relation.” For example, the
pair brother~brethren split when the irregular plural form was replaced by the regularised
plural, brothers. Thus, the displacement of an original trregular form by a new regularised
form can provide the impetus for a split to occur. The displaced form may then be
maintained in certain contexts taking on a specialised meaning, in this case ‘the men of the
church’. Inflectional split is conditioned by frequency, semantic markedness, and especially
the phonological distance and morphological irregularities of the forms in question. The
greater the phonological difference between the two forms, as well as the greater the
morphophonemic irregularity (the less easily derived it is from a base form), the greater the
chances will be that a split will occur.

Fulk (1993:344) provides an example of inflectional split from the history of
Germanic. Through a phonological change, “the word for se« developed an alternation
reflected in Olcel. nom. sjdr, gen. sevar, and this prompted the analogical completion of
two separate paradigms, including gen. syovar for one paradigm, and nom. seer for the

other.” Fulk’s example may be illustrated as in (9).

(9) ‘sea’ — onginal paradigm innovative paradigms
(a) (b)
nom. sjor (> (a)) 8jor sger

gen. saevar (> (b)) sjévar sa@var

Thus, two separate yet parallel paradigms can anse from allomorphy.

Inflectional split may account for the parallel developments which produced the non-
GV noun ON bru ‘bridge’ and the GV nouns Olcel. bryvggia "pier’, OE bryc3, OS bruggia,
and OHG brukka *bridge’ (examples from Lehmann 1952: 47).%' The possible development

21n Old Icelandic where both the GV and non-GV forms were maintained, there was also a split in the meanings
of the words The non-GV form took on the sense ‘pier’ whereas the GV form was assigned the meaning

‘bridge’
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could be illustrated as in (10) below:

(10) Pre-GV Post-GV
nom.sg. ‘briuH.yu > ‘bra.yu
gen. ‘bruH yoz > ‘bru.yoz
dat.  ‘bruH.ye > ‘bri.yé
acc. ‘bruH.yo > "bra.yo
nom.pl.’braiH.y6z > ‘bru.yoz
gen. ‘bru.Hub > "bru.gué- > brug- displaced
dat.  "bruHyomz > "bru.guomz: > brug- displaced
acc. ‘bruH.ub > "brii.ud

y
levelling out GV

The displaced forms from the genitive and dative plurals would have provided the stem
brug- from which a new jo-stem noun was created. This change to the jo-stem class
accounts for the / in Olcel. bryggia and OS bruggia. It also accounts for the ;-umlaut in
Olcel. brvggia and OE bryc3and for the gemination in all the West Germanic forms. Thus,
inflectional split may have contributed to the extension of the GV effects.

Inflectional split may also account for some GV verbs where the GV verb was
formed on the basis of a displaced GV allomorph, e.g., Go. trauan, ON triu OE triwian “to
trust’ in comparison to ON trygguatryggja “to make calm’, OE trugian ‘to trust, confide
in"?, ON OS gl/au, OE gldwan, OS gléw(i)an (all weak verbs) “glow’ in contrast with Swe.
Norw. glugga ‘to look, spy’ where the GV verb has undergone significant semantic changes
over time; OS Areuuan, pret. hrau, OHG riuuuon, pret. hrau, rou, whereas another branch
has preserved the GV form, ON Aryggua (weak verb) ‘to make sorrowful’.

2.5 Dervation

One last major morphological strategy can be cited to explain a large number of

forms eluding phonological explanation. This process is derivation. Citing examples from

Old Norse, Fulk (1991: 347) states that “suffixiess a-stem nouns and adjectives derived from

2According to Holthausen (1934: 354) the stem trug- stands beside truw-
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strong verbs in Proto-Germanic are rather common.™ Fulk illustrates his claim with the
following examples. Recall from (5a), that ON hgggua ‘strike, hew’ underwent levelling
in favour of GV. The ON word hggg ‘blow’ was denived from the GV stems of this strong
verb. The Old Norse strong verb Angggua ‘push’ also completely levelled GV through its
paradigm, i.e., ingggua, hnygg, hnuggenn. The Old Norse adjective hnoggr “mean, stingy’
could thus have been a later development from this Old Norse verb which had remained
strong (Fulk 1991). The adjective then underwent a semantic shift perhaps based on the
notion that “s/he who pushes is mean”. The last example cited by Fulk (1993: 347) is ON
hryggr ‘afflicted” which he associates with the verb Aryggva “to sadden, distress’. Although
this verb has become weak, Fulk relates it to the strong verbs OS Areuuan and OHG riuwan
‘to sadden’.

Further cases of denivation can be cited. For example, it appears that there existed

a period in Gothic and Old Norse, when the GV stem skugg- was productive as in (11).

(11) ON skugge  ‘shadow’ < skugg-e masc. an-stem noun
ON skyggia  ‘to overshadow’ skugg - 10 ja — weak verb suffix
added to adjectival or
nominal stems
ON skygna  “to spy’ < ‘skuggwinon n-suffixed verbs
derived from adjective

or nominal stems

A

ON skygn ‘clear-seeing’ < skugg-n adjective
ON skuggsia “mirror’ < skugg-sia compound of “shadow’
and ‘see’ — literally

‘an object in which to
see one’s shadow
(figure)’

Go. skuggwa “mirror’ < skugg-ua ua-stem noun

Compare these lexical items with the weak non-GV verbs OHG skouwdn and OS skauwon

‘to look at’ and the nouns OE scuwa and OHG scuwo, scii *shadow’. An examination of the

BDerivation from strong verbs is common in Gothic (for nouns, cf Wright 1917) and Old Norse (cf. Valfells
and Cathey 1981)
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glosses of these cognates reveals the extent of lexical split which occurred wherever the
derivatives took on completely new meanings.

Further examples of derivation by affixation can be cited for GV and non-GV forms.
The Gothic adverbs glaggwaba and triggwaba were formed by adding the adverbial suffix
-ba to the adjectival stems, glaggw- and triggw- respectively (Wright 1917: 166). Moreover,
the non-GV Gothic noun frauains *confidence, trustworthiness’ was derived from the weak
1II class verb trauan ‘to trust’. Since the suffix -ains was “used in forming verbal abstract
nouns from the first three classes of weak verbs” (Wright 1917: 175), then the derivation of
trauains can be stated to have simply been trau- ains. Moreover, some “new” lexical items
were simply formed from verbal stems, e.g., ON ¢r2 (fem. noun) ‘faith, belief” and trur

‘true’, by adding the appropriate inflectional endings.

3.0 Summary

[ have attempted to provide an overview of some of the major morphological
processes which determined the maintenance or elimination of the GV segments in the
Germanic dialects. These included maintenance of mixed paradigms containing both GV
and non-GV forms, levelling, the parallel development of both strong and weak verbs,
inflectional split, and lastly derivation. Since space did not permit me to outline every piece
of data, | attempted to simply illustrate these processes and the effects they had on the
longevity of GV in Germanic. More work is needed to sort out all examples. However,

perhaps this sketch will provide a starting point for future research of this problem.
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