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Abstract 

 
A distributed computing system, such as a Grid, could be a very dynamic environment 

and the user groups are most likely become highly diverse. A user group could be formed 

by the users of different networks, organizations, or administrative-domains with 

different hardware/software infrastructures and managerial policies. Handling requests 

from a wide range of users from different domains becomes a challenge when attempting 

to accommodate all the differences. Service providers find it impossible to track all users 

(the number of users could be potentially very large) in a Grid. Therefore, an access 

control mechanism that provides users appropriate access to the resources in a dynamic 

environment is required. Role Based Access Control (RBAC) models have been 

demonstrated to be an effective and efficient approach for an administrator to manage 

accesses in a computing system. Much has been done to adapt the RBAC concept to 

Grids and focus on the authorization and verification of the dynamic factors or contexts 

of a user, such as time, location, rank, etc. Some applications also allow administrators to 

change the policies during the authorization process, but they did not handle the 

authorization in real-time and on-demand manner in a Grid. It is a critical authorization 

requirement for a dynamic environment. Therefore, this problem motivated us to develop 

a new dynamic authorization protocol, Dynamic Role Lease Authorization (DRLA) that 

is suitable for a dynamic distributed computing environment. 
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Chapter 1:  INTRODUCTION 

1.1.  Motivation 

Grid computing has become one of the main paradigms of distributed computing systems 

in the last decade. It provides a framework that allows Grid users to share, collaborate, 

and access physically distributed resources, including hardware, software, and 

information, to accomplish resource-intensive tasks over the network across multiple 

virtual organizations (VOs). In the Grid community, there has been a significant research 

effort put forth to study, standardize, develop, and deploy their architectures, protocols, 

and applications. These three components cover many research areas, including security 

(authentication, authorization, access control, etc.); resource monitoring and discovery; 

resource/task scheduling; data management (database design, data integration, data 

transfer, etc.), software packaging and distribution; and so on. However, these 

developments are still facing many challenges presented by the Grid infrastructure. These 

difficulties are mostly caused by the heterogeneities between different VOs; policy 

differences in different domains; and the highly dynamic nature of a Grid environment 

[8]. As expected by the Grid community, the Grid has become a rapidly emerging 

infrastructure, and the number of Grid users is also expected to increase quickly. On the 

one hand, we should provide a flexible mechanism to allow the users to access the 

resources. On the other hand, we have to eliminate any unauthorized access and minimize 

any security risks in the system. Therefore, one critical challenge is to provide a flexible 

authorization and access control mechanism that is able to minimize any unauthorized 

access to the system. This has motivated us to focus on a new dynamic authorization 

approach that is suitable for a dynamic distributed computing environment. 
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1.2.  Dynamic Access Control Requirements in a Distributed Environment 

In a large distributed computing environment, such as a Grid, most interactions and 

collaborations involve many different components in the system, such as users, hardware 

and software, access policies, business rules, etc. The dynamic factors in a distributed 

computing environment affect the interactions and collaborations between the 

components. A dynamic factor is defined as any component and its attributes (such as 

user participation pattern, user contextual information, heterogeneity between systems, 

temporal constraint, etc.) that may change its behaviors and status. To provide effective 

and efficient access control services, we must understand the dynamic-relationship 

between these components. 

A Grid is a federation of multiple, individually administrated computing domains; it is 

referred to as virtual organizations (VOs). In a VO, there are two groups of elements: 

users and resources. Users include human or automated non-human agents, including, 

software agent and computerized robot. Resources include all other components 

(hardware, software, and information) used by users, such as physical computer network, 

data storage, or computer. Most activities in a Grid are the collaboration within one of 

them or between these two groups in one or more VOs. Each VO has its own access 

control policies and could be changed as needed to fit its own situation and requirements. 

For example, an international scientific research project may involve researchers and 

computational resources from different universities and companies in different countries. 

These users (researchers) and resources (computers, disk, etc.) belong to different VOs 

(universities and companies). Obviously, different universities and companies are in 

different administrative domains and have different local and/or global access control 

policies. Beyond these settings, there are many other dynamic factors that may require 



3 

 

changes to existing policies. For instance, a user may move from a trusted network to a 

non-trusted network with a different set of policies and security requirements. To 

maintain the security level on the resource provider’s system, the resource provider may 

want to revoke the user’s access to prevent any potential security risk. This implies that 

an access control system should consider the dynamic changes of a user or resource to 

grant required permission. In other words, the access control in a dynamic environment 

should be updated dynamically. 

Another key requirement in a dynamic access control system is to be context aware. 

Context is not limited to some physical parameters (such as location, network, and time), 

but also includes business parameters/rules (such as priority, trust, or load balance 

management.) For example, user A may have higher priority than other users, so the 

granted access to others should be modified and permit user A to use the resources first 

even though user A may be a late comer. However, this should be handled very carefully 

with user’s context and policy management, otherwise resource livelock may occur. In a 

lease based authorization, like the one in this thesis, this kind of problem can be handled 

by setting a lease period or timeout. Another situation that may require dynamic access 

control: resource A may trust the users from domain B but not domain C. Subsequently, 

domain B is merged with domain C and form a new domain, D. In most trust model, 

domain D becomes not trusted. In this situation, resource A may refuse or reconsider 

(based on the defined policy) the access request from the old users in domain B or the 

new domain D. Therefore, being context aware, including physical and business 

parameters, becomes a critical requirement. 
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In many current access control systems, a single sign-on authorization may be 

implemented to provide a more convenient service. However, the single-on authorization 

is taking a “turn on/off” approach [36]; the permission is granted once the authorized user 

signs on. This approach may not be appropriate in a Grid environment due to many 

dynamic factors that may raise potential security risks, such as unauthorized access from 

a non-trusted network. It is unsuitable for a dynamic distributed environment since the 

“turned on” permission may be left behind when the user is disconnected from the system 

due to any unexpected problem; it thereby adds extra risk to the system. Simply applying 

a different set of permissions may not resolve the problems because the dynamic factors 

are not limited in the cross-domain interaction and collaborations. As suggested by the 

“Principle of Least Privilege” [2, 8, 41], any permission should be granted as needed to 

perform the required tasks. Therefore, minimizing any long-held permission by any user 

is recommended, and most permission should be granted and assigned on a demand basis 

[2, 8, 41].  The dynamic factors should be considered in the authorization processes. 

Therefore, a new authorization is needed to handle the factors and manage the access 

dynamically; this problem is the main focus of this thesis. 

1.3.  Problem Statement 

A distributed computing system, such as a Grid, could be a very dynamic environment. It 

is impossible for each service provider to track all Grid users (potentially very large) with 

their constantly changing contextual information and the non-static resource policies. 

However, these dynamic users’ contextual information could be the keys of an 

authorization decision in a Grid. Therefore, a new access control mechanism is required 

to provide a user with appropriate access to the resources in this dynamic environment 
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without tracking the users and policies. Role Based Access Control (RBAC) models have 

been demonstrated to be an effective and efficient approach for an administrator to 

manage access in a computing system [1, 2]. Much has been done to adapt RBAC [6, 7, 8, 

9, 16, 17, 43] and dynamic authorization concepts in Grid environments. Many of them 

focused on validating the dynamic factors or user contexts, such as time, location, rank, 

and resource policies [32, 33, 34, 35, 36, 37]. However, no authorization model has been 

found in the reviewed literature that handles the real-time/on-demand authorization 

regarding the dynamic factors and dynamic changes in a Grid. Providing the right 

resource/information to the right users at the right time is the ultimate goal for a Grid. 

However, many current authorizations are a “turn on/off” process in that the permission 

is granted once the authorized user signs on. This mechanism is not suitable for a 

dynamic distributed environment since the “turned on” permission may be left behind 

when the user is disconnected from the system due to any dynamic problem. There are 

many hacking techniques that could be used to steal the left-behind permissions, thereby, 

gain access to the resource and/or information. As suggested in the Principle of Least 

Privilege, any permission should be granted as needed to perform the required tasks. To 

address the authorization problems caused by the dynamic factors in a Grid, a new 

authorization protocol, Dynamic Role Lease Authorization (DRLA) [121] is presented in 

this thesis. The focus of this research is to develop the dynamic authorization protocol; 

therefore, all other components (such as, authentication, job submission, job scheduling, 

etc.) are assumed to be already developed and providing required information for the 

authorization which complies to DRLA. 
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1.4.  Contributions 

Although the basic concepts (role based authorization and leasing) in DRLA are not new, 

but the lease based authorization protocol (DRLA) proposed in this research is effective 

and straightforward for addressing the dynamic authorization problem in a Grid by 

combining the Lease and RBAC concepts.  This thesis provides contributions in three 

areas.  

1. The proposed protocol, DRLA [121], (Section 3.3) provides a new mechanism for 

dynamic authorization in a distributed computing system, such as a Grid, which is 

highly heterogeneous and dynamic. A role leasing concept is introduced in DRLA to 

utilize the resources in a Grid. In such an environment, some idle resources could be 

assigned to a non-active or disconnected user due to some dynamic factors or failures. 

The role leasing structure leases out the role/permission to use a resource; the 

resource will be released back to the system once the lease is expired. This approach 

permits a resource to be occupied within the leasing period only; it implies that any 

failure may only hold the resource until the end of leasing period. The leasing 

structure minimizes the impact caused by a failure, and in the meantime, it allows a 

short absence or disconnection from the system that may be required in some 

dynamic situations. For example, a user may require a short disconnection to switch 

from one access point to another. The user can maintain the leased access/privilege as 

long as the connection is re-established within the leasing period and all policies are 

still satisfied. This is a common problem in a distributed system; however, a Grid 

environment is a highly heterogeneous and dynamic computing environment, so it 
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makes the problem more complicated and requires a more flexible authorization 

model. 

2. DRLA maintains the minimum privileges that is specified in the policies for each 

user, and dynamically assigns and grants the required privileges to the corresponding 

authorized user through the lease structure (Section 3.1). The dynamic contexts and 

policies are verified before the access is granted. This approach satisfies the principle 

of least privilege and minimizes the security risk that has been identified in the “turn 

on/off” approach being used in many access control systems. Achieving these two 

aspects is essential in a Grid access control system. 

3. DRLA provides on-going dynamic context aware authorization in a Grid environment 

(Section 3.3.ii). The authorization process in a highly dynamic computing system and 

should not be a one-time process; it should be an on-going procedure to ensure that 

users satisfy the authorization requirements all the time. Unlike many other 

authorization models, DRLA establishes an on-going mechanism to monitor users’ 

contextual information and enforce the security requirements. 

1.5.  Organization of the Thesis  

The rest of this thesis is organized as follows: Chapter 2 provides reviews of some 

research about the authorization in a distributed system. Chapter 3 presents a new 

dynamic authorization protocol, DRLA. Chapter 4 describes the implementation of the 

proposed access control protocol in a simulated Grid environment. Chapter 5 discusses 

the simulation result and analyzes the performance of DRLA. We also compare some 

functionality differences between DRLA and other authorization models. Conclusions 

and future research directions are provided in Chapter 6.   
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Chapter 2:  BACKGROUND 

The Grid is a federation of many Grids with different computing resources, which is built 

with standardized methodologies and protocols to provide secure access to the dynamic 

networked resources and services that provide information and knowledge for an 

authorized user from anywhere at any time. The idea is similar to a Power Grid; a user 

can consume the resource anywhere at any time, regardless of the location and the 

ownership of the resources and services. The main goal of a Grid is to share the resources 

and collaborate with other users to accomplish resource-intensive tasks transparently. To 

accomplish this goal, there are many challenges, such as providing a secure authorization 

model for a wide range of users and organizations on a Grid. Another challenge is 

agreeing on communication protocols for the Grid. Setting up a common language 

regarding concepts and terms in the Grid is one of the many difficulties as well. Each 

Grid is an individually administrated domain and has a different set of requirements and 

limitations to set up the infrastructures, policies, and administrative procedures for a 

specific group of users in the Grid. Furthermore, the heterogeneity of the resources 

(including hardware, software, network and data), security policies, and protocols 

between each domain introduce a huge impediment to reaching a balanced agreement that 

satisfies each participant’s interests and requirements. Most resource and service 

providers are trying to retain the right to control their resources as much as possible.  

This dissertation focuses on the access control problems in a Grid and proposes a new 

authorization protocol, Dynamic Role Lease Authorization (DRLA) [121], to address the 

authorization concerns raised by the dynamic factors in a Grid. The remainder of this 

chapter will focus on the background information associated with the current state of the 
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related Grid technologies and problems. First, we review some basic characteristics of a 

Grid in Section 2.1. This research proposes a new authorization protocol that addresses 

some authorization problems of a Grid; therefore, having an overview (Section 2.4) of 

some general security technologies and problems helps us to understand the requirements 

for the new protocol. In Section 2.5, we discuss a more specific topic, access control, in 

the Grid security. We review some general access control models (such as DAC, MAC, 

and RBAC), and some models specifically for a dynamic distributed system. The last 

section of this chapter, we review the leasing concept that is adopted in the DRLA. 

2.1.  Grid Computing 

A Grid is a system that is concerned with the integration, virtualization, and management 

of services and resources in a distributed heterogeneous environment. It supports 

collections of users and resources (a virtual organization) across various administrative 

and organizational domains (real organizations). A Grid computing environment 

combines distributed pools of resources onto which applications or services may be 

dynamically provisioned and re-provisioned. The contributed resources are often 

consolidated from numerous smaller pools, where they may have been underutilized. A 

Grid offers great flexibility, and it typically uses service-oriented architecture (SOA) to 

build the services rather than the components. The real problem that underlies the Grid 

concept is that it is difficult to coordinate resource sharing for solving problems in a 

dynamic and multi-institutional virtual organization. The “sharing” that we refer to here 

is not primarily file exchange but rather direct access to computers, software, data, and 

other resources. Direct access is required by a wide range of collaborative problem-

solving and resource brokering strategies emerging in industry, science, and engineering. 
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This sharing is highly controlled by resource providers and it carefully defines just what 

is shared and who is allowed to share it, as well as the sharing conditions. A set of 

individuals and institutions defined by such sharing rules form what we call a virtual 

organization (VO). Grids vary tremendously in their purpose, scope, size, duration, 

structure, and community.  

Key requirements for successful Grid implementation and management include 

standardization of the interfaces of common components, and the use of standardized 

information and data models. Grid computing is a key research area that requires 

addressing many challenges in different areas, such as security. There is a need for a 

highly flexible architecture for sharing of varied resources, ranging from programs, files, 

and data to computers, sensors, and networks. There is a desire for a promising resource 

management structure for dealing with diverse usage modes, ranging from single user to 

multi-user and from performance sensitive to cost-sensitive. Furthermore, the structure 

must embrace issues related to quality of service, scheduling, co-allocation, and 

accounting. There is a demand for a sophisticated security model to provide flexible 

control over how shared resources are used, including fine-grained and multi-stakeholder 

access control, delegation, and application of local and global policies.  

In last couple years, Cloud computing has emerged as one of the most popular 

technologies, providing on-demand computing infrastructure, platform, and software as 

services (IaaS, PaaS, and SaaS). Grid and Cloud have many commonalities as a 

distributed computing technology, but each has a unique way of handling problems due 

to their distinctive service models. 
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2.2.  Cloud Computing 

A Cloud [81, 82, 83, 86, 103] is a resource sharing paradigm that allows lots of small 

real-time resource requests and allocations. It lets us compute remotely on third-party 

operated and managed computing resources, which include software, hardware and 

information. There is no provision for queuing allocations until someone else releases 

resources. This is a different resource allocation paradigm and usage pattern. The 

allocation and service is driven by economies of scale, and it can be configured and 

delivered on demand [81, 82, 85, 86, 103]. This approach allows an organization to scale 

its computing capacities instantly, permitting the organization to accommodate any new 

requirements without making any changes in its computing infrastructure. It helps to 

reduce the cost of building and maintaining a scalable infrastructure; they only pay for 

what they need or use. 

 
Figure 2-1: Cloud Computing Service Model 

 

Cloud computing providers offer their services according to three fundamental models 

(see Figure 2-1): Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and 

Software as a Service (SaaS) [81, 82, 83, 85, 86, 103]. IaaS providers supply computers 

(more often as virtual machines) only. In the PaaS model, cloud providers deliver a 
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computing platform and/or application stack, such as operating system, DBMS, web 

server, etc. A SaaS provider hosts and maintains the applications in a cloud, and users 

pay and use the software as a performance guaranteed service; consequently, maintaining 

their own system is unnecessary. 

2.3.  Grid vs Cloud 

The vision of Cloud computing and Grid computing is the same - to reduce the cost of 

buying reliable and flexible computing resources. Instead, the resources can be rented 

from a third-party who owns and operates the resources. Both computing approaches 

allow multiple users to perform more than one task with several applications at the same 

time. This approach allows a large pool of users to share high capacity resources and 

reduce infrastructure costs for each member in the VO. 

Cloud and Grid share some problems since they both are fundamentally distributed 

systems. They both need to manage large amounts of resources and handle large amounts 

of user requests. They both need to implement often highly parallel and distributed 

computation. Security is another major concern in both approaches but in different 

aspects, such as the service models and infrastructures. Cloud computing mainly focuses 

on the benefits of moving from mainframes to getting on-demand access to low-cost 

commodity clusters. However, it is operating on a different scale and structure that 

requires different approaches to address the common problems in a distributed system. 

Cloud computing faces some unique problems; for example, a Cloud user must determine 

the schedule and threshold for increasing or decreasing the computing resources bought 

or leased from the Cloud. This helps to fulfill the demands in the average and peak 

seasons [87].  
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Interoperability is another issue that Cloud computing must address. This problem is 

twofold; first, it inherits the traditional interoperability between distributed systems, like 

Grids. In order to communicate in such an environment, we need to develop some 

standards [63, 112, 113] – such as OGSA, WSRF, WSDL, or GFTP. The Cloud 

community has developed one of the commonly used standards set in mid-2010, 

OpenStack [112], and the research opportunities between Cloud and Grid have been 

continuously reviewing in both Grid and Cloud communities. Since Cloud is still in the 

early stages and is mostly commercially-operated, it is difficult to switch the services 

between cloud service vendors due to the proprietary APIs and different data formats. 

This reduces the interoperability of applications and their data between multiple Cloud 

(computing vendors) [87, 90, 93]. Further, some costs may be hidden from Cloud users. 

For example, a company could be charged a much higher rate on their network usage 

because of their storage and database applications, managing terabytes of data in the 

cloud, or the network latency. These kinds of costs could be avoided by having 

companies invest in their own infrastructure. 

Figure 2-2 provides an overview of the main categories in distributed systems and shows 

the relationship between Grid, Clouds and other domains [81]. The Web 2.0 concept 

leads the wave of service-oriented applications and systems and it is one of the core 

concepts for Clouds Computing. Supercomputing and Cluster Computing mostly focus 

on non-service types of applications. The foundation of Grid Computing is to share 

resources for solving resource-intensive problems in a dynamic multiple VOs 

environment. Grid Computing encapsulates the main features from those few 
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technologies. However, it is not as application-oriented as Supercomputing or Clusters, 

nor as service-oriented as Web 2.0 or Clouds. 

 
Figure 2-2: Distributed Computing Systems  

 

Grids and Clouds are similar in many aspects, such as functionalities and infrastructure, 

[81, 86, 103, 113] so they have some common challenges, such as securing a highly 

distributed and heterogeneous environment [97, 98, 99, 100, 101, 102], standardizing 

communication protocols, and allowing a high degree of interoperability, [89, 90, 91, 92, 

93, 94, 95, 96]. However, they approach the challenges differently due to the difference 

between their service and delivery models.  

Based on the reviewed literature, we believe that Cloud Computing is still at the early 

development phase; however, many research and development projects are in progress 

and it is well supported in the community. We also believe that Cloud technology is not 

replacing Grid Computing [81, 113]. Conversely, we foresee that Grid could be the 

stepping stone or backbone for Cloud development in many areas, such as authorization, 

job scheduling, and interoperability. Many lessons learnt from Grid are still applicable to 

the Cloud environment [113]. For example, most Clouds are currently operated 
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independently, and their capability to utilize the resources from other Clouds is limited 

[89, 93]. To make the most of the Cloud potential, many researchers have suggested the 

use of the “Virtual Organization (VO)” concept (from Grid computing) to improve 

resource management within Cloud computing [113, 89, 93, 90, 94]. This is exactly the 

same problem that Grid computing has been dealing with for more than a decade. There 

is a countless number of research projects in progress, including projects related to 

communication protocols, authorization models, ontology, and others, which have been 

done in Grid computing. Likely, the experience from Grid would shorten the learning 

curve for Cloud computing. Therefore, our research remains focused on the dynamic 

authorization for Grid environments and will expand to the Cloud environment in the 

future. To understand the security needs in Grid environments, some existing security 

technologies and some attacking techniques that are commonly found in a distributed 

system are reviewed in the next section. 

2.4.  Security technologies and attacks 

To understand the security problems and needs in a Grid, we have reviewed some 

security technologies and some potential attacks in a real-world environment. The review 

in this section is not intended to cover all security technologies and problems, but is used 

to provide more background information for the DRLA development. Two of the most 

commonly used security technologies and a few frequently found attacks in a distributed 

system are reviewed in this section. These technologies and attacking techniques may not 

be directly applicable to the DRLA, but the general concepts of these components 

definitely help us to visualize the environment and problems for the discussion of the 

DRLA protocol in the Chapter 3. 
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I) Transport Layer Security (TLS) / Sockets Layer (SSL) Protocols 

 

 
Figure 2-3: TLS and SSL 

 

Transport Layer Security (TLS) and Secure Sockets Layer (SSL) [74] are cryptographic 

protocols that provide communication security between networks or nodes. The protocols 

are widely used in many applications on the Internet, such as web applications, instant 

messaging and voice-over-IP (VoIP). TLS provides end-point authentication by using a 

digitally signed certificate (e.g. X.509) and increases the content confidentiality by using 

cryptography with public and private keys in most cases. Figure 2-3 shows a few general 

steps for using TSL and SSL to increase the security of communication. First, a client 

sends a request to the server to establish a communication channel. Second, the server 

replies to the request with a signed certificate. Third, the client should verify that the 

certificate is signed by a trusted certificate authority (CA). Fourth, the client will send in 

a client certificate with its private key once the verification is completed. Fifth, the server 

will also must validate the client certification. Once it has passed the verification, they 

can use the security key to encrypt the messages. 
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II) Virtual Private Network (VPN)  

 

 
Figure 2-4: Virtual Private Network 

 

A virtual private network (VPN) is a virtual network that is layered on top of a computer 

network. The data transfer over a VPN is encapsulated in the underlying network. A VPN 

communication channel can be visualized as an invisible direct link (a tunnel), between 

the end-nodes in the underlying network (see Figure 2-4). VPN is commonly classified 

into two types: secure VPN and trusted VPN [4]. A secure VPN provides a mechanism to 

set up a secure end-to-end communication tunnel for transferring encrypted messages. A 

secure VPN is often used in a widely accessible network or an insecure network, such as 

the Internet, to provide authorized users a secure remote access to the private resources. 

SSL/TLS, VPN, and IPSec are the examples of secure VPN protocols. The main purpose 

of a trusted VPN is to divide and control the network traffic within a large organization or 

network; it is not focused on providing security features, such as encryption. ATM and 

MPLS are examples of the trusted VPN protocols commonly used. The major difference 

between secure VPNs and trusted VPNs is the level of the security services and the level 
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of the traffic control in a network. Secure VPNs focus on the security services, such as 

data encryption. Trusted VPNs concentrate on the data flow control services. 

Summarized above are two of the security technologies that are commonly used in the 

modern computer networks. The review intends to give a general idea of some security 

techniques and technologies that can be used to secure the communication in a computing 

system. The rest of this section describes a few attacking techniques frequently found in 

different networked systems. 

III) Denial-of-Service (DoS) Attack 

 
Figure 2-5: Denial-of-Service (DoS) 

 

 

Denial-of-Service (DoS) attack is characterized by preventing regular users from using 

the services provided in a system (see Figure 2-5), such as a routing service, e-mail 

service, domain name system (DNS) service, or web service. Several forms of DoS attack 

have been used in the past. First, an attacker may send a lot of requests to a victim (server 

or service) to occupy its resources (such as network bandwidth or a CPU cycle.), so the 

victim does not have enough resources to handle other requests. Second, an attacker may 

block the communication path to a victim. This disruption can be achieved in many 



19 

 

different ways. For example, the attacker could induce DNS cache poisoning [75] to 

disrupt the routing information in a DNS server or service. Another common technique 

for issuing a DoS attack is to execute a set of operating system (OS) instructions at the 

victim’s machine, causing an OS or machine crash. Each machine or OS that has some 

weaknesses or bugs can become the target of an attack. 

IV) DNS Cache Poisoning Attack 

 
Figure 2-6: DNS Cache Poisoning 

 

A Domain Name System (DNS) translates a domain name to the physical IP address of a 

resource. The purpose of DNS cache poisoning is to provide un-authorized domain name 

translation data that is to be cached in a DNS server. Most DNS cache is set up for a 

performance reason. If a DNS server is poisoned, it may resolve a domain name to an 

incorrect IP address; and furthermore, it may divert the traffic to another host in the 

system. If a DNS server does not have a process to validate the source of an incoming 

DNS response, it may cache and serve the incorrect domain name translation data.  

Figure 2-6 shows an example of a DNS Cache Poisoning [75] attack. First, the attacker 
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targets the DNS server used by the user and manages to change (poison) the IP address of 

‘www.real-target.com’ to the IP address (123.123.123.123 in this example) of a web 

server which contains a fake replica of ‘real-target.com’. When the User wants to go to 

the website ‘www.real-target.com’ and queries the DNS server for the IP address of 

‘www.real-target.com’, the poisoned DNS server returns the IP address of the fake 

website to the user. Thus, the user uses the poisoned IP information to visit the faked 

‘www.real-target.com’ at 123.123.123.123, which is controlled by the attacker, rather 

than the real ‘www.real-target.com’ at 56.0.1.8. These kinds of attacks are commonly 

used to direct the network traffic to an attacker’s specified location or machine. In most 

cases, attackers have full control at the destination host, so they can send a Trojan, virus, 

or spyware to a user’s computer, and this malicious content may cause further damage to 

another user’s machine or system. 

V) Man-In-The-Middle (MITM) Attack 

  
Figure 2-7: Man-In-The-Middle (MITM) 

 

The Man-In-The-Middle (MITM) attack is a form of active tapping in the middle of a 

communication channel. The attacker makes both end nodes (victims) of the 

communication channel believe that they are communicating directly with each other 
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over the connection (see Figure 2-7). In fact, the conversation between these two victims 

is manipulated by the attacker. The attacker intercepts messages going through the 

channel and injects some modified or new messages. Many open unencrypted networks 

often are targeted for a MITM attack. Therefore, many cryptographic protocols have been 

designed to prevent MITM attacks. However, many of these cryptographic protocols 

(such as SSL) require users to verify some unsigned digital certificates manually. There 

are many applications establishing their communications with digital certificates and 

expect to have a secure channel. However, many users ignore alerts for an unsigned 

certificate and blindly allow an unsecured communication. This ignorance becomes a big 

security threat.  

VI) SSL MITM Attack 

Some research has indicated that some SSL weaknesses are based on weak PKI binding 

[21, 14, 3]. These weaknesses are a result of  a combination of improper implementation, 

configuration, and usage of the protocol. Burkholder demonstrated a few possible SSL 

MITM attacks [3].  

 

 

Figure 2-8: SSL MITM attack between HTTP and HTTPS 

 

An example has been summarized in the Figure 2-8. Currently, there are many web 

applications (such as online banking and online shopping) utilizing SSL to provide a 

“secure” environment for these online activities. However, a lot of these applications 
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have not implemented or configured an SSL protocol correctly [3]; the implementation 

opens some holes for an MITM attack (see Figure 2-9). Many web applications start the 

login process in an http (non-secure) web page and then transfer it to a https (SSL 

secured) web page. Since the communication between http and https pages is unsecure, 

the user’s information (including password) can be easily sniffed and masked by an 

attacker. 

At this point, the attacker sits in the middle and proxies the communication between the 

client and server with SSL. The attacker uses its x509 certificate to communicate with the 

client and uses the server certificate to talk with the server. Both SSL streams are 

authenticated and encrypted. This attack does not require the hacker to break the SSL 

encryption but still allows the attacker to manipulate the communication between the 

client and server (see Figure 2-9). However, this attack relies on naive users accepting the 

attacker’s certificate despite the warning that they may receive. 

 
Figure 2-9: MITM attack on SSL certificate 

  

 

VII) VPN Vulnerability 

VPN is a technology that provides a user with an encrypted tunnel to access a firewall 

protected network and its resources. An organization may set up a firewall to keep 

intruders away from its network and use VPN to safely encase the communications 

between a user and the network behind the firewall. However, there are some attacks that 
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may still be able to jeopardize the network behind the firewall. For example, an intruder 

may ride through a VPN tunnel, piggybacking on the entrusted user (see Figure 2-10).  

 
Figure 2-10: VPN Vulnerabilities 

 

In most cases, a VPN client host is not an isolated machine and connected with many 

other machines, services, and networks, through the Internet. This setting implies that the 

client host is exposed to some attacker on the Internet. Once the host has been hijacked, 

the attacker can follow the client through an authorized connection and get right into the 

network (see Figure 2-10). Another possible attack that can be found in a VPN setting is 

a denial of service (DoS). In most organizations with a VPN setup, at least one VPN 

server is configured to manage the VPN connections, and it could become the target of a 

DoS attack. An attacker may start a DoS attack in the different forms that we discussed 

earlier. 
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2.5.  Access Control Model [8] 

In the last two sections, an overview of a Grid and some general security technologies 

and problems have been presented. Now, the literature review explores a more specific 

topic in security, access control, while evaluating some access control models. The 

review in this section helps us to understand the gaps between the existing models, and 

hence, helps us to define the DRLA in Chapter 3, beginning with a review of some basic 

access control principles and techniques. Some dynamic context aware authorization 

models are then evaluated, and some active and dynamic authorization models are 

discussed at the end of the section. 

I) Principle of Least Privilege  

The principle of least privilege [2, 8, 41] suggests that only required permission should be 

given to a user to execute a task. This principle requires identification of the job scope 

and the required minimum set of privileges within the corresponding domain only. All 

other unnecessary rights should be eliminated to avoid any authorized access to the 

system that are unnecessary. In a dynamic computing environment, many factors may 

cause security violations within the system, such as bugs in an application, incomplete 

understanding or misunderstanding of complicated requirements, assumptions made 

during application development, as well as changes in the environment. Some of these 

factors may not have caused any problems at the beginning of the life cycle; however, 

some uncontrollable factors may well introduce a violation later. Therefore, a system 

should be flexible enough to handle these unexpected security problems, and one of the 

most commonly applied techniques is to minimize privileges. A privilege is a set of 



25 

 

permissions in a system that is designed to do some tasks that not everyone is allowed to 

do. 

Saltzer and Schroeder discussed security principles specifically and identified minimizing 

privileges as a principle [41]. In general, there are three basic rules for minimizing 

privileges in a system [31]. First, granting permission to a program or user who really 

needs it. The privileges should be only granted to an application or a user who actually 

needs it and extra permission should not be assigned. Categorizing the users and 

programs into different roles or groups helps to minimize privileges granted. Second, 

only give privilege to a process or module that absolutely requires it. For example, 

dividing an application into smaller sub-programs assists with minimizing the number of 

privileged modules. Less privileged modules imply intruders have less to exploit. Third, 

minimizing the active time of a granted permission ensures that there is just enough time 

to complete the required tasks. Any un-needed privilege should be revoked immediately, 

rather than being allowed to held while in an idle state. Although, some processes or 

users may need a privilege often; it is more secure to turn privilege on and off frequently. 

Once the permission has been turned off, an attacker no longer exploits the permission. In 

many cases, hackers are only able to trick the privileged application to perform illegal 

operations while the privileges are active. If the permissions of a program or a user are 

turned on and off frequently, it is harder for a hacker to hijack a program [31]. This 

approach may also very easily terminate some unintended processes due to lack of 

required privileges.  

A system which has implemented the principle of least privilege is most likely more 

stable and secure. If an application were limited to the privileges and time that it really 
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needs to perform its specified tasks, vulnerabilities in the application could not be used to 

exploit or crash the system. Thus, the security of the system is increased. 

II) Discretionary Access Control (DAC) 

Discretionary Access Control (DAC) [42] is an access control method which uses users’ 

identity, such as user name and password, as well as group information to grant access to 

information in a system. In most systems where the DAC model is implemented, the 

information owner or administrator is able to transfer ownership or change the rules 

regarding how an access is to be granted at any time. Therefore, all the permissions and 

rules are stored on a server and many systems refer to it as an access control list. 

III) Mandatory Access Control (MAC) 

The Mandatory Access Control (MAC) [42] model labels all information and users with a 

security level. A security label reflects the relative sensitivity, confidentiality, and 

protection value of the information and users. A user is only allowed to access the 

information that is at or below the user’s security level, but the user can create 

information at a level higher than its own security level. In a MAC model, only 

administrators have authority to change the security label for information and users. 

IV) Role Based Access Control (RBAC) 

The Role Based Access Control (RBAC) [1] model suggests that all permissions are 

classified into roles, and users are assigned to the roles based on users' responsibilities, 

qualifications and permission required. The process of defining roles is usually based on 

analyzing the organizational goals, structure and security policy. It involves determining 

who can perform what actions, when, from where, in what order, and in some cases, 
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under what relational circumstances. Role is the core concept in RBAC model; role 

hierarchy and constraints are included in some advanced RBAC models [5].  

The role concept gives flexibility to the policy designer and system administrator to 

create and modify security policies, as well as change the mapping between users and 

roles (permissions). Figure 2-11 illustrates the basic concepts of RBAC (known as the 

base model, RBAC0) [1]. User, U, represents a human user, autonomous agent, or 

computer. Role, R, is a symbol of a job function with associated permission and 

responsibility conferred on a member of the role. Permission, P, corresponds to an 

approval for an access to one or more objects in the system. The User Assignment (UA) 

is a many-to-many relation between U and R, UA   U x R. The Permission Assignment 

(PA) is a many-to-many relation between R and P, PA   P x R. Session, S records the 

mapping between a user and role(s). There are three extended models that are also 

introduced [1]: RBAC1, RBAC2 and RBAC3. RBAC1 adds the concept of role hierarchies 

on top of RBAC0. Similarly, RBAC2 adds constraint management onto the user 

assignment, permission assignment and sessions in the base model. RBAC3 is a hybrid 

model that combines RBAC1 and RBAC2. 
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Figure 2-11: Role Based Access Control (RBAC) [1] 

 

 

V) Dynamic Context Aware Authorization Models 

RBAC models have been demonstrated to be an effective and efficient approach for an 

administrator to manage access in a computing system [1, 2]. Many access control 

models are extended from the RBAC models with consideration of contextual changes of 

a user and/or the environment. Several of these models have been reviewed as dynamic 

context-aware RBAC models and are reviewed in this section. 
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a) Context-Aware Access Control 

 

Figure 2-12: Context-Aware Access Control [6] 

The Context-Aware Access Control (CAAC) model [6] makes its authorization decisions 

based upon runtime parameters (contexts) rather than simply the role of the user. CAAC 

was extended from the traditional RBAC model with an added context awareness module 

at the end of the authorization process (see Figure 2-12). However, the dynamic facts in 

the environment and the user’s contextual information could be constantly changing 

during the authorization process. This implies that the contextual information is only 

considered in the CAAC authorization once. Once a request is authorized and the access 

is granted, the access remains active (turned on) until the end of the user’s session, 

regardless of any changes to the user’s contextual parameters. However, these changes 

should be reflected in the authorization decision. 

b) Dynamic Authorized Role Based Access Control 

The Dynamic Authorized Role Based Access Control (D-RBAC) model [9] dynamically 

grants and adapts permissions to users based on a set of contextual information collected 
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from the system and user’s environments. The D-RBAC model extends traditional RBAC 

by associating access permissions with context-related constraints. Every constraint is 

evaluated against the current context of the access request. Thus, the authorization 

decision is based upon context information in addition to roles. The model can enforce 

policies automatically because it is not statically bound by an application, and the policy 

can be modified and applied at run-time. 

c) Dynamic Authorization Framework for Multiple Authorization Types 

Chandramouli develops the Dynamic Authorization Framework for Multiple 

Authorization Types (DAFMAT) [16] which combines Role-based Access Control 

(RBAC) and Dynamic Type Enforcement (DTE) with a logic-driven authorization 

engine. It allows the system to define different authorization types which are used in the 

authorization engine to accommodate the requirements in healthcare application systems. 

DAFMAT focuses on the context of an application system, not the operating system, as 

well as the authorization type for each request. There are three authorization types 

(emergency, context and non-context) and the corresponding processes have been 

defined. All of this information is evaluated dynamically. The design goal of adding an 

authorization type is to reduce the information that is to be processed by the logic-driven 

authorization engine and hence to reduce the complexity of the logical implications. 

However, defining some well-represented authorization types and processes that are 

suitable for most requests could be very difficult. Furthermore, it is extremely 

complicated to cover all authorization scenarios in a dynamic environment efficiently 

with only three general authorization types. 
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d) Extended Usage Control 

 
Figure 2-13: Extended Usage Control [17] 

 

Sastry et al. [17] re-defined some attributes and components for the authorization process 

in a multi-domain environment to handle contextual information with the Extended 

Usage Control (EUCON) model, which is extended from the (Usage Control) UCON 

model. The extended model tries to avoid some problems in the existing attribute-based 

access control models (such as UCON). EUCON [17] mostly focuses on how to transfer 

user information (e.g. privilege, account balance.) from one domain to another. EUCON 

added many attributes (see Figure 2-13) into the original UCON model to make 

authorization decisions. Although, EUCON and DRLA share a few common elements, 

they still have different focuses. For example, both authorization models are designed for 

a multi-domain environment. However, EUCON handles the authorization problems for 

users moving away from local domains. The authorization model needs to make sure all 

the local attributes meet the multi-domain attribute requirements. The problems caused 
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by the user’s contextual changes and resource policy changes in an authorization process 

have motivated the development of the DRLA protocol. 

e) Dynamic Authorization Management Model 

 

 
Figure 2-14: Dynamic Authorization Management Model [43] 

 

The Dynamic Authorization Management model [43] based on project management 

requirements on system function and workflow breakdown. The main idea of this model 

suggests that authorization should be based on task and role which is a many-to-many 

assignment relationship between the user and the task. A user should be only authorized 

for its particular tasks. The authorization process is to assign different function and task 

items to the user. This assignment process implies that a user may have different 

permissions in different projects with the same role. Therefore, the context of each 

request becomes more dynamic. The model is a task-centric model that decomposes a 

task into smaller sub-tasks, and assigns them to the roles in the system. The dynamic 

nature of this model is to decompose a task and build the Role-Task relationship 

dynamically (see Figure 2-14). The dynamic contextual information of a user has not 

been considered in this authorization model, as it is designed for project management 

within an organization. 
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VI) Active/Dynamic Authorization Models 

The traditional access control models are suitable for predefined access rules, as they are 

adjusted manually with policy, environment and user context changes in mind. These 

manual tasks are time consuming and error-prone. A Grid is an expandable system in 

which many dynamic factors emerge, and therefore, it becomes impractical to manage 

access components manually. An active security model provides the abstractions and 

mechanisms for the active runtime security management of tasks or activities as tasks 

progress to completion. In a role based active security model, the context of roles or 

permissions are constantly monitored; hence, a role is activated and deactivated based on 

its emerging context. RBAC has proven [1, 2, 5, 6, 7, 8, 9, 16, 17, 43] to be cost effective 

by reducing the complexity involved in authorization management of data. Without 

active authorization management, permissions will be “turned on” too early or too late in 

most cases, or remain turned-on long after the completion of a task. Thus, this increases 

the vulnerabilities of systems. A dynamic authorization approach is needed to grant and 

revoke access without manual security administration. The following sub-sections, some 

active authorization models have been summarized and compared to the DRLA proposed 

in this thesis. 

a) Dynamic Role Based Access Control 

The Dynamic Role Based Access Control (DRBAC) model [7, 8] uses a Central 

Authority (CA) that maintains the overall role hierarchy for each domain. When the 

subject logs into the system, based on one’s credentials and capabilities, a subset of the 

role hierarchy is assigned to the individual for the session. The CA then sets up and 

delegates (using Grid Security Infrastructure, GSI) a local context agent for the subject. 
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This agent monitors the context for the subject (using services provided by the Grid 

middleware) and dynamically adapts the active role. Similarly, every subject maintains a 

set of permission hierarchies for each potential role that will access the resource. A 

delegated local context agent at the subject resource will use environment and status 

information to dynamically adjust the permissions for each role. 

 

Figure 2-15: Dynamic Role Based Access Control Model [8, 7] 

 

DRBAC handles the dynamic changes in a dynamic environment by updating the 

Subject-Roles relationship (Role Assignment) and the Roles-Permission relationship 

(Permission Assignment); hence, it reflects the role hierarchy for the users (see Figure 

2-15). However, this approach may not be appropriate all the time. In some cases, the 

user’s contextual parameter changes are not necessarily triggering a change in the 

Subjects-Roles relationship or the Roles-Permissions relationship. For example, a policy 

may specify that a user may only be allowed to access the system between 9 am and 5 

pm. If a user sends in a request at 6 pm, the user still satisfies the role and permission 

assignments, thus gaining access under DRBAC scheme. However, the contextual 

information should be always reflected in the authorization decision. 
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b) Active Authorization Model for Multi-Domain Cooperation 

 

Figure 2-16: Active Authorization Management Model [32] 

 

The Active Authorization Management Model [32] proposes a model for multi-domain 

cooperation. It updates security policies automatically by applying the concepts of 

business rules and context parameters to satisfy the dynamic requirements in a multi-

domain environment. The model allows policies to be updated dynamically; however, a 

dynamic policy update may only work on some policy structures that are relatively static 

unless all possible policy structures can be modeled formally. Any security policy should 

be carefully designed to fit the organizational needs. Therefore, policy cannot be easily 

changed unless all business logic and rules can be formally and systemically modeled. 

The model has considered the relationship between Roles and Users, as well as Roles and 

Permissions. Therefore, it introduces business rules (policies) and contextual parameters 

to represent the relationships, respectively, and they are the keys of the active 

authorization (see Figure 2-16). However, there are two sets of problems that have not 
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been addressed in this active authorization model for a “multi-domain” environment. 

First, the dynamic nature of the contextual information is an important factor for making 

authorization decisions in such an environment. The authorization model has taken into 

account the contextual information to make the authorization decision. However, only 

considering the context during the authorization process is not enough to satisfy the 

security requirements for a highly heterogeneous and volatile environment. Second, 

policy management is a very complex area, for example, managing policy conflicts and 

policy executions both require deep understanding of the business processes in an 

organization, as well as well-defined and formalized business processes. Moreover, the 

dynamic nature of a multi-domain environment attaches additional challenges to the issue 

of policy management.  

c) On-When-Then-Else Event-Based Authorization 

RULE [ Rname 

ON Event < Ei> 

WHEN < C1, C2, . . . Cn> 

THEN < A1,A2, . . .An> 

ELSE < AA1,AA2, . . .AAn> ] 

Figure 2-17: On-When-Then-Else Event-Based Authorization (OWTE) [33] 

On-When-Then-Else Event-Based Authorization (OWTE) [33] specifies two categories 

of events, simple events (file operation, method execution, data manipulation, system 

clock, and external event) and complex events (composed of one or more simple events). 

OWTE is an event and RBAC based authorization model that provides active 

authorization. Figure 2-17 shows the general structure of an OWTE rule. When an event 

is detected, the authorization rules (On clause) are triggered. Then, all the constraints 
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(When clause) must then be verified. If a request is authorized, the user should be 

allowed to execute the requested task (Then clause). Alternatively, the user is able to 

perform some other actions for a denied request (Else clause). All the OWTE rules are 

generated from a rule pool and the rules are categorized in three groups: specialized, 

localized, and globalized. There are two concerns raised in the review. First, the rules in 

the rule pool have to be pre-defined before the system starts. OWTE may work in a 

system with a limited or fixed number of events. However, it is very difficult to define 

and maintain all events in a highly dynamic and heterogeneous environment, such as a 

Grid. Second, OWTE is an active authorization model, but it has not addressed the 

problems that may be caused by dynamic changes in a Grid. 

d) Task-Based Access Control 

Task-Based Access Control (TBAC) [36] addresses the anticipated need to automate 

authorization and related access controls. TBAC adopts the concept of protection states, 

which represent active permissions that are maintained for each authorization step. The 

protection state of each authorization step is unique and disjoint from the protection states 

of other steps. Each authorization-step corresponds to some activities or tasks within the 

broader context of a workflow. Traditional subject-object models have no notion of 

access control for processes or tasks. TBAC recognizes the notion of a life-cycle and 

associated processing steps for authorizations. TBAC dynamically manages permissions 

as authorizations progress to completion. This differs from subject-object models where 

the primitive units of access control information contain no context or application logic. 

The TBAC approach leads to access control models that are self-administering to a great 
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extent, thereby reducing the overhead typically associated with fine-grained subject-

object security administration. 

 

Figure 2-18: Task-Based Access Control (TBAC) [36] 

 

TBAC combines type-based access control and “instance and usage” based access 

control. In TBAC, a type-based access control module is used to make the authorization 

decision, and the authorization life-cycle (activation and deactivation) is controlled by the 

instance and usage based access control module (see Figure 2-18). The focus of TBAC is 

to manage the flow of the authorization so that there is no specific authorization 

mechanism proposed in TBAC for making access decisions. Another concern of this 

approach is that the mechanism for handling any failure in a task is missed in TBAC. 

This omission is very important in a dynamic environment since many dynamic factors 

could cause a task to fail or terminate in the middle of a process. 
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e) Dynamically Administrated Role-Based Access Control 

Dynamically Administrated Role-Based Access Control (DARBAC) [34, 35] is proposed 

for access control in web based workflow systems. The concepts of Mission and 

Objective replace the session or task and context, respectively, to differentiate among 

different access control needs. Furthermore, these concepts introduced two phases of the 

access control administration process: access control design (built-time) and access 

control managing (run-time). During the build-time phase, all the essential components 

(User, Role, Permission, Mission, and Objective) and static relationships or assignments 

between the entities at the build time (see Figure 2-19) are retained. The dynamic 

characteristics in the model are the user-to-role activation, user-to-missions participation 

and objectives-to-missions binding for a workflow management system. During run-time, 

users with sufficient administrative permissions can bind an objective instance to a 

mission instance through an objective-instance to mission-instance binding relationship. 

In addition, as users participate in mission instances, new entries are added in a many-to-

many user to mission-instance participation relationship. In DARBAC, users are only 

allowed to start a pre-defined mission (task) instance; otherwise, the request will be 

denied. However, not all missions or tasks in a heterogeneous distributed environment, 

such as a Grid, can be pre-defined; an exception exists when the scope of a mission is 

very broad. In that case, the notion of a mission becomes useless. However, the 

activation, participation, and binding are directly or indirectly defined through the static 

entities because most of these relationships are defined at build time. Consequently, this 

model does not address the dynamic user context changes, nor does it have a mechanism 

to change the assignments dynamically or handle the dynamic contextual information or 

factors. 
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Figure 2-19: Dynamically Administrated Role-Based Access Control [34, 35] 

 

 

In summary, many reviewed authorization models have considered user contextual 

information in the authorization process; however, the dynamic changes in the 

information are not ruminated in the authorization decision processes. To address the 

dynamic changes is an important security problem that should be handled in Grid 

environments due to the dynamic nature of a Grid. Many current authorizations are a 

“turn on/off” process; the permission is granted once the authorized user signs on. This 

mechanism is not suitable for a dynamic distributed environment, such as a Grid, since 

the “turned on” permission may be left behind when the user is disconnected from the 

system due to any unexpected dynamic problem. The “turn on” approach may cause 

some resources or permissions to be unintentionally held for a long period of time. These 

problems have motivated this research to develop a new authorization protocol called 

Dynamic Role Lease Authorization (DRLA) [121]. Before exploring the details of 

DRLA, the next section will review another core concept in the DRLA protocol, Lease. 
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2.6.  Lease 

In this thesis, the concept of leasing is adopted in the proposed Dynamic Role Lease 

Authorization (DRLA) protocol. Therefore, understanding the leasing concept and any 

related or similar ideas becomes critical for designing and laying out the detail of the 

proposed protocol. Applying the leasing concept to different areas in computer science is 

not a new idea. Much research for adapting leasing or similar time-based techniques 

(such as time-to-live, ping intervals, and keep-alive [45, 67]) have been conducted since 

the 1980s. Gray, Cheriton, and Edwards define the characteristics of a lease [45, 46], and 

outline some criteria and options for managing leases in a fault tolerant distributed 

system. In their papers, a lease is defined as a contract that gives its holder specific rights 

over a resource for a limited time period. The advantages of a short or long term lease are 

also identified. This section provides a review of key leasing concepts, as well as 

descriptions of how the concepts are applied in some applications. The following 

paragraphs summarize a number of important characteristics required for understanding 

the leasing concept. 

Leasing is a concept that provides flexibility for a lease grantor and lessee to specify the 

duration of the leasing period or term, such as limited-term [45], zero-term [45, 48, 49, 

50], and Infinite-term [45]. It could be implemented as a contract that gives the lessees 

some predefined permissions to access some resources (including hardware, software, 

and information) within the leasing period. Understanding the lease-like (time-based) 

concepts defined in other research helps to identify the weakness and the strength of the 

leasing approach. Some file systems, such as MFS [64] and Echo [65], have used the 

concept of a token to represent the permission of a set of actions (e.g. read, write, and 

delete) in a file system. By combining the token and timeout concepts, it is possible to 
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create functionality that is similar to a lease. In a similar manner, DFS [40] uses 

breakable locks with timeouts, which set a time limit to unlock the token. However, users 

are not involved in the lock and timeout negotiation process, so users do not get any 

notification when the status of a lock changes.  

Leasing is a way of ensuring a uniform response to any failure that may happen to the 

associated object [46, 61, 62]. It allows agreements to be made that can then be forgotten 

without the possibility of unbounded resource consumption, and hence, provides a 

flexible mechanism for duration-based agreements. Another major characteristic of a 

lease is its flexibility to renew and negotiate the leasing period and terms. The lease 

period and terms can either be determined solely by the lease grantor or negotiated 

between the lessees and the grantor. Thus, every lease has a certain lease time and 

associated conditions. Before the lease period expires, the client must extend the current 

terms to continue accessing the required resources. For example, you have to sign a lease 

when you rent a condominium. The lease provides you the right to use it for a period of 

time under certain terms. If you need or want to stay longer than the lease period, you 

must renew and negotiate the lease before it expires. The renewed lease allows you to 

stay until the end of the new lease period. The owner has the right to refuse the renewal 

request if both parties fail to agree on the lease terms during the negotiation. In either 

case, you have to leave the unit before the lease expires.  

Selecting the length of a leasing term is a critical process that may affect the system 

performance. The leasing terms have generalized into two categories in this thesis: short-

term and long-term. A leasing term could be simply a time constraint to indicate the 

expiry of the lease, or it could be more complicated by including some conditions or 
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actions that the lessee must satisfy. In the next few paragraphs, the major advantages and 

disadvantages will be summarized and some lease management approaches will also be 

reviewed.  A number of factors must be considered in determining lease length. A lease 

with a shorter leasing period can minimize the negative impacts caused by failures. For 

instance, a failure may break the communication path between the resource and user. In 

many non-lease based systems or systems use infinite lease terms, the resource is locked 

by one user until the user reconnects to the system and releases the resource. With a 

short-term lease, the impact is bounded to the end of the lease period so the resource will 

not be locked forever. In other words, if a lease is not renewed before its expiry, the lease 

is treated as invalid and the resource will be released. Another advantage of using a short-

term lease is that the overhead of managing leases can be reduced, especially in a system 

that may generate a large amount of leases. There is a trend or expectation indicating that 

Grid computing has adapted and expanded at a fast pace [52, 53, 54]. Thus, an argument 

has been made suggesting that a Grid combined with the lease concept is a better method 

of managing requests. This system allows the possibility of having millions of users and 

each user making dozens/hundreds of requests concurrently. It implies that there is a need 

to manage, potentially, billions of leases in a Grid. Therefore, minimizing the cost of 

lease management becomes an important task in a lease system. Gray and Cheriton 

developed an analytic model [45] to demonstrate the differences between using a short-

term and long-term leases. Short-term leases reduce the resources required for managing 

leases [45]. The lease management system needs to maintain records for all leases. To 

manage billions of leases, it could consume a significant amount of computing cycles to 

handle all the processes. A shorter lease term reduces the management resources that are 
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required for each lease because the resources that are used for managing a lease can be 

reclaimed once the lease has expired, and reused in a new lease. Longer-term leases are 

more efficient for both client and server for the tasks that are performed repeatedly 

because the overhead of negotiating the leases for repeated jobs is eliminated [45]. 

Granting a long-term lease means a user or job has the right to use that resource for a 

longer period of time. In addition, it implies that the granter assuming the security level 

(or contextual information) of the user remains at the same level throughout the leasing 

period. Therefore, a long-term lease should only be granted to users who have relatively 

stable contexts. Another advantage of using long-term leases is that a resource has more 

flexibility in scheduling jobs because the resource does not need to frequently check the 

expiry of its leases, and it has the flexibility to reprioritize the tasks, if needed. If a long-

term lease has been used, it implies that the system needs to maintain a lease for a longer 

period of time. We also need to consider the possibility that some resources may be held 

up by idle processes or leases longer due to failures that may happen in a dynamic 

environment. Determining the best lease term for a lease-based access control system is a 

trade-off between minimizing lease renewal overhead and minimizing security risks.  

Various approaches have been found in the reviewed literature describing how to manage 

leases [55, 56, 57]. One common factor for managing leases in these approaches is the 

relationship between the life cycle of a lease, the application’s leasing needs, and the 

characteristics of the environment. There is no one method that can fit all needs, so one or 

a combination of the following methods could be applied to address different 

requirements for a Grid. 
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1. Each resource agent could host all leases that it issues and provide all utility 

services to manage the leases, such as renewing and tracking the expiry of the 

leases. However, this approach may increase the workload of  the resources. 

2. Dedicate a centralized server to communicate with all resources and users for 

maintaining all leases. This method addresses concerns about the workload placed 

on the resource and service providers. However, it does introduce a single point of 

failure to the system. 

3. As discussed earlier, a short-term lease can provide a better fault tolerant 

mechanism and a long one can provide a more efficient structure for managing 

leases. In a dynamic environment, such as a Grid, it is necessary to provide fault 

tolerance in the system or application design. Therefore, in a lease-enabled 

system, selecting a method to determine the lease term becomes a critical task. 

There are some techniques applicable to lease management to determine an 

appropriated length of a lease [56].  

a. Slow start: The idea is similar to the congestion control technique, a slow start 

congestion window, in the Transmission Control Protocol (TCP) [68]. We can 

start with a short-term lease, and then, extend or reduce the term later on. In 

that case, we only grant a longer lease term to a reliable user after we have 

collected more statistics regarding the user’s contextual information and some 

frequent occurring events in the system. The decision of increasing or 

reducing a lease term is based on these statistics. The information gives us a 

better estimation of the trustworthiness and stability of the users in the 

dynamic environment.  



46 

 

b. Event trigger: we can define some events as an indicator of a need to change 

the length of a lease. For example, if the transfer rates in a computer network 

are significantly decreased, it could be an indicator of network congestion, 

and in this situation, shortening the lease term is recommended to avoid a 

disconnected or unreachable host delaying a resource. Setting up a threshold 

for the transfer rate is required for the system to detect this event. 

c. Pinging: another way to determine changes is that the system actively 

enquires about job progress or the contextual information of a user or 

resource. However, this may increase the network traffic. Therefore, 

determining the pinging ratio becomes important and should be reviewed 

periodically. 

d. Trusted task or user: we can safely grant an infinite or long-term lease to some 

trusted tasks or users. In other words, those tasks or users are trusted to not 

harm the system or impact other users. This technique also implies that fewer 

lease renewal requests are required; therefore, the overhead for renewing a 

lease can be eliminated. 

Although previous research has defined various types of leases, it is important to 

understand how the concept has been implemented in some real systems or applications. 

It helps us to identify the potential of the leasing approach. Based on the reviewed 

literature, the leasing concept has been studied and implemented in a few research areas, 

including file systems, resource management, lifetime management, network 

management, and memory management. We will now review some applications that 

currently implement the leasing concept. 
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I)  DHCP Lease "Life Cycle"  

The use of dynamic address allocation in DHCP [62] negates the need for a client to own 

an IP address, but rather leases it. DHCP dynamic addressing enables a machine that 

communicates with a DHCP server to obtain and maintain a lease of an address [51, 58, 

59, 62]. A DHCP IP address lease is similar to a “real world” lease, such as a rental 

agreement, as it has a similar lease “life cycle”, including allocation, reallocation, normal 

operation, renewal, rebinding, and release [59]. The lease life cycle, as described in the 

DHCP standards [62], states that the client moves through the life cycle as it acquires a 

lease, uses it, and then either renews or ends it. The lease is first assigned to the client 

through a process of address allocation; if the device is disconnected and the client 

wishes to re-connect to the system, the system must reallocate the lease. After a period of 

time, controlled by the renewal timer associated with the lease, the device will attempt to 

renew its lease with the server that allocated it. If this fails, the rebinding timer will go off 

and the device will attempt to rebind the lease with any available server. The client may 

also release its IP address if it no longer needs it. 

II) Jini  

Jini [46, 61] is a service-oriented architecture and a programming model, which is based 

on Java technology and used to build a distributed system in a dynamic environment. 

Leasing is the mechanism adapted for fault-tolerant resource control in Jini in a 

distributed computing environment. A leasing approach is guaranteed to detect failures 

and provides a mechanism to automatically clean up the failed components [46]. The 

essential idea of leasing in Jini is similar to a lease of a rental agreement. When a user 

asks for access to a resource, the resource can grant access for a period of time that is no 
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longer than requested, and the lease period is specified in a lease object. A holder of a 

lease can request to renew a lease, or cancel the lease at any time. If a lease expires, the 

grantor of the lease can act to reclaim the resource, and lease it to another lessee. A lease 

includes the detail description of the action that should be taken upon its expiration. 

III) Globus Toolkit - Lease-Based Lifetime Management  

In many applications or systems, the cleanup process, such as garbage collection in Java, 

C and C++ [70], are done by custom defined manual operations. If a client dies or the 

network goes down, it is better to have an automatic mechanism to clean up an unused 

state. In Grid computing, a mechanism to clean up old, unwanted component states is 

needed. Globus toolkit adopts the lease concept to manage the life cycle of the resources 

in the system [63]. Under the lease-based model, resources are removed unless kept alive 

by interested parties. Any access to a resource will be destroyed when the lifetime lease 

expires. If any user is interested in using the resource for an extensive time period, the 

lease must be renewed before the expiry. This is achieved by maintaining "soft state" via 

WSRP (web service resource properties). 

IV) Remoting Lifetime and Leases in .NET 

.NET remoting provides a mechanism to communicate between processes in a distributed 

environment. .NET remoting is another example of implementing a lease based lifetime 

management. In a dynamic computing environment, clients need to make sure they 

maintain a lease active on the server. Otherwise, it is possible that a client might be 

disconnected from the system due to some dynamic failures. A lease represents a period 

of time that an object will be active in memory before the .NET remoting system reclaims 

the memory. Each marshal-by-reference (MBR) object has a lifetime that is controlled by 
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a combination of leases, a lease manager, and sponsors [54, 55, 56]. When a MBR object 

is called, the .NET Remoting infrastructure creates a proxy object and returns a reference 

of that proxy to the caller. They are used to manage the leases and the garbage collection 

processes. The lease manager keeps tracking the expiry time of all leases. If no sponsor 

renews an expired lease, the lease manager removes the lease and reclaims the memory. 

The ability to reduce the network traffic by changing the length of the lease terms 

distinguishes the leasing approach from other methods of managing the lifetime of 

remote objects. 

2.7.  Summary 

In this chapter, the background information associated with the current state of the related 

Grid technologies and problems have been reviewed. First, we review some basic 

characteristics of a Grid in Section 2.1. This research proposes a new authorization 

protocol that addresses some authorization problems of a Grid; therefore, we reviewed 

some general security technologies and problems in Section 2.4 that help us to understand 

the requirements for the new protocol. In Section 2.5, we discussed the access control 

approaches in the Grid. The last section of this chapter, we review the concept in the 

DRLA, Leasing. The next chapter introduces the detail of the proposed access control 

protocol, DRLA. 
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Chapter 3:  DYNAMIC ROLE LEASE AUTHORIZATION PROTOCOL 

3.1.  Introduction 

In this thesis, we investigate one of the key aspects of a Grid – providing secure access to 

the Grid resources, specifically, the authorization problems of an access control system in 

a Grid. In this chapter, a new Dynamic Role Lease Authorization (DRLA) protocol [121] 

is proposed to address those problems in a dynamic distributed computing environment. 

There are some cohesive relationships among the user’s contextual parameters, system 

policies, dynamic factors, as well as other elements of a Grid environment; therefore, the 

proposed protocol attempts to have a better coordination among these factors. The rest of 

this section describes the motivations and problems that DRLA attempts to address. We 

will then define the Grid environment that will benefit from this research in Section 3.2 

and explore the DRLA protocol in detail in Section 3.3.  

Some of the authorization systems are implemented with the “turn on/off” access control 

approach [36], and we refer to this type of problem caused by this approach as a “long 

holding permission” problem. DRLA adopts the leasing concept that is discussed in 

Chapter 2 to address these security problems. The design goal of the proposed 

authorization is to provide a flexible mechanism, “role leasing”, for dynamic 

authorization in a distributed computing system, such as a Grid, which is highly 

heterogeneous and active. In such environments, some resources could be occupied by an 

idle user (non-active or disconnected from the system) due to some dynamic factors or 

failures in the system. A role in a dynamic system is a complex construct that includes 

permission, responsibility, system or organization attribute, etc. In this thesis, the focus is 
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on the permission authorization (access control) in a role based system so we use role and 

permission interchangeably to simplify the discussion.  

The role leasing structure leases out a role to use a resource within the lease period; the 

permission will be returned back to the system once the lease expires. This approach 

prevents the permission being held unintentionally for a long period of time. A lease is 

attached to a permission that is granted to the user, and a leasing period is established. To 

maintain the permission, the user needs to renew the lease before its expiry. Once the 

lease has expired, the permission will be revoked, implying that any failure may only 

hold the resource until the end of the leasing period. For a highly vulnerable environment, 

a short lease period could be established. For example, a lease period could be set to a 

minute or even 30 seconds (an arbitrary small number in time). Conversely, a long lease 

period could be set (e.g. an hour or even a day) in an environment with low vulnerability. 

The stability and reliability are not only referring to the network environment, but also 

the consistence of user’s contextual parameters.  

The effectiveness and efficiency of the DRLA protocol for minimizing the security risk 

in a dynamic environment are three-fold. First, the leasing structure minimizes the impact 

caused by a failure in a dynamic environment. Second, it provides a buffer for some 

dynamic situations that require a short absence or disconnection from the system. For 

example, a user may require a short disconnection to switch from one access point to 

another. The user can maintain the access as long as the connection is re-established 

within the leasing period, and all policies are still satisfied. Third, DRLA maintains the 

minimum privileges for each user, and dynamically assigns and grants the required 

privileges to the corresponding authorized role and user. The dynamic contexts and 
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policies (business and database) are also verified before access is granted. This approach 

minimizes the security risk that has been identified in the “turn on/off” approach used in 

many access control systems [36]. 

 
 

Figure 3-1: Access control system with “on/off” approach 

Figure 3-1 and Figure 3-2 are used to illustrate the problem of an access control system 

with the “turn on/off” approach and provide a high level overview of the “Role Leasing” 

solution provided by the DRLA protocol (the details of the protocol are described in 

Section 3.3).  Figure 3-1 shows the “turn-on/off” access control method in a Grid. A 

hacker may tap into the network at time A and monitor all the traffic on the network. He 

is waiting for a chance to steal information or to issue an attack, such as Man-In-The-

Middle (MITM) [3] and Deny-of-Service (DoS) [75]. A user (for example, a database 

administrator who has the most privileges in the database management systems) logs into 

the system at time B. The permissions are available to the DBA until his logout (these 

permissions are called turned-on permission); although, he only needs the permission 

twice between time B and C (represented by the red line). The DBA becomes 

disconnected from the system due to a hardware failure at time C. However, the “turned-
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on” permissions were left behind since he did not log out properly (these permissions are 

referred to as left-behind permission). For example, an active or inactive database session 

could remain in a DBMS after a crash of an application. The hacker may discover the 

left-behind permission in the traffic trace and issue an attack at time D with some hacking 

techniques. Many variations of some classical hacking techniques, such as MITM and 

Trojan, are still able to jeopardize the systems in many cases. For example, a hacker 

could use Trojan techniques to determine all the session or permission information, as 

well as exploit the information to initiate an unauthorized action with the MITM method. 

A few of these technologies and hacking techniques have been summarized in Chapter 2.   

 
 

Figure 3-2: DRLA access control system 

 

Figure 3-2 shows a system implemented with the DRLA protocol, which adopts a leasing 

structure to address the long holding permission problem in a Grid. The DRLA 

authorization (defined in Section 3.3) takes account of the dynamic factors and grants the 

required permission dynamically. In this example, the network has continued to be 

monitored by the hacker since time A and the DBA logged in at time B. However, 
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permission was not granted at the time of his login. The DBA’s first request was sent at 

time C. Under the DRLA scheme, the required permission was granted and the lease was 

issued at time C. The lease was renewed right before its expiration, at time D, so the 

permission was kept alive until the next expiration at time E. The next request was sent at 

time G. However, the DBA was disconnected from the system due to another system 

failure at time H. The lease was not renewed before its expiration at time J so the 

permission was removed at time J to avoid a “turned on” permission being left behind. 

The hacker issued two attacks in this example. The first attack was fired at time F while 

DBA was on the system, but, there was no permission assigned to DBA. Therefore, the 

hacker cannot steal any permission so no damage was done. The second attack was 

initiated at time I when the hacker discovered that DBA was disconnected from the 

system and stole the left-behind permission before the lease expiration. The hacker 

executed a “delete” operation. However, the lease was not renewed and it expired before 

time J, so the permission was removed. In a highly vulnerable environment, a lease could 

be assigned at a lower level for each operation or request. The DRLA authorization 

verifies the lease, contextual information, and other security requirements for each 

request (the detail of the authorization process is discussed in Section 3.3). In the 

example above, the hacker is not able to satisfy the authorization requirement and is 

unable to issue an attack. 

In many scenarios, it is quite possible that users do not need all the privileges all the time. 

As suggested by the Principle of Least Privilege, the permissions should be only granted 

to an authorized user with no more than what is needed to execute the service requested, 

and the privileges should be given in the timeframe that they are really needed [30, 31]. 
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The challenge is that Grids are highly heterogeneous environments and have very diverse 

user groups. Thus, satisfying these criteria is one of the critical requirements to ensure 

safe and efficient access to a Grid. During the DRLA authorization process, any required 

and approved privilege will be automatically granted based on the user’s context during 

the execution. The rest of this chapter defines the basic grid environment for the new 

authorization protocol, and then, reviews the details of the protocol. 

3.2.  Basic Grid Environment 

The proposed protocol, DRLA, was defined on top of a basic Grid environment. This 

section describes three variances of the basic environment. The first setting is an error-

free scenario. Every node knows all components in the system and is fully connected to 

others. Users are able to use all necessary resources to perform a task without any error or 

failure. To have a fully connected network, it is required to maintain the global 

knowledge of the system in each node. However, it is difficult to achieve that in a Grid 

with hundreds of thousands of nodes. The second case is still an error-free environment, 

but it is not fully connected to its peers so the communication cost for accessing a 

resource becomes higher. The last case is a setting which is closer to a real-world Grid. 

The basic setting is the same as the second case, but error handling is added to deal with 

the problems caused by dynamic factors and failures in a Grid. 

I) Scenario 1: Fully connected error-free environment 

The first case is essentially a simplified error-free Grid environment. In this scenario, a 

few assumptions have been made. First, each self-administrated computer domain or 

network has at least one node (called a super node, SN) which has sufficient capabilities 

to handle a high-traffic volume and to provide the required services in the Grid. An SN 
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also acts as a bridge for communications between its users and the Grid, as well as 

facilitating communications between SNs to provide core grid features, such as job 

scheduling and message transfer. All SNs in the Grid connect to each other and form a 

fully connected network (i.e. a mesh network), as shown in Figure 3-3. In this scenario, 

the communication pattern is simple; all nodes are connected to each other, so all 

messages can be sent to the destination in a single hop. Since all nodes are connected and 

each node records the information of others, such as status changes for peers, the 

operations in this Grid rely on the global knowledge of the system. Thus, we are 

assuming global knowledge is maintained and is available to all SNs in the system. It 

enables each SN to collect the system information and the status of other SNs which 

facilitates job distribution and related communications. In this error-free environment, all 

communications are successful in the first attempt. All jobs will be distributed to the first 

accepting response from a required resource, and any late arriving responses will be 

discarded without impacting system performance. 
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Figure 3-3: Fully connected error free environment 

As shown in the Figure 3-3, a grid user connects to a Grid through any affiliated SN in 

the system. There are a few major components hosted in an SN that are used to facilitate 

an authorization process with the Dynamic Role Lease Authorization (DRLA) protocol. 

First, a Resource List can be found in an SN which provides a list of the resources that 

are available in the system. The list does not identify each individual resource but groups 

them in categories. For example, all storage drives with greater than one terabyte will be 

grouped in the “Terabyte Drive” category. Other examples of the groups of resources 

might be “100-nodes Cluster” or “OCI-128 network”. The second component that is 

hosted in an SN is a Job Distribution List. The list records all the jobs or requests that are 

distributed from the SN. Each record in the list contains a few attributes to uniquely 

indentify the distribution of the jobs, including a user ID, job ID, SN ID, and status 

(accepted/denied). The next element is a routing table, which is used to provide an 
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efficient message routing mechanism. It records all active neighbor nodes, so the SN can 

directly deliver a message to another SN in this fully connected system. The last major 

component is a local user list, which is used to speed up the authentication and the job 

distribution processes. 

The rest of this section describes the detailed steps required for an SN to join the network 

and to allow a user to access the resources in a Grid. When an SN joins the Grid, it has to 

execute some initialization processes before accepting a request from users and starting 

an authorization grid service for any resource it has hosted. Once an SN joins the 

network, a message will be broadcast to all neighbor nodes to indicate its connection 

information and the resources it hosts. This information helps the neighbors to update the 

components discussed above. The neighbors will reply with a similar message containing 

their information so that the SN can build its routing table and resource list. After these 

initialization steps are completed, the SN can start grid services for the resources it hosted 

and wait for the requests on the network. 

For a user to exploit a resource in this error-free Grid, there are a few steps required to 

submit a request through its affiliated SN to the SN of the required resource. First, a user 

must login to its SN and then obtain the resource list to identify which resources are 

available and the required resources for its tasks. Once the resources have been identified, 

the user can submit a request to its SN. On top of the job details, the user’s contextual 

information should be included in the request for the authorization process. The SN sends 

the request to the SN(s) of the requested resource based on the information from its 

resource list and routing table. The resource list is an abstraction of resources among 

different groups, and the user is only able to see the groups (not the individual resources), 
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so it is quite possible that a request may be sent to all resources in a category. The request 

will be assigned to the first resource that replies with an acceptance of the task. The 

acceptance will be timed-out if the resource did not receive an acknowledgement of the 

response. For each resource, its SN will host two grid services for them. The first grid 

service is on behalf of the resource agent (called a “resource grid service” from this point 

onward) to handle a request. Its major tasks include receiving a job, managing the lease 

of a job, notifying the results of a job, and initializing the authorization process for each 

request. The second grid service which implements the Dynamic Role Lease 

Authorization protocol (called the “DRLA grid service” from here onward) provides 

authorization service for the resource (the DRLA protocol and the grid service will be 

discussed in Section 3.3).  

Moving away from a tightly coupled Grid described above, most Grids do not have a 

fully connected network topology so not all nodes are directly connected to others. In 

most cases, a communication channel is constructed through a multi-hop path. In a Grid 

that is composed of hundreds or thousands of nodes, it is almost impossible to maintain 

the global knowledge of the system at each node. The second scenario changes the 

communication mechanism to compensate for these challenges.   
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Figure 3-4: Partially connected error free environment 

 

II) Scenario 2: Partially connected error-free environment 

The second setting is an extension of the first scenario. It retains an error-free 

environment. However, not all nodes in the system are fully connected (a non-mesh 

network), and global knowledge of the system is not available. This setting implies that 

most communications between nodes rely on multi-hop communication paths (see Figure 

3-4). In such multi-hop communication environments, many challenges, such as routing 

algorithms, security, and message management, have been studied in the last decade. 

Another challenge in this scenario is the absence of global system knowledge. These gaps 

in knowledge increase the difficulty of identifying an efficient routing path. A Peer-to-

Peer (P2P) [29, 76, 77] network architecture is one of the most popular and well studied 

networking structures in the area of multi-hops communication. However, it is difficult to 

determine an efficient routing map without the global knowledge in this scenario. Thus, 
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we have adapted the broadcasting communication concept in the Grid for this thesis to 

illustrate and prove the concept. This method allows the nodes to communicate with 

others without the global knowledge and/or the need to maintain it. Another advantage 

provided by the P2P structure is that the routing performance could be increased as the 

size of the network increases and more routing paths become available in the system.  

In summary, two of the most commonly used communication methods are broadcasting 

and selective broadcasting [71]. The broadcasting approach is the simplest method to 

implement. A message is broadcast from one node to its neighbors and all neighbors take 

the same approach to forward the message until the message arrives at the target node. 

This communication method may generate large amounts of forwarding messages and fill 

the system’s communication channels. Selective broadcasting algorithms (e.g. DHT [72]) 

could be used to reduce the amount of broadcast messages, thereby providing a more 

efficient routing method in terms of the amount of messages. Since there is no direct link 

to each node in the system and no need to know the information of all nodes, the way to 

manage the job distribution list should be changed in this situation.  

 

Job distribution list in SNi 
 Scenario 1:    Scenario 2:   

 Job ID SN ID Access  Job ID SN ID  

 1 1 1
st
 Granted  1 1  

 1 3   2   

 1 4 Granted  … …   

 1 5 Granted     

 2 1 Deny     

 2 3 Deny     

 2 4 1
st
 Granted     

 2 5 Granted     

 … …       

 

Figure 3-5: Job distribution lists 
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In scenario one, we have an entry for each direct link connection which indicates the 

access decision (see Figure 3-5). In the second scenario, we only record one entry for 

each job and the destination will be filled when the first acceptance of the corresponding 

request is received. 

In summary, a conceptual error-free environment in a Grid has been outlined above. An 

error-free network environment is either fully or partially connected, and guarantees each 

node is reachable from others in a direct or indirect (multi-hop) communication path. 

Another important aspect discussed in an error-free environment is the availability of the 

global knowledge of the system. The global knowledge could be very helpful to establish 

an efficient communication channel in a Grid environment. Based on this conceptual 

error-free Grid environment, we have made the following assumptions. First, no failure 

happens in the system. In other words, all physical network connections are connected all 

the time, and no message will be lost in any communication. Second, we assume that the 

existing network protocol (such as Open System Interconnection - OSI model) [73] 

provides a reliable network environment for message exchange and a flexible network 

structure, so a system can be expanded as needed. 

III) Scenario 3: Error handling implemented environment 

In this section, we discuss some common problems that could happen in a Grid 

environment. This is the main difference between the third scenario and the ones 

discussed above, namely, Grids with error-handling. In a dynamic environment, many 

factors could affect a job’s execution cycle. For example, resource contention or network 

congestion may increase the execution time or cause a user or resource to become 
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unreachable. The method that has been adopted in this thesis to handle these problems is 

a timeout based structure called leasing [46]. If any job or message is not returned before 

the lease expiration, the job will be determined to be an incomplete task, the job or 

request will be released back to the system, the job could be allocated to other available 

resources. This method eliminates any incomplete jobs with an expired lease holding up 

the resources, or prevents any disconnected resource, which is unable to continue 

providing service. One of the major advantages of the leasing structure is that it 

effectively reducing the impact of the problems described above by employing the 

timeout solution. The leasing method also provides a flexible mechanism allowing a 

resource to renew a lease for a job based on the dynamic parameters during the execution. 

Thus, a progressing job will not be determined to be an incomplete task and will be 

released back to the system. This method allows a resource to handle a long-running job 

in a flexible way, as well as providing a status update for a job by tracing the lease status.  

Another commonly raised concern of the dynamic factors in a Grid is the security issue. 

The proposed protocol handles one of the major security issues, the authorization 

process; the protocol combines the leasing structure described above and a new dynamic 

authorization. It maintains the minimum privileges for each user, and dynamically 

assigns and grants the required privilege to the corresponding authorized user. The 

dynamic context (business and database) policies are also verified before the access is 

granted. This approach satisfies the Principle of Least Privilege, and hence, minimizes 

the security risk identified in the “turn on/off” approach [36]. Satisfying those two 

aspects and handling the dynamic nature are critical in a Grid access control system. 
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3.3.  Dynamic Role Lease Authorization (DRLA) Protocol 

 

Figure 3-6: Conceptual Diagram of DRLA  

Any user in a DRLA-enabled Grid (a Grid implemented DRLA protocol) can send a job 

request to a resource in the system through its scheduling service. The access request and 

user’s contexts are then forwarded to the DRLA-enabled access control engine for the 

corresponding resource, which is implemented as a Grid service, to authorize the required 

access. Once the access is granted, the user can use the requested resource to perform the 

tasks or obtain related information. Figure 3-6 is a conceptual diagram of a DRLA 

authorization service. The DRLA-enabled engine is based on the user’s role, the user’s 

context (such as time and location), the meta-data of the users’ privileges, and the 

resource policies to authorize the user and grant the required access.  

To implement the DRLA protocol, each resource has to provide the information about 

Users, Roles, Predefined Context, and Table or Data in the resource that defined or 

registered in its system for its DRLA grid service to make the authorization decision. 

Figure 3-7 shows the relationship between the components or objects of the DRLA 

protocol. 

 

 
User Role 

 
Policies 

 
Access  

Meta-data 

 

DRLA-enabled  

Access Control Engine 

 

 

 
User Contexts 
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Figure 3-7: Entity Relationship Diagram of DRLA Components 

 

The following tables show an example of the metadata entities Figure 3-7. The title 

labeled “Role” is a list of existing roles in this system, and “Predefined Context” is a list 

of criteria that may be verified in the authorization process. “User” is a list of users in the 

system. Each record contains information about the user. 

 

 
ID Name Store Num Yr of Service 

321456 Bob 101 1 

159753 Tom 201 15 

789321 Zoe 301 6 

User: a list of users in the system 

 

 
Context Name 

Time 

Subnet 

Location 

Context: a list of criteria that a policy may be used in the system 

 
Role Name 

Administrator 

Manager 

End User 

Role: a list of roles in the system 

N:1 

1:N 

1:N N:1 
N:1 

N:1 

1
:N

 

Granted 

 

with a lease 

Role 
Approved 

Access Table/Data Policy 

User User-Role 

Predefined 

Context 

 
Dynamically update and refresh is required for any 

dimension change 

Access 

? 

Denied 

User’s 

Context 
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Table Name 

Sales_Fact 

Product_Dim 

Cost_Fact 

Table/Data: a list of tables/data available in the system 

 

The Policies, User-Role assignment, and Approved Access represent the relationships 

between those components. These components could be implemented as a set of tables in 

a relational database, a set of objects in an object-oriented system, or in another form. To 

simplify the illustration, we assume that all these components could be predefined by 

experts in a relational database system at the initial stage and be maintained by the grid 

service that we define later in this section. 

A Policy object defines the relationship between the predefined Context and Role objects, 

while specifying the type of access, targets and conditions. The table below shows an 

example of some policies set up in the system. For instance, policy #1 specifies that a 

user with the End User role could access all tables between 9am and 5pm only. The 

dependency between policies can also be defined as one criterion, as well. In a distributed 

dynamic environment, a granted access (specified in Approved Access object) may be 

subject to certain conditions, such as time, location, and other dynamic factors in a Grid 

so the policies could be changed frequently to reflect the security needs. Therefore, a 

Policy object has been defined in DRLA to correlate the conditions to the corresponding 

role and resource, and it also facilitates the dynamic policy verification in DRLA. Policy 

management (such as policy creation, conflict resolution, etc.) is a different research 

topic, so it is not included in the scope of this thesis. 
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Policy 

ID 

Context Role Min Value Max Value Depended 

Policy 

Table 

Req. 

Action 

1 Time End User 9 17   Allowed 

2 Subnet Manager 196.128.1.0 196.128.2.0 1  Allowed 

3 Location End User PEI PEI   Denied 

4 Location End User   1  Allowed 

Policy: a list shows the access control policies of the roles based on the contexts 

 

The Approved Access object records the privileges that have been approved but not 

necessarily granted for each role. Each privilege should only be granted when it is 

needed. For example, the following table shows a simple approved access relationship 

between Table and Role in which roles are allowed to access a particular table and the 

privilege status. 

Table Role Status 

Cost_Fact End User Approved 

Product_Dim End User Granted 

Product_Dim New User Approved 

Sales_Fact Manager Granted 

Approved Access: a list of approved access of each role 

 

In a Grid, the relationship between Role and Table or Data could change frequently. For 

example, much new data could be generated in a system and the new data is only 

accessible to certain roles or users. Therefore, the Approved Access object will be 

updated to reflect the access control on the newly generated data. Similarly, some old-

data may be deleted from the system, so some users in a particular role may lose the 

corresponding access privilege to the data. Therefore, the Approved Access must be 

modified to eliminate any out-dated records. In summary, the Approved Access is used to 

maintain the dynamic privilege status. 
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Role User 

New User Anyone 

End User Zoe 

Manger Tom 

Manger Bob 

Administrator Bob 

User-Role: a list shows the assignments of users into roles 

 

In the same manner, a User-Role object represents a relationship or assignment between 

User and Role. Each user should be assigned with at least one role, and each role could 

have multiple users. For example, the table above shows a simple User and Role 

assignment; Zoe is assigned with the End User role, and Bob is assigned with both 

Manager and Administrator roles. User-Role assignment could be changed very often; 

therefore, the User-Role assignment will be changed all the time to reflect the changes. 

Another dynamically changing element is the user’s context. In a dynamic distributed 

environment, for example, user can move from one location or organization to another, or 

even switch roles within an organization, and the change may results in the re-assignment 

of the role. The User-Role is used to track these changes. To illustrate the application of 

the DRLA protocol, the next two sections will discuss the detailed structure of the 

protocol and then provide a use case to illustrate the authorization process. 

I) Physical structure  

Before we get into the core of the DRLA protocol, we must describe the surrounding 

environment or components that connect to the DRLA grid service. Figure 3-8 shows a 

typical example of a Grid implemented with the DRLA protocol. Each resource has two 

grid services: resource grid service and DRLA grid service. The resource grid service 

handles the job submission and manages the leases on behalf of the corresponding 

resource, and the DRLA grid service is responsible for the authorization process. 
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Multiple instances of these grid service pairs could be implemented in the system to 

increase the availability and reliability of the services. The DRLA protocol specifies the 

input, output and implementation detail of the DRLA grid service, and the other non-

authorization supporting services could be implemented accordingly by each system that 

adopted DRLA.  

The following describes general steps of a Grid implemented DRLA protocol handles a 

job request as illustrated in Figure 3-8. 

1) A user logs into the system by sending an ID and password to the associated super 

node, SN2 in this example.  

2) The user obtains the resource list from its SN, which recorded all available 

resources in the system. 

3) The user may send a request or job, which specified the required resource and 

tasks to the SN. In this example, the user would request Resource 1 to perform a 

specific task. 

4) An SN forwards any requests for a resource that is hosted by another SN. In this 

example, SN2 received a request for Resource 1, so it forwards the request to its 

neighbor SNs, as SN1 is not the primary host of the resource grid service of 

Resource 1. Each neighbor SN takes the same approach to forward the requests. 

With this approach, the request could reach the primary host directly or indirectly 

through one or multiple SNs.  
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Figure 3-8: DRLA-enabled Grid 

 

Once the resource grid service receives the request, it verifies that all required 

information (such as ID, user’s context and job description) is attached to the 

request. Before sending the request to the corresponding DRLA grid service for 

Resource 1, the resource grid service generates and attaches an unsigned lease to 

the request. As defined in Section 2.5, a lease is a contract that gives its holder 

specific rights over a resource for a limited time period. An unsigned lease 

represents a conditional contract subject to the approval from the DRLA grid 

service. A basic lease could be a pure time based contract to indicate the expiry 

time of the contract, and it may provide some basic functions to maintain the lease 

operations, such as a renewal, lease verification, update, and removal. 
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define struct Lease { 

Lease_ID: str(10);  // Lease ID 

Issues_Date: Date;  // Date time of the lease issued 

Lease_Term: Number;   // Lease duration  

Renewable: Boolean;   // Lease can be renew or not 

Leased_Permission[10]  // List of permissions associated with this lease 

Other_Info: str(100);  // Other Information 

… … 

getID();  // Return the ID 

renew();  // Extend the expiry date 

Boolean check_Lease();   // Return True if the Lease is valid, otherwise, return False 

update();  // Update the contract information 

remove();  // Destroy the lease  

… … 

} 

 

In the basic data structure above, it defines some basic attributes and functions 

that should be found in a Lease object. The basic attributes may include 

Lease_ID, Issues_Date, Lease_Term, Renewable, or Leased_Permission. A 

Lease_ID in a Lease object is a unique identifier in the system which is used to 

look up a Lease. Since a Grid could be a federation of different administrative 

groups or domains of users and resources, setting up one commonly used 

sequence number for Lease-ID is very difficult. Therefore, the following format 

of a unique Lease-ID is used: 

Resource IP address | type | local sequence number 

An IP address of a resource is a unique identifier for a host in the most modern 

networked computer systems. The type in the ID represents the type of the object, 

L (Lease) in this case. A local generated sequence number is the third component 

of the ID. The sequence number is generated by the resource, so it is not required 

to get any consent from other neighbors in the Grid; hence, it simplifies the 

formation of a unique ID. The combination of these three components provides a 

unique ID across the Grid. 
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Issues_Date records the date and time the lease was created, and the Lease_Term 

indicates the lease period of the lease. Both Issues_Date and Lease_Term are used 

in the function, check_Lease(), to determine its expiry. Before a lease expired, the 

lease can be renewed by calling the function, renew(), if and only if the 

Renewable flag has been set. The lease data structure described here is just an 

example, and it can be modified to fit different requirements in each system. 

5) The DRLA grid service forwards the user’s ID, lease and contextual information 

as the initial input to the corresponding DRLA grid service to make the 

authorization decision. There are three components in a DRLA grid service: 

Authentication, Authorization, and Authorization enforcement. 

6) The job will be sent to the resource local scheduler once an approval has been 

returned from the DRLA grid service. The agent is also responsible for 

maintaining and renewing a valid lease status. 

7) Once a job is completed, the job result will be returned to the resource grid 

service. A notification is then sent to the user and the status of the job is updated 

so other components, such as the DRLA grid service, will receive a notification. 

II) DRLA Authorization Process 

This section describes the details of the DRLA grid service. There are three main groups 

of procedures: authentication, authorization decision, and authorization enforcement (see 

Figure 3-9). The authentication (step 1) in the DRLA grid service ensures the job 

submitter is a valid user of the resource and the job is submitted with a valid lease. The 

user authentication (step 2) is required because a valid Grid user does not imply that the 

user has a right to access all resources in the Grid. The second important task (step 3) in 
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the authentication is to validate the lease associated with a job; this task ensures the lease 

is still valid in the SN which issued it. The main purpose of the authorization steps (step 

4) is to make an authorization decision about granting the requested access for a job 

based on the dynamic factors in the system. This involves verifying the lease term set in a 

job (step 5), checking the policies that may apply to the role of the job submitter (step 6), 

validating the user contextual information (step 7), and confirming the required access to 

satisfy database policy and constraints (step 8). Once the authorization decision has been 

made, the decision is executed in the enforcement steps (step 9). The first enforcement 

task is to grant the required access (step 10). A background process should then be started 

to check the expiry of the lease (step 11). There are a few utility processes (step 12) for 

managing the leases: lease renewal, execution of the job, permission cleanup and lease 

cleanup. The rest of this section describes the details of each of these three main 

functions of the DRLA protocol. 
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Figure 3-9: DRLA grid service 

 

 

User_Authen(): verify user’s 

account in the system 

Lease_Athen(): verify the 

received lease querying the lease 

with job ID from the virtual space 

 

 

Lease_cycle_check(): verify the 

lease period 

Policy_check(): load and check 

the policy set for the 

corresponding role 

Context_check(): load and check 

the contextual policy for the 

corresponding role 

DB_check(): load and check the 

database policy and permission 

for the corresponding role 

 

Grant(): grant and update the 

lease regarding the approved 

permission  

Expiry_check(): a background 

process checks the expiry of the 

lease 

Lease_renew(): renew a lease 

Execute_job(): run the job as 

specified in the job 

Permission_cleanup(): a 

background process clean up 

expired permission 

Lease_cleanup(): a background 

process clean up the permission 

information in a lease 
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1. Algorithm: User_Authen(User) // verify user’s account in the system 

2. If UserID exists and active in User table  

3. then return okay 

4. else return deny 

5. end if 
 
 

6. Algorithm: Lease_Athen(Job) // verify the received lease by querying the lease from the system 

7. Query the Lease from the system 

8. If the Lease exist in the system  

9. then return okay 

10. else return deny 

11. end if 

 

Figure 3-10: DRLA authentication and algorithms 

 

The first step in a DRLA grid service is the authentication which confirms the user’s 

registration record at the resource. The lease associated with a job will then be verified by 

querying the lease in the Grid. Each SN has recorded all leases that it issued and can be 

used to answer any lease verification request. This asserts that the received lease was 

issued by an SN, not by a hacker. In this thesis, we assume the SNs in a Grid are 

connected with a direct link and SNs are reliable and trustworthy, so the chance of any 

vulnerability between SNs is relatively low. Figure 3-10 depicts the authentication 

portion of the DRLA protocol. The authentication is divided in two main tasks: user 

authentication and lease authentication. User authentication (see algorithm, User_Authen, 

at line 1-5 in Figure 3-10) takes and verifies the user’s account information at the 
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resource. Although, each user requires a valid login to access the Grid, it does not imply 

that the user has the right to use all resources in the Grid. A resource may only allow pre-

registered grid users to access it. This process returns either approval or denial of the 

access. If user information is missed or any failure occurs at any point in the process, a 

denial decision takes precedence. Lease authentication (see algorithm, Lease_Athen, at 

line 6-11 in the Figure 3-10) verifies the received lease associated with a job by querying 

the lease in the Grid. All leases are generated by SNs in a Grid, so we can validate a lease 

by sending a validation request to other SNs. The query returns true to indicate that the 

provided lease can be found in the Grid, or false indicating the lease does not exist in the 

system. Based on the result, the process returns either an approval or denial as the 

authentication result. If a lease cannot be verified, no further action will be taken and the 

request will be denied.  

Once the user and lease have been verified, the process moves to the next step: 

authorization. To authorize appropriate permissions for a user or role in a dynamic 

environment, we must consider the dynamic attributes of the users and the environment 

of the authorization process. The authorization decision is made based on two groups of 

dynamic attributes: users and resources. In such a dynamic setting, users’ attributes may 

change frequently, such as location, time, and role. The policies for the resource could be 

changed from time to time due to changing business rules and requirements and may 

result in permission changes, so we must verify the permission at the database level.   
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1. Algorithm: Lease_cycle_check(Job) // verify the lease period 

2. If lease period is still valid  

3. then return okay 

4. else return deny 

5. end if 

 

6. Algorithm: Policy_check(User) // load and check the policy set for the corresponding role 

7. Load policies, PL, for the user 

8. For each policy, P, in PL 

9. if P is a policy set (with multiple sub-policy) 

10. then if the user do not satisfy any sub-policy 

11. then return deny 

12. end if 

13. else if the user do not satisfy the policy 

14. then return deny 

15. end if 

16. end if 

17. end for 

18. return pass 

 

19. Algorithm: Context_check(User) // load and check the contextual policy for the corresponding role 

20. Load contextual policies, CPL, for the user 

21. For each policy, P, in CPL 

22. if the user do not satisfy the policy 

23. then return deny 

24. end if 

25. end for 

26. return pass 

 

27. Algorithm: DB_check(User, Table) // load and check the db policy and permission for the role 

28. Verify the database policy for the corresponding role and table 

29. If the User in that Role is allowed to access the Table  

30. then return okay 

31. else return deny 

32. end if 

Figure 3-11: DRLA authorization and algorithms 
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Figure 3-11 shows the authorization processes in the DRLA protocol. One of the key 

goals of the DRLA authorization is to verify the dynamic factors in the system. Four 

main validations have been defined in this protocol: lease term, policy, contextual 

information, and database constraints. Any job submitted at the authorization stage has 

passed lease authentication. However, the lease term may affect the authorization 

decision. For example, a lease may expire very soon and be set to be a non-renewable 

lease, or the remaining time may be insufficient to perform the specified tasks, so there is 

no need to process the request further. The first step in the authorization is to check the 

lease terms (see the algorithm, Lease_cycle_check, at line 1-5 in the Figure 3-11), such as 

the renewability and the deadline of the job. As described earlier in this section, a policy 

could be changed to reflect the organization’s security needs, so the second step is to 

validate the business policy defined in the system (see the algorithm, Policy_check, at 

line 6-18 in the Figure 3-11). In this thesis, the policy management (such as policy 

creation, conflict resolution, etc.) is not within the scope of the research so we assume 

that the policies are defined and managed by experts or a policy management system. 

Another important dynamic element is the user’s contextual information. The contextual 

information includes the location, time, role, as well as other elements. Any change in the 

context may result in a different authorization decision (see the algorithm, 

Context_check, at line 19-26 in the Figure 3-11). The last dynamic component defined in 

the DRLA protocol is the database constraint. The changes on the database constraints 

may be caused by a change in business policies (see the algorithm, DB_check, at line 27-

32 in the Figure 3-11). Any job must pass these validations or the authorization process 

denies the request. 
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1. Algorithm: Grant(User, Job, Table) // grant the approved permission to the role  

2. If the required access to the Table is approved but not to the Role 

3. then grant the access to the Role 

4. end if 

5. If the required access to the Table is already granted 

6. then add the User and the Job into the job list at the resource 

7. end if 

 

 

8. Algorithm: Lease_renew(Job) // renew a lease 

9. If Job is renewable 

10. then if the associated lease is expiring in the predefined window 

11. then if user pass the Context_check() and Policy_check() 

12. then extend the lease period 

13. else return deny 

14. end if 

15. else return no_renew_required_message 

16. end if 

17. else return not_renewable_message 

18. end if 

 

Figure 3-12: DRLA authentication enforcement and algorithms 

  

Once the authorization has been approved, we enter the enforcement phase. Figure 3-12 

illustrates the authorization enforcement processes and the main algorithms. Some 

domain specific tasks could be implemented in this phase. The requested permissions are 

granted and lease status is updated during the enforcement phase (see the algorithm, 

Grant, at line 1-5 in the Figure 3-12). Another main function in this phase is to renew a 

lease. If a user wants to maintain its role or privilege, it is required to renew the lease (see 

the algorithm, Lease_renew, at line 8-18 in the Figure 3-12). A background process is set 
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up to monitor (pull method) or listen (push method) any lease status change and triggers 

other supporting processes, such as lease renewal (including re-authorization), job 

execution and lease cleanup, once a status change has been detected. 

III) Use Case  

The scenario described in this section is used to illustrate the protocol. The access control 

protocol is implemented in a sales system of a store. In this system, there are only a few 

roles: New User (trainee), End User (sale associate), Manger, and Administrator. Each 

user is assigned at least one role. For a store, there are only three required types of 

required data: Sales transactions, Product, and Cost. For security reasons, not all users 

have access to all tables; some users may be allowed to access some data, but the 

privilege is not always granted, as they do not need access all the time. Head office 

specified a set of rules for granting the access privileges and storing data in the database. 

The following is a set of sample tables and records of the entities described above. 

User: a list of users in the system 
 

User ID User Name 

321456 Bob 

159753 Tom 

789321 Zoe 

 

Context: a list of criteria and corresponding values that a 

policy may be used in the system 
 

Context Name 

Time 

Subnet 

Location 

 

Role: a list of roles in the system 
 

Role Name 

Administrator 

Manager 

End User 

User-Role: a list shows the assignments of users into roles 
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Role User 

New User Anyone 

End User Zoe 

Manger Tom 

Manger Bob 

Administrator Bob 

 

Table/Data: a list of tables/data available in the system 
 

Table Name 

Sales_Fact 

Product_Dim 

Cost_Fact 

 

Approved Access: a list of approved access of each role 
 

Table Role Status 

Cost_Fact End User Approved 

Product_Dim End User Granted 

Product_Dim New User Approved 

Sales_Fact Manager Granted 

 

Policy: a list shows the access control policies of the roles based on the contexts 
 

Policy 

ID 

Context Role Min Value Max Value Depended 

Policy 

Table 

Req. 

Action 

1 Time End User 9 17   Allowed 

2 Subnet Manager 196.128.1.0 196.128.2.0 1  Allowed 

3 Location End User PEI PEI   Denied 

4 Location End User   1  Allowed 

5 Location New User Web Web 1 Product Allowed 

 

Now, we will illustrate the DRLA authorization process with a simple access request 

based on the sample records defined above. An end-user, Zoe, in a retail company from a 

store in Alberta (AB) has issued a request to retrieve the information of a product at 

10am. 

• Once the resource grid service receives Zoe’s request, a lease is generated and tagged 

to the request. The grid service then forwards Zoe’s account and lease information to 

DRLA grid service. 

• The first phase of a DRLA grid service is authentication verification. The service 

authenticates the user’s account and lease information. The first step is to verify that 
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Zoe is a valid user of the resource by checking its user database. Next, the grid 

service will verify the lease by sending a copy of the lease attached with the request 

to an SN. If the authentication function returns true, it indicates that the lease is valid 

and proceeds to the authorization phase. This verification is required for each request 

and each lease renewal request. 

• In the authorization processes, it is required to check that the lease period specified in 

the lease is long enough to perform the request, or the lease must be renewable. 

Otherwise, the request should be rejected to ensure all requests could be completed 

within the leasing period. The next step is to enforce the policies. The service will 

verify user’s contextual information and ensure it satisfies the policies. Once the 

verification is completed, the process can make a corresponding authorization 

decision. In this example, the following are Zoe’s contextual information: 

Contexts: Time = 10:00, Location = AB, Table = Product 

Tables: Product  
Decision: Approved 
 

Since Zoe’s contexts satisfy all polices, her request to retrieve product information 

will be granted. Therefore, the DRLA grid service has to perform a database policy 

check to confirm whether the authorized privilege has been granted, or not. After that, 

it brings the process to the next phase, authorization enforcement. 

• The main purpose of the authorization enforcement phase is to enforce the approved 

access request. There are few major tasks in this phase: grant permission, check 

expiry, renew lease, execute job, cleanup permission and lease. Grant-permission is a 

function that records the decision and updates the lease with the corresponding 

privilege. Expiry-check constantly verifies the leases of the jobs that the resource has 

taken. If any job is required to renew its lease, this function will initiate a Lease-
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renew function to renew the lease. During the lease renewal process, getting an 

updated user’s context information becomes critical because the user’s context could 

change often in a dynamic environment. If there is any expired lease, then 

Permission-cleanup and Lease-cleanup will be called to revoke the granted 

permission and remove the expired lease from the system. Execute-job function is 

used to execute the job specified in the request. The grid service of the resource will 

be notified about all actions in this phase, or status changes of the lease. 

3.4.  Summary 

In this Chapter, we described the motivations and problems that DRLA addresses in 

Section 3.1. Then, we defined the Grid environment that will benefit from this research in 

Section 3.2 and illustrated the DRLA protocol in detail in Section 3.3. In summary, the 

proposed access control protocol, DRLA, provides a mechanism to grant the access 

required to dynamically access the required resources based on the user’s context 

parameters. It satisfied the principle of least privilege by providing a more effective 

access control for a Grid. Most current so-called dynamic authorization models may do 

dynamic context verification and/or policy enforcement, and then granting pre-mapped or 

pre-assigned roles and permissions based on the result. The proposed protocol not only 

offers dynamic authorization but also context-awareness. The roles and permissions 

could be pre-granted, pre-approved, and/or context or policy-approved.  
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Chapter 4:  Simulation with DRLA Protocol 

This chapter describes the simulation architecture of an authorization system 

implemented with the DRLA protocol described in Chapter 3. The main purposes of this 

implementation are to demonstrate the operations of the DRLA protocol and to study its 

behaviors and performance in a simulated Grid environment. Another main goal is to 

illustrate and compare the new functionalities provided in the DRLA that are missed in 

the other models. This chapter is organized as follows: Section 4.1 reviews the simulation 

environment and configuration; Section 4.2 discusses the details of the simulation; and 

Section 4.3 summarizes the test cases defined for this experiment. 

4.1.  Simulation Environment 

To illustrate the processes defined in the DRLA protocol in a simulated environment, a 

few assumptions and simplifications have been made to allow this implementation to 

focus on the main features of the protocol. First, all surrounding systems, protocols, and 

job management services connected to the simulated authorization system are assumed to 

be implemented and working properly. For example, these systems may include a job or 

resource scheduling system, job execution procedure, as well as networking protocols. 

Second, all information, including the locations and IP addresses, are programmed within 

the implementation so that extra procedures are not required to extract the information. 

To demonstrate the feasibility and functionalities of the DRLA protocol, a set of 

simulations has been implemented with the GridSim [78] toolkit with Java 6. GridSim is 

a toolkit that allows us to model and simulate the entities (e.g. users, applications, 

resources, and resource brokers and schedulers) in either a parallel or distributed 

computing system, such as a Grid. This toolkit is commonly used to design and evaluate 
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protocols and algorithms in such systems. GridSim has been used to test many Grid 

algorithms and applications [78, 114, 115, 116, 117, 118, 119, 120] in a simulated Grid 

environment. All of these researches have proven that GridSim can provide a valid and 

effective simulated Grid environment for this research, and its API provides us flexibility 

to implement and demonstrate the new features of the DRLA protocol. The GridSim 

toolkit comes in three parts: SimJava, GridSim, and GridBroker. GridSim is built on 

SimJava which provides basic simulation features in a Java environment. All components 

in GridSim communicate with each other through message passing operations defined by 

SimJava. The most important component in the toolkit is GridSim, a Java API, which can 

be used to create a simulated Grid environment. The API contains classes which 

represent nodes, machines, I/O data package, as well as others. All of these classes can be 

extended to implement complex logics. This provides more flexibility for researchers to 

create simulated Grids to test algorithms. The hardware and software simulation 

environment used here are summarized as follows: 

 

Hardware and software configuration: 

Processor: AMD Phenom II X6, 2.6GHz 

Memory: 8 GB 

Operation System: MS Windows 7 64-bit 

Programming Language: Java 6 

Simulation Kit: GridSim Toolkit 5.2 

 

4.2.  Simulation Details 

In our simulation, five main components have been implemented: DRLA_GIS, 

DRLA_GridUser, DRLA_GridResource, DRLA Service, and DRLA_Lease. A key 

component in a GridSim environment is the Grid Information Service (GIS). A GIS is an 

entity that provides registration, indexing and discovery services for all other grid 
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entities. The grid resources announce their readiness to process requests by registering 

themselves with the GIS in the simulated environment. For this simulation, DRLA_GIS 

has been created and extended from the original GIS class in the GridSim API package to 

handle extra job management tasks that are needed. In this experiment, all the 

communication between entities and registration of the entities are managed by 

DRLA_GIS. 

There are two main tasks that a grid user, a DRLA_GridUser, in this simulation must 

perform: maintaining its contextual information and initiating a request to a resource. To 

keep the job submission and testing method simple, each user will submit a job to all 

resources that are available in the simulated system. DRLA_GridResource defines the 

resource details (such as processing element, type and processing speed). 

DRLA_GridResource is also responsible for the main task in the DRLA protocol, which 

is to perform the dynamic role lease authorization.  

Figure 4-1 shows the DRLA authorization process for a typical request from a user to a 

resource in the simulated environment. Before starting a communication between a user 

and a resource, both parties must register with the GIS so that the GIS can answer an 

enquiry about the availability of the resources in the system. Once a User receives the 

resource list, they can submit a job to the required Resource. Each request must be 

submitted with the submitter’s (user) contextual information, such as the location or role, 

for the DRLA process. The Resource will create a lease (DRLA_Lease) for each received 

job before starting the DRLA process because the lease is an essential component in the 

authorization process. A Lease contains all leasing information (such as lease issued date, 

expiry, and renewability) required for the authorization process, and a lease may be 
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updated during the processing to record any status changes. Each submitted request must 

be authorized before the job is executed. Once the request is authorized, the Resource 

will execute the request and continue to monitor the user’s contextual information as 

required in the DRLA protocol. This ensures that a user’s dynamic change is not 

violating any Resource’s policies; moreover, it guarantees any dynamic policy changes 

have been enforced on all new requests and jobs in progress. Any policy violation results 

in the job’s abortion. The resource will notify the submitter regarding the request’s 

completion and then the user can claim the result from the resource. The resource will 

also release the lease attached to the completed job. 

 

 
 

Figure 4-1: Sequence Diagram of a Request in the Simulated Environment 
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Figure 4-2: Flow Diagram for a DRLA Grid Service 

 

User_Authen(): verify user’s 

account in the system 

Lease_Athen(): verify the 

received lease querying the lease 

with job ID from the virtual space 

 

 

Lease_cycle_check(): verify the 

lease period 

Policy_check(): load and check 

the policy set for the 

corresponding role 

Context_check(): load and check 

the contextual policy for the 

corresponding role 

DB_check(): load and check the 

database policy and permission 

for the corresponding role 

 

Grant(): grant and update the 

lease regarding the approved 

permission  

Expiry_check(): a background 

process checks the expiry of the 

lease 

Lease_renew(): renew a lease 

Execute_job(): run the job as 

specified in the job 

Permission_cleanup(): a 

background process clean up 

expired permission 

Lease_cleanup(): a background 

process clean up the permission 

information in a lease 
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The major DRLA functions (see Figure 4-2) have been discussed in Chapter 3, leaving 

this section to describe the main implementation details. To simplify the implementation, 

all of the lists for users, policies, and accesses are stored in flat files and loaded into the 

memory during the process. 

In a Grid environment, there are many dynamic factors, so allowing resource providers to 

change their policies is critical. However, these policy changes may cause conflicts 

between different policies. The execution sequence of the policies may also be 

overlooked in some cases. There are many policy combinations which make policy 

management a very complicated research topic which is out of the scope of this thesis. 

Thus, we assume that a policy management expert will review and resolve any policy 

problems and conflicts that may occur. We have adopted a basic policy management 

technique, a “deny takes precedence” approach [79, 80] in our simulation. In this 

experiment, a User is required to satisfy all applicable policies; any violation of a policy 

results in a failure in the DRLA authorization process; hence, the request will be denied. 

This approach may not be the most efficient to resolve policy conflicts, but it is an 

effective and safe way to provide secured access control.  

We have discussed the DRLA protocol and its algorithms for the major functions in 

Chapter 3, as well as the major implementation approach in this section. The next section 

will review the implementation details of the test cases for our experiments. These test 

cases cover the most representative situations and evaluate the performance of the DRLA 

implementation in different settings. 
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4.3.  Test cases 

In these experiments, four test cases have been designed and implemented to evaluate the 

correctness of the protocol with different network topologies and dynamic behaviors. The 

test cases match the scenarios discussed in Section 3.2 regarding dynamic factors and 

policy changes. In the rest of this section, U, r, and R are used to represent user, router 

and resource, respectively. In each case, we ran the simulation with a matrix of users (1, 

10, 100, and 1000) and resources (2 and 10). To provide a controlled testing environment 

for each test, all user and policy lists, user and policy sequences, and the number of 

applications running on the testing computer are held constant. 

The first test case is a fully connected error-free network topology (see Figure 4-3), 

which is a simplified version of the fully connected network described in Section 3.2. The 

main idea of a fully connected network is that each node in the network can communicate 

with any other node in a single-hop. Figure 4-3 shows that all users (Un) are on one side 

of the network and connected to the same router, (r1). In the same manner, all resources 

(Rn) are connected on the other side of the network and are connected to the router (r2). 

There is only one communication path between the routers so each user can reach any 

resource in the same direct path. 

 
Un      r1           r2        Rn 

 
Figure 4-3: Fully connected network in the simulated environment 

 

The second test case is a partially connected error-free network topology. The general 

idea of this scenario is that most communications in this kind of network are multi-hop, 

so the worst case scenario will be a request going through all nodes in the system to reach 
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the destination node. To create a stronger contrast for studying the difference between the 

fully and partially connected networks, we implement the worst case scenario in a 

simulated partially connected network. Figure 4-4 illustrates the network used to evaluate 

this scenario. In this example, ten resources are connected in sequence, and users are 

linked at one end of the network. The worst scenario for the users is to communicate with 

resource R9 located at the other end of the network because there is only one 

communication path between them. In other words, any request from Un to R9 must pass 

through all nodes in the system. 

 
Figure 4-4: Partial connected network in the simulated environment 

 

 

GridSim’s Application Programming Interface (API) includes error generation for a 

simulated grid environment. In this implementation, we utilize the error generation of the 

API to facilitate our third test case for error handling and study the impact on the 

performance of the protocol. To demonstrate this error handling, we implement errors (or 

outage) on a resource. As specified in the DRLA protocol, all leased privileges or 

permissions will be revoked once the lease has expired. If an error occurs, the request 
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will be released back to the system when its lease expires, so the impact caused by the 

error is minimized and bounded within the lease period. 

Dynamic change is one of the most important challenges that should be addressed in an 

authorization system. The last test case for the experiment studies the behavior of DRLA 

with dynamic user contextual information changes and the policy changes on the resource 

side. It also used to confirm that DRLA makes proper authorization results under those 

circumstances. User contextual changes are programmed in the experiment’s control 

program and each change is embedded with a request. In the other words, the program is 

designed to send user’s request multiple times, but each request is sent with different 

combinations of the contextual information to simulate the contextual changes. For 

example, each user sends two requests, one with role A from subnet B at time C and the 

other one with role A from subnet D at time C (another sample used in the simulation 

also shown in Figure 5-8). Another set of tests has been set up to demonstrate policy 

changes that may happen to a resource. The program is coded to execute the same request 

twice; each execution is processed with a different policy to simulate a policy change. 

For example, a resource provider may reduce the access hour. To simulate this change, 

we run the DRLA authorization process on a request with two policies, one with the old 

access hour and another one with the new hour (another sample used in the simulation 

also shown in Figure 5-12). In this way, we can test the impact of the different policies on 

the same request. The predefined request set will be executed in sequence to simulate the 

changes happening in a short period of time. This functional test has been performed in 

the two different network topologies as described in Figure 4-3 and Figure 4-4. 
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4.4.  Summary 

In this chapter, we reviewed the simulation environment and configuration in Section 4.1, 

and discussed the details of the simulation in Section 4.2. We also summarized the test 

cases defined for this implementation in Section 4.3. The main purposes of this 

implementation are to demonstrate the operations of the DRLA protocol and to study its 

behaviors and performance in a simulated Grid environment. Another main goal is to 

illustrate and compare the new functionalities provided in the DRLA that are missed in 

the other models.  
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Chapter 5:  Simulation Results and Analysis 

The testing environment and test cases have been described in Chapter 4. The testing 

results are summarized and analyzed in this chapter. As discussed earlier, there are four 

test cases, so the results are summarized in their corresponding areas: network topology 

differences, failure impacts, dynamic contextual changes and policy changes. Throughput 

(simulation time) is measured in each test (total time, total and average protocol 

execution time in the simulation). All results are presented in logarithmic to provide a 

more manageable graph size for the analysis. 

Before getting into the detail of each case, a simulation output is used to illustrate the 

general steps of each main procedure of the proposed protocol. Figure 5-1 shows a 

sample simulation output from this implementation, with one user and two resources. 

Lines 20-27 show the authentication process, which includes user authentication and 

lease authentication steps. Lines 28-37 show the authorization process, which 

encapsulates lease-cycle-check, policy-check, contextual-check, and database-check 

procedures. Lines 38-48 and 69-79 show the enforcement process, including the tasks for 

monitoring lease changes, user contextual information changes, and job execution. Lines 

92-95 show the completion of the simulation, and Lines 105-114 show the network 

topology that is created in the simulation. 
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--------------------Configuration: Version3 - JDK version 1.6.0_21 <Default> - <Default>--------------
Exp. Main: Starting network example ... 
1 Initialising... 
2 Exp. Main: Initializing GridSim package at 20110515-18:48:21:760 

 
3 Exp. Main: Starting to create one Grid resource with 3 Machines 

 
4 Res_0: resource has been created with ID 5 
5 Exp. Main: Created one Grid resource (name: Res_0 - id: 5) 
6 Exp. Main: Res_0 is created 

 
7 Exp. Main: Starting to create one Grid resource with 3 Machines 

 
8 Res_1: resource has been created with ID 10 
9 Exp. Main: Created one Grid resource (name: Res_1 - id: 10) 
10 Exp. Main: Res_1 is created 

 
11 User_1: user has been created with id = 15 
12 Exp. Main: User_1 is created. Tom 
13 Exp. Main: connect Thread[User_1,5,main] to the router, r1 
14 Exp. Main: Simulation starts at 20110515-18:48:21:791 
15 Starting GridSim version 5.0 
16 Entities started. 
17 User_1: Starting body() at 20110515-18:48:21:791 
18 User_1: Received ResourceCharacteristics from Res_1(id = 10) 
19 User_1: Sending JOB tag to Res_1 at 20110515-18:48:21:807 

 
20 Res_1: received request from User_1 at 20110515-18:48:21:807 
21 Res_1: DRLA process begin ... 
22 Res_1: User_1 passed lease authentication 

 
23 Res_1: User_1 starts authentication at 20110515-18:48:21:822 
24 Res_1: User_1 is found in the control list. 
25 Res_1: User_1 passed user authentication 

 
26 Res_1: User_1 starts authorization at 20110515-18:48:21:822 
27 Res_1: User_1 passed lease cycle check 
28 Res_1: User_1 is found in the User-Role control list. 

 
29 Res_1: User_1 starts approved_access at 20110515-18:48:21:822 
30 Res_1: User_1 is found in the Approved_Access control list. 
31 Res_1: User_1 passed policy check 

 
32 Res_1: User_1 starts context_check at 20110515-18:48:21:822 
33 Res_1: User_1 passed context check 
34 Res_1: User_1 passed database check 
35 Res_1: User_1's access request on Sales_Fact has been APPROVED !!! 

 
 

36 Res_1: User_1 starts enforcement at time 20110515-18:48:21:822 
37 Res_1: Starts DRLA_Enforcement for User_1 at time 20110515-18:48:21:822 

 
38 Res_1: User_1's lease will be expire at: 20110515-18:48:26:807 
39 Res_1: User_1's lease is renewable = true 
40 Res_1: User_1's lease is still valid 
41 Res_1: User_1's lease will be expire at: 20110515-18:48:26:807 
42 Res_1: User_1's lease is renewable = true 
43 Res_1: User_1's lease is still valid 
44 Res_1: User_1's lease will be expire at: 20110515-18:48:26:807 
45 Res_1: User_1's lease is renewable = true 
46 Res_1: User_1's lease is still valid 
47 User_1: Received ResourceCharacteristics from Res_0(id = 5) 
48 User_1: Sending JOB tag to Res_0 at 20110515-18:48:21:822 
49 User_1: Finished body() at time 20110515-18:48:21:822 
50 User_1: Completed in 31 milliseconds 

 
51 Res_0: received request from User_1 at 20110515-18:48:21:822 
52 Res_0: DRLA process begin ... 
53 Res_0: User_1 passed lease authentication 

 
54 Res_0: User_1 starts authentication at 20110515-18:48:21:822 
55 Res_0: User_1 is found in the control list. 
56 Res_0: User_1 passed user authentication 

 
57 Res_0: User_1 starts authorization at 20110515-18:48:21:822 
58 Res_0: User_1 passed lease cycle check 
59 Res_0: User_1 is found in the User-Role control list. 

 
60 Res_0: User_1 starts approved_access at 20110515-18:48:21:822 
61 Res_0: User_1 is found in the Approved_Access control list. 
62 Res_0: User_1 passed policy check 

 
63 Res_0: User_1 starts context_check at 20110515-18:48:21:822 

Authentication 

Authorization 

Enforcement 
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64 Res_0: User_1 passed context check 
65 Res_0: User_1 passed database check 
66 Res_0: User_1's access request on Sales_Fact has been APPROVED !!! 

 
 

67 Res_0: User_1 starts enforcement at time 20110515-18:48:21:822 
68 Res_0: Starts DRLA_Enforcement for User_1 at time 20110515-18:48:21:822 

 
69 Res_1: User_1's lease will be expire at: 20110515-18:48:26:822 
70 Res_1: User_1's lease is renewable = true 
71 Res_1: User_1's lease is still valid 
72 Res_0: User_1's lease will be expire at: 20110515-18:48:26:822 
73 Res_0: User_1's lease is renewable = true 
74 Res_0: User_1's lease is still valid 
75 Res_1: User_1's lease will be expire at: 20110515-18:48:26:822 
76 Res_1: User_1's lease is renewable = true 
77 Res_1: User_1's lease is still valid 

 
… … … 

 
78 Res_1: User_1's lease will be expire at: 20110515-18:48:26:822 
79 Res_1: User_1's lease is renewable = true 
80 Res_1: User_1's lease is still valid 
81 Res_0: User_1's lease will be expire at: 20110515-18:48:26:822 
82 Res_0: User_1's lease is renewable = true 
83 Res_0: User_1's lease is still valid 
84 Res_1: User_1's lease will be expire at: 20110515-18:48:26:822 
85 Res_1: User_1's lease is renewable = true 
86 Res_1: User_1's lease is still valid 
87 Res_0: User_1's request has been completed at Sun May 15 18:48:23 MDT 2011 
88 Res_0: Finished the request from User_1 at 20110515-18:48:23:866 
89 Res_0: Completed User_1's request in 2044 milliseconds 

 
90 Res_0: exit 
91 Res_1: User_1's request has been completed at Sun May 15 18:48:23 MDT 2011 
92 Res_1: Finished the request from User_1 at 20110515-18:48:23:866 
93 Res_1: Completed User_1's request in 2059 milliseconds 

 
94 Res_1: exit 

 
95 User_1:%%%% Exiting body() 
96 DRLA_GIS: Notify all GridSim entities for shutting down. 
97 Sim_system: No more future events 
98 Gathering simulation data. 
99 Simulation completed. 
100 Exp. Main: Simulation ended at 20110515-18:48:23:991 
101 Exp. Main: Simulation completed in 2200 milliseconds 

 
102 --- Routing Table for router1 --- 
103 router2  r1_r2_link 
104 User_1  User_1_link 
105 Res_1  router2 
106 Res_0  router2 
107 ------------------------------------- 

 
 

108 --- Routing Table for router2 --- 
109 Res_1  Res_1_link 
110 Res_0  Res_0_link 
111 router1  r1_r2_link 
112 User_1  router1 
113 ------------------------------------- 

 
114 Exp. Main:  
115 Finish DRLA experiment ... 

 

116 Process completed. 
 

Figure 5-1: A Sample of the simulation Output 

Enforcement 

Completion 

Network 
connection 
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5.1.  Analysis on Network Topology Difference 

The first two test sets study the impact of network topologies on the proposed protocol. 

The network topologies that have been set up in this experiment are a fully-connected 

network and a partially connected network. As discussed in Section 4.3, a fully-

connected network allows a user to reach any resource in single-hop. In contrast, a user 

and a resource may need to communicate in multi-hop fashion on a partially-connected 

network. The simulation results for the fully-connected network test case will be 

reviewed first, followed by the evaluation for the test case of the partially-connected 

network. 

 

 

Figure 5-2: Total Simulation Time in an Error-free Environment 

 

The total simulation time of the first test case is summarized in the Figure 5-2. The trends 

of each testing group (curve) are very similar. These results indicate that each group has a 

similar behavior regardless of the tested network topologies and the testing matrix. As 

expected, partially-connected networks (P10r and P2r) take longer than a fully-connected 
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network (F10r and F2r). In a partially-connected network, most communications are 

completed in multi-hop, so the communication costs increase. The partially-connected 

network in this experiment has been implemented as the worst case scenario (sequential 

network) so the result shows the lower bound of the performance. Another observation 

that is worthy to note, that the performance of F10r and P2r are very close. It indicates 

that a fully connected network may not always outperform than a partially connected 

network. The optimal performance depends on an optimal matrix of network, users and 

resources. 

 

Figure 5-3: DRLA Protocol Total Execution Time in an Error-free Environment 

 

Figure 5-2 shows the total simulation time required for each case, including end-to-end 

communication time required to initialize the simulation, register with the GIS, send 

messages between entities and the DRLA process, as well as the actual DRLA protocol 

execution. To have a better understanding regarding the behavior of the DRLA protocol, 

the total DRLA protocol execution time has also been recorded and reported in Figure 

5-3 and the average execution time of each DRLA request is summarized in Figure 5-4. 
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The graphs show that the vulnerability of the tested networks is very high because the 

average time of the DRLA requests decrease as the number of requests increase. This 

implies that the number of requests that did not pass the DRLA authorization is much 

greater than the requests that satisfied the authorization criteria. Indeed, only 2.5% of the 

requests (225 out of 9000) have been defined with valid contextual information in this 

experiment. The graphs also show a persistent behavior across different testing sets 

between the two tested topologies. It confirms that there is no dynamic error occurred in 

the simulated environment and the time was taken that is purely for the essential 

operations of the process. 

 

 

Figure 5-4: DRLA Protocol Average Execution Time in an Error-free Environment 

 

5.2.  Analysis on Non-error-free Environment 

The previous section discussed DRLA behavior in error-free network topologies. The 

next case is extended from the previous ones but executed in a non-error-free 

environment, so this more closely resembles a real grid environment. 
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Figure 5-5: Total Simulation Time in a non-error-free Environment 

 

Once again, there are three graphs to record the total simulation time (Figure 5-5), total 

DRLA execution time (Figure 5-6), and average DRLA execution time (Figure 5-7). By 

comparing the graphs, we realize that the simulation in the non-error-free environment 

not surprisingly takes more time than the error-free environment. This observation is 

expected because most errors in a network increase the number of re-sent messages; and 

the additional messages required for handling errors increase communication costs. 

However, the average and total DRLA execution time for a non-error-free environment is 

slightly lower than what is required for the error-free environment. The results show that 

the errors generated in the simulations caused at least one resource to become unavailable 

in the system. Therefore, the total and average DRLA execution time is slightly reduced, 

but this should not diminish the protocol performance because the error is generated in all 

test cases. The previous two observations suggest that the overhead for handling failures 

is the primary factor in the increased simulation time, and the performance of the DRLA 

protocol is very stable in the tested network topologies, even with different loads. 
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Figure 5-6: DRLA Protocol Execution Time in a Non-error-free Environment 

 

 

Figure 5-7: DRLA Protocol Ave. Execution Time in a Non-error-free Environment 

 
Users’ requests 
Role,User,Table,Time,Subnet,Loca 
Manager,Tom,Sales_Fact,6,1,0 
End User,Tom,Sales_Fact,6,1,0 
End User,Zoe,Employee,10,0,2 
End User,Zoe,Sales_Fact,10,0,2 
 
Policies 
Policy ID,Context,Role,Min Value,Max Value,Depended Policy,Table Req.,Action 
1,Time,End User,9,17, , ,1 
2,Subnet,Manager,1,2,1, ,1 
3,Location,End User,1,1, , ,0 
4,Time,Manager,5,17, , ,1 
 

Figure 5-8: Users’ request and policy for contextual change testing 
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5.3.  Analysis on Dynamic User Context & Policy Changes 

To demonstrate the dynamic characteristics of the DRLA protocol, two sets of 

simulations have been setup in this experiment: (a) user contextual change and (b) policy 

change. The first set of tests shows how the DRLA protocol handles changes to a user’s 

contextual information used in the authorization process. In the same manner, the second 

set of the tests is set up to demonstrate how policy changes are managed during the 

authorization process.   

Figure 5-8 shows the predefined users’ requests and policies, which are used to simulate 

user contextual change and resource policy change. There is only one set of policies 

defined in this test, so all requests will use the same parameters for their authorization. In 

the request set, the first two requests were defined for the same user but with different 

roles, and the next two requests are defined for another user, requesting different 

information. Figure 5-9, Figure 5-10 and Figure 5-11 show a sample of the simulation 

results. Figure 5-9 shows that all requests have been read into the simulation. In this 

experiment, each request is treated as an independent user without consideration for 

whether the requests are coming from the same user or not. As the example in Figure 

5-10 and Figure 5-11 illustrate, the first two requests are generated by the same user but 

treated as two users in the simulation. Figure 5-10 and Figure 5-11 show the 

authorization results for the first two requests, which were generated by the same user. 

One of them had been denied during the authorization steps, and the other was approved 

due to the contextual difference in the roles used in the requests. This example shows the 

context changes have been captured and reflected in the authorization decision. 
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1 User_1: user has been created with id = 30 
2 Exp. Main: User_1 is created. Tom 
3 User_2: user has been created with id = 35 
4 Exp. Main: User_2 is created. Tom 
5 User_3: user has been created with id = 40 
6 Exp. Main: User_3 is created. Zoe 
7 User_4: user has been created with id = 45 
8 Exp. Main: User_4 is created. Zoe 
 

Figure 5-9: Sample output – request submission 

 
9 Res_0: User_2 passed lease authentication 
10 Res_0: User_2 starts authentication at 20110703-23:04:33:556 
11 Res_0: User_2 is found in the control list. 
12 Res_0: User_2 passed user authentication 
13 Res_0: User_2 starts authorization at 20110703-23:04:33:556 
14 Res_0: User_2 passed lease cycle check 
15 Res_0: User_2 and the role are NOT found in the User-Role control list. 
16 Res_0: User_2 starts approved_access at 20110703-23:04:33:556 
17 Res_0: User_2 and the requested table, Sales_Fact, are NOT found in the Approved_Access control 

list. 
18 Res_0: User_2 failed policy check 
19 Res_0: User_2's access request on Sales_Fact has been denied !!! 
20 Res_0: Finished the request from User_2 at 20110703-23:04:33:556 
21 Res_0: Completed User_2's request in 0 milliseconds 
 

Figure 5-10: Sample output – authorization result for the first request 

 
22 Res_0: received request from User_1 at 20110703-23:04:33:602 
23 Res_0: DRLA process begin ... 1000 
24 Res_0: User_1 passed lease authentication 
25 Res_0: User_1 starts authentication at 20110703-23:04:33:602 
26 Res_0: User_1 is found in the control list. 
27 Res_0: User_1 passed user authentication 
28 Res_0: User_1 starts authorization at 20110703-23:04:33:602 
29 Res_0: User_1 passed lease cycle check 
30 Res_0: User_1 is found in the User-Role control list. 
31 Res_0: User_1 starts approved_access at 20110703-23:04:33:602 
32 Res_0: User_1 is found in the Approved_Access control list. 
33 Res_0: User_1 passed policy check 
34 Res_0: User_1 starts context_check at 20110703-23:04:33:665 
35 Res_0: User_1 passed context check 
36 Res_0: User_1 passed database check 
37 Res_0: User_1's access request on Sales_Fact has been APPROVED !!! 
38 Res_0: User_1 starts enforcement at time 20110703-23:04:33:665 
39 Res_0: Starts DRLA_Enforcement for User_1 at time 20110703-23:04:33:665 

 

Figure 5-11: Sample output – authorization result for the second request 

 

Another set of tests (see Figure 5-12, Figure 5-13 and Figure 5-14) were used to 

demonstrate how the DRLA protocol handles dynamic policy changes. Figure 5-12 

shows the user requests and policies that have been defined for this experiment. To 

simulate dynamic policy changes, two sets of policies have been set up, as shown in 

Figure 5-12. The policies were chosen in the main control program using the round-robin 

technique. A user sent in multiple requests to the same resource; each request had been 

read into the simulation and recoded as an independent request, however, they were 

handled with different policies. Figure 5-13 shows the request was processed with the 
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policy set #1 and the request was authorized. However, the same request was denied with 

the policy set #2, as shown in Figure 5-14. This example illustrates the capability of 

DRLA to handle the policy changes. 

Users’ requests 

Role,User,Table,Time,Subnet,Loca 

Manager,Tom,Sales_Fact,6,1,0 
Manager,Tom,Sales_Fact,6,1,0 
 
 

Policy set #1 

Policy ID,Context,Role,Min Value,Max Value,Depended Policy,Table Req.,Action 
1,Time,End User,9,17, , ,1 
2,Subnet,Manager,1,2,1, ,1 
3,Location,End User,1,1, , ,0 
4,Time,Manager,5,17, , ,1 
 
 

Policy set #2 

Policy ID,Context,Role,Min Value,Max Value,Depended Policy,Table Req.,Action 
1,Time,End User,12,17, , ,1 
2,Subnet,Manager,1,2,1, ,1 
3,Location,End User,1,1, , ,0 
4,Time,Manager,9,17, , ,1 
 

Figure 5-12: Sample Users’ request and policy for policy change testing 
 
1 Res_0: User_2 passed lease authentication 
2 Res_0: User_2 starts authentication at 20110705-04:50:55:519 
3 Res_0: User_2 is found in the control list. 
4 Res_0: User_2 passed user authentication 
5 Res_0: User_2 starts authorization at 20110705-04:50:55:519 
6 Res_0: User_2 passed lease cycle check 
7 Res_0: User_2 is found in the User-Role control list. 
8 Res_0: User_2 starts approved_access at 20110705-04:50:55:519 
9 Res_0: User_2 is found in the Approved_Access control list. 
10 Res_0: User_2 passed policy check 
11 Res_0: User_2 starts context_check at 20110705-04:50:55:519 
12 Res_0: User_2 passed context check 
13 Res_0: User_2 passed database check 
14 Res_0: User_2's access request on Sales_Fact has been APPROVED !!! 
15 Res_0: User_2 starts enforcement at time 20110705-04:50:55:519 
16 Res_0: Starts DRLA_Enforcement for User_2 at time 20110705-04:50:55:519 

 

Figure 5-13: Sample output – Policy set #1 

 
17 Res_0: User_1 starts authentication at 20110705-04:51:00:901 
18 Res_0: User_1 is found in the control list. 
19 Res_0: User_1 passed user authentication 
20 Res_0: User_1 starts authorization at 20110705-04:51:00:963 
21 Res_0: User_1 passed lease cycle check 
22 Res_0: User_1 is found in the User-Role control list. 
23 Res_0: User_1 starts approved_access at 20110705-04:51:00:963 
24 Res_0: User_1 is found in the Approved_Access control list. 
25 Res_0: User_1 passed policy check 
26 Res_0: User_1 starts context_check at 20110705-04:51:00:963 
27 Res_0: User_1 failed context check 
28 Res_0: User_1's access request on Sales_Fact has been denied !!! 
29 Res_0: Finished the request from User_1 at 20110705-04:51:01:025 
30 Res_0: Completed User_1's request in 124 milliseconds 
 

Figure 5-14: Sample output – Policy set #2 
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5.4.  Analysis with other Authorization models 

The most significant features provided by the DRLA protocol are the dynamic user’s 

contextual information verification along with the lease structure to address the “long 

holding permission” problem. The detail of the protocol has been discussed in Chapter 3. 

The performance of the protocol in an error-free and a non error-free environment have 

been discussed in Sections 5.1 and 5.2. The research results also illustrate how the 

protocol handles the user’s contextual changes and resource policy changes in Section 

5.3. The simulation results from sections 5.1 to 5.3 show that there is no significant delay 

caused by the authorization processes and correct authorization decisions had been 

produced. In this section, we will use the simulation results to illustrate the differences 

between DRLA and other authorization models. As described in Chapter 2, in this study 

the reviewed authorization models have been categorized into two groups, the dynamic 

context aware authorization models and the active/dynamic authorization models. The 

models in each group share similar characteristics and functions. The dynamic context 

aware authorization models group focuses on user context verification and the 

active/dynamic authorization models group addresses real-time authorization. To 

manifest the benefits of the DRLA’s new functions, we have implemented CAAC [6, 9] 

and DRBAC [7, 8] models (from those two groups, respectively) in a simulated 

environment to represent the behaviors for the models in these two groups. 

Figure 5-15 shows a basic case in which a user sends in a request (lines 3-7) that passes 

through the DRLA process (lines 8-26). During the enforcement phase, the user’s 

contextual information and lease status have been monitored until the request was 

completed.  Figure 5-16 shows how DRLA handles a role change in the simulation. Lines 

1-40 show the request submission and the DRLA authorization. During the enforcement 
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phase, once a change on a user’s role is detected (line 42), the new role is verified against 

the policies and a new authorization decision is made. In this example, the new role is 

denied and the job is aborted (see lines 43-54). Similarly, any change in a defined context 

is verified when it occurs. Figure 5-17 shows that the user moved from a trusted subnet to 

a non-trusted subnet (line 20) which is reflected in the authorization decision (line 23-37). 

1 Starting GridSim version 5.0 
2 Entities started. 
3 User_1: Starting body() at 20120315-22:48:58:113 
4 User_1: Received ResourceCharacteristics from Res_1(id = 10) 
5 User_1: Sending JOB tag to Res_1 at 20120315-22:48:58:124 
6  
7 Res_1: received request from User_1 at 20120315-22:48:58:133 
8 Res_1: DRLA process begin ... 
9 Res_1: User_1 passed lease authentication 
10  
11 Res_1: User_1 starts authentication at 20120315-22:48:58:133 
12 Res_1: User_1 is found in the control list. 
13 Res_1: User_1 passed user authentication 
14  
15 Res_1: User_1 starts authorization at 20120315-22:48:58:133 
16 Res_1: User_1 passed lease cycle check 
17 Res_1: User_1 is found in the User-Role control list. 
18  
19 Res_1: User_1 starts approved_access at 20120315-22:48:58:133 
20 Res_1: User_1 is found in the Approved_Access control list. 
21 Res_1: User_1 passed policy check 
22  
23 Res_1: User_1 starts content_check at 20120315-22:48:58:134 
24 Res_1: User_1 passed content check 
25 Res_1: User_1 passed database check 
26 Res_1: User_1's access request on Sales_Fact has been APPROVED !!! 
27  
28 Res_1: User_1 starts enforcement at time 20120315-22:48:58:134 
29 Res_1: Starts DRLA_Enforcement for User_1 at time 20120315-22:48:58:134 
30  
31 Res_1: User_1 is found in the User-Role control list. 
32  
33 ********** 
34 Res_1 20120315-22:48:58:134 : User_1's policy check = true 
35 ********** 
36  
37 Res_1: User_1's lease will be expire at: 20120315-22:48:59:333 
38 Res_1: User_1's lease is renewable = true 
39 Res_1: User_1's lease is still valid 
 
... ... ... 
 
 
40 ********** 
41 Res_1 20120315-22:48:58:505 : User_1's policy check = true 
42 ********** 
43  
44 Res_1: User_1's lease will be expire at: 20120315-22:48:59:555 
45 Res_1: User_1's lease is renewable = true 
46 Res_0: Finished the request from User_1 at 20120315-22:48:58:555 
47 Res_0: Completed User_1's request in 409 milliseconds 
48  
49 Res_0: exit 
50 Res_1: Finished the request from User_1 at 20120315-22:48:58:555 
51 Res_1: Completed User_1's request in 422 milliseconds 
52  
53 Res_1: exit 
54 User_1: GridSim time 100012.15462857143 
 

Figure 5-15: DRLA Experiment without Role Change 
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1 Starting GridSim version 5.0 
2 Entities started. 
3 User_1: Starting body() at 20120315-22:30:20:416 
4 User_1: Received ResourceCharacteristics from Res_0(id = 5) 
5 User_1: Sending JOB tag to Res_0 at 20120315-22:30:20:428 
6  
7 Res_0: received request from User_1 at 20120315-22:30:20:478 
8 Res_0: DRLA process begin ... 
9 Res_0: User_1 passed lease authentication 
10  
11 Res_0: User_1 starts authentication at 20120315-22:30:20:478 
12 Res_0: User_1 is found in the control list. 
13 Res_0: User_1 passed user authentication 
14  
15 Res_0: User_1 starts authorization at 20120315-22:30:20:478 
16 Res_0: User_1 passed lease cycle check 
17 Res_0: User_1 is found in the User-Role control list. 
18  
19 Res_0: User_1 starts approved_access at 20120315-22:30:20:479 
20 Res_0: User_1 is found in the Approved_Access control list. 
21 Res_0: User_1 passed policy check 
22  
23 Res_0: User_1 starts content_check at 20120315-22:30:20:479 
24 Res_0: User_1 passed content check 
25 Res_0: User_1 passed database check 
26 Res_0: User_1's access request on Sales_Fact has been APPROVED !!! 
27  
28 Res_0: User_1 starts enforcement at time 20120315-22:30:20:479 
29 Res_0: Starts DRLA_Enforcement for User_1 at time 20120315-22:30:20:479 
30  
31 Res_0: User_1 is found in the User-Role control list. 
32  
33 ********** 
34 Res_0 20120315-22:30:20:480 : User_1's policy check = true 
35 ********** 
36  
37 Res_0: User_1's lease will be expire at: 20120315-22:30:21:678 
38 Res_0: User_1's lease is renewable = true 
39 Res_0: User_1's lease is still valid 
40 Res_0: User_1 is found in the User-Role control list. 
 
... ... ... 
 
41 ********** 
42 User_1 changed role at 20120315-22:30:20:787 
43 ********** 
44  
45 Res_0: User_1 and the role are NOT found in the User-Role control list. 
46  
47 ********** 
48 Res_0 20120315-22:30:20:787 : User_1's policy check = false 
49 ********** 
50  
51 Res_0: Finished the request from User_1 at 20120315-22:30:20:787 
52 Res_0: Completed User_1's request in 309 milliseconds 
53  
54 Res_0: exit 
55 User_1: GridSim time 100012.15462857143 
 

Figure 5-16: DRLA Experiment with Role Change 
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1 ********** 
2 Res_1 20120315-23:33:30:997 : User_1's policy check = true 
3 ********** 
4  
5 Res_1: User_1's lease will be expire at: 20120315-23:33:35:737 
6 Res_1: User_1's lease is renewable = true 
7 Res_1: User_1's lease is still valid 
8  
9 Res_0: User_1 starts content_check at 20120315-23:33:31:046 
10  
11 ********** 
12 Res_0 20120315-23:33:31:046 : User_1's policy check = true 
13 ********** 
14  
15 Res_0: User_1's lease will be expire at: 20120315-23:33:35:737 
16 Res_0: User_1's lease is renewable = true 
17 Res_0: User_1's lease is still valid 
18  
19 ********** 
20 User_1 changed Subnet at 20120315-23:33:31:047 
21 ********** 
22  
23 Res_1: User_1 starts content_check at 20120315-23:33:31:047 
24  
25 ********** 
26 Res_1 20120315-23:33:31:047 : User_1's policy check = false 
27 ********** 
28  
29 Res_1: Finished the request from User_1 at 20120315-23:33:31:096 
30 Res_1: Completed User_1's request in 375 milliseconds 
31  
32 Res_1: exit 
33  
34 Res_0: User_1 starts content_check at 20120315-23:33:31:096 
35  
36 ********** 
37 Res_0 20120315-23:33:31:097 : User_1's policy check = false 
38 ********** 
39  
40 Res_0: Finished the request from User_1 at 20120315-23:33:31:097 
41 Res_0: Completed User_1's request in 360 milliseconds 
42  
43 Res_0: exit 
44 User_1: GridSim time 100012.15462857143 
 

Figure 5-17: DRLA Experiment with Context Change 

 

 

The Context-Aware Access Control (CAAC) model [6] extended the traditional RBAC 

model and included context verification as an extra authorization criterion. This approach 

makes its authorization decisions based on the contexts at runtime, rather than simply the 

role of the user. However, the user’s contextual information could be changing frequently 

in a dynamic environment. This implies that the contextual changes are not reflected in 

the authorization decision. Figure 5-18 shows a simulation that implemented the CAAC 

access control logic. Lines 1-9 indicate the user passed the authentication and role-based 

authorization criteria. Lines 12-24 show that the user passed the contextual information 

verification and gained access to the required data. Subsequently, the user’s role was 
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changed (line 26); however, the change was not captured and reflected on the 

authorization decision. In other words, the business logic and rules are only enforced 

once at the initial authorization. The granted access remains active (turned on) until the 

end of the user’s session; regardless the contextual changes. The dynamic factors in the 

environment could be changed at any time, so continuous monitoring should be 

considered in such a dynamic environment. The DRLA protocol proposed in this thesis 

uses leasing structure to handle the concerns mentioned above. Every granted access is 

attached to a lease, which is only valid within the lease period. The lease can be renewed 

before its expiry, but the contextual information is verified again during the renewal 

process. Any permission associated with an expired lease will be revoked. This approach 

provides continuous monitoring on the user’s contextual information and addresses the 

long holding permission problem discussed in earlier chapters. 

 
1 Res_1: received request from User_1 at 20120315-22:55:40:335 
2 Res_1: CAAC process begin ... 
3  
4 Res_1: User_1 starts authentication at 20120315-22:55:40:335 
5 Res_1: User_1 is found in the control list. 
6 Res_1: User_1 passed user authentication 
7  
8 Res_1: User_1 starts authorization at 20120315-22:55:40:335 
9 Res_1: User_1 is found in the User-Role control list. 
10 Res_1: User_1 passed policy check 
11  
12 Res_1: User_1 starts content_check at 20120315-22:55:40:335 
13 Res_1: User_1 passed content check 
14 Res_0 20120315-22:55:40:338 : User_1 with Manager role, access to Sales_Fact still valid 
15 Res_1 20120315-22:55:40:338 : User_1 with Manager role, access to Sales_Fact still valid 
16 Res_0 20120315-22:55:40:338 : User_1 with Manager role, access to Sales_Fact still valid 
17 Res_1 20120315-22:55:40:338 : User_1 with Manager role, access to Sales_Fact still valid 
18 Res_0 20120315-22:55:40:338 : User_1 with Manager role, access to Sales_Fact still valid 
19 Res_1 20120315-22:55:40:339 : User_1 with Manager role, access to Sales_Fact still valid 
20 Res_0 20120315-22:55:40:339 : User_1 with Manager role, access to Sales_Fact still valid 
21 Res_1 20120315-22:55:40:339 : User_1 with Manager role, access to Sales_Fact still valid 
22 Res_0 20120315-22:55:40:339 : User_1 with Manager role, access to Sales_Fact still valid 
23 Res_1 20120315-22:55:40:339 : User_1 with Manager role, access to Sales_Fact still valid 
24 Res_0 20120315-22:55:40:340 : User_1 with Manager role, access to Sales_Fact still valid 
25  
26 Res_0 20120315-22:55:40:340 : User_1's role changed 
27  
28 Res_1 20120315-22:55:40:340 : User_1 with demoted role, access to Sales_Fact still valid 
29 Res_0 20120315-22:55:40:340 : User_1 with demoted role, access to Sales_Fact still valid 
30 Res_1 20120315-22:55:40:340 : User_1 with demoted role, access to Sales_Fact still valid 
31 Res_0 20120315-22:55:40:340 : User_1 with demoted role, access to Sales_Fact still valid 
32 Res_1 20120315-22:55:40:341 : User_1 with demoted role, access to Sales_Fact still valid 
33 Res_0 20120315-22:55:40:341 : User_1 with demoted role, access to Sales_Fact still valid 
34 Res_1 20120315-22:55:40:341 : User_1 with demoted role, access to Sales_Fact still valid 
 

Figure 5-18: CAAC Implementation 
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1 Res_0: received request from User_1 at 20120317-10:54:24:141 
2 Res_0: DRBAC process begin ... 
3  
4 Res_0: User_1 starts authentication at 20120317-10:54:24:141 
5 Res_0: User_1 is found in the control list. 
6 Res_0: User_1 passed user authentication 
7  
8 Res_0: User_1 starts authorization at 20120317-10:54:24:141 
9 Res_0: User_1 passed lease cycle check 
10 Res_0: User_1 is found in the User-Role control list. 
11 Res_0: User_1 passed policy check 
12  
13 Res_0: User_1 starts content_check at 20120317-10:54:24:141 
14 Res_0: User_1 passed content check 
15 Res_1 20120317-10:54:24:142 : User_1 with Manager role, access to Sales_Fact still valid 
16 Res_0 20120317-10:54:24:142 : User_1 with Manager role, access to Sales_Fact still valid 
17 Res_1 20120317-10:54:24:142 : User_1 with Manager role, access to Sales_Fact still valid 
18 Res_0 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
19 Res_1 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
20 Res_0 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
21 Res_1 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
22 Res_0 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
23 Res_1 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
24 Res_0 20120317-10:54:24:143 : User_1 with Manager role, access to Sales_Fact still valid 
25 Res_1 20120317-10:54:24:144 : User_1 with Manager role, access to Sales_Fact still valid 
26  
27 Res_1 20120317-10:54:24:144 : User_1 changed Subnet 
28  
29 Res_0 20120317-10:54:24:144 : User_1 with Manager role, access to Sales_Fact still valid 
30 Res_1 20120317-10:54:24:144 : User_1 with Manager role, access to Sales_Fact still valid 
31 Res_0 20120317-10:54:24:144 : User_1 with Manager role, access to Sales_Fact still valid 
 

Figure 5-19: DRBAC Implementation 

 
 

The Dynamic Role Based Access Control (DRBAC) model [8, 7] handles the dynamic 

changes by updating the Subject-Roles relationship (Role Assignment) and the Roles-

Permission relationship (Permission Assignment); hence, DRBAC reflects the role 

hierarchy for the users. However, this approach may not be appropriate all the time. In 

some cases, the parameters for the user’s contextual changes are not necessarily causing a 

change in the relationship of the Roles-Subjects or Roles-Permissions. For example, a 

policy may specify that a user may only be allowed to access the system from subnet A. 

If a user sends in a request from subnet B, the user still satisfies the role and permission 

assignments, and gains access under the DRBAC scheme. An example of this simulation 

is shown in Figure 5-19. Lines 1-25 illustrate that the user passed both the authorization 

and the requirements of role assignment and permission assignment. The user moved 

from a trusted subnet to a non-trusted subnet (Line 27). This change did not affect the 

assignments defined under the DRBAC scheme, and in this simulation the user continues 
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to be able to access the information. However, the contextual information should always 

be reflected in the authorization decision. Under DRLA protocol, a role and associated 

permission are only leased to a user within a leasing period, and the user must maintain 

the contextual status. All permissions will be revoked once the lease has expired. A lease 

could be renewed, but all contextual information has to be verified again during the 

renewal process (as demonstrated in the Figure 5-16 and Figure 5-17). The DRLA 

utilizes the leasing structure to automatically un-bound any invalid user, role, or 

permission assignment. 

The simulation is used to demonstrate the new functionalities provided by DRLA and 

compare to other models. Since the proposed functions are new, the performance 

comparison between DRLA and other models is irrelevant for this purpose, and therefore 

performance comparison is excluded from this study. The remainder of this chapter 

summarizes the functional differences between DRLA and a few other models reviewed 

in this thesis.  

 

The Dynamic Authorization Management model [43] is a task-centric model that 

decomposes a task into smaller sub-tasks, assigning them to the roles in the system. The 

dynamic characteristics of this model allow it to efficiently decompose a task and 

dynamically build the Role-Task relationship. The dynamic contextual information of a 

user has not been considered in this authorization model, as it is designed for project 

management within an organization. In contrast, DRLA takes account of the change in 

users’ contextual parameters. In a Grid, handling the dynamic user contextual 
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information changes becomes critical in the authorization process. DRLA uses the leasing 

approach to handle the dynamic changes, while minimizing the impact. 

 

The active authorization management model [32] has considered the relationship between 

Roles and Users, and Roles and Permissions. Therefore, it introduced business rules 

(policies) and contextual parameters to represent the relationships, and these are the keys 

to active authorization. However, there is a “multi-domain environment that have not 

been discussed or addressed in this active authorization model. The dynamic nature of the 

contextual information is an important factor for making authorization decisions in such 

an environment. The authorization model has taken into account the contextual 

information to make the authorization decision. However, only considering the context 

during the authorization process is not enough to satisfy the security requirements for a 

highly heterogeneous and volatile environment.  

 

Dynamically Administrated Role-Based Access Control (DARBAC) [34, 35] defined the 

entities (User, Role, Permission, Mission and Objective) and the static relationships or 

assignments between the entities at the build-time. The dynamic characteristics in the 

model are the user-to-role activation, user-to-missions participation and objectives-to-

missions binding for a workflow management system. The activation, participation, and 

binding are directly or indirectly defined through the static entities because most of these 

relationships are defined in built time. Consequently, this model does not address the 

dynamic user context changes; contain a mechanism to change the assignments 

dynamically; or handle the dynamic contextual information or factors. Whereas DRLA is 
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designed to precisely satisfy these requirements, from the perspective of the dynamic 

changes.  

 

Dynamic Authorization Framework for Multiple Authorization Types (DAFMAT) [16] 

focuses on the context of an application system rather than the operation system. In 

addition, it defines three authorization types (emergency, context and non-context) and 

their corresponding processes. However, defining some well-represented authorization 

types and processes that are suitable for most requests could be very difficult. 

Furthermore, covering all authorization scenarios efficiently with only three general 

authorization types is extremely complicated. The DRLA protocol is designed to cope 

with both application and operating systems; all the business rules could be mapped in a 

policy. Unlike the DAFMAT, DRLA not only verifies the user’s contextual information 

during the authorization process, it also monitors the changes on that information and 

reflects the changes in the next lease renewal process. 

 

Task-Based Access Control (TBAC) is an authorization management model [36] that 

combines type-based access control with instance and usage based access control. In 

TBAC, a type-based access control module is used to make the authorization decision, 

and the authorization life-cycle (activation and deactivation) is controlled by the instance 

and usage based access control module. The focus of TBAC is to manage the workflow 

of the authorization process so there is no specific authorization mechanism proposed for 

making access authorization decisions. DRLA is an authorization protocol, which 

provides exactly what TBAC neglects. Thus, this emerging protocol could potentially 
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offer a new area of research, focusing on the benefits of integrating TBAC and DRLA 

models. 

5.5.  Summary 

In this Chapter, we presented the simulation results and analyzed new functions provided 

in DRLA. We further compared the functional differences between DRLA and other 

approaches. Based on the simulation results, we confirmed that DRLA addresses the 

missing functions in other models. 
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Chapter 6:  CONCLUSION AND FUTURE WORK 

A distributed computing system, such as a Grid, could be a very dynamic environment 

which includes user groups, network topologies, etc. A user group could be formed by 

the users from different networks, organizations, and administrative domains with 

different hardware and software infrastructures and/or managerial policies. When 

handling requests from a wide range of users from different domains, it becomes a 

challenge to accommodate all the differences. It is impossible for each service provider to 

track all users (the number of users could potentially be very large) in a Grid. Therefore, 

an access control mechanism that provides a user with appropriate access to the resources 

in a dynamic environment is required. RBAC models have been demonstrated to be an 

effective and efficient approach for an administrator to manage access to a computing 

system. Much has been done to adapt the RBAC concept to Grids, focusing on 

verification of the dynamic factors and contexts of a user, such as time, location, and 

rank. Some applications also allow administrators to change the policies during the 

authorization process. However, the reviewed literature has revealed no implementation 

that handles the real-time and on-demand authorization with consideration of the 

dynamic factors in a Grid. Therefore, the absence of a mechanism that facilitates resource 

sharing in a dynamic computing environment necessitated the development of a new 

dynamic authorization protocol, Dynamic Role Lease Authorization (DRLA) [121], 

which is suitable for a dynamic distributed computing environment. 
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6.1.  Contributions 

The proposed protocol, DRLA, [121] provides a mechanism for dynamic authorization in 

a distributed computing system, such as a Grid, which is highly heterogeneous and 

dynamic. As discussed in Section 3.3, the role leasing structure is introduced in DRLA to 

utilize the resources in a Grid. In such an environment, some idle resources could be 

assigned to a non-active or disconnected users due to some dynamic factors or failures. 

The role leasing structure leases out a role to use a resource; the resource is released back 

to the system once the lease is expired or not renewed. This approach limits a resource so 

that it can only be occupied within the leasing period, implying that any failure may only 

delay the resource until the completion of the leasing period. On the one hand, the leasing 

structure minimizes the impact caused by a failure. On the other hand, it allows a short 

absence or disconnection from the system for some dynamic situations. For example, a 

user may require a short disconnection to switch from one access point to another. The 

user can maintain the access as long as the connection is re-established within the leasing 

period and all policies are still satisfied.  

In Section 3.1, we introduced how DRLA maintains the minimum privileges for each 

user, and dynamically assigns and grants the required privilege to the corresponding 

authorized user. All other accesses for performing other non-essential tasks are granted 

on demand. There are two main dynamic aspects in the proposed protocol. First, the user 

access is authorized based on not only the user’s role but also the user’s contextual 

information, such as requested time and location. The protocol also handles the policy 

changes that may be made by the resource providers in the system. All the contextual 

information is verified for each request to ensure that each request satisfies the 
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authorization criteria that is specified in the policies. The dynamic contexts and (business 

and database) policies are verified before the access is granted; this approach minimizes 

the security risk that has been identified in the “turn on/off” approach, which has been 

used in many current access control systems. Achieving these two aspects is essential in a 

Grid access control system. The second dynamic characteristic in DRLA is the integrated 

leasing concept, which minimizes the security threads that may be caused by long 

holding permissions. With the leasing approach, all privileges are associated with a lease 

that specifies the time limit and any associated conditions of the lease. All the privileges 

will be revoked once the lease has expired. In order to retain the granted privilege, the 

user must renew the lease before its expiry. The dynamic characteristics embedded in 

DRLA protocol enable an access control system to minimize the security concerns that 

are caused by the dynamic factors in a Grid environment. The simulation that is 

performed in this thesis illustrated the feasibility of implementing the protocol, as well as 

the stable performance in a simulated distributed environment. 

As discussed in Section 5.4, the authorization solution provided by the DRLA protocol 

has overcome a significant limitation of many dynamic or active authorization models. In 

summary, many existing models have recognized the importance of user contextual 

parameters and made use of those parameters in the authorization processes. However, 

many models have missed the dynamic nature of the contextual information in a 

heterogeneous and dynamic environment, such as a Grid. DRLA introduces the role 

leasing concept to address this problem and provides the features that are described in 

this thesis. 
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In Section 3.3.ii, we presented the DRLA on-going dynamic context aware authorization 

mechanism for a Grid environment. The authorization process in a highly dynamic 

computing system should not be a one-time process; it should be an on-going procedure 

to ensure that users satisfy the authorization requirements all the time. Unlike many other 

authorization models, DRLA establishes an effective and straightforward on-going 

mechanism by combining the Lease and RBAC concepts to monitor users’ contextual 

information and enforce the security requirements. 

6.2.  Research Direction 

The proposed protocol has been evaluated in a simulated environment; however, it is 

important to extend the study to a real Grid or Cloud environment, such as WestGrid. 

This continued real-world study should refine the protocol to cover some practical 

problems in such settings, such as combining different network topologies. In addition, 

this research could be extended to include incorporation with other grid components, for 

example the scheduling system and policy management system that were mentioned 

earlier. Although these topics are out the scope of this thesis, they are critical for a 

successful Grid implementation. Therefore, a deeper study of the relationship between 

the dynamic nature of these components and an access control system should be 

performed. 

A Grid could be formed from multiple sub-Grids/Clouds. Currently, due to the 

heterogeneity and dynamic factors in all VOs there is no Grid that can group all sub-

Grids together and form a federated Grid (the Grid) - a scientific vision for much 

research. To achieve this, there are many challenges that need to be overcome, such as 

security, knowledge mining, information integration, and network infrastructure. To 
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provide a commonly trusted environment, access control becomes a critical component in 

such an environment – providing the right information and resources for the right people 

at the right time and space, as needed. Some main characteristics of the Grid environment 

would be one that is highly heterogeneous, highly dynamic, highly decentralized, and so 

on. 

With the analysis done in Section 5.4, we have identified some authorization models that 

focus on different aspects in the authorization process. For example, Wang [37] has 

proposed a model to address policy management and Thomas et al. [36] have proposed an 

authorization workflow management model. DRLA has recognized the benefits provided 

by these models and has realized the opportunity to utilize these models in providing an 

enhanced authorization service. 
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Figure 6-1: Grid Data Access Management with DRLA and Tuple Spaces 
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For an access control system in such an environment, overcoming these characteristics 

should be one of the main focuses. To address that, there are some research 

studies/projects proposed that apply the Tuple Space concept for building the Grid. We 

believe that Tuple Space could be one of the effective ways to build the Grid, and DRLA 

could work well in a Tuple Space based Grid. To accomplish that, there are multiple 

areas that we need to study further, for example, managing the leases and implementing 

the GIS service in a Tuple Space environment. 

The conceptual model that is shown in Figure 6-1 proposes a new data access 

management system for the Grid using the Tuple Spaces paradigm and DRLA protocol 

proposed in this thesis. In this model, there are four major user cases in the Grid 

environment: User, DB or Resource Agent, Registrar, and Tuple Spaces (ViewSite and 

TicketBox). Users check the views (data resources) that are available in the Grid. Users 

can get the ticket and submit a query job to the TicketBox. Before a job can be executed, 

it has to be authorized through the DRLA processes. Job submission does not require any 

knowledge, such as the location, network domain, ownership, and operational procedure, 

of the resources. Users simply submit a query into the space and wait for the result from 

the DB agent. The information regarding the resource’s availability is published into the 

Space by the Registrar. The Tuple Spaces are the center point and act as a communication 

buffer in this system [38, 39]. There are three types of tuples that will exist: View, Ticket, 

and Resources List. The Space manages the jobs submitted by Grid users and waits for 

the available resource to claim the jobs. In addition, it maintains the leasing status of each 

job. If the result of a claimed job does not return back to the space, or the lease has not 

been renewed within the leasing time limit, then the job will be released back to the space. 
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The leasing mechanism allows the system to provide fault tolerance services. A job result 

will be kept in the space for the corresponding user to claim. The Resources List is posted 

and updated by the Registrar. This List provides the information of available resources in 

the network domain. This data access management system inherits the benefit from the 

Tuple Space framework and DRLA protocol for a Grid environment. Information (or data) 

is the most important asset in the computing world and human decision-making process, 

and the Grid computing concept aims high allowing everyone to share the asset for their 

needs. The Tuple Space framework and DRLA protocol provides the new data access 

management system a flexible and secured environment to share the data; this research 

brings us one step forward to the reality of “The Grid” 
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