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ABSTRACT 

A GPS attitude system was developed for use in real-time applications. Mathematical 

models were developed to allow for the direct estimation of the quaternion attitude 

representation from double difference interferometric phase and pseudorange 

observations. Robust on-the-fly carrier phase ambiguity resolution techniques were 

incorporated. A test system was designed and consisted of an antenna array, four OEM 

UPS receivers and a laptop computer. Real-time software was developed to process input 

from NovAtel, Leica and Motorola GPS receivers as well as display and log the results. 

A series of static and dynamic tests were conducted to verify the performance of the 

quaternion based algorithms and math models. Results of 3.9 mrads RMS in heading, 25 

mrads RMS in pitch, and 15 mrads RMS in roll were achieved during the static test while 

using a 40 cm antenna array and NovAtel 215 1TM GPS receivers. 
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NOTATION 

1) Conventions 

a) Matrices are represented by upper case bold letters. 

b) Vectors are represented by lower case bold letters. 

c) Rotation matrices between coordinate frames are defined by a subscript and a 

superscript denoting the two frames. For example R indicates the rotation 

matrix from the body frame (b) to the local-level frame (1). 

d) The elements of a matrix are contained within brackets following the matrix and 

consist of the row and column number. For example R(2,3) indicates the element 

at the intersection of row 2 and column 3. 

e) The operators used are defined as: 

the superscript (-) denotes Kalman prediction 

the superscript (+) Kalman update 

x I derivative with respect to time 

AT matrix transpose 

N' matrix inverse 

single difference between receivers 

V single difference between satellites 

VA double difference between receivers and satellites 

i estimated value 

measured value 

x0 initial value 

j(x) f is a function of x 

aR partial derivative of R with respect to w 

quaternion composition 

xii 



ii) Symbols 

a semi-major axis of the ellipsoid 

A design matrix 

b semi-minor axis of the ellipsoid 

c speed of light 

C1 Kalman measurement iioise covariance matrix 

CW Kalman filter process noise covariance matrix 

C< Kalman state vector covariance matrix 

o Least squares correction vector 

dT receiver clock error 

dt satellite clock error 

e eccentricity of the ellipsoid 

e unit vector 

F dynamic matrix 

H orthometric height 

ellipsoid height 

I identity matrix 

/ vector of observations 

2. geodetic longitude 

21 GPS carrier wavelength 

n number of observations 

N geoid height 

N least squares normal matrix 

N carrier phase ambiguity 

0 pitch 

p pseudorange 

p geometrical distance between receiver and satellite 



geodetic latitude 

cD carrier phase 

0 . Kalman filter transition matrix 

Q Kalman spectral density matrix 

q quaternion vector 

r position vector 

r residual vector 

R1 right handed rotation matrix about the x axis 

R2 right handed rotation matrix about the y axis 

R3 right handed rotation matrix about the z axis 

roll 

a apriori variance factor 

&2 0 aposteriori variance factor 

u least squares u-vector 

u number of unknowns 

v innovations vector 

w least squaies misciosure vector 

W Kalman process noise vector 

angular rate vector 

x vector of unknown parameters 

X Kalman state vector 

x,y,z Cartesian coordinates 

yaw 
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CHAPTER 1 

INTRODUCTION 

1.1 Background And Objective 

Applications of the Global Positioning System (GPS) have blossomed in recent years and 

amongst the many innovative uses of GPS is attitude determination. Well rooted in 

mathematics and one of the primary applications of gyroscopes, attitude determination 

results in the measurement of vehicle orientation with respect to a reference frame. It is 

essential for a wide variety of navigation, guidance and control tasks. Most manned and 

unmanned aircraft, marine vessels and space vehicles have at least one type of attitude 

system onboard. The magnetic compass is probably the single most popular attitude 

determining (heading) device employed today. However as McMillan (1987) observes, 

there are geographical areas where the compass can not be used. These areas can be 

either natural or man made. In addition, with the increasing use of electrical motors and 

electronics on vehicles, fluctuating electro-magnetic fields can disturb the magnetic 

compass. 

Other systems have been developed that do not have the shortcomings of the magnetic 

compass. Foremost amongst these is the north seeking gyrocompass. The gyrocompass 

can supply heading typically up to latitudes of 800. Beyond that, the accuracy of the 
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gyrocompass declines as the distance to 'the rotation axis of the Earth decreases. The, 

gyrocompass is extensively used onboard commercial marine vessels and prices start 

from $35,000. In addition to geographical limitations and high capital costs as 

disadvantages, most commercial gyrocompasses are electro-mechanical devices subject to 

mechanical failure and they are typically dampened to decrease short term noise. The 

main advanlage of the gyrocompass is that it is self-contained and does not rely on 

external signals which may be denied. 

Inertial Navigation Systems (INS) and inertial based Attitude Heading Reference Systems 

(AHRS) are used extensively on commercial airliners, military aircraft, military vessels, 

missiles, smart munitions and spacecraft. An INS for a naval vessel is typically very 

expensive (costing more than $200K), heavy, power intensive, requires long settling 

times and the accuracy of, the system is degraded at higher latitudes (McMillan, 1994). 

Aircraft INS systems have prices exceeding $100,000, while tactical grade inertial AHRS 

sensor packages for missiles and munitions range in price from $15,000 to $40,000. 

Advantages of inertial systems include: high data rates, determination of values 

regardless of vehicle attitude, and self-contained and autonomous operation. 

While GPS based attitude systems cannot compete with INS systems in high dynamic 

applications requiring high data rates and autonomous operation, there are a number of 

applications where the GPS system can enhance or replace existing heading and attitude 

systems. The ability of GPS attitude systems to not only provide attitude, but also 

absolute positioning is a major advantage. Cost effectiveness is the secondary advantage 

of GPS attitude systems. With the recent and rapid development of low-cost OEM GPS 

receiver cards capable of accurate phase measurement, coupled with the availability of 

low-cost processors, the cost of GPS attitude hardware has fallen dramatically. While 

several manufactures offer dedicated GPS attitude receivers, a greater number of 

manufactures offer OEM GPS receivers suitable for use as building blocks within a non-

dedicated GPS receiver based attitude system. 
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The advantages offered by GPS attitude systems have led to a wide range of tests in a 

number of vehicles including: spacecraft and satellite attitude determination (Axeirad 

and Ward, 1994); naval vessel attitude determination (Kruczynski et al., 1989) 

(McMillan, 1994); hydrographic launch attitude determination (Lu et al., 1993); aircraft 

attitude determination (Van Graas and Braasch, 1991); artillery pointing (Jurgens et al., 

1991); armoured vehicle pointing (Brown and Evans, 1990); commercial airlines 

(Kruczynski et al., 1995); geophysical ships (Nesbo, 1988); and unmanned vehicle 

heading determination (Cannon et al., 1992). As the reliability of GPS attitude techniques 

improve and costs decrease, attitude systems will likely be employed more often and in a 

wider range of applications. 

A variety of techniques and equipment are being used for GPS attitude determination. 

One technique borrows most of its algorithms from kinematic positioning. Here, 

independent baselines are estimated using one antenna as the reference and the others 

treated as remotes. Since the carrier phase is used, this often involves ambiguity 

resolution on-the-fly (OTF). Following the determination of the baselines, the attitude 

parameters are either determined directly from the estimated antenna coordinates or in the 

case where redundant baselines exist, the attitude parameters are estimated using a least 

squares process (Lu, 1995). The known baseline lengths or body frame coordinates of the 

antennas are used to verify the attitude estimation process and in some cases used as a test 

in the ambiguity resolution. Systems that use this baseline technique include Ashtech' s 

3DF (Kuhl et al., 1994), Trimble's TANS Vector (Wilson and Tonnemacher, 1992), and 

MULTINAV (Lu, 199-5). 

A second approach is to directly estimate the attitude parameters from the GPS 

observations. Axeirad and Ward (1994) present a technique employing carrier phase 

single difference observations to directly estimate quaternion parameters. The a priori 

knowledge of the antenna body frame coordinates is incorporated into the measurement 

models. All measurements are used to estimate the three attitude parameters (four when 
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using quaternions). Theoretically, utilizing the direct approach to attitude estimation, the 

attitude can be determined using three antennas and only three single or double 

differences, one of which must be observed on a second, noncollinear remote antenna. 

Contrast this to the baseline approach where at least six single or double difference 

measurements must be used to determine three dimensional attitude. 

Euler and Hill (1995) discuss how exploiting redundant GPS information and the a priori 

knowledge of the baseline components can aid ambiguity resolution. Increased 

redundancy improves ambiguity resolution, reliability and robustness. Since the baseline 

approach resolves the ambiguities one baseline at a time, the degrees of freedom during 

the resolution are less than those during resolution using the direct approach. For 

example, consider the case where one reference and two remote antennas observe 6 

satellites each. Five double differences for each of the two baselines can be formed and 

during ambiguity resolution the baseline approach has 2 degrees of freedom (i.e., 5 

observations - 3 coordinate unknowns) during its two searches. The direct approach has 

7 degrees of freedom during its one search (i.e., 10 observations - 3 attitude unknowns). 

The primary disadvantage of the direct approach is that it relies on the rigidity of the 

antenna array. Errors can result if the antennas are not rigidly mounted (i.e. the antenna 

array changes shape or size). Also, as we will see later, the Kalman filter transition 

matrix, process noise matrix and design matrix are more complex than similar matrices 

for the baseline approach. 

A disadvantage of using non-dedicated GPS receivers in the design is that at least three 

(if height is known) or four GPS satellites must be tracked by each GPS receiver if 

simultaneous carrier phase and pseudorange measurement amongst the three or four 

receivers is desired. However, low elevation satellites (<15°) can be included in the 

position and timing computations within the receiver, while higher elevation satellites 

(>15°) are only used in the separate attitude computations. 



5 

The objective of this research is to develop a real-time attitude determination system that 

directly estimates the attitude parameters using phase and pseudorange observations from 

non-dedicated OEM GPS receivers. The goal is to design and build a system suitable for 

a wide range of applications using off-the-shelf GPS components. Design criteria 

include: portability (with a small antenna array), easy adaptability to new GPS receivers, 

utilizing low-cost components, running oii a Pentium computer under DOS or Windows, 

robust ambiguity resolution, and the ability to detect cycle slips and correct ambiguities 

on-the-fly. 

1.2 Project Background 

The system developed during the thesis research has roots going back to 1991. In 1991, 

the Defence Research Establishment Suffield (DRES) of the Canadian Department of 

National Defence initiated an investigation into the use of low-cost GPS technology for 

real-time heading determination of an unmanned land vehicle. The investigation was 

conducted by Pulsearch Navigation Systems, with the author as the primary technical 

project engineer. The investigation lead to the design and testing of an integrated heading 

system comprised of two Leica GPS Engines with a 2 metre antenna spacing, a magnetic 

compass, a rate gyro and an odometer (Cannon et al., 1992). Investigated were the 

dynamic and static accuracies achievable using the system in an off-road enviroment. 

The accuracy requirements for the heading determined while underway were 10 mrad and 

4 mrad following a ten second stop. Following the completion of the project in 1993, 

Pulsearch was asked to submit a proposal to design and build a three-dimensional attitude 

system based on low-cost GPS receivers and sensors. However, before the contract could 

be awarded, funding was withdrawn for the project. Nevertheless, the author had decided 

to pursue three dimensional attitude determination as a thesis topic and proceeded with 

research and development on his own. During 1994, an Euler angle based system was 

developed by the author, but subsequent testing revealed instabilities typical of the Euler 

angle parameterization. The author adopted a quaternion parameterization in late 1994 
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following Axeirad and Ward (1994) and development continued into 1995. The final 

system met all of the design criteria and results exceeded the original DRES specification 

for heading while using a baseline one fifth of that employed in the original research. 

1.3 Thesis Outline 

In Chapter 2, coordinate transformations and attitude parameterizations are discussed. 

The Euler angle, direction cosine and quaternion representations of three axis attitude are 

discussed along with transformations between the three representations. The Earth-fixed, 

local-level and body frames are defined and rotation matrices between the frames are 

derived. The coordinate frames, the transformations and attitude representations are 

fundamental to developments in subsequent chapters. 

In Chapter 3, the Global Positioning System (GPS) and its application to attitude 

determination is discussed. A description of GPS is given followed by a summary of 

GPS receivers. A discussion of GPS pseudorange and carrier phase models and their 

error sources is given with emphasis on their role in attitude determination. Single and 

double difference models are examined along with the interferometric models. 

In Chapter 4, attitude determination using GPS is covered. The Kalman filter equations 

are reviewed. The kinematic equations for attitude are presented and Kalman filter 

element's for quaternion based attitude estimation are given. A quality control method is 

examined. The double difference interferometric pseudorange and carrier phase models 

are linearized. The propagation of the quaternion covariance matrix to the Euler angle 

covariance matrix is derived. 

In Chapter 5, UPS carrier phase ambiguity resolution is investigated. A technique based 

on the Least Squares Ambiguity Search Technique (LSAST) is presented. Methods for 

defining the ambiguity search' area and determining potential search solutions are given. 

Techniques for testing potential solutions are described. 
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In Chapter 6, the attitude system design and implementation is presented. The hardware 

integration and software design are discussed. A description of the test vehicle and 

system installation is given. 

In Chapter 7, the field tests are described, the results presented and analyses given. The 

real-time results from three different tests are presented and in the first two tests 

compared against post-mission results determined using SEMIKJNTM. The first test was a 

one hour static test conducted with NovAtel, Leica and Motorola receivers. The second 

test was a dynamic test over level ground again conducted with the same three sets of 

receivers. The final test was a dynamic test conducted over hilly terrain using the 

NovAtel receivers. 

Chapter 8, contains the conclusions and recommendations for further development of the 

real-time attitude system. 
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CHAPTER 2 

COORDINATE FRAMES 

2.1 Mathematical Background 

Figure 2.1 - Relationship Between Two Coordinate Frames 

Coordinate transformations between three-dimensional Cartesian coordinate frames have 

three components: rotations, translations, and scale. The relationship of coordinate 

frame "a" and a second coordinate frame "b" as shown in Figure 2.1 is described by the 

Helmert relationship given in equation 2.1 (HofInann-Wellenhofet al., 1992). 
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r, =sRra +r 2.1 

where s ... is the scale factor, 

.is the rotation matrix from coordinate frame a to 

coordinate frame b, 

and r . . . is the translation vector described as the position vector of 

the origin of the coordinate system "a" as expressed in 

the coordinate frame of "b". 

Provided that both coordinate frames "a" and "b" are orthogonal, the rotation matrix has 

the property of orthogonality such that 

(R) 1 =(R)T 

and, consequently, 

R b (R)T=I 

2.2 

2.3 

Wertz (1978) mentions five representations of three axis attitude including: direction 

cosine matrix, Euler axis/angle, Gibbs Vector, Euler angles, and quaternions. Of 

particular interest within this research are the direction cosine matrix, Euler angle, and. 

quaternion representations. 

2.1.1 Direction Cosine Matrix 

The rotation matrix R b is a 3 x 3 matrix, consisting of nine unique parameters. Each of 

these parameters is the cosine of the angle between an axis of coordinate frame "a" and an 

axis of frame "b". For example, element (1,1) of R b is the cosine of the angle between 

Xa and Xb. For attitude determination, the rotation matrix R b is often referred to as the 

direction cosine matrix and is considered the fundamental quantity specifying the 

orientation of a rigid body (ibid.). Direction cosine matrices completely describe the 
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orientation of one coordinate frame with respect to another without singularities unlike 

the Euler angle parameterization. The direction cosine matrix by itself does not contain 

trigonometric functions making direction cosine matrices attractive over other 

parameterizations for use in computer applications because of potential improvements in 

computational speed and accuracy. The main disadvantage of the direction cosine 

parameterization of attitude is that it contains nine parameters, whereas the Euler angle 

parameterization has three parameters and the quaternion parameterization has four. 

2.1.2 Euler Angles 

Leonhard Euler (1707-1783), a Swiss mathematician, showed that a maximum of three 

successive rotations along the coordinate axes were necessary to rotate one coordinate 

frame into second coordinate frame. The rotation angles are referred to as the Euler 

angles. The rotation about the x, y and z axes by an angle c can be represented as a 

direction cosine matrix. Equations 2.4, 2.5 and 2.6 give the explicit form of the primitive 

direction cosine matrices for right handed rotations about the x, y and z axes, 

respectively. 

•1 0 0 

0 cosa —sina 

0 sina cosa 

cos f3 0 sin 

R2(3)= 0 1 0 

—sin P 0 co513 

cosy —siay 0 

R3(y)= siny cosy 0 

_0 0 

2.4 

2.5 

2.6 

The product of direction cosine matrices is an orthogonal direction cosine matrix Using 

the primitive direction cosines, the Euler angles can be represented by a single direction 
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cosine matrix through a series of three matrix multiplications. Depending on the order of 

the rotations from one coordinate system to another, there are twelve possible sets of 

Euler angles, and hence twelve direction cosine matrices possible from these Euler 

angles. Euler angles are useful for describing the attitude of one coordinate frame with 

respect to another because of the clear physical interpretation of the angles. They are 

used for system input and output, but are a poor choice for computer computations 

because of the need for trigonometric functions when forming the direction cosine matrix 

in terms of the Euler angles. In addition, depending on how the sequence of rotations 

from one frame to the other are performed, Euler angles will have a singularity at 

particular orientations (Giardina et al., 1981). An example of this is for the 3-1-2 rotation 

sequence for yaw, pitch, and roll described later in Section 2.4.1. This particular 

sequence exhibits a singularity when the body has a 90 degree pitch angle (i.e. the yaw 

and roll angles are undefined). This is a serious disadvantage in software development, 

since additional logic is necessary to guard against the conditions that cause the 

singularity. In addition, an attitude system based on the 3-1-2 rotation sequence would 

not be suitable for missile, fighter aircraft, or spacecraft. This is the main reason why the 

direction cosine or the quaternion pararneterizations are preferred for system 

computations and the Euler angles are reserved for system input and output. 

2.1.3 Quaternions 

Quaternions, also referred to as Euler symmetric parameters, are based on Euler's 

theorem that given two coordinate systems, there is one invariant axis, along which 

measurements are the same in both coordinate systems and that it is possible to move 

from one coordinate system to the other through one rotation 3 about that invariant axis 

(Crenshaw, 1994). The invariant axis is referred to as the Euler axis. Given a unit vector, 

e along the Euler axis, the quaternion is defined to be 
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q= 
esin 

2 

Cos-
2-

Expanding the vector e gives 

q= 

q1 

q2 

q3 

e sin. 
2 

e sin 
2 

e sin. 
2 

cos. 
2 

2.7 

2.8 

The primitive quaternions representing rotations about the x, y, and z axis of vector e are 

given in equations 2.9, 2.10 and 2.11 respectively 

q, (a) = 

q2(P) = 

q3 (y) = 

sin-
2 
0 

0 
a 

cos-
2_ 

0 

sin p. 
2 
0 

cos 
2-

0 

0 

sin-
2 

cos 
2 

2.9 

2.10 

2.11 
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When the two coordinate systems are parallel, 3 becomes zero, reducing the quaternion to 

q= 

0 

0 

0 

1 

2.12 

As we increase the angle of rotation P of one coordinate system relative to the other and f3 

reaches 1800, the quaternion becomes 

q= 

e 

ey 

ez 

2.13 

As the rotation of one coordinate system relative to the second exceeds 180° the sign of 

q4 becomes negative. The four parameters of the quaternion are not independent. In all 

cases they satisfy the following equation 

q +q q+q 1. 2.14 

The attitude defined by q and by -q are identical, namely: 

q=(—q). 2.15 

The inverse of a quaternion q corresponds to a rotation in an opposite direction 

q1 

—q1 

—q2 

—q3 

The direction cosine matrix expressed in terms of the quaternion parameters is 

2.16 
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q 2 —q —q +q 2(q1q2 +q3q4) 

R= 2(q 1q2—q3q4) —q+q—'q+q 

- 2(q1q3+q2q4) 

2(q1q3 —q2q4) 

2(q2q3 +q1q4) 

2(q2q3 —q1q4) —q —q +q +q 

2.17 

The quaternion parameters expressed in terms of the direction cosine matrix parameters 

are (Wertz, 1978) 

q1 

q2 

q3 

_q4 

4q4 

4q4 _L(R(3,i) - R(1,3)) 

- R(2,1)) 
4q4 

1 (R(2,3) - R(3,2)) 

+ R(1,1) + R(2,2) + R(3,3)) 2 

2.18 

If denominator (q4) of the equations for q1, q2, or q3 is close to zero, the quatemion 

parameters can be computed using either equations 2.19, 2.20, or 2.21. A denominator 

close to zero can result in numerical ill conditioning and loss of accuracy. The alternate 

equations for expression of the quatemion parameters in terms of the direction cosine 

matrix parameters are 

q1 

q2 

q3 

_q 4_ 

4q 1 

+ R(1,1) - R(2,2) - R(3,3)) 2 

4q 1 

1 (R(3,1) + R(1,3)) 
4q 1 

1 (R(3,2) - R(2,3)) 

(R(1,2) + R(2,i)) 
, 

2.19 
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q1 

q2 

q3 

_q4 

q,. 

q2 

q3 

4q2 
(R(1,2) + R(2,1)) 

+ R(2,2) - R(1,1) - R(3,3)) 2 

4q2 
1 (R(2,3) + R(3,2)) 

4q2 
1 (R(1,3) - R(3,1)) 

4q3 
1 (R(1,3) + R(3,1)) 

1 (R(2,3) + R(3,2)) 
4q3 

+ R(3,3) - R(1,1) - R(2)2)) 

1 (R(2,1) - R(1,2)) 
4q3 

2.20 

2.21 

Two individual rotations can be combined using quaternion notation with an operation 

referred to as quaternion composition by Axeirad and Ward (1994). Given the direction 

cosine operation 

Rc— ° b a b a' 

a similar operation for quaternions can be accomplished by 

c _ q c,, b q - 'o' , 

and expanding yields 

q = 

- —c 
q1 

q2 

q3 

q4 
a 

q4 q3 —q2 q1 

—q3 q4 q1 q2 

q2 —q1 q4 

—q2 —q3 

q3 

q4 

C — 

b 

q1 

q2 

q3 

b 

a 

2.22 

2.23 

2.24 

Quaternions are useful for attitude parameterization because they lack the singularities 

exhibited by the Euler angle parameterization. Also the direction cosine matrix expressed 
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in terms of quaternions does not contain trigonometric functions, providing potential 

speed and accuracy improvements when used in software. However, quaternions lack a 

clear, easily visualized physical meaning, which is the main reason the Euler angles are 

usually relied upon for system input and output. Quaternions for attitude 

parameterization are a useful compromise, combining the stability of the direction cosine 

parameterization while only having fout parameters versus the nine of the direction 

cosine and three for the Euler angle parameterization. 

2.2 Earth-fixed Frame 

The Earth-fixed frame is non-inertial, it is fixed to the Earth and rotates with it. The 

origin of the Earth-fixed coordinate system is at centre of mass of the Earth, with the z-

axis coincident with the mean spin axis of Earth, positive towards the north celestial 

pole. The x-axis is in the equatorial plane pointing towards the mean meridian of 

Greenwich, and the y-axis completes the right handed Cartesian coordinate system. 

Figure 2.2 illustrates the Earth-fixed frame. 

Figure 2.2 - Earth-fixed Coordinate Frame 
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The Earth-fixed frame rotates with the Earth at a rate of 7.292115 1467 x 10-5 radians per 

second. The Earth-fixed coordinate frame is the same as the Earth Centred Earth Fixed 

(ECEF) Cartesian coordinate system also referred to as the Conventional Terrestrial (CT) 

system (Wells et al., 1986) used for GPS position computations. The current realization 

of the Earth-fixed coordinate frame for this research is defined by the WGS84 datum. 

The WGS84 datum has an ellipsoid associated with it. The semi-major axis and semi-

minor axis of the ellipsoid are (DMA, 1987) 

a =.6378137.Om, 2.25 

b = 6356752.3142m. 2.26 

An arbitrary position on the ellipsoid of the WGS-84 datum can be represented by a set of 

curvilinear coordinates referred to as the geodetic coordinates. The geodetic latitude (4) 

is the right handed angle between the plane perpendicular to the z axis of the Earth-fixed 

system and the ellipsoid normal measured along a meridian. The geodetic longitude (2k) 

is the right handed angle from the Greenwich (zero) meridian to the meridian passing 

through point P, measured in the plane perpendicular to the z axis of the Earth-fixed 

system. The height (h) of point P is measured along the ellipsoid normal, and is the 

distance from the ellipsoid to the point. The relationship between the Cartesian and 

geodetic coordinates of the Earth-fixed system are (Vanicek and Krakiwsky, 1986) 

2.27 

X 

y 

C 

(N + h)cos cos2 

(N + h)c0s4 sin? 
(Nb2 '\ 

I 

where N is the prime vertical radius of curvature at P and is computed from 
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N = 
a 2.28 

(1_e2 sin 2) 

and where e is the eccentricity of the ellipsoid and is computed from 

a2 —b2  
e2 = 

a2 

2.3 Local-level Frame 

2.29 

The local-level frame is useful when modelling the direction and attitude of a vehicle. Its 

origin coincides with the phase centre of GPS antenna number 1 of the attitude array, 

with the z-axis normal to the reference ellipsoid, pointing upwards and the y-axis 

pointing towards geodetic north. The x-axis completes the right handed Cartesian 

coordinate system by pointing east. Figure 2.3 illustrates the local-level frame and its 

relationship relative to ,the Earth-fixed frame. 

Figure 2.3 - Local-level Coordinate Frame 
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2.3.1 Relationship Between Local-level and Earth-fixed Frames 

The transformation of a vector r from the local-level frame to the Earth-fixed frame is 

accomplished using 

re = Rr1 + reo , 2.30 

where r represents the Earth-fixed frame coordinates of the local-level frames origin 

and the rotation matrix R is given by (Wong, 1988) 

Re =R3(—?_) R1(4_..). 2.31 

Expanding equation 2.31 yields 

sin(%) - cos(7) sih() cos(7.) cos(4 

Re = cos(2¼.) - sin(%) sin(4) sin(%) cos() 

- 0 cos(4) sin() 

2.32 

The rotation matrix for transforming a vector r from the Earth-fixed to the local-level 

frame can be formed by transposing R: 

R =(R)T. 

Expanding equations 2.32 and 2.33, 

- sin(X) cos(7) 0 - 

R = - cos(7) sin() - sin(?) sin(4) cos(4) 

- cos(?) cos() sin(X) cos() sin(4) - 

2.33 

2.34 
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2.3.2 Wander Frame 

The local-level y axis is always pointing towards geodetic north. At very high latitudes, a 

large rotation about the z axis is necessary to maintain the orientation of the local-level 

frame whenever the longitude of the origin changes (Wong, 1988). The wander frame is 

used in this case, since the y axis is not slaved to geodetic north. Instead it wanders off 

north at a predefined rate. The wander angle (a) is defined as the angle between the y 

axis of the wander frame and geodetic north and is equal to the meridian convergence 

from the startup location: 

ci = —sh4. 2.35 

Within this research, the wander angle mechanization is not used for attitude 

determination. However, it should be considered for any potential polar application. 

2.4 Body Frame 

The body frame is an idealized orthogonal frame related to the sensors of the navigation 

system. It is considered idealized' because it is free of manufacturing inaccuracies 

associated with sensor arrays. Its orientation and origin are arbitrary and normally defined 

by the designer of the navigation system. For this report the body frame has its origin at 

the phase centre of GPS antenna 1 which also corresponds to the origin of the local-level 

frame. The x and y axis lie on an imaginary plane approximately level with the antenna 

arrays mounting plate. The y axis points in the forward direction of the plate, while the z 

axis points upwards, normal to the imaginary plane passing through antenna 1. The x-

axis completes the right handed system by pointing to the right of the plate. Figure 2.4 

illustrates the relationship between the body frame and the local-level frame. 

Two methods can be used to measure the body frame coordinates of the GPS antennas. 

The first is often called a self-survey, with UPS measurements used to calculate the 

relationship between the antennas and then conventional means are used to establish the 
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relationship between the antenna array and the vehicle. The second technique involves 

using conventional measurements to establish both the relationship between the antennas 

and between the antenna array and the vehicle. Here the body frame coordinates of the 

GPS antennas are measured relative to representations of the body frame x and y axis 

scribed onto the antenna array plate or in the absence of a plate, relative to baselines 

established on the vehicle or the ground in proximity of the vehicle (i.e. dock relative to a 

ship). 

Figure 2.4 - Body Coordinate Frame 

Using either technique, body frame measurement errors cause misalignment errors 

between the actual and theoretical body frame axes, resulting in a non-orthogonal frame. 

The measurement errors of the body frame coordinates should be minimized and the 

measurement techniques should be designed with the ultimate use of the attitude system 

in mind. The relationship between the GPS antenna array and the body frame are 

illustrated in Figure 2.5. 
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Figure 2.5 - System's Antenna Array 

2.4.1 Relationship Between Body and Local-level Frames 

By describing the relationship between the body and local-level frames, we are describing 

the parameterization of the vehicle attitude. A vector r is transformed from the local-

level coordinate frame to the body frame using the relationship described in equation 2.1. 

Since the body and local-level frame theoretically share the same origin and scale, the 

relationship becomes 

rb = RI 2.36 

where the direction cosine matrix R b can be described in terms of quatemions as given in 

equation 2.17, or in terms of the Euler angles yaw, pitch, and roll. Using primitive 

direction cosine matrices, the relationship between the Euler angles and the direction 

cosine matrix can be described twelve ways as mentioned in section 2.1.2. Within this 

research the transformation from the local-level frame to the body frame is accomplished 

first by a rotation about the z axis by the yaw angle, then about the x axis by the pitch 

angle and finally about the y axis by the roll angle, yielding the equation 
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R2(p)R1(0)R3(w). 2.37 

This 3-1-2 (i.e. multiply position vector r by R3, then R1, and then R2) sequence of 

rotations is adopted because it is commonly used in geomatics engineering applications. 

Also, the yaw angle is in the same plane as the heading angle, allowing for a simple 

conversion between the two angles 

heading = 2ic - w. S 2.38 

The yaw-pitch-roll sequence of rotations is conceptually similar to that found in Van 

Graas and Braasch (1991) and in VauBronkhorst (1978). They arrive at a different 

directibn cosine matrix representation than the one presented here because their 

definitions of the body frame and local-level frames are different, resulting in the pitch 

rotation being about the y axis and the roll rotation about the x axis. Expanding equation 

2.37 yields 

R'= 

cosicosp - sinysinesinp sin.1Jcostp + cosiisinesinp —cosOsincp 

—sincosO coscosO sine 

cosy sing + sinsinOcosp sinsinç —.cosysinBcosp cosBcosçi 

2.39 

The rotation matrix for transforming a vector r from the body to the local-level frame can 

be formed by transposing R'. 

RL = (R )T. 

Equations 2.39 and 2.40 yield 

coswcosp —sinsin9sinq —sincosO cosy sing +sinwsinOcosq 

R = sin w cos p + cos  sin 9 sin q cosy cos8 sin  sin q — cossinOcosç 

—cos0sinq sine cos0cosq 

2.40 

2.41 

The Euler angles can be determined from the direction cosine matrix presented in 

equation 2.39 by 



24 

O=sin'(R'(2,3)) 

(—R (2,1) 
= tan-,-I R'(2,2) J 

- ' 
(p = tanR(3,3)) 

2.42 

2.43 

2.44 

By examining equations 2.43 and 2.44, it is observed that when the pitch angle is 900, the 

denominator of the equations is 0 and the yaw and roll angles cannot be defined, 

demonstrating that the Euler angle representation is not robust. A more robust conversion 

from the direction cosine matrix to the Euler angles is established herein using a 

technique developed in Crenshaw (1994a). For the case where the pitch is 90°, we can 

write the following 

R b (1,1) = —R (3,2) = cos( + 

R b (1,2) = R (3,1) sin( + 

Combining, equations 2.45, and 2.46 yields 

(R (1,2)" 
w+tan b(11) J. 

Let 

13 = 

Therefore 

2.45 

2.46 

2.47 

2.48 

2.49 

(a+13) 2.50 

2 
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= (a 
(  2 

Trigonometric identities allow us to write 

sin w Cos p =  (sin a+ sin i3), 

cosy sing = .(sina - sinl3), 

2.51 

2.52 

2.53 

1 2.54. 
cosw cosq = — (Cos a + cosf3), 

sin  sin q =(— Cosa + Cos p). 

Rewriting key members of the direction cosine matrix in equation 2.39 gives 

R(1,1) = --(1+ sin8)cosa +..(1—sine )cos 13, 

R (3,2) = -.L(i + sin8)cosa + !(i— sinO)cos 13, 

R b(1,2) = !(i + sinO)sina + .(i - sinO)sin 13, 

R(3,1) (1+sinO)sina —(1—sinO )sin 13. 

We can now write 

R (1,1) + R (3,2) = (1— sinO)c0s13, 

R (1,1) - R (3,2) = (1+ sin O)cosa, 

R'(1,2) + R (3,1) = (I + sin O)sina, 

2.55 

2.56 

2.57 

2.58 

2.59 

2.60 

2.61 

2.62 
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R(1,2)—R(3,i) = (1—sino)sint3. 

Rearranging the terms yields 

R (1,2) + R (3,1) 
tana = 

R b (1,1) - R (3,2) 

tanp - R(1,2)—R(3,1) 
- R b (1,1) + R (3,2) 

Substituting equations 2.64 and 2.65 into equations 2.50 and 2.51 yields 

Y - 'tan' (R (1,2) +R (3,1)') + ! tan'' R (1,2) - R - (3,1)  
- R b (1,1) - R (3,2)) 2 R (1,1) + R (3,2)J' 

- tan-' (R (1,2) + R (3,1) 1 tan' (R (1,2) - R (3,1) 
- - R (1,1) - R (3,2)) 2 R (1,1) + R (3,2)J 

2.4.2 Relationship Between Quaternions and Euler Angles 

2.63 

2.64 

2.65 

2.66 

2.67 

Better suited to real-time applications are quaternions (Van Graas et al., 1991). The 

relationship between the Euler angles and the quaternions is established herein by 

performing the individual rotations given in equation 2.37 with primitive quaternions 

instead of primitive direction cosine matrices. Quaternion composition shown in 

equation 2.23 and 2.24 is used to combine the primitive quaternions: 

q' = 

Expanding equation 2.68 yields 

2.68 
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q' = 

q1 

q2 

q3 

q4 

b 

(w . e w p 0 - 
C0SI — ') cos( _) sin( - sin( ) sin( .) COS( — 

2 2 2 2 2 2 

• (w 4 2) 
. (0" . (sin! q- I co  sini - I + cos  Isinl - I cos\2)  \2) \2) '2) 2 

• M (p "0 . (p . (0 
sin cosi - Icos - I+ cos  Isin! - I sin! - '.2) '2) '2) '2) '2 

42) 42). 
(0 .. ((p\ .co (0CO COS(.) - S1n_) sink-
2 2 2 2 

b 2.69 

A proof of the validity of Euler angle to quaternion conversion can be performed by 

substitution of the Euler angle representations for the quatemions given in equation 2.69 

into quaternion representation of the direction cosine matrix given in equation 2.17. The 

result of the substitution yields the direction cosine matrix in terms of the Euler angles as 

given in equation 2.39. 

Substitution of the elements of the quaternion representation of the direction cosine 

matrix given in equation 2.17 into the direction cosine matrix to Euler angle conversions 

given in equations 2.39 yields the conversion from quaternions to the pitch angle: 

0 = sin-'(2 (q2q3 +q1q4)). 2,70 

A robust equation for the yaw and roll angles can be formed using techniques in 

Crenshaw (1994b). Rearranging the terms in equation 2.69 and using the definition of c 

and P given in equations 2.48 and 2.49, respectively, yields 

( o) e'\" q3+ q2 - cos +sinl —I Isini —I 
'.2') \2i' 

- q2 = (s(co) - sin(.-)) sin(-), 

(Cos( )q4+q1 - 0 - +sinl( —0Vj\ cosl\ —I 2 '2'' 2 .J' 

2.71 

2.72 

2.73 
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where 

in cos q4_qi=(cos()_ 
(2)) 

s —I, 

a = +q2  
q4 +q1)' 

—q2  

(q4— q, ) .. 

Substituting equations 2.74 and 2.75 into equations 2.49 and 2.50 yields 

= tan-,,( q3+ q2 ) + tan 

q4 +qj 

—q2  

(q4 —q1 

(P = tan'(q4+ql) 
q3 + q2 -q2  

I (q4—ql) 

2.74 

2.75 

2.76 

2.77 

2.78 

The attitude system developed in this research uses the Euler angles for system input and 

output, while all internal computations are performed using quaternions. In this section 

we have developed the direction cosine matrix representation in terms of Euler angles, 

along with the conversions between Euler angles and quaternions. These are only valid 

for the 3-1-2 sequence of rotations when rotating from the local-level frame to the body 

frame and would have to be derived again if a different sequence is used. 

2.4.3 Relationship Btween Body and Earth-fixed Frames 

A vector r in the body coordinate frame is transformed to the Earth-fixed frame using the 

relationship described in equation 2.1. Since the body and Earth-fixed frames share the 

same scale, the relationship becomes 

re = Rrb + reo , 2.79 
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where r represents the body frames origin in the Earth-fixed coordinate system. The 

direction cosine matrix R e can be formed by multiplying the R and R matrices 

Re =RR. .2.80 
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CHAPTER 3 

GLOBAL POSITIONING SYSTEM 

The Global Positioning System (GPS) is fully operational and capable of providing 

accurate positioning, velocity and timing information to an unlimited number of users. In 

addition to its mainstream functions, GPS is used in applications made possible through 

the novel use of the basic GPS measurements of pseudorange, carrier phase and phase 

rate. One such application is attitude determination which relies on the accurate 

measurement of the GPS carrier phase measurement. The GPS system is described in 

this chapter along with a summary of the receivers suitable for use in attitude 

determination systems. The GPS observation equations applicable to attitude 

dôtermination and their error sources are described and linear combinations of the 

observation equations are derived. 

3.1 System Description 

GPS is a satellite based radio navigation system designed for all weather use, 24 hours a 

day. Designed for the US military, its primary function is to provide position, velocity 

and timing information to troops. Civilian users have had access to the system since the 

late 1970s and the number of users and applications have grown steadily, so that currently 

the number of civilian users far exceed the military users (NRC, 1995). Nevertheless, the 

system remains primarily a military system operated and controlled by the US 

Department of Defense (DoD). 
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GPS currently consists of 24 operational Block II satellites orbiting approximately 20,051 

km above the Earth. The orbit planes are inclined 55° with respect to the equator and 

each satellite has a period of one half of a sidereal day. Each satellite continuously 

transmits radio navigation data on two carrier frequencies, the Li carrier at 1575.42 MHz 

and the L2 carrier at 1227.60 MHz. The carrier frequencies are derived from onboard 

frequency standards which generate the fundamental L band frequency of 10.23 MHz. 

The broadcast by the satellite is a spread spectrum signal and each satellite modulates the 

carriers with two unique pseudorandom noise (PRN) codes. The Li carrier is modulated 

with the clear/acquisition code (CIA-code), the precise code (P-code), and data message, 

while the L2 carrier is only modulated with the P-code and data message. Civilians have 

full access to the P-code, hoWever when antispoofing (AS) is activated, the P-code is 

replaced by the military-only Y-code. In addition to the PRN codes, the Li and L2 

carriers are also modulated with the data message which contains the satellite ephemeris, 

ionospheric modelling parameters, status, system time, and satellite clock information 

(Hofman-Wellenhof et al., 1994). .The GPS system provides users with a variety of 

observations, including pseudoranges derived from the C/A-code and P-code, and carrier 

phase observations of the Li and L2 carriers. However, we are primarily interested in the 

measurements made by low-cost OEM boards, which at the present time only provide 

single frequency, Li derived measurements. 

3.2 GPS Receivers 

A wide variety of GPS receivers are currently available, from inexpensive handheld units 

to expensive dual frequency geodetic receivers. Receivers suitable for use within GPS 

attitude systems can be divided into two classes. The first class contains those dedicated 

receivers designed specifically for attitude systems which typically feature a single 

oscillator and either dedicated satellite tracking channels, as is the case with the Ashtech 

3DF system (Ferguson et al., 1991), or fast multiplexing channels as is the case of the 

Trimble TANS Vector (Krucyznski et al., 1995). The use of a common local oscillator 

within the dedicated receivers results in the ability to theoretically make use of single 
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difference observations (the biases associated with the common receiver clock cancel 

out), which have a lower noise than double difference observations. However residual 

receiver clock biases (line biases) still exist between antenna banks, necessitating special 

treatment or calibration to remove the line biases. The biases can be caused by different 

antenna cable lengths and different RF section delays related to each antenna (Lu., 1995). 

In some cases double differencing is used to remove the line biases, thereby cancelling 

the advantage of a common oscillator. 

A summary of the specification and costs for currently available dedicated receivers is 

given in Table 3.1. 

Table 3.1 - Summary of Dedicated Attitude GPS Receivers 

Specification Ashtech 3DF Trimble TANS Vector 

Channels 24 (6 channels per antenna) Effective 24 

Tracking Parallel, Li C/A-Code Multiplex, Li C/A-Code 

Number of Satellites 

Tracked 

6 6 

Physical 195 x215 x99 nun, 2.5 kg 127x207x56 mm,.1.4 kg 

I/O RS-232, 2 Hz RS-422, 10 Hz 

Power 10 - 36 VDC, 18 Watts 10-40 VDC, 7.5 Watts 

Environment -20° to +55° C 4O0 to +500 C 

Antenna Type Microstrip Microstrip 

Accuracy (RMS) 

Hdg: Pitch: Roll 

0.13°: 0.23°: 0.23° 

1 metre baseline 

0.30°: 0.30°: 0.30° 

1 metre baseline 

Cost in US Dollars $39,000 $20,000 - $25,000 
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The second class of receivers used within attitude systems are "off-the-shelf" OEM 

receivers capable of carrier phase and pseudorange measurement output. The non-

dedicated OEM receivers typically integrated within the attitude systems feature 6 or 

more channels with dedicated tracking of a single satellite on each channel. These 

receivers are designed to be the building blocks of a variety of positioning, attitude, and 

timing systems and as such are versatile and can be deployed for applications other than 

attitude'determination. However, the price to be paid for such versatility is that each 

receiver has a separate clock bias which must either be estimated or removed through 

differencing. As we will see later, the disadvantage of differencing is the reduction in the 

number of observation equations and an increase in observation noise. Either way, there 

are fewer degrees of freedom in the attitude estimation when non-dedicated receivers are 

used in the attitude system unless the non-dedicated receivers can track more available 

satellites. Nevertheless, their price, availability and versatility is appealing, and for these 

reasons the non-dedicated design was chosen for the system developed here. The 

specifications and cost for available, non-dedicated GPS receivers suitable for integration 

into attitude systems is given in Table 3.2. The selection of receivers was limited to 

single frequency, Li, C/A-code parallel channel single board receivers capable of 

providing pseudorange and phase data at rates of 1 Hz or faster. The single frequency Li 

GPS receiver is adequate for attitude determination, whereas for high-accuracy 

positioning applications, dual frequency receivers with their higher unit cost are 

becoming more common. The ability to directly determine ionospheric refraction while 

using dual frequency receivers is not necessary with attitude determination given the 

relatively short baselihes. In addition the short baselines, which are usually of known 

length, allow the Li double difference phase ambiguities to be resolved without resorting 

to a second frequency and wide-laning. 

The output rates of many of the non-dedicated receivers rival those of the dedicated 

receivers and most non-dedicated receivers can track more satellites. In addition, many 
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of the non-dedicated receivers are capable of tracking more available satellites than the 

dedicated receivers. 

Table 3.2 - Summary of Non-Dedicated GPS Receivers For Attitude Systems 

Specification Ashtech 

G12 

Leica 

GPS 

Engine 

Motorola 

VP Oncore 

NovAtel 

3151 

Trimble 

DSM 

Channels 12 6 8 12 8 or 12 

Physical 

Dimensions 

(mm) 

167x100 

Euro Card 

126x161 100x70 167x100 

Euro Card 

167x100 

Euro Card 

I/O RS-232 

20 Hz 

TTL 

1 Hz 

RS-232 

1 Hz 

RS-232/422 

20 Hz 

RS-232 

2,5, 10 Hz 

Power ±5 VDC 

1.4 Watts 

±7 VDC 

1.7 Watts 

±5 VDC 

1.6 Watts 

5 VDC, 

±12VDC 

5.0 Watts 

5 VDC 

2.5 Watts 

Environment -40'/70'C -20'/ 700C -30' /85' C 0° / 70° C 4O0 / 70° C 

Acceleration 20g > 3g 4g 4g N/A 

Cost in US 

Dollars 

$2,495 $1,500 $1,200 

. 

$3,495 $2,000-

$3,000 

In this research, the 10 channel NovAtel 2151R was used because of its availability. 

NovAtel has replaced the 2151 R with the 12 channel NovAtel 315 1R receiver. 

3.3 Observation Equations and Error Sources 

The GPS receivers used in this research to construction the real-time GPS attitude system 

provide two primary types of observations. The Motorola OncoreTM (Motorola, 1994), 

the Leica GPS Engine TM (Magnavox, 1991), and the NovAtel 2151TM (Fenton et al., 1991) 

are capable of providing Li C/A-code pseudorange observations and Li carrier phase 
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observations. All three employ a Phase Lock Loop or as it is sometimes referred to, a 

Costas Loop (Van Dierendonck, 1994), to provide carrier phase measurements. Both the 

UPS Engine 1M and OncoreTM provide pseudorange and phase measurements at a rate of 

1Hz, while the 2151 TM is capable of providing the raw measurements at 10 Hz. In 

addition, each of these three receivers is capable of internally computing position and 

velocity from the raw observations. Since each of the receivers used in the GPS attitude 

system are fully capable of computing position and velocity, the position solutions from 

the reference receiver of the attitude system were used within the attitude software rather 

than performing the position computations oil the PC. A brief discussion of the UPS 

pseudorange and carrier phase models and their error sources is given in the following 

two sections. The emphasis will be on their role within a UPS attitude system for attitude 

determination rather than position or velocity determination. 

3.3.1 Pseudorange Observations 

The pseudorange model for one of the attitude receivers and a satellite j at epoch tk is 

illustrated in Figure 3.1. Letting a represent a receiver, the pseudorange model can be 

written as (Lachapelle, 1992): 

p = P + dp + dPsa + c(dti - dT )+ d n + d trop + 8 io (prx)+ 8(60.1t),it)' 

where pa 

PM 

dp 11 

dPsa 

dt 

dTa 

d ion 

3.1 

• . . is the pseudorange measurement made from receiver a to 

satellite j at tk (m), 

• is geometric range from antenna a to satellite j at tk (m), 

• . is nominal broadcast orbital error (m), 

is the error due to selective availability (SA) (m), 

• . . is the satellite clock error (m), 

• . . is the receiver clock error (m), 

• . . is the ionospheric delay (m), 
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d trop 

s(p x) 

and 

• is the tropospheric delay (m), 

• is the error in the pseudorange measurement due to 

receiver noise (m), 

• . is the error in the pseudorange measurement due to 

multipath (m). 

The geometric range equation expressed in terms of Earth-fixed coordinates is: 

P =r —r= x1_x)2 +(y Ya) +(z-' _z)2J 
3.2 

where r . . . is satellite position vector referenced to the Earth-fixed 

frame computed using the broadcast ephemeris at epo'ch 

tk (m), 

and r • . is the position vector for antenna a referenced to the 

Earth-fixed frame at epoch tk (m). 

Figure 3.1 - Pseudorange Model 
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Error terms potentially affecting satellite position determination include those due to 

nominal or unintentional errors in broadcast ephemeris and those errors intentionally 

introduced by DoD through the possible addition of SA epsilon in the broadcast 

ephemeris. Satellite clock and receiver clock error terms represent the offset of the 

respective clocks from UPS time. A portion of the satellite clock offset is due to the 

systematic drift in the atomic clocks and can be removed using clock corrections 

contained in the satellite ephemeris. A significant portion of the satellite clock error is 

due to intentional varying of the satellite clocks through the SA dither (National Research 

Council, 1995). Other errors contained in the pseudorange model include atmospheric 

errors due to ionospheric and tropospheric delays of the UPS signal. All of the above 

errors to a certain extent can be considered as biases (Wells et al., 1986). If 

measurements at the attitude system are made in conjunction with those made at a known 

station, differential techniques are available to minimize the systematic pseudorange 

errors. If differential corrections are not available, models can help reduce the 

atmospheric error, but not errors due to the satellite clock or position due SA dither or 

epsilon (not currently implemented). All three of the UPS receivers used in the attitude 

system are capable of using RTCM 104 differential corrections to correct its pseudorange 

observations for position and velocity computations. Differencing techniques introduced 

in section 3.4 also help reduce systematic errors. With siligle frequency Li receivers such 

as those used with the attitude system, correction terms can be used to remove 

approximately 50% of the ionospheric delay and most of the tropospheric delay leaving 

approximately 7 m of ionospheric error and 0.7 m of tropospheric error in the 

pseudorange (National Research Council, 1995). SA errors in a non-differential corrected 

pseudorange are approximately 24 m, while non-SA induced satellite clock and 

ephemeris errors are approximately 3.6 m (ibid.). The receiver block offset along with 

the position of antenna 1 can be estimated provided that at least four pseudorange 

observations are available. 
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Random effects due to the orbital, clock, and atmospheric errors along with errors due to 

receiver measurement noise and systematic effects which are not common such as 

multipath can not be removed through differential corrections or models. Lachapelle et 

al. (1992) places receiver measurement errors at 1 to 3 in for CIA code receivers while the 

National Research Council (1995) gives a figure of 0.6 in. Fenton et al. (1991) gives a 

value of 6 cm for the receiver measurement error from a narrow correlator receiver such 

as the NovAtel 2151TM. Pseudorange multipath can reach 10 in (Lachapelle et al., 1992), 

with an average figure of 1.2 in given by the National Research Council (1995). 

3.3.2 Phase Observations 

The carrier phase model for a receiver a and a satellite j at epoch tk can be written as, 
(Lachapelle et al., 1992): 

= p +dp 11 +dP sa +c(dti —dTa)+2N —d'0 +d 0 +E(I)+C(t m it), 

where cI . . . is the carrier phase measurement made from receiver a to 

satellite  attk, 

N Ja . . . is the carrier phase ambiguity, 

.. is the error in the carrier phase measurement due to 

receiver noise, 

and 8((I)muit) ... is the error in the carrier phase measurement due to 

multipath. 

3.3 

Carrier phase measurement errors due to receiver noise vary from less than 1mm to 10 

mm, while .errors due to multipath are less than 5 cm (ibid.). In contrast to the 

pseudorange measurement and multipath errors, those for the carrier phase are 

significantly smaller making it advantageous to use the carrier phase as the primary 

observation in the attitude system. Loss of lock on the carrier phase by the receiver due 

to high multipath and/or signal blockage can result in the need to periodically recalulate 
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the ambiguity term. Incorrect computation of the ambiguity can lead to erroneous 

attitude determination and significant research throughout the GPS community has been 

performed to solve this problem. Chapter 5 will expand on one method used for 

ambiguity resolution. 

Critical for accurate attitude determination is the antenna phase stability. The phase 

model assumes that the antenna act as a single point source, whereas in reality there are 

deviations from the ideal due to a nonspherical phase response of the antenna element and 

case mounting point offsets (Tranquilla and Colpitts, 1989). Essentially the measured 

phase from the same signal coming in at a different elevation or azimuth will be different. 

A 1mm deviation in antenna receiving phase characteristics can result in a potential 

deviation of 2.5 mr'ads in attitude over a 40cm baseline. To minimize the effect of phase 

centre instability, the same antennas for the array should be used and they should be 

oriented in the same direction. In addition, the baseline between antennas should be kept 

as long as feasible. Tranquilla and Colpitts (1989) recommend mapping the phase 

characteristics of each GPS antenna through a grid of azimuth and elevation angles. The 

resulting grid could then be used as a lookup table to correct the phase measurements 

based on azimuth and elevation to the satellite. 

The use of large ground planes, such as was used in this research, can also affect phase 

centre stability. Ground planes are used to limit the antenna response to reflected signals 

from below the antenna horizon. Tranquilla and Colpitts (1989) point out that this trait is 

always achieved through phase interference of the edge-diffracted waves from the edges 

of the ground plane. This effectively forms a large distributed antenna. However, the 

phase interference that produces the desired amplitude pattern null at the horizon will also 

cause phase interference throughout the remainder of the observation region of the 

antenna. Large phase variations can result from the phase interference. 
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3.4 Differenced Observations 

Linear combinations of GPS observations can be advantageous for relative positioning 

applications such as UPS attitude systems. Differencing is one effective technique for 

combining observations between receivers and between satellites to take advantage of the 

correlation of satellite clock, receiver clock, satellite orbit, and atmospheric propagation 

errors to improve relative positioning accuracy (Wells et al., 1986). For this attitude 

determining application the pseudorange and carrier phase double difference between 

receiver and satellites is used. The primary observation is based on the carrier phase 

double difference because of its significantly better observation accuracy than the 

pseudorange double difference. The pseudorange double difference is used primarily to 

provide stability to the attitude filter during start-up when the, carrier phase double 

difference ambiguity has not yet been resolved. This can be particularly effective when 

using a narrow correlator receiver such as the NovAtel 2151 TM with its 10 cm 

pseudorange measurement error. 

3.4.1 Single Difference Observations 

There are two types of single differences that help reduce pseudorange and carrier phase 

observation errors: the single difference between two receivers observing the same 

satellite, and the single difference between two satellites, observed by the same receiver. 

Figure 3.2 illustrates the carrier phase single difference between two of the four receivers 

of the attitude system. The single difference between receivers is of most interest here. 

In the next section the single differences between receivers will be differenced again for 

different satellites to form the double differences. The differencing concepts are the same 

for pseudoranges as they are for carrier phase observations. 
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Figure 3.2 - Between Receivers Single Difference 

The single differences for pseudoranges between two receivers, 1 and 3 to a GPS satellite 

j are formed by subtracting the pseudorage observation from receiver 1 (reference 

receiver) to satellite j from the pseudorange observation from receiver 3 (remote receiver) 

to satellite j (equation 3.1). Letting a represent the reference receiver and 13 represent the 

remote receiver, the between receiver pseudorange single difference takes the form 

APap J =(Pi—P) 

= [pi + dpj + c(dt-' - dT )+ di J,,,,, Irop + s(p)] 

—[ (' )  +6 a a I-Pa 01 

3.4 

with the denoting a single difference between receivers. Equation 3.4 can be rewritten 

as 

zp4 =(p —p)+(dp _dp)_c(dI _dTa) 

+(dj i0l - )+ (d 0 - di tropot )+ s(p), 

or expressed as a difference 

3.5 
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Api = Api + dp —cMT + + M 
10,,ap tropa3 

3.6 

where dp . . . is the orbital error remaining after differencing which is 

approximately 1 ppm of the distance between antenna 1 

and 3. 

The single difference for carrier phase observations between two receivers, 1 and 3 to a 

UPS satellite j are formed by subtracting the carrier phase observation from receiver 3 to 

satellite j from the carrier phase observation from receiver 1 (reference antenna) to 

satellite j (equation 3.3). Letting a represent the reference receiver and P represent the 

remote receiver, the between receiver carrier phase single difference takes the form 

_(i_cIi) 

= [pi + dp J + c(dti - d )- + + s (0)] 

—[pt + dpi + c(dt - dTa ) + + e(t)] 

which can be rewritten as 

— (d• , ton - dj )+ (dfrop - d;opa )+ S (iWi), 

or expressed as a difference 

—Ad +Ad + Act 00 aP+ Adp - cAdTa + tropa c(Act') 

3.7 

3.8 

3.9 

Examining equation 3.9 reveals that by single differencing between receivers, the satellite 

clock offset term can be eliminated. In addition, given the short baselines typical of an 

attitude system, the residual ionospheric and tropospheric refraction effects are negligible. 

The single difference between receivers assumes that measurements are made 

simultaneously amongst the system GPS receivers. However, with non-dedicated UPS 

receivers the measurements are not simultaneous. Most OEM UPS receiver allow the 
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user to specify that the receivers clock be steered to GPS time. However, the accuracy of 

the receiver clock steering are affected by the stability of the receiver clock and the 

accuracy of the last time estimation. As a result the measurements between receivers can 

be as far apart as 1 msec (Motorola OncoreTM). To mitigate the error that can result, 

measurement transmit times and thus satellite coordinates are calculated independently 

for each receiver. Care must be exercised when estimating attitude o insure that the 

correct set of receiver dependent satellite coordinates are used. 

The single difference between different satellites for the same receiver is illustrated in 

Figure 3.3. 

Figure 3.3 - Between Satellites Single Difference 

The single difference for carrier phase observations between two satellites i and j to a 

GPS receiver 1 are formed by subtracting the carrier phase observation from receiver 1 to 

satellite i (reference satellite) frãm the carrier phase observation from receiver 1 to 

satellite j (equation 3.1). Letting a represent the receiver, the between satellite carrier 

phase single difference model takes the form 
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3.10 

= [p j + dp j + +tj — d7o, )+ +d' + s ((D)] a ions trop, 

- [p' + dp + c(dt' - dTa )+ JtJl - d1 + di',.opa + (t)] a iona 

where V denotes a single difference between satellites. Equation 3.10 can be rewritten as 

V =p Cc cc 

- (di - d' )+ - d:.0 )+ !Ot1 lona 

or expressed as a difference 

= Vp +Vdp +cVdtui + 2VN —Vd' +Vd' + 
a '0 a tropa  

3.11 

3.12 

Examining equation 3.12 shows that by single differencing between satellite, the receiver 

clock offset terms are eliminated. By combining the concept of single differencing 

between receivers with the concept of ingle differencing between satellites we obtain 

double differencing. 

3.4.2 Interferometric Observation 

An alternate means of expressing the between receiver single difference is to use the 

interferometric model. While similar to the single difference model, certain assumptions 

can compromise accuracy over longer baseline lengths. However, the interferometry 

model will prove useful later, when we wish to express the differenced models in terms of 

the quaternions. GPS interferometry uses the GPS carrier as the radio signal and assumes 

that its wave front is a flat rather than spherical surface. This assumption is valid only if 

the distance between the antenna array and GPS satellite is far greater than the distance 

between the array antennas. Figure 3.4 illustrates the concept of interferometry. 
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Figure 3.4 - GPS Interferometry 

By assuming that the GPS carrier signal has a flat wave front, it follows that a vector 

from the reference antenna to the satellite is parallel to a vector from the remote antenna 

to the satellite. Given the geometry illustrated in Figure 3.4, the difference in range 

between a measurement arriving at the reference antenna and one arriving at the remote 

antenna is approximated by taking the vector dot product of the vector ra from the 

reference antenna (a ) to the remote antenna (13 ) and the unit vector e from the remote 

antenna (13 ) to the satellite (j) to represent the range difference (Brown et al., 1982) 

I - I P - 13 Pa • e. 3.13 

Simulations were performed using different baseline lengths to test the accuracy of the 

approximation in equation 3.13. Table 3.3 shows the results of the simulations. The 

interferometric approximation appears to give satisfactory results for baseline lengths up 

to 100 in, which is more than adequate for most attitude determination applications. 

Clearly beyond 100 metres, the interferometric approach introduces significant errors to 

the single difference model, and the range differencing approach is preferred. 
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Table 3.3 - Interferometric Approximation Error 

Baseline Length Interferometric Error 

2m 1.0x10 7m 

100 in 0.000247m 

1,000 In 0.0247 m 

10,000 m 2.476 in 

50,000 m 273 m 

100,000m 19737m 

The unit vector ej for satellite j can be written in terms of Earth-fixed coordinates for the 

satellite (j) and the remote antenna (13) 

3.14 

In equation 3.13, the antenna baseline vector is expressed in Earth-fixed coordinates. 

However, rap can be written in terms of the antenna array body frame coordinates, 

utilizing the direction cosine matrix from the body frame to the local-level frame and the 

rotation matrix from the local-level frame to the Earth-fixed frame 

r,,e, RR 

b 

3.15 
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Substituting - equations 3.14, and 3.15, into equation 3.13 and then replacing the range 

difference in equation 3.6 yields the GPS interferometry model for the pseudorange 

T 3.16 

+ Mpa0 ionap - cAdTcq3 + Adi + dpc + c(zp) 

b 

Replacing the range difference in equation 3.9 yields the GPS interferometry model for 

the carrier phase 

3.17 

3.4.3 Double Difference Observations 

The double difference between receivers and then satellites is illustrated in Figure 3.5. 

The reference satellite is "i", while the reference antenna is "1". The remote satellite is 

"j", while the remote antenna in Figure 3.5 is "3". 
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Figure 3.5 - Double Difference 

The double difference equation is formed by differencing the 'between receiver' single 

difference for satellite "i" (equation 3.6) from the 'between receiver' single difference for 

satellite "j". Letting a represent the reference receiver, and 3 represent the remote 

receiver, the pseudorange model takes the form 

VAX I10  AP. 10 A palp 

+ Mp - cAdT + Ad' + + 
,0nc43 

[AP i 0 + Adp - CAdTa + Ad' + + E 
IOflr  frop.0 (AP)] 

which can be rewritten as 

VAPY = (Ap - Ap )+ (Adp - Adp )+ (Ad - 

+(M' —M1 )+E(VAp), 1ropa3 Imp 

or expressed as a double difference 

VAPIJ = VAp + VAdp + VAd' + VAd' + (VAp). ionap tropal3 

The phase double difference is 

3.18 

3.19 

3.20 
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= &I ap - AcI ap 

' —M' +M' = + Ldp — c1.dTç + 2AT ion Irop (z()] 

' [Ap + M pp p — cLdT + — ixd, + + s (AcD)] 

which can be rewritten as 

VM = (PD — )+ (Mp - Mp )+ 2N - Na c43 j 

(Adio'np -  Adionap  • (Adofrpap - /d:ro. )+ (vt), 

or expressed as a double difference 

Vp +VMp +2V.N -v&i! +s(VzsI) 3.23 

3.21 

3.22 

In both the pseudorange and phase double difference, the dT receiver clock • term has 

cancelled out. The Vidp, Vid 0 , and trop terms are negligible for short reference - 

remote receiver distances (Lachapelle et al., 1992). The receiver noise term for a double 

difference observation is twice that for an observation that has not been differenced. 

Using the values given in sections 3.3.1 and 3.3.2 for the pseudorange and phase 

observables respectively, the receiver noise term for the double difference pseudorange 

measured by a Li C/A code receiver such as the UPS Engine TM or OncoreTM can vary 

from 2 to 6 in, while it will be approximately 20 cm for a narrow correlator receiver such 

as the NovAtel 2151 TM• The receiver noise term for the double difference phase can range 

from 6 mm to 20 mm for the aforementioned receivers. Multipath errors are also 

amplified by a factor of 2 for double difference observations if we assume that they are 

random and affect each antenna differently. Table 3.4 summarizes the residual UPS 

errors (Cannon, 1992) and their magnitude over a 1 in baseline. Clearly, the magnitude 

of the residual UPS errors are insignificant compared to receiver measurement errors and 

multipath errors. This allows us to drop these terms from the double difference equations 

when applying them to attitude determination. The non-simultaneity of reception times at 
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receivers can be another source of error if not treated properly. However, by computing 

transmit times and thus satellite coordinates independently for each receiver and by the 

careful insertion of these values in the equations the error due to the non-simultaneity of 

reception times can be reduced. 

Table 3.4 - Magnitude of Residual Double Difference GPS Errors 

GPS Error Source Residual Error (ppm) Residual Error over 1 m 

Troposphere - VLd rop 0.2 - 0.4 0.2 - 0.4 tm 

Ionosphere - VAd 0.25 - 2 0.25 - 2 tm 

Orbit (broadcast) - Vdp CEO 0.5 - 2 0.5 - 2 im 

Orbit (SA) - VAdP ij sa 
aD 

(not currently implemented) 

- - p.m 

3.4.4 Double Difference Interferometry 

Differencing two GPS interferometry models allows us to form the double difference 

interferometry model, which is illustrated in Figure 3.6. 

Figure 3.6 - Double Difference Interferometry 
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The double difference interferometric model for pseudoranges is formed by differencing a 

GPS interferometric model (equation 3.16) for satellite j from an interferometric model 

for satellite i and is 

VAP ii =—e TR' I b 

where 

I, 
—e = 

) 

+ Vdp + Vid + VL ij doPD + 

P1!; PO 
— (v' —y13) Q ii) 

P1!; P3 
—(z1 —z) (z'—z) 

PP, PP 

3.24 

3.25 

The local-level to Earth-fixed frame rotation matrix R is given in equation 2.32, and the 

body frame to local-level frame direction cosine matrix Rlb is given in equations 2.40, 

and 2.17 in terms of the Euler angles and quaternions, respectively. 

The double difference interferometric model for carrier phase observations is 

VA = —e TRR, 

b 

+ VAdp + 2VAN - VAd + VAd + c(ViX). 

3.26 
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CHAPTER 4 

ATTITUDE DETERMINATION 

Attitude determination using non-dedicated GPS receivers relies on either the double 

difference carrier phase model, or the double difference interferometry model. The 

double difference carrier phase model familiar in static and kinematic positioning is 

typically used in baseline based attitude determination systems. These systems estimate 

the baselines in the Earth-fixed coordinate frame, and then the attitude parameters are. 

either directly determined or in the case of redundant information, estimated using the 

baseline information. However, for the direct estimation of the attitude parameters from 

the double differences, the interferometry model provides us with a clearer approach. 

Advantages of either approach include: the greatest potential for accuracy, the absence of 

satellite and receiver clock states, the elimination of atmospheric terms for short 

baselines, unnecessary to model line biases, and being expressible in terms of the, 

quãternions. Disadvantages include: the need to estimate ambiguity terms, the correlation 

amongst the observations, and the increased measurement noise associated with the linear 

combination of measurements. 

A discrete Kalman filter is used to estimate the quaternions and rotation rates, along with 

their associated variances. There are a number of advantages to using a discrete Kalman 
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filter over other estimators including the epoch-by-epoch least squares technique. The 

Kalman filter provides for the estimation of rotation rates and provides a rigorous 

technique for the propagation of the states and their variances forward in time; an 

important feature for applications where real-time display of the vehicle attitude is 

necessary. In addition, the discrete Kalman filter provides a means for the integration of 

a variety of sensors including inertial sensors such as rate gyros. Also, quality control 

techniques such as innovations testing are available when using the discrete Kalman 

filter. Disadvantages include: increased complexity and computational burden, a 

potential for poor performance if the kinematic modelling is incorrect or incomplete, and 

difficulty in the initial tuning and the requirement to retune the filter for different 

dynamic applications. 

In this chapter, the discrete Kalman filtering algorithm is outlined and kinematic models 

for the quaternion parameterization are developed. A Kalman filter transition matrix, 

process noise matrix and design matrix unique to this research will be developed. The 

linearized double diffçrence interferometry model as it applies to attitude determination 

will also be developed. Quality control for real-time Kalman filtering will be discussed. 

The propagation of quatemion variance-covariance matrix to Euler angle variance-

covariance matrix unique to this research is also developed. 

4.1 Kinematic Modelling and Attitude Dynamics 

The angular movement of the attitude system antenna array can be modelled using either 

our knowledge of the forces causing the movement or the measurement of the movement 

in a given three-dimensional coordinate system (Schwarz et al., 1989). The former 

modelling method is referred to as dynamic modelling and relies on Newton's second law 

of motion, while the later is referred to as kinematic modelling and is the study of motion 

regardless of the forces that bring about that motion (Wertz, 1978). With vehicle attitude 

determination using GPS, we are not measuring the forces which are acting on the 

antenna array, rather the measured quantities describe the attitude and change in attitude 
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of the array. For this reason, kinematic modelling is relied upon to describe the rotation 

of the array over time with respect to the local-level coordinate frame. 

Kinematic modelling relating the antenna array attitude at time epochs tk and tk+1 can be 

described by a set of first-order differential equations specifying the time evolution of the 

quaternions. Wertz (1978) derives the general attitude motion equations for the 

quaternions assuming a constant rotation rate over an infinitesimal time At such that 

q+1 = q + q At, 4.1 

where q = [q.1 , q2 , , q] T and the quaternion differentiated with respect to time is 

approximated by 

.1 
q=qk , 

with the skew symmetric form of the body rotations about the reference frame as 

0 W O) O), 

- CD i 0 W 

W, - (Ox 0 CO Z 

-CO X -W -COt 0 - 

and co = [co cc) Y 0) T the angular velocity of body rotation. 

4.2 

4.3 

The constant angular velocity form of the kinematic model is obviously an 

'approximation, since in order to completely model the kinematics of the attitude array 

higher orders of time differentiation are also required. However, the constant angular 

velocity model will have sufficient accuracy for applications where the dynamics of the 

vehicle are low (ships, land vehicles, mapping aircraft) or the measurement interval is 

short. 
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This section provides a unique kinematic model adequate for low dynamic attitude 

determination applications using quaternions, while section 3.4.4 provided the 

measurement models relating GPS double difference phase observations and quaternions. 

A method of combining the kinematic attitude model and the discrete, noisy GPS 

measurements is required such that we can rigorously relate time and attitude while also 

estimating the accuracy of the attitude. The state-space model is one such method that 

models the deviations of q and q from a reference attitude q0, ic by the first order 

differential equation 

i=Fx+w, 4.4 

where 

and 

X ... is the state vector which models the attitude deviations, 

is the time derivative of the state vector, 

F . . . describes the system dynamics, 

w . . . is the system noise caused by modeling imperfections. 

Exploring the similarities between equations 4.4 and 4.2 leads us to note that for 

quaternions, the dynamics matrix can be approximated by 

4.5 

2 

The measurement model that allows us to relate the discrete epoch-by-epoch GPS 

measurements with the state vector is 

where 

and 

4.6 

• . . is the vector of observations at time tk, 

• is the mathematical model relating the state vector x and 

the observation vector 1. 
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The double difference interferometric models for the carrier phase and pseudorange 

presented in Chapter 3 are non-linear and not explicit in terms of x, the unknowns. In 

order to solve for the unknowns using either least squares, or Kalman filtering, the 

models must be linearized. In the case of the double difference interferometric models, 

they are explicit in 1, the observations, making them parametric. Linearized, equation 4.6 

takes the form 

k + rk = 4.7 

where Ak . . provides the linear connection between the states and the 

observations, 

and rk . . .is the measurement noise with covariance C1. 

Estimation of the state vector x utilizing the measurement model and the kinematic model 

can be accomplished using Kalman filtering. The design matrix A for the double 

difference interferometric models will be given following the Kalman filtering section. 

4.2 Kalman Filtering 

Kalman filtering has been used extensively for kinematic positioning in real-time and 

post-mission applications during the past three decades. It provides a recursive method 

for the determination of trajectory, and attitude by permitting the integration of a wide 

variety of navigation sensors and the rigorous propagation of system covariances. Gelb 

(1974) along with Brown and Hwang (1992) both give the derivation of the discrete 

Kalman filtering equations and hence they will not be included here. Instead, within this 

section we will present a summary of the common discrete Kalman filtering principles 

and equations used for discrete time linearized kinematic systems. 

The Kalman filter equations for predicting the states and their associated covariances 

from time tk to tk+1 using the kinematic model are 
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where 

and 

- (Ti "(+) 
Xk+l - kXk 

- cb CciT + C V k, ''x,k+l - k x,k k 

O k 

cx 

• is the transition matrix evaluated with information 

available at time tk, 

• . . is the coväriance matrix of the state vector, 

• . . is the covariance matrix of the system noise. - 

4.8 

4.9 

The transition matrix can be approximated from the dynamics matrix F by (Gelb, 197,4) 

At F 
k 

provided that F can be considered time invariant. Expanding equation 4.10 yields 

Go At T u 
k 

u.O u! 

If it is sufficiently small, equation 4.11 can be approximated by 

where I is an identity matrix of size u by u with u being the number of states. 

4.10 

4.11 

4.12 

The Kalman filter update equations for updating the states and their • associated 

covariances using the discrete measurement model at time tk+lare 

=x +K k+I (l k•l - A k•lxk+l ) 

c x,k+1 = (I — K k+IA k+l)C +l , 

K = CH AT A AT + C1k+1), k+1 x,k+1 k+1 k+1 x,k+1 k+1 

where Kk+l is the Kalman gain matrix. 

4.13 

4.14 

4.15 
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4.3 Kalman Filtering for Quaternion Based Attitude Estimation 

The state vector for a quaternion based attitude system contains corrections to the 

quaternions, corrections to the body angular velocities, and corrections to the double 

difference phase ambiguities. The state vector takes the form 

x= 

Sq1 

Sq2 

8% 

Sq4 

30 y 

SN1 

4.16 

where SN is the correction to a double difference ambiguity, with one correction for each 

ambiguity 1 to j not yet resolved. When the double difference ambiguities are resolved, 

the corresponding ambiguity correction states will be removed from the state vector. 

Expanding equation 4.5 and factoring with respect to the states yields the quaternion 

portion of the dynamics matrix F. A random-walk or Wiener process (Brown and 

Hwang, 1992) will be used to model the dynamics for the angular velocity and double 

difference ambiguity states 
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F= 

0 0 0 0 q4 —fq3 q2 0 

o o 0 0 q3 q4 — q1 0 

o 0 0 0 — q2 q1 q4 0 

0 0 0 0 —q 1 —q2 —q3 0 

0 0 0 0 0 0 '0 0 

0000 0 0 0 0. 

0000 0 00 0. 

0000 0 0 0 0. 

0 

0 

0 

0 

.0 

.0, 

.0 

.0 

0000 0 0 0 0  

where F, the dynamics matrix is a u by u matrix. 

4.17 

The corresponding transition matrix is approximated using equation 4.12. Following the 

substitution of equation 4.17, the u by u transition matrix is of the form 

k+I,k = 

1 0 0 0 q4 t —q3zt q2 t 0 

0 1 0 0 q3it q4Lt —q1 t 0 

0 0 1 0 —q2 t q1At q4 t 0 

0 '0 0 1 ---q1 t —q2tt --q3zt 0 

0000 1 0 00 

0000 0 1 0 0 

0000 0 0 1 0 

0000 0 0 0 1 

0 

0 

0 

0 

0 

0 

0 

0 

0000 0 0 0 0 . . 1 

4.18 

A constant angular rate model is used to model the kinematics of the attitude system. The 

system will be subject to periodic angular accelerations and the deficiency in the constant 

angular velocity modelling will have to be accounted for in the process noise matrix. 
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Assuming a constant At, the process noise matrix C can be obtained by integrating the 

spectral density matrix of the system noise (Gelb, 1974) (Schwarz et al., 1989) 

At 

C = Jct)k,I,k (t)Q(t)'k+I,k (t)dt, 

where Q is the u by u spectral density matrix of the system noise. 

The spectral density matrix is 

0 0 0 0 0 0 0 0 . . 0 

00000 0 0 0.. 0 

00000 0 0 0.. 0 

00000 0 0 0 .. 0 

0000S0, 0 0 0.. 0 

Q= 0 0 0 0 0 SO 0 0 . . 0 

0 0 0 0 0 0 SCO 0 . . 0 

00000 0 0 SN. 0 

0 0 0 0 0 0 0 0 . . SN -

4.19 

4.20 

where S .. .is the spectral amplitude for the angular velocity random 

process, 

and SN . . . is the spectral amplitude for the double difference 

ambiguity random process. 

The covariance matrix for the process noise C is formed by substitution of equations 

4.18 and 4.20 into equation 4.19 and integrating. The resulting process noise matrix is 

- [c(1,1) C (1,2) 

- [c (2,1) 1 c (2,2) 
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The four portions of the process noise hypermatrix are 

s(q +q +c 

12 

- 

- Sq4 At2 

-Sq3 At2 

S(q2 At2 

0 

0 

• Sq4 At2 

-LS q3 At2 
4 (o-S 0q2 At2 

-Sq1 At2 

Sq3 At 

Sq4 At2 

-Sq1 At2. 

0 

0 

-Sq3 At2 

Sq4 At2 

Sq1 At2 

—7 IS At2 

SO) At 0 0 

o S. At0 

o 0 S0) At 

C..(22)= 0 0 0 

-Sq2 At2 

Sq1 At2 

is q4At2 

0 

0 

0 

SN At 

-+S 0q1 At2 

-TI At2 

-S ()q3 At2 

0 

0 0 

Sq2 Af2 0 

-S 0q1 At2 0 

Sq4 At2 0 

-Sq3 At2 0 

0 

0 

0 

0 

0 

0 

0 "0 0 0 0 0 SNAt 

0 

0 

0 

0 

4.22 

4.23 

4.24 

4.25 

The observation vector I for an filter update with double difference interferometric phase 

observations measured during one epoch is of the form 
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(obs) - (predicted) 4.26 

VLct (obs) - (predicted) 

1= 

VI (obs) - (predicted) 

The elements of the observation vector / are the differences between the observed and 

predicted double difference interferometric phases. The predicted values are computed 

using equation 3.26, with the satellite coordinates calculated from the broadcast 

ephemeris. The coordinates for each of the four GPS antenna are computed using the 

predicted quaternion states. The quaternions are converted to a direction cosine matrix 

using equation 2.17, following which the Earth-fixed frame coordinates of the antenna are 

computed from the body frame coordinates using equation 2.78. 

The design matrix A for an update using the double difference interferometric phase 

observations from one epoch is of the form 

NAIVO NAVO 5'7 

all 4 
ck avk 5ck aVA(Vk 

a1, a12 aba4 K k 
A= ap 

. .. . o 
0 

0 

  0 0 0 0 0 

4.27 

where the partial derivatives of double difference carrier phase -V with respect to ap 

the quaternions are 
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_çJ _x) _x) 

ri vr 
avM = _(yi_ y1 )(yi_ y13) 

eq, PO 

_(z _z) (z _z) 

'-"3 p3 

eq2 

OVA(Duap = 

eq3 

avtcI ap  

eq4 

PO PO, 

PP PP, 

_( —xe) (x --x6 

I 

T 

T 

T 

R 5R b 

eq, 
b 

eR' X '3 

Re  Y13Yc 
eq2 

RaRb 
5q3 

RJ 
eq4 

X13 —X 

_Zi3 - Z -b 

b 

4.28 

4.29 

4.30 

4.31 

The partial derivative of Rlb with respect to the quaternions is obtained by taking the 

partial derivatives of the transpose of equation 2.17 
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5q1 

aRt, 

aq2 

aq3 

2q 1 2q2 2q3 - 

2q2 —2q 1 —2q4 

2q3 2q4 —2q 1 

—2q2 2q 1 2q4 

2q1 2q2 2% 

—2q4 2% —2q2 -

-2q3 —2q4 2q1 

2q4 —2q3 2q2 

2q1 2q2 2q3 

2q —2q3 2q2 

aRb 2% 2q4 —2q1 

—2q2 2q1 2q4 - 

4.32 

4.33 

4.34 

4.35 

The partial derivatives of double difference carrier phase VAVI with respect to the ao 

double difference interferornetry phase ambiguities are 

aVA(DU 
-1 

Ô2VLN 

where the ambiguity term VM1 has been converted to metres. 

4.36 

Since we consider the double difference observations from one epoch uncorrelated, it is 

possible to update the Kalman filter with one measurement at a time. By ignoring the 

correlation between the double difference observations, the covariance matrix for the 

observations is diagonal. However, ignoring the correlation amongst the double 

differences will increase the accuracy estimates. Processing one measurement at a time 

reduces the design matrix A to a single row, with u columns, where u is equal to the 

number of states. Processing observations one at a time improves the efficiency of the 

computations. The Kalman filter update equations require an inversion of a square matrix 
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of size n, where n is the number of observations. If we process the observations one at a 

time, we are only required to take the inverse of a scalar rather than the potential 

inversion of 16 x 16 matrix (i.e. observing 6 satellites on each of four receivers = 15 

double differences and 1 quaternion constraint equation). Assuming that we are using the 

strategy of processing observations one at atimé, the double difference phase observatioii 

vector 1,, design matrix A and the covariance of the' observations C1 are of the form 

i = [v (obs)— V (predicted)] , 4.37 

A = evL\& eVA OVLW evzI 

eq, eq2 0q3 eq4 

c1=[] 

0 0 0 1 0' o] 
4.38 

4,39 

The observation vector 1, design matrix A and covariance C1 for a filter update with 

double difference interferometric pseudorange observations are of the form 

/ = [Vp (obs) - Vp (predicted)] 

A = [ L  evLp 0 CEO avp ôVpOtA eVzpap 

eq, eq2 eq3 
00000., o] 

4.40 

4.41 

4.42ap 

where the partial derivatives of double difference interferoinetric pseudoranges Vtp 

with respect to the quaternions are identical to those for the double difference 

interferometric phase in equations 4.2 8, 4.29, 4.3 0, and 4.31. 

The double difference phase observations will provide the highest accuracy, but the 

double difference pseudorange observation provide some stability to the filter, since they 

do not have an ambiguity state. 
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From equation 2.14, it is obvious that the four quaternion states are not independent. To 

ensure that a singularity does not occur within the filter, a pseudo-observation is added at 

each measurement epoch to account for the dependency. The observation vector 1, 

design matrix A and covariance C1 for a filter update with quaternion condition equation 

relationship are of the form 

A = [2q1 2q2 2% 2q4 0 0 0 0 0 . 0] 

4.43 

4.44 

4.45 

where o is the variance for the quaternion condition equation, of sufficient magnitude to 

maintain filter stability. 

4.4 Quaternion Dilution of Precision Computation 

The Quaternion Dilution of Precision (QDOP) is an indicator of the quality of the attitude 

estimation. It is computed by first forming 

Cq= (AT Aq)' 

where Cq 

and Aq 

The QDOP is computed by 

QDOP =.Jtrace(Cq) 

4.46 

.is the 4 by 4 quaternion variance-covariance matrix 

without observation weighting, 

is the first four columns of the design matrix relating to 

the quaternions. 

4.47 
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Values determined in this research for a QDOP reflecting satisfactory attitude estimation 

quality range from 1 to 4 while utilizing 6 satellites tracked above a 15 degree elevation 

cutoff by four GPS receivers. 

4.5 Quality Control 

Outlined above are estimation techniques that can be used for real-time attitude 

determination. However, testing of the dynamics and measurement models are required 

if a reliable and robust system is desired. The Kalman filter produces optimal estimators 

of the state vector that are: unbiased, have minimum variance, and have a Gaussian 

distribution (Teunissen and Salzmann, 1989). However, if the assüinptions underlying 

the model are compromised, the estimators are no longer optimal. Blunders in the 

measurements such as cycle slips or errors in the dynamic model can invalidate the 

results of the estimation. 

Quality control techniques are comprised of three steps: fault detection, fault 

identification, and recovery (FDIR) (Abousalem, 1993). Within an attitude system, we 

are primarily concerned with carrier phase cycle slips. An undetected cycle slip could 

adversely affect the attitude'estimates, yet the accuracy estimates would in some cases not 

reflect the effect of the slip. A reliable means of slip detection and identification of 

biased measurements is required. Once a slip is detected, the ambiguity resolution 

routines can be called on to redetermine the ambiguities for the measurements identified. 

Testing of the predicted residuals or innovations is a useful tool for fault detection and 

identification and is well suited to real-time applications. The innovations are central to 

this technique and represent the difference between the actual system output and the 

predicted output based on the predicted states. The innovations are computed from 

1 -I _A .(_) 
k+I k+1 k+1 k+1' 

and have a variance-covariance matrix given by 

4.48 
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A C- A 1+ CI . v,k+I 'k+1 x,k+I k+l .4.49 

The innovations are considered to have a Gaussian distribution and deviations from this 

hypothesis can be used to detect and identify blunders. The null and alternate hypothesis 

are, respectively, 

HOk+l:vk+I N(O,CVk+l)= o, 

H a k+I:vk+i - N(V k+I C V,k+1)— 0, 

4.50 

4.51 

where V, +1 is the failure vectdr under the alternate hypothesis Ha. The test statistic for 

testing H0 against Ha is 

Tk+I = V+lC+jVk+l 4.32 

where mk+lis the degrees of freedom. This test statistic can be used to perform an overall 

model test for detecting model errors in the null hypothesis. If the test fails, the faulty 

innovation can be identified using 

i (eTc;'k•lvk•l 2 
) 2(1O), 

tk+1 = eC'11e 

4.53 

where e=[O,O,O..., 1,.. .O,O]is used to pick the ith element from the innovations vector for 

testing (Gao, 1992). Failure of the local slippage test indicates a possible slippage in the 

observation, the predicted state or a combination of the two. In either case, the 

observation conespoiiding to the slippage is marked for immediate input into the 

ambiguity resolution routines. The innovations testing method proved reliable in 

detecting cycle slips of 1 cycle primarily due to the redundancy available while using of 

the direct attitude estimation approach. However, innovations testing is usually not 

capable of detecting cycle slips on more than one satellite at a time and caution must be 
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exercised. In the case of this research, ambiguity resolution was attempted on all 

observations whenever a cycle slip was detected. 

4.6 Covariance Propagation from Quaternions to Euler Angles 

While quaternions have a number of advantages for attitude computations, one of the 

main disadvantages of quaternions for attitude display is the inability of most human 

operators to re1ate them to their physical world. This is why many systems, including the 

one developed here, perform their computations using quaternions, but display the results 

in terms of Euler angles. The conversions from quaternions to Euler angles were given in 

section 2.4.2. In addition to the attitude parameters themselves, the variance-covariance 

information from the filter should also be propagated from the quaternion 

parameterization to the Euler angle parameterization. The propagation from quaternion 

covariance to Euler angle covariance is accomplished by employing the covariance law 

[Vanicek and Krakiwsky, 1986] 

= GCqGT 4.54 

where C . . . is the covariance matrix (3x3) for the Euler angle 

parameters, 

G . . is the Jacobian matrix (3x4) containing the partial 

derivatives of the Euler angle equations with respect to 

the quaternions, 

and Cq . . . is the estimated variance-covariance matrix (4x4) for the 

quaternions. 

The Jacobian matrix G is formed by taking the partial derivatives of equations 2.69, 2.76, 

and 2.77 with respect to the four quaternion parameters. It is of the form 
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G = 

6w 6w 6w 6w 
6q 1 6q2 6q 3 6q4 
30 60 60 60 

Sq 1 6q2 6q3 6q4 
ö(p 6(p 6(p ö(p 

_6q 1 6q2 3q3 6q4_ 

The partial derivatives of the Euler angles taken with respect to the quaternions are 

ow -  •-(q 3+q 2)  

6q 1 (q 3 -i-q 2)2 +(q 4 +q 1)2 

(q 4 -i-q 1) 

3q 2 (q 3+q 2)2 +(q 4 -i-q 1)2 

(q 4 +q 1) 

3q3 - (q 3 +q 2)2 +(q 4 +q 1)2 

3w 
6q 4 (q 3+q 2)2+(q 4 --q 1)2 

-(q 3 + q2) 

(q 3-q 2) 
+  

80 2q 4  

--;-= [1_4(qq3+qiq4)2] 

60  2q 3 

[i-4(q2q3 qq)2] 

+ 

(q3 q)2 +(q4 q)2 

(q 4 - q 

(q3 - q2)2 + (q 4 - q1)2 

(q 3 - 

(q 3 - 

(q 4 -q 1)  

q2) -i-(q 4 -q 1) 

(q 3-q 2) 2 

q2) +(q 4 -q 1) 

4.55 

4.56a 

4,56b 

4.56c 

4.56d 

4.57a 

4.57b 

60  2q 2 4.57c 
8q 3 = [1_4( zq 3 + qt q 4 )2 ]f 

80 = 2q 1 

3q 4 [i_ 4(q 2q3 + q1q4)2 ]-
-(q 3+q 2)  

8q1 (q3+q2)2+(q4+q1)2 

(q 3-q 2)  
2 

(q 3- q2) +(q4-q1) 2 

4.57d 

4.58a 
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(q4 +qj) 

2) +(q 4 +q 1)2 6q2 (q3 

--- (q 4+q 1) 

5 q3 -  (q 3 +q 2)2 +(q 4 +q 1)2 

6(p -(q 3 + q2) 

6q4 (q3+q2)2+(q4+q1)2 

+ (q 4-q 1) 

.(q3 - q2)2 +(q4 _q1)2' 

(q 4 -q 1) 
'2 

(q 3-q 2) +(q 4 -q 1) 

+ (q 3-q 2) 2 

(q 3-q 2) +(q 4 -q 1) 

4.58b 

4.58c 

4.58d 
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CHAPTER 5 

GPS AMBIGUITY RESOLUTION 

In order to achieve high accuracy attitude determination using GPS, it is necessary to 

determine the integer cycle ambiguities for the GPS double difference phase 

measurements. As mentioned earlier, the non-dedicated GPS receivers incorporated 

within the attitude system developed herein are capable of both code and carrier phase 

measurements. The carrier phase measurements can be made to the level of 1-10 mm, but 

only the fractional portion of the phase cycle can be measured. The integer number of 

whole cycles separating the receiver and satellite cannot be measured by the receiver and 

must be determined independently. When the phase observables are linearly combined as 

they are in the double difference, an ambiguity term still remains. The ambiguities must 

be estimated at system start-up and whenever phase lock is lost. An attitude system 

intended for kinematic applications must have an ambiguity resolution process that 

allows for determination of the ambiguities nearly instantaneously and with the antenna 

array in motion. The term 'on-the-fly' (OTF) has been coined to cover the range of 

techniques used to determine ambiguities within kinematic systems. Many of these 

techniques were originally developed for rapid static and kinematic differential phase 

positioning operations and include: the least squares ambiguity search technique 

(LSAST) (Hatch, 1989; 1991), the ambiguity function method (AFM) (Counselman and 
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Gourevitch, 1981, Remondi 1984; 1990), the fast ambiguity resolution approach (FARA) 

(Frei and Beutler, 1990), and the fast ambiguity search filter (FASF) (Chen 1993; Chen 

and Lachapelle, 1994). 

Within this research a variation of the least squares ambiguity search technique has been 

used. This method is a straight forward implementation of a well known estimation 

technique that produces rigorous and robust results. The least squares ambiguity , search 

technique LSAST method allows the system designer a high degree of flexibility to 

experiment with different search volumes with the aim of improving efficiency and 

reliability. 

Ambiguity search methods are discussed further in section 5.1. The definition of the 

search volume is crucial to the success and speed of the resolution technique, and will be 

covered in section 5.2. Techniques for forming the ambiguity combinations will be 

discussed in section 5.3. The final section within this chapter will describe the ambiguity 

combination testing techniques. 

5.1 Ambiguity Search Techniques 

The goal that ambiguity resolution techniques aim for is to determine the correct set of 

ambiguities within the shortest measurement period possible and with a minimum of 

computations. An ambiguity resolution technique intended for attitude determination 

should have the following properties: 

1. Computations should not take longer than one measurement epoch, 

2. Correct ambiguities are consistently selected, 

3. Incorrect ambiguities are never selected. 

Several of these properties conflict and here lies the difficulty in achieving reliable, 

robust and fast ambiguity resolution. A desirable, but not essential, property is for the 

ambiguity resolution technique to resolve the ambiguities using only one epoch of data. 
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In general, ambiguity search techniques resolve the ambiguities using three steps (Walsh 

et al., 1995): 

1. define a search volume, 

2. form all potential ambiguity combinations, 

3. arrange the ambiguities, -and 

4. test ambiguity combinations. 

The first step is to form the search volume. It is both desirable to have a small search 

volume to limit the number of ambiguity computations and thus computational time, and 

desirable to have a large search volume to ensure that the correct combination is included 

in the tests. Once the search volume has been defined, the second step is to form the 

ambiguity sets within the search volume and arrange them in an optimal fashion. The 

third step is to arrange the ambiguities with the goal of limiting the computations. The 

fourth and final step is the testing of the combinations and the identification of the best 

and hopefully correct ambiguity set. 

The attitude determination problem is a restricted kinematic positioning prbblem (Hatch, 

1989). The restrictions can be used to enhance the ambiguity resolution process and 

allow for solutions within one epoch. These include: 

1; shorter baseline lengths minimizing the effect of umnodelled ionospheric and 

tropospheric refraction, 

2. known baseline distances and/or body frame coordinates for the antenna array 

provide additional information, and 

3. use of measurements from auxiliary sensors such as compasses, rate gyros and 

inclinometers improve accuracy and reliability. 

The least squares ambiguity search technique (LSAST) was introduced by Hatch (1989) 

for kinematic positioning and further refined in Hatch (1991). The primary steps of the 

-technique are: 
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1. using the differential code solution, compute the approximate coordinates for the 

remote antenna, 

2. form the search volume by using a three-sigma uncertainty surrounding the 

approximate position of the remote antenna, 

3. identify the four primary satellites which have a good GDOP, with satellite 

ambiguities considered independent, 

4. the remaining satellites form the secondary satellite group, 

5. form the primary ambiguity combinations and potential solutions, 

6. compute the integer ambiguities for the secondary observations, 

7. update the sequential least squares solution with the secondary observations and 

compute the variance factor, and 

8. test the variance factor and reject any combinations with a variance factor greater 

than a selected threshold. 

Cannon (1992b) modified the LSAST for a heading system utilizing double difference 

phase observables. Antenna separation and auxiliary heading measurements (Cannon et 

al., 1992) were included to improve the efficiency and reliability of the ambiguity 

resolution method. Further refinements are made here to allow for the addition of 

another two GPS receivers and the quatemion attitude parameterization. The entire 

process for one epoch is shown in Figure 5.1. The following three sections discuss in 

more detail the ambiguity resolution process as it applies to attitude determination with a 

rigid multi-antenna array. 
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Figure 5.1 - Carrier Phase Ambiguity Resolution Flowchart 
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5.2 Defining Search Volumes 

The search volume should define the space within which the correct ambiguity 

combination will fall (Walsh et al., 1995). In the case of kinematic positioning, the 

position of the search volume origin is set to the position of the remote antenna estimated 

from the pseudoranges. While this origin has been used for attitude determination 

(Cannon, 1992b; El-Mowafy and Schwarz, 1995), another option is to use the reference 

antennas position as the search volumes origin (Hatch, 1989; Brown, 1992; Quinn, 1993). 

Figure 5.2 - Cubic Search Volume 

The shape of the search volume also' varies with the application. The cube, ellipsoid, and 

sphere have been used as ambiguity search volumes. The cube search volume is 

illustrated in Figure 5.2. For attitude determination, the sphere shape with its origin at the 

reference antenna has advantages when used with a multi-antenna attitude system 

featuring rigidly mounted antennas. Since the baseline distances between the reference 

and remote antennas are fixed, the potential position solution for each remote antenna 

corresponding to the trial of a ambiguity combinations must lie on a sphere whose radius 

is equal to the reference-remote antenna baseline distance. Using this technique it is only 
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necessary to search only those combinations whose solution falls on the sphere. It is not 

necessary to search inside of the sphere, thereby reducing the number of search 

combinations. 

Figure 5.3 - Spherical Surface Search Volume 

Within this application, the size and extent of the search zones on the sphere are based on 

the attitude estimates and corresponding variances from the floating ambiguity Kalman 

filter. The attitude estimates give the initial orientation of the search zone. The size of 

the search zone is determined using the standard deviations of the estimated attitude 

parameters and multiplying these by an expansion factor. If we could assume that the 

estimated attitude is only subject to random errors, the choice of an expansion factor 

would be governed by the confidence level we want. For example, the error estimates for 

the yaw, pitch or roll at a standard error level (expansion factor of unity) have a 66% 

probability of containing the correct ambiguity combination. Increasing the expansion 

factor to 2.57 will increase the confidence interval to 99%. However, systematic errors 

can contaminate the observations from which the approximate orientation was estimated. 

This makes the selection of the expansion factor a subjective one. If the factor is set to 
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give a small search zone, the ambiguity search will be completed quickly, but there is an 

increased risk that systematic errors will cause the correct ambiguity combination to fall 

outside of the search zone. If a large expansion factor is selected, the search zone has a 

very good chance of containing the correct ambiguity combination. However, the higher 

computational load associated with the expanded ambiguity search may make the 

technique unfeasible for real-time systems. 

Application dependant search area constraints can also be used. For example, the pitch 

and roll for a land vehicle rarely exceeds 20 - 30 degrees. Hence the search area would 

be confined to those areas of the sphere within 30 degrees of its equator. A similar 

constraint for a ship could be set at 30 to 45 degrees. In cases where the forward axis of 

vehicle or vessel is aligned with the heading axis of the attitude system and speed is 

consistent, the GPS course over ground can also be used to aid the ambiguity search by 

providing an initial orientation. However, this will not work if the attitude system has 

been mounted on a turret which can rotate independent of the vehicle, or on a vehicle 

designed to move in directions other than the forward axis, such as a helicopter. 

5.3 Forming Ambiguity Combinations 

The second step in resolving the double difference ambiguities is to form all ambiguity 

combinations which fall within the search zone. The ambiguity combinations are formed 

using a set of three primary double differences observed at the same epoch. The concept 

of using primary observations to form the ambiguity combinations was introduced by 

Hatch (1989) as pazt of the LSAST. This concept has been adapted to attitude 

determination with a rigid multi-antenna array. 

The LSAST uses one reference antenna and one remote antenna at a time within it 

ambiguity resolution process. Hence, the technique concentrates on building a search 

volume about the remote antenna, forming ambiguity combinations which fall within the 

volume and then testing them. When applying this technique to three-dimensional 
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attitude determination, some systems (Lu, 1995; El-Mowafy and Schwarz, 1995; 

Ferguson et al., 1994) will compute the ambiguities separately for the primary non-

collinear antenna pairs. For example, consider the case where antenna A is the reference 

antenna and remote antennas B and C are situated such that the baselines from A to B and 

A to C are noncollinear. Some systems will perform an ambiguity resolution on baseline 

A-B and another on baseline A-C. However if we consider the three antennas rigidly 

mounted, there are only three independent ambiguities. Rather than two sets of primary 

double differences, we only have one set. The three primary double differences would be 

selected based on the combination which provides the best QDOP. Two of the primary 

double differences would be from one collinear antenna combination and the third would 

be from the other antenna combination. 

The difficulty with using a search zone on a sphere when forming the primary ambiguity 

combinations is computing only those integer ambiguities that fall on the surface. Lu 

(1995) suggests a technique incorporating Cholesky decomposition to solve this problem. 

However, this research takes a simpler "brute force" approach. The search zone can be 

divided into yaw, pitch, and roll search intervals. Three nested search loops are formed, 

one for each of the Euler angles yaw, pitch, and roll. Each loop starts at the edge of its 

respective search interval and steps across the zone by small angular increments. At each 

node, the real value for the three primary ambiguities is computed and rounded to the 

nearest integer and stored in an array along with the angular coordinates of the node. The 

angular "step" is computed by 

where 

and 

a 

Si 

• . is the angular step interval in radians, 

is the step interval in metres (0.065), 

is the longest baseline distance in metres. 

5.1 
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After the entire search zone has been traversed, the ambiguity combination array is sorted 

and duplicate combinations are discarded. Those remaining unique ambiguity 

combinations and their approximate angular coordinates are then tested using a sequential 

least squares technique. 

5.4 Testing Ambiguity Combinations 

The ambiguity testing is performed in three steps. The first step is to process each 

primary ambiguity combination within a least squares adjustment. The least squares 

normal matrix N, and u vector up formed for each observation within the primary 

solution are (Vanicek and Krakiwsky, 1986) 

where 

and 

N, =(Ac'A 1) 

ui,. =A'.C'w., 

5.2 

5.3. 

A, . . .the design matrix relating the quaternion unknowns to a 

double difference observation, 

C,11  . . . is the double difference covariance matrix, 

w. ... is the misciosure vector. 

The vector of the unknowns, x contains the four quaternions 

x= 

q1 

q3 

q4 

The design matrix A for a single double difference observations is formed by 

 ôVLW ôVz 

aq, aq2 aq3 aq4 I. 

5.4 

5.5 
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The misciosure vector w,i for a single double difference observations is formed by 

= [VA(Di _(VLP +VAN)]. 5.6 

Since the four quaternions are dependent, the quaternion condition equation should also 

be added. 

The design matrix A, for the quaternion condition equation is formed by 

Apq =[2q 2q2 2q3 2q4J 

The misclosure vector wi,i for the quaternion condition equation is formed by 

W = [1 _ (q2 + q 2 + q 2 + q 2 

5.7 

5.8 

The addition of normals step-by-step adjustment technique is used to combine and 

11Pi formed for each observation (Adams, 1987) 

3 

N 

The correction vector 6 P for the primary solution is formed by 

=—N;1u. 

The unknown quaternions are updated by 

5.9 

5.10 

5.11 

5.12 
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Unlike the kinematic positioning LSAST technique, we must redetermine the A,, and 

WP with each iteration. This is one disadvantage of using the unified approach with the 

quaternions as our unknowns. 

If the primary combination can be adjusted within a set number of iterations, the second 

step is to form the secondary ambiguities using the quaternion solution from the primary 

adjustment. The third step is to perform a second least squares adjustment including all 

of the primary and secondary observations and compute the variance factor. The step-by-

step techniques describe above can be used to perform the second adjustment. The 

double difference residuals are formed by 

r= 

VA ^iJ NO + C(P - VcI - 

+ VIIT ik 
- 

Vi +VzT 3 —VI 

The variance factor is computed using 

'2 
0.0   

n—u 

5.13 

5.14 

The x2 test of the variance factor is first performed to verify the validity of the solution 

and takes the form (Vanicek and Krakiwsky, 1986) 

(n — u) (n — u)( 
 <:Y <  

The test will fail for a variety of reasons, including: 

a) the residuals have a non-normal density; 

5.15 
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b) the incorrect mathematical model was used (including the incorrect ambiguities); 

c) the presence of systematic errors in the observations; and 

d) the incorrect a priori covariance matrix of the observations was used. 

This test is effective in our case since the unified approach has a higher degree of 

freedom than the baseline approach. For example with four receivers each tracking six 

satellites, the degrees of freedom for the unified approach are 16 - 4 = 12, while for the 

baseline approach they are only 5 - 3 = 2 since we solve for each baseline separately. 

Assuming the previous test is passed by at least two ambiguity sets, a ratio test is 

performed on the two ambiguity sets with the smallest variance factors. The ratio test 

takes the form 

&2 0 (flfl) 
> threshold. 

0' minimum 

5.16 

The threshold value is typically set at a value between 2 and 3 (Cannon, 1992b; 

Lachapelle et al., 1992). The selection of the threshold is dependent on the applications. 

A low value will reduce the chances of rejecting the correct combination, but also 

increase the chances of accepting the incorrect one. The type II error of accepting the 

incorrect ambiguity combination is undesirable and for that reason the threshold should 

be set at 3.' 
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CHAPTER 6 

ATTITUDE SYSTEM DESIGN AND IMPLEMENTATION 

A real-time system was designed and implemented by the author to test and verify the 

attitude determination algorithms developed in the previous chapters. The system, named 

CARDINAL TM, can be divided into hardware and software components, though the two 

are not mutually exclusive. Decisions made in one design influence the other. The 

hardware design was largely influenced by the materials available to the author. GPS 

receivers and antennas were selected from systems available at Pulsearch. In the case of 

the NovAtel and Motorola receivers, newer models were on the market but were not 

available at Pulsearch in sufficient quantities for the attitude system. The selection of the 

computer system influenced the software design, since a pre-emptive task method was 

implemented during ambiguity resolution to compensate for the performance of a laptop 

PC 486-66. 

The first section within this chapter will provide an overview of the attitude system 

design. Its hardware components will be identified and described. Following the 

hardware description, section two will discuss the software design and implementation. 

Afterwards, within the last section, the test vehicle and equipment installation will be 

reviewed. . 
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6.1 Hardware Overview 

The hardware system for CARD1NALTM can be divided into three major components: the 

antenna array, the ,GPS receivers, and the attitude computer. Figure 6.1 illustrates the 

data flow between the three major components for the attitude system. 

GPS Receiver 4 

00 
CI'S Receiver 3 

Antenna Array 

CI'S Receiver 2 

00 
CI'S Receiver I 

Corn I  

 Cont 2  

 Corn 3 

—Corn 4— 

Docking Station 

PC 486-66 MHz 

Figure 6.1 - CARDINALTM Hardware Design 

6.1.1 Antenna Array 

The function of the antenna array is to intercept the Li band signals emitted by the GPS 

satellites. The signals received by each of the four antennas are passed through a 

bàndpass filter to filter out potential high-level interfering signals in adjacent frequency 

bands. The signal is then amplified by a signal preamplifier contained within each 

antenna module. Each antenna is connected to a specific GPS receiver within the system 

via a coaxial cable. Each of the four antennas are attached to a rigid antenna plate. 
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The 80 cm antenna plate was designed and constructed to attach atop the test vehicle. 

The plate was machined from a flat piece of 5mm aluminium plate and then drilled and 

tapped to accept the Sensor Systems microstrip antennas. The antennas were located at 

the four corners of the plate, 20 cm inside the outside edge of the plate, and form a square 

of 40.5 cm at each side. The antenna designated 1 is the reference antenna for the attitude 

system and sits at the origin of the body coordinate frame. The y axis of the body frame 

is parallel to the forward direction and runs through the centre antenna 3. The x axis 

points to the right of the vehicle and runs through the centre of antenna 2. Antenna 4 is 

mounted in the corner opposite antenna I and completes the square. In an effort to reduce 

carrier phase reflections, all antenna mounting hardware and cables are attached to the 

bottom of the plate. Straps for attaching the plate to the roof mounting brackets are run 

through slots in the plate and project no more than 0.5 mm above the surface of the plate. 

The antenna array configuration is illustrated in Figure 6.2. 

Figure 6.2 - Antenna Array Design 

The Sensor Systems S67-1575-67 GPS antennas mounted on the array are an active 

antenna designed for land vehicle and man-pack where long cable runs are necessary. 

They feature a single connector with a threaded barrel and nut for installation. The 
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antennas were selected because of their low profile, light weight, good signal reception 

abilities, low cost and availability. One of the primary disadvantages of this antenna is 

that the connector is offset and careful alignment is required when mounting them to the 

antenna plate. Table 6.1 summarizes the antenna specifications. 

Table 6.1 - GPS Antenna Specifications 

Description Specification 

Frequency 1575.42 MHz ±2Mhz 

Polarization Right Hand Circular Polarization 

Power +4.0 to +24.0 VDC @ 25 mA max. 
Gain (Preamp) 26 dB ±3 dB 

Weight 85 grams 

Size 55.9 mm Diameter, 16.5 mm Thick 

Operating Temperature -55°C to 85°C 

Altitude -30 m to 16,700 m 

Price in US Dollars $275 

The gain pattern of the antenna as shown in Figure 6.3 is typical of a microstrip antenna 

and drops off from a gain of -1 dBic at 15 degrees elevation to a gain of -7.5 dBic at the 

horizon. 
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Figure 6.3 - Antenna Gain Pattern 

Evans and Hermann (1989) found that microstrip antennas had the lowest signal 

multipath of the.antenna combinations they tested. The antennas tested in addition to the 

microstrip antenna included: a log periodic spiral antenna, a small circularly polarized 

turnstile antenna, a drooping turnstile antenna, and a fixed radiation pattern antenna. The 

lower gain at the antenna horizon and below help discriminate against ground and vehicle 

induced phase multipath (Wells et al., 1986). However microstrip antennas may exhibit 

some degree of multipath contamination of carrier phase observations resulting in relative 

positioning errors of several centimetres (Georgiadou and Kleusberg, 1989). To put the 

multipath error effect in perspective, a 2 cm horizontal displacement of antenna 3 at right 

angles to the 40.5 cm antenna 1-3 baseline can result in an apparent angular displacement 

of the antenna array of nearly 3 degrees. The effect of multipath contamination can be 

decreased in the static case by long observation periods. However, this is not possible 

with dynamic attitude systems given the instantaneous nature of their observations and 

estimation methods: 

Various ground planes including those constructed from RF absorbent material 

(Lachapelle et al., 1989) and choke rings (Lachapelle et al., 1993) have proven to be 

effective methods of reducing multipath. However, in the case of the cone shaped RF 
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absorbent ground plane, Lachapelle et al. (1989) found that it was better suited to 

stationary rather than dynamic applications. Choke ring ground planes, while being 

highly effective at reducing multipath (Evans and Hermann, 1989) are costly and 

relatively heavy. For example, a NovAtel choke ring ground plane constructed of cast 

aluminium and their Model 501 geodetic antenna cost $1270 US and have a combined 

weight of 3.9 kg. This is five times the cost of antenna used within the CARDINALTM 

design and some 46.9 times the weight. The use of choke rings within this design while 

preferable was not possible, primarily becaiis of the high cost and low probability of 

continued availability during system testing. However, in an effort to minimize 

multipath, While maintaining costs, a simple modification to the antenna plate was made. 

The antenna plate was designed to ensure that a minimum of 20 cm of ground plane 

surrounded the phase centre of each antenna. It was hoped that the ground plane along 

with the low profile of the microstrip antenna would produce an array with low multipath 

characteristics., A disadvantage of this design was discussed by Tranquilla and Colpitts 

(1989), who found that the edges of a flat ground plane can induce strong diffraction 

effects, resulting in poor single-point phase performance. 

6.1.2 GPS Receivers 

Coaxial cables carry jhe filtered and amplified GPS signals from the antenna array to the 

radio frequency (RF) signal processing sections of the four. GPS receivers. The RF signal 

is demodulated to an intermediate frequency (IF) and then into the signal processing 

section of the GPS receivers. Within the signal processor, the IF signal is passed through 

an analogue to digital (AID) converter. The A/D converter converts the IF signal to a 

digital sequence which is then split into separate channels for code correlation, carrier 

tracking, code tracking, and signal detection. The position processing module then 

accepts the signals from the signal processor. It will decode and process satellite data, 

pseudorange and carrier phase measurements to compute position and velocity. The 

processor will pass user requested information to the input/output (I/O) section for 
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transfer to the users computer via a serial interface (Magnavox, 1992; Motorola, 1994; 

NovAtel, 1993). 

The GPS receivers used within the design are OEM style receivers capable of measuring 

and outputting Li C/A code pseudoranges and phase at a rate of at least 1 Hz. Receivers 

from three manufactures were tested within the design. The three receivers varied in 

terms of measurement rates and phase measurement accuracies. Table 6.2 contains the 

specifications for each receiver. 

Table 6.2 - GPS Receiver Specifications 

Specification NovAtel 2151TM Motorola OncoreTM Leica GPS 

EngineTM 

Channels 10 discrete 6 discrete 6 discrete 

DataRate - H 10 1 1 

Correlator Narrow Standard Standard 

Interface RS232 / RS422 RS232 TTL 

Power +5 VDC @900 mA 

+12 VDC @80 mA 

-5 VDC @ 40 mA 

+12 VDC@150 mA +7 VDC@180 mA 

+5 VDC @ 200 mA 

Size 100mmx167mm 70mmx100mm 65mmx161mm 

Operating 

Temperature 

0°C to 70°C -30°C to 85°C -20°C to 70°C 

Acceleration 4 g 4 g 2.5 g 

Price $3495 US (for new 

12 channel version) 

$1200 US (for new 8 

channel version) 

N/A 

The NovAtel and Leica OEM cards require regulated power at various voltage levels. 

Each NovAtel card was installed into a NovAtel PowerPak enclosure which contains the 

necessary power conditioning. The Leica cards were installed into a Pulsearch NE-1 

enclosure which supplied power at the necessary levels as well as converting the TTL 



92 

level serial communications to RS232 levels. Both the NovAtel and Pulsearch card 

enclosures will use +10 to +32 VDC input power. The Motorola cards were left in their 

original plastic enclosures, however an external battery was added to each to provide 

backup power to their real-time clock and "keep alive" RAM memory. 

6.1.3 Computer 

The GPS receivers were interfaced via RS232 to a PC 486 laptop with a clock speed of 

66 MHz and 8 Mbytes of RAM memory. Attached to the rear of the computer via a SCSI 

bus was a docking station containing four serial ports. A black and white LCD screen 

built into the laptop was used to display program information. A 850 Mbyte hard disk 

stored the software and provided data storage. Power to the computer was supplied by 

either a 110 VAC converter or a 12 VDC converter. The operating system used was MS-

DOS 6:22TM. The computer system was barely capable of receiving pseudorange, phase 

and ephemeris data from the four GPS receivers at 1 Hz, while kniultaneously running 

the attitude filters and if necessary the ambiguity resolution routine. In a effort to reduce 

the data volume, position and satellite almanac data were only requested from the 

reference receiver, while all of the receivers output carrier phase measurements, 

pseudorange mesurements and broadcast ephemeris. 

6.2 Software Design and Implementation 

The software package CARDINALTM was written by the author based on the algorithms 

and techniques presented in the previous chapters. Its purpose was to provide a platform 

for testing and verifyihg the ability to estimate attitude in real-time using the quaternion 

based double difference GPS models. CARDINAL TM was written in the C language to 

operate on a PC machine running MS-DOS in 32bit extended mode. 

Software libraries from Pulsearch Navigation Systems Inc. were relied upon to supply 

routines for: serial communications, GPS receiver message decoding, GPS receiver 

control, precise PC timing, satellite coordinate, computations, UPS phase and 
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pseudorange corrections, coordinate transformations, least squares estimation, Kalman 

filtering, and matrix algebra. The base of the attitude determination software was 

constructed using the stable, and debugged routines provided by these libraries. Added 

to complete the structure of the program were routines for: operator input, task 

management for real-time operation, attitude parameter transformation, forming double 

differences, least squares estimation and Kalman filtering using quaternion based double 

difference observations, cycle slip detection, quality control, carrier phase ambiguity 

resolution on-the-fly, and information display and storage. 

The software used simple pre-emptive task techniques to allow apparent simultaneous 

operation of user input, status display, data reception, decoding, processing, filtering and 

ambiguity resolution. With the software written in this way, it was not necessary to 

complete ambiguity resolution tasks within 1 second. In some cases, with debugging I/O 

and data storage tasks turned on, the ambiguity resolution routine would take 2 or 3 

seconds to complete, yet data was still decoded and fed to the filters in a timely fashion. 

It is often a mistaken premise that ambiguity resolution must be completed within one 

measurement epoch. While preferable, it is more important for the decoding and filtering 

tasks to detect cycle slips within the phase observations so that an operating ambiguity 

resolution task can be interrupted and restarted. 

A flowchart of the CARDINALTM operation is shown in Figure 6.4. Pseudorange, phase, 

ephemeris and position data from the GPS receivers is received by the interrupt driven 

serial data handlers and stored in 10 Kbyte circular buffers. Independent of the serial 

routines, the main task manager looks for operator input, inspects the serial buffers, and 

displays program status. When the task manager detects a full receiver message sitting in 

the serial buffer it will drain the buffer, and call the decoding task to decode the message 

and store it within a generic internal UPS data structure (one for each of four GPS 

receivers). 
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Figure 6.4 - CARDINAL TM Software Flowchart 

When pseudorange and phase data are detected, the decoding task will call the double 

difference task which in turn will store the observations in a temporary holding buffer. 

The double difference task will then look for the earliest set of data within the temporary 
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buffer from all four GPS receivers. If a full data set is detected, the pseudorange and 

phase double differences are formed and the satellite coordinates are computed from the 

latest available ephemeris. A request 'is then submitted to, the queue manager to execute 

the attitude filtering task. In addition, any partial sets of observations older than the full 

set are cleared from the holding buffer. The double difference task then returns control of 

the processor back to the task manager. 

When the, task manager has an opportunity, it will start-up the attitude filtering tasks. 

Within the task, the first operation is prediction up to the time of the new data set. 

Following prediction, the double difference innovations are tested. If one or more double 

difference observations fails the innovation testing or a cycle slip was detected within one 

of its phase observations, the state vector of the filter is expanded. ''An ambiguity state is 

added to the state vector (if it is not already present) for each double difference set 

containing a cycle slip or failing the innov,ations testing. In addition, a high priority 

request is sent to the task manager to execute the ambiguity resolution task. 

The ambiguity resolution task will build a search area and form the ambiguity 

combinations for the three double differences giving the smallest QDOP value. The 

ambiguity values are tested and if a statistically significant "best" solution passes the 

quadratic test of the residuals, the double difference ambiguities will be fixed and the 

ambiguity states eliminated. While the ambiguity resolution task is executing, the 

filtering task is on temporary hold. Should the ambiguity resolution task finish before the 

next observation is detected by the double difference task, the filtering task will continue 

on with the phase and pseudorange double difference update of the filter with the phase 

ambiguities fixed. However, if the double difference task detects a new set of double 

differences while the ambiguity resolution task is still executing, the filtering task will be 

reactivated and perform the update of the filter using the first data set with the phase 

ambiguities floating and the ambiguity states present. Then the new data set will be fed 

into the filter and the prediction and testing will be performed on the new double 
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differences. If the new double differences fail the innovations tests or cycle slips are 

detected, the ambiguity resolution task is restarted with the new data. Again the filter 

will be suspended until either the ambiguity resolution routine is completed or a new 

double difference data set is detected. 

6.3 Test Vehicle and System Installation 

To test the attitude system under dynamic conditions, it was installed in a Ford 4x4 truck. 

The antenna array was securely attached to the top of the cab using a commercial roof-

rack. Coaxial cables from the four antennas were run through the back window of the 

cab. They were connected to one of the three sets of four GPS receivers sitting in a 

specially constructed rack attached to the back portion of the truck cab. Serial cables 

from the GPS receivers were run to a laptop computer sitting on the front passenger seat. 

Only one set of GPS receivers could be tested at a time. Power from the 12 VDC power-

point of the truck was fed to the GPS receivers and laptop computer. Safety during 

dynamic tests was of paramount concern and the attention of the driver must remain 

focused on the road. To alleviate the need for the driver to visually inspect the programs 

status, audible tones corresponding to the activation of certain software tasks and status 

were inserted into the CARDINALTM software. Figure 6.5 illustrates the equipment 

configuration. 

Figure 6.5 - Attitude System Installation in Test Vehicle 



97 

CHAPTER 7 

TEST DESCRIPTION AND RESULTS 

A series of static and dynamic tests were conducted with the prototype GPS attitude 

system described in the previous chapter. Three tests were performed including: a static 

test, a dynamic test over a level course, and a dynamic test over a hilly course. Three 

receiver types were used during the static test and first dynamic test. During the last 

dynamic test only the NovAtel 215 1TM receivers were used. The real-time'results from 

the first of the three tests are compared against those computed post-mission using the 

SEMIKINTM program developed at the University of Calgary (Cannon, 1990). 

The objectives of the tests were the following: 

1) to verify, the double difference math models, 

2) to test the design of the-Kalman filter, 

3) to assess the performance of the ambiguity resolution routines, and 

4) to gauge the achievable system accuracy using different GPS receivers. 

Descriptions for the static test and two dynamic tests are given. Results for the tests are 

presented and comparisons are made between the results from the three GPS receivers. 
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7.1 Static Trials 

Tests were conducted fo measure the static performance of the CARDINALTM attitude 

system. A test description, followed by results and analyses are given. 

7.1.1 Test Description 

Static tests of the attitude system were conducted on three separate days using four 

receivers from three manufactures, namely: NovAtel, Leica, and Motorola. The first test 

was performed with the NovAtel 2151TM receivers and occurred on March 30, 1996. A 

second test was conducted with the Leica GPS EnginesTM on April 1, 1996 arid on' the 

following day the third test was done using the Motorola OncorelM receivers. The test 

area selected was in the parking lot of the Calgary Soccer Centre at 7000 48th Avenue 

S.E. Calgary, Alberta. This area is relatively free of tall buildings, trees and traffic. With 

the exception of two light standards approximately 35 metres from the test spot, the 

horizon is clear from 50 elevation and above. Figure 7.1 illustrates the static test site. 
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W 44::,.. E 
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Figure 7.1 - Static Test Area - Calgary, Alberta 
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The test vehicle was parked at the north end of the lot and oriented approximately south. 

Once stationary, the attitude system was started and data logging begun. Each of the tests 

was conducted at approximately the same sidereal day time to ensure that the same UPS 

constellation was used by each set of receivers. Table 7.1 details the observation times. 

Satellites below 15° elevation were not used by the attitude system since signal 

attenuation and multipath effects are more common on the lower elevation satellites. 

While the NovAtel receiver is an all-in-view receiver, the Leica and Motorola receivers 

are not, and their tracking algorithms were set to track the highest six healthy satellites. 

Table 7.1 - Static Observation Times 

Receiver 

Type 

Day of 

Year 

1996 

Start 

GPS time (s) 

h:m:s 

I End 

GPS time (s) 

b:m:s 

NovAtel 

2151TM 

090 587955 

19:19:15 

590190 

19:56:30 

Leica . 

GPS EngineTM 

092 155475 

19:11:15 

157710 

19:48:30 

Motorola 

OncoreTM 

093 241635 

19:07:15 

243870 

19:44:30 

Following each of the three tests, the pseudorange and phase data from the four UPS 

receivers were processed using SEMIKINTM in static mode. Attitude values shown in 

Table 7.2 were computed from the baseline results provided by SEMIKINTM. 

Table 7.2 - Attitude Values Computed Using SEMIKINTM 

Receiver Type Day of Year Heading Pitch Roll 

NovAtel 2151TM 090 181° 36.5' 1° 34.2' -0° 28.0' 

Leica GPS Engine TM 092 180° 42.5' 0° 52.6' -0° 33.1' 

Motorola OncoreTM 093 177° 15.2' 1° 16.8' -0° 20.8' 
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The CARDINAL TM software settings used during the static test are listed in Table 7.3. 

Table 7.3 - Input Parameters for CARDINALTM Real-time System 

Parameter Setting 

Standard Deviation of \7LW 1 cm 

Standard Deviation of VLP 1 in 

Spectral Density for Rotation Rate States 0.09 rad2 sec 3 

Spectral Density for Ambiguity States 0.0001 m2sec 1 

Yaw Search Zone - Ambiguity Resolution ± 360° 

Pitch Search Zone - Ambiguity Resolution ± 150 

Roll Search Zone - Ambiguity Resolution ± 15° 

Confidence Interval for Test of Quadratic 

Form of the Residuals - Ambiguity Resolution 

99% 

Confidence Interval for Innovations Testing 99% 

Satellite Elevation Cutoff 15 0 

The CARDINAL TM real-time results recorded at a epoch rate of 1 seóond are compared 

against the SEMIKINTM results in the following section. 

7.1.2 Comparison of Results From NovAtel, Leica and Motorola Receivers 

The results of the three static tests are presented. The results for the NovAtel test will be 

presented first, followed by those from the Leica test and then the Motorola test. The 

plots containing the heading, pitch, and roll results for each' receiver feature the real-time 

attitude value' s and the two sigma standard deviations obtained from the system Kalman 

filter which are plotted on either side of the SEMIKINTM derived results (plotted as a 
single black line spanning the graphs). 

The real-time heading, pitch, and roll results obtained using the NovAtel receivers are 

shown in Figure 7.2, Figure 7.3, and Figure 7.4, respectively. 
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Figure 7.2 - Estimated Heading Using NovAtel 2151TM 
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Figure 7.3 - Estimated Pitch Using NovAtel 2151TM 
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The real-time heading, pitch and roll results obtained using the Leica receivers are shown 

in Figure 7.5, Figure 7.6, and Figure 7.7, respectively. 
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The real-time heading, pitch and roll results obtained using the Motorola receivers are 

shown in Figure 7.8, Figure 7.9, and Figure 7. 10, respectively. 
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Two trends are evident from the figures: a high frequency noise component probably due 

to receiver noise, and a lower frequency noise component possibly due to edge diffraction 

effects from the ground plane, antenna phase centre instability, or phase multipath. 

Inspection of the attitude plots from the three receiver tests indicates good agreement 

between the CARDINALTM and SEMIKINTM values. The real-time results are distributed 

about the SEMIKINTM values, with an occasional bias. Especially evident is the trend in 

the pitch component for all three receiver types. For all three receivers, the pitch begins 

to increase midway through the data and continues to increase until the end of the data. 

The total increase in pitch is approximately 2 degrees. This significant change in pitch 

over 1000 seconds could be due to either edge diffraction effects from the large antenna 

plate or a phase centre instability in the Sensor Systems antennas used. Examination of 

the satellite tracks for the sessions indicate that GPS satellite PRN 24 rises above the 

system 15 degree elevation, cutoff from the south (forward direction of vehicle) midway 

through the data collection. GPS satellite PRN 24 àontinues to rise as the data collection 

continues. This low satellite rising from the forward direction, coupled with antenna 

phase centre instability or edge diffraction could account for the pitch bias. Further tests 

with different GPS satellite constellations and antenna alignments are required to 

determine the exact cause of the bias. 

A spike in the pitch from the NovAtel receiver is evident in Figure 7.3 at the GPS time of 

589708 seconds. This spike corresponds to a cycle slip and the unsuccessful ambiguity 

resolution attempt at the same time. The ambiguities were successfully resolved during 

the next epoch. - 

The attitude results from the Motorola OncoreTM system appear more noisy than those 

from the NovAtel or Leica receivers. In most cases, the attitude values are bounded by 

the two sigma covariance values, indicating that the a priori estimate of the double 

difference phase observation noise used within the system Kalman filter was reasonable. 
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Cohen and Parkinson (1991) demonstrated that a multipath environment is highly 

repeatable from day to day. Comparing the attitude results between the receivers 

indicates no repeatable pattern to the lower frequency heading or roll noise from one data 

set to another. In examining the static data sets, we see that each data set was gathered at 

approximately the same sidereal time each day with the same antenna array. However the 

vehicle orientation varied by 10 to 2° each day and more importantly, different receivers 

with different tracking loops were used. 

A comparison of the static results obtained using the three receiver types are presented in 

Table 7.4. The root mean square (RMS) values were determined relative to the 

SEMIKINTM derived results. 

Table 7.4 - Comparison of Static Attitude Results 

Receiver SEMIKIN Mean Max. RMS RMS 

NovAtel Heading 181° 36.5' 181° 36.6' 178° 03.9' 0.225° 3.9 mrads 

NovAtel Pitch 1° 34.2' 1° 49.7' 9° 36.7' 1.430° 25.0 mrads 

NovAtel Roll -0° 28.0' -0° 57.4' 11° 25.1' 0.860° 15.0 mrads 

Leica Heading 180° 42.5' 180° 50.9' 181° 51.9' 0,282° 4.9 mrads 

Leica Pitch 0° 52.6' 1° 08.4' 5° 23.7' 1.234° 21.5 mrads 

Leica Roll -0°33.1' -0°57.8' -3°03.7' 0.851° 14.9 mrads 

Motorola Heading 177° 15.2' 177° 22.6' 173° 18.8' 0.392° 6.8 mrads 

Motorola Pitch . 1° 16.8' 1° 30.1' 7° 02.3' 1.744° 30.4 mrads 

Motorola Roll -0° 20.8' -1° 0'.6' -5° 33.8' 1.488° 26.0 mrads 

The RMS values for the Euler angles agree with our observations from the graphs, 

indicating that while the NovAtel and Leica receivers give similar results, those from the 

Motorola are more noisy. The heading from the NovAtel system has an RMS of 3.9 

mrads, while that for the Leica system is 4.9 mrads and for the Motorola system is 6.8 

mrads. 
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Further inspection of the static data reveals several reasons the results from Motorola 

exhibiting higher noise levels relative to the NovAtel and Leica receivers. The first 

reason follows from inspection of Figure 7.11, which shows that the Motorola receivers 

were only tracking 5 satellites during the day 093 tests, while the NovAtel receivers were 

tracking 6 and 7 satellites on day 090 and the Leica receivers were tracking 6 satellites on 

day 092. Closer inspection of the data reveals that the ephemeris for PRN 2 was not 

successfully transferred from the Motorola receivers to the software, resulting in 

CARDINALTM rejecting the PRN 2 observations. The second reason for Motorola 

attitude estimates exhibiting higher noise levels are revealed in graphs made of the root 

mean square (RMS) of all the double difference phase residuals for a single epoch output 

by CARDINALTM. The RMS values are presented Figure 7.12, Figure 7.13, and Figure 

7.14 for the NovAtel, Leica and Motorola receivers respectively. 

Inspection of the three graphs reveals that the RMS residual values for the Motorola 

based attitude system exhibit higher noise levels and generally exceed those for the 

NovAtel or Leica based systems. This indicates that the phase measurements from the 

Motorola may have higher noise levels than those from the other two receivers. 
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The static assessment of the attitude system would not be complete without visiting the 

ambiguity resolution performance. Table 7.5, 
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Table 7.6, and Table 7.7 summarize the ambiguity resolution statistics for the NovAtel, 

Leica and Motorola receiver tests, respectively. 

The tables contain the following data: 

and 

Solution ... whether the solution was successful (fixed) or not (float), 

Test . . . if the correct ambiguity combination was chosen or-if the 

resolution was not successful, the reason for the failure, 

Total . . .total number of primary ambiguity combinations formed 

on search area, 

Sorted ... number of unique primary ambiguity combinations follow 

sort, 

Adjust .. .number of ambiguity combinations that were successfully 

adjusted, 

Mm . . . the minimum sum squared residuals, 

2nd . . . the second lowest sum squared residuals, 

Vf . . . aposteriori variance factor, 

Df . . . degrees of freedom. 

Table 7.5 - NovAtel Static Ambiguity Resolution 

Solution Test Total Sorted Adjust Min 2nd Vf Df 

Fixed Correct 745 65 34 0.0012 0.027 1.07 15 

Fixed Correct 787 58 30 0.0011 0.021 0.71 15 

Float 

isec 

Fail Vf 

Test 

566 31 14 0.010 0.015 8.75 15 

Fixed Correct 568 32 14 0.00066 26.22 0.55 15 
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Table 7.6 - Leica Static Ambiguity Resolution 

Solution Test Total Sorted Adjust Min 2nd Yf Df 

Fixed Correct 622 34 14 0.00058 0.0021 0.48 12 

Fixed Correct 738 51 15 0.00063 0.024 0.52 12 

Fixed Correct 745 51 15 0.00069 0.027 0.57 12 

Table 7.7 - Motorola Static Ambiguity Resolution 

Solution Test Total Sorted Adjust Min 2nd Vf Df 

Fixed Correct 654 54 34 0.00087 0.0035 0.96 9 

Fixed Correct 743 40 11 0.00076 0.018 0.85 9 

Fixed Correct 743 38 8 0.00058 0.017 0.64 9 

The NovAtel ambiguity resolution results indicate that four resolutions were attempted 

during the test period. Of the four attempts, three were successful within one epoch and 

the correct ambiguities were resolved. Analysis of the one unsuccessful attempt shows 

that the incorrect combination was chosen, but was rejected during the quadratic test of 

combinations a posteriori variance factor. 

The ambiguity resolution results for the Leica test indicate that three resolutions were 

attempted and all were successful. The Motorola data set also contained three resolution 

attempts and all three were also successful. 

It is interesting to note in all of the resolution attempts the large disparity between the 

initial number of primary combinations formed on the search surface and the actual 

number of unique combinations. In addition, in most cases only one half of the unique 

combinations converge during their least squares adjustment. 
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7.2 Vehicle Trials Over a Level Course 

Tests were conducted with a land vehicle travelling over a level course to measure the 

dynamic performance of the CARDINALTM attitude system. A test description, followed 

by results and analyses are given. 

7.2.1 Test Description 

Dynamic tests of the attitude system were conducted on three separate days using four 

receivers from three manufactures, namely: NovAtel, Leica and Motorola. The first test 

was performed with the NovAtel 2151 TM receivers and occurred on March 31, 1996. A 

second test was conducted with the Leica GPS EnginesTM on April 2, 1996 and on the 

following day the third test was done using the Motorola OncoreTM receivers. The test 

area selected was in the parking lot of the Calgary Soccer Centre at 7000 48th Avenue 

S .E. Calgary, Alberta. This area is relatively free of tall buildings, trees and traffic. With 

the exception of four light standards, the area horizon is clear from 50 elevation and 

above. Figure 7.15 illustrates the test site. 
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Figure 7.15 - Dynamic Test Area - Calgary, Alberta, 
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The dynamic test started with the vehicle pointing east. The vehicle remained stationary 

for 1 minute and then moved off at a speed of 10 to 15 km/h. A series of 1800 right and 

left turns were performed as the vehicle, negotiated the test area. The test ended at the 

same location as it started and static data were logged for 1 minute before the system was 

shut down. Data were also recorded at a control station located atop the Pulsearch office. 

The control station was located 1.5 km west of the test area. The base receiver used was a 

NovAtel 3151 RTM GPS receiver with a NovAtel 501 geodetic antenna and chokering 

groundplane. Following each of the three tests, the pseudorange and phase data from the 

system reference receiver (antenna 1) were processed relative to control station data: using 

SEMJKINTM. The results from SEMIK1NTM were used to derive the trajectory of the 

vehicle. The trajectories of the vehicle for the NovAtel, Leica and Motorola receiver tests 

are shown in Figure 7.16, Figure 7.17, and Figure 7.18. 
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Figure 7.16 - Vehicle Trajectory For NovAtel 2151TM Trial 
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Figure 7.17 - Vehicle Trajectory For Leica GPS EngineTM Trial 
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Figure 7.18 - Vehicle Trajectory For Motorola OncoreTM Trial 

Each of the tests were conducted at approximately the same time each day to ensure that 

the GPS constellation was similar for the dynamic tests of each set of receivers. At least 

six GPS satellites were visible above 150 elevation during each of the tests and satellites 
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below 150 were not used by the attitude system. Table 7.8 details the observation times 

and the number of satellites used for attitude determination during each of the tests. 

Table 7.8 - Dynamic Test Observation Times 

Receiver 

Type 

Day of 

Year 

1996 

# of 

Svs 

Used 

Start 

GPS time (s) 

h:m:s 

End 

GPS time (s) 

h:m:s 

NovAtel 

2151TM 

091 8 58501 

16:15:01 

58863 

16:21:03 

Leica 

GPS EngineTM 

093 6 232799 

16:39:59 

233175 

16:46:15 

Motorola 

OncoreTM 

094 6 318959 

16:35:59 

319329 

16:42:09 

Software parameters were set to the same values as used during the static tests (see Table 

7.3). The CARDINALTM real-time results recorded at a epoch rate of 1 second are 

presented and discussed in the following section. 

7.2.2 Comparison of Results From NovAtel, Leica and Motorola Receivers 

The attitude system dynamic test was first performed using four NovAtel 21S1TM GPS 

receivers. The test was performed in the morning of day 091 following a heavy snow fall 

the night before. The entire test area was covered in 30 cm of snow with the exception of 

the east end of the lot, which had been packed down by traffic. The real-time heading 

and two sigma heading standard deviations derived from the system Kalman filter are 

shown in Figure 7.19 and Figure 7.20 respectively. The heading appears smooth 

throughout the static and dynamic portions of the test run. Examination of the two sigma 

covariance plot indicates that the heading precision was fairly consistent at ± 10 with 0.2° 

improvements in accuracy as the vehicle was pointing southerly or northerly. 
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Figure 7.19 - Estimated Dynamic Heading Using NovAtel 2151TM 
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Figure 7.20 - Heading Covariance Using NovAtel 2151TM 

The real-time pitch and roll results are shown in Figure 7.21 and Figure 7.22. The pitch 

and roll appear random throughout the dynamic run, but are consistent during the static 

portions. The test area had a slight east-west slope for drainage. It was expected that the 

NovAtel pitch results -from the attitude system would reflect this as it does for the Leica 

and Motorola tests. However, the heavy snow cover present over the test area probably 

affected the attitude of the test vehicle to some degree. 
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Figure 7.21 - Estimated Dynamic Pitch Using NovAtel 2151TM 
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Figure 7.22 - Estimated Dynamic Roll Using NovAtel 2151TM 
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The root mean square (RMS) was determined for all of the double difference phase 

residuals for each epoch. A comparison of the real-time RMS double difference phase 

residuals against system heading is given in Figure 7.23. The vehicle speed during the 

test is plotted against time in Figure 7.24. 
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Figure 7.25 - Estimated Dynamic Heading Using Leica GPS EngineTM 
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Figure 7.26 - Heading Covariance Using Leica GPS EngineTM 
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The real-time pitch and roll results are shown in Figure 7.27 and Figure 7.28. The pitch 

appears consistent during the static and dynamic portions of the test. The roll appears 

random throughout the dynamic run, but are consistent during the static portions. The 

test area had a slight east-west slope for drainage which accounts for the high-low pattern 

in the pitch data. As the vehicle headed west the pitch was -1.5°, while it was 

approximately +30 as the vehicle was facing east. In should be noted that the antenna 

array on the test vehicle has a slight nose up pitch of approximately 10. 
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Figure 7.27 - Estimated Dynamic Pitch Using Leica GPS Engine TM 
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Figure 7.29 - Leica RMS Double Difference Phase Residuals Compared to Heading 
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Figure 7.30 - Vehicle Speed During Leica GPS EngineTM Test 

The third dynamic test of the attitude system was performed using four Motorola 

OncoreTM GPS receivers. The real-time heading and two sigma heading standard 

deviations derived from the Kalman filter are shown in Figure 7.31 and Figure 7.32, 

respectively. The heading appears smooth throughout the static and dynamic portions of 

the test run. Examination of the two sigma covariance plot indicates that the heading 

precision was consistent at ± 1.50 with 0.25° improvements in accuracy as the vehicle 

was pointing southerly or northerly. 
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Figure 7.31 - Estimated Dynamic Heading Using Motorola OncoreTM 
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Figure 7.32 - Heading Covariance Using Motorola OncoreTM 
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Figure 7.33 - Estimated Dynamic Pitch Using Motorola OncoreTM 
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Figure 7.34 - Estimated Dynamic Roll Using Motorola OncoreTM 

The root mean square (RMS) was determined for all of the double difference phase 

residuals for each epoch. A comparison of the real-time RMS double difference phase 

residuals against system heading is given in Figure 7.35. 

It is interesting to note that in the RMS residual plots for all three receivers there is a 

slight increase in the RMS of the double difference phase residuals when the vehicle is 

travelling west. An unaccounted for bias in the system could account for the increase in 

the RMS of the residuals. The source of the bias is unknown at this time, but antenna 

phase centre instability or diffraction in the near zone due to the rough edges of the 

antenna plate could account for the pattern observed. In both cases, as the vehicle 
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changes orientation within the GPS constellation, the effect of the antenna phase centre 

instabilities or edge diffraction will also change. 

Further examination of the plot reveals no appreciable observed increase in the RMS of 

the residuals during vehicle turns, indicating that the Kalman filter tuning is loose and not 

causing overshoots. The vehicle speed during the test is plotted against time in Figure 

7.36. An increase in vehicle speed does not appear to affect the magnitude of the RMS of 

the double difference phase residuals. 
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The ambiguity resolution results are summarized in Table 7.9, Table 7.10, and Table 7.11 

for the NovAtel, Leica and Motorola receiver tests, respectively. The NovAtel based 

system only performed one ambiguity resolution at the start of the session. The 

resolution was successful and the ambiguities were fixed. Three ambiguity resolutions 

were attempted during the Leica receiver test. All three resolutions were performed at 

start-up, while the vehicle was stationary. Each resolution was successful and the 

ambiguities were fixed. Only one, resolution was attempted during the Motorola receiver 

tests. This resolution was performed during start-up and was successful. 

Table 7.9 - NovAtel Dynamic Ambiguity Resolution 

Solution Test Total Sorted Adjust Min 2nd VI DI 

Fixed Correct 790 55 37 0.0017 0.019 0.95 18 

Table 7.10 - Leica Dynamic Ambiguity Resolution 

Solution Test Total Sorted . Adjust Min 2nd Vf Df 

Fixed Correct 586 44 17 0.00021 0.0018 0.36 6 

Fixed Correct 572 42 15 0.00038 0.0063 0.42 9 

Fixed Correct 589 44 15 0.00073 0.014 0.61 12 

Table 7.11 - Motorola Dynamic Ambiguity Resolution 

Solution Test Total Sorted Adjust Min 2nd Vf Df 

Fixed Correct 700 60 29 0.00055 0.013 0.46 12 

7.3 Land Vehicle Trials over Hilly Terrain 

A test was conducted with a land vehicle travelling over a hilly course to measure the 

dynamic performance of the CARD[NALTM attitude system. A test description, followed 

by results and analyses are given. 
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7.3.1 Test Description 

A dynamic test of the attitude system was conducted on April 4, 1996 using four NovAtel 

2151 1M GPS receivers. The test area selected was on 17th Avenue, at the west edge of 

Calgary. This area features a 3.8 km straight length of road running over several hills and 

through an agricultural area with 3 to 4 m bare poplar trees along 30% of it. In some 

areas taller trees are present. Figure 7.37 illustrates the test site. 

Figure 7.37 - Hill Testing Course - Calgary, Alberta 

The test started with the vehicle parked near 73rd Street, facing east. The vehicle 

remained stationary for 6 minutes and then pulled on 73rd Street heading south. A right 

turn onto 17th Avenue was made and the vehicle was driven west for 4 minutes, 40 

seconds until the pull-in area 400 m west of 101st Street was reached. The test vehicle 

pulled over at the pull-in area and remained stationary for 3 minutes, 20 seconds. The 

vehicle was then turned around and it proceeded east bound on 17th Avenue for 5 

minutes, 24 seconds. The vehicle pulled over to the side of 17th Avenue on the east edge 

of the test area and data were recorded for an additional 1 minute. In total the test lasted 

20 minutes, 30 seconds, of which 10 minutes, 4 seconds were with the vehicle in motion. 
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7.3.2 Data Analysis 

The vehicle heading and two sigma standard deviation are plotted as a function of time in , 

Figure 7.38, and Figure 7.39. The heading plot reveals some interesting features. The 

short positive heading jump at middle of the run (404670 seconds) corresponds to the test 

vehicle pulling off 17th' Avenue, into the pull-in .area and then straightening out. 

Following the static session at 404884 seconds, an aborted turn and short heading plateau 

are evident. This occurred when the test vehicle, started to 'move out of the pull-in area in 

preparation for a U-turn. A vehicle was observed coming from the opposite direction and 

so the U-turn was aborted until the vehicle passed. 
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The system two sigma heading precision is consistent at 1.2°, with occasional 0.2° 

improvements when the vehicle is heading north. 

The systems pitch and two sigma standard deviation are shown in Figure 7.40, and Figure 

7.41, respectively.' The graph of pitch as a function of time show's a definite pattern. The 

static portions feature a consistent pitch, while the dynamic portions appear more random. 

2
 Si
gm
a 
Pi

tc
h 
Pr

ec
is

io
n 
(D
eg
re
es
) 

16:11:40 
15 

10 

-5 

-10 

16:18:20 16:25:00 16:31:40 
Li 

..15 T  

404000 404400 404800 
Time (seconds) 

Figure 7.40 - Vehicle Pitch During Hill Trials 

5 

Static 

Dynamic Dynamic 

Static 

11 If. 

Static 

405200 

16:11:40 16:18:20 16:25:00 16:31:40 

404000 404400 404800 405200 
Time (seconds) 

Figure 7.41 - Pitch Covariance During Hill Trials 

In an effort to reveal correlations between pitch and the vehicle path, the pitch was 

plotted as a function of vehicle easting in Figure 7.42, along with a vertical profile of the 

trajectory. Examination of Figure 7.42 reveals ,a definite correlation between the system 

pitch and the terrain. Positive pitches are evident as the vehicle moved up hills and 
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corresponding negative pitches were present as the vehicle moved down hills. Two 

sigma pitch precision was estimated at ± 2.2° with 0.4° variations corresponding to 

changes in vehicle attitude. 
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The systems roll and two sigma standard deviation are shown in Figure 7.43, and Figure 

7.44, respectively. 
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Figure 7.44 — Roll Covariance During Hill Trials 

As with the pitch, the roll also shows a noticeable pattern. The positive roll during the 

dynamic portions of the test corresponds to road crown. Good roll consistency is 

especially evident during the second static session at the west end of the test area. The 

two sigma roll precision was estimated at ± 2.5° with 0.5° variations corresponding to 

changes in vehicle attitude. 

Figure 7.45 shows the vehicle speed as a function, of time. The two peaks correspond 

with the west and east test runs and reveal that vehicle speed varied from 50 to 60 kph 

during the dynamic portions of the test. 
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Ambiguity resolution statistics were compiled for the test run. In total 75 resolutions 

were attempted with 22 successfully fixing the ambiguities. Of the other 53 resolution 

attempts all failed during the quadratic test of the variance factor. Further examination 

revealed that the resolution attempts were executed when the lowest satellite ?RN 29 

(elevation 18-19°) was blocked by terrain and trees. The 53 failed resolution attempts 

can be grouped into 7 time periods. The longest period of floating ambiguities was 13 

seconds and only the 3 double differences containing PRN 29 were affected. All other 

double differences already had their ambiguities fixed. Following each .of the 7 floating 

ambiguity periods an ambiguity resolution did successfully fix the ambiguities of those 

double differences containing PRN 29. 



CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 

A real-time attitude determination system was developed using a quaternion attitude 

parameterization and three types of non-dedicated GPS receivers. Direction cosine, Euler 

angle and quaternion attitude parameteriations were developed for the 3-1-2 rotation 

series and transformations between the attitude representations were derived. Double 

difference phase and pseudorange models were developed with respect to the quaternions 

and a direct approach for attitude determination was presented to allow for the direct 

computation of quaternions from double difference phase and pseudorange observations. 

This approach coupled with the use of non-dedicated GPS receivers had not been 

previously investigated. A Kalman filter was designed for a state vector which includes 

the quaternions, body frame axis rotation rates and double difference phase ambiguities. 

To permit accurate, - and robust on-the-fly ambiguity resolution, a technique was 

developed based on the least squares ambiguity search (LSAST) technique and using the 

double difference models developed herein. 

A system was designed and built using off-the-shelf hardware and using PC based 

software wriften by the author. The hardware designed featured a relatively short 2k 

antenna array and four non-dedicated OEM GPS receivers. A system based on the 



Motorola OncoreTM would cost approximately $5,800 US to build not including the laptop 

computer. The real-time software package was developed to control and process input 

from NovAtel, Leica and Motorola GPS receivers. Through simple message based task 

manager, the software allowed for the operator-apparent simultaneous execution of input, 

output and computation tasks. Extensive status reporting features were incorporated into 

the software for the engineering tests. 

A series of static and dynamic tests were conducted to gauge the performance of the 

quaternion based algorithms and math models. Static tests with NovAtel, Leica and 

Motorola receivers were performed and compared against static SEMIK[NTM baseline 

solutions. RMS heading results of 3.9 mrads were achieved with the attitude system 

while using four NovAtef 2151 TM GPS receivers. Heading results from the system when 

using Leica GPS Engine TM and Motorola OncoreTM GPS receivers had mis values of 4.9 

mrads and 6.8 mrads, respectively., Pitch and roll rrns values of 21.5 mrads and 15 mrads 

respectively, were also attained. Dynamic tests verified the operation of the algorithms, 

models and Kalman filter. Consistent results were obtained during the dynamic tests 

verifying the feasibility of the system, however tests against an inertial reference system 

or against a proven commercial GPS attitude system are needed to verify the dynamic 

accuracy of the system. 

The ambiguity resolution routines proved to be robust and allowed for rapid real-time 

resolution on-the-fly. The direct approach to attitude determination allowed for higher 

degrees of freedom during ambiguity estimation, resulting in higher reliability in solution 

testing. Ambiguities were typically resolved within one epoch. In the worst case, where 

the ambiguities were not resolved immediately, the software was able to fix the 

ambiguities within 13 seconds. In no case were the incorrect ambiguities resolved. 

However, the non-linearity of the double difference interferometeric model did present 

some challenges. Trial solutions within the ambiguity resolution least squares would 

often take from 6 to 10 iterations to converge and approximately one half of the solutions 
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tested diverged. It is interesting to note that in most cases the correct ambiguity set 

would converge and divergence was adopted as the primary method to reject trial 

solutions. 

The following are recommendations for further work and improvements to the attitude 

systems hardware and software. 

1) The system should be tested against an inertial reference system or a proven 

commercial GPS attitude system under a variety of conditions. 

2) The ambiguity resolution routine speed should be improved. The Cholesky 

decomposition technique presented by Lu (1995) should be tested as a method to 

form the primary ambiguity trial solutions. 

3) The correlation amongst double difference observations for an epoch should be 

investigated and a comparison made with the results obtained herein. 

4) An antenna body frame coordinate self-survey option should be added. 

5) An antenna array with longer baselines should be built and tests performed to verify 

the system operation and accuracy. 

6) Tests using the 8 Channel Motorola OncoreTM and the NovAtel 315ITM GPS receivers 

should be conducted. 

7) A 20 Hz system using four NovAtel OEM or PC Cards could be built. 

8) The addition of low cost rate gyros to the antenna array should be explored. The 

Kalman filter designed herein is suited to input from gyros aligned with the arrays 

body frame axes. The gyros would provide useful rate information for periods of 

GPS signal blockage. 

9) The software could be migrated in two directions: a Windows based package sold for 

real-time and post-mission applications with customer supplied equipment, or an 

embedded program sold with an attitude hardware system. 
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10) Field trials should be conducted onboard the various target market platforms 

including land, marine and airborne vehicles. 

11) Trials with different antenna geometery should be conducted. 

12) Algorithms suitable for use in high latitudes'should be investigated. 

Attitude determination using GPS is capable of enhancing and in some cases replacing 

existing attitude systems. The keys to its success will be the availability of quality low-

cost OEM GPS receivers, robust ambiguity resolution techniques and our own hard work 

and imagination. 
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