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Abstract 

The Third Generation Partnership Project's Long Term Evolution-Advanced (LTE-

A) is considering an option for relay networks to provide cost-effective throughput 

enhancement and coverage extension. While analog repeaters have been used to 

enhance coverage in commercial cellular networks, the use of more sophisticated 

fixed relays is relatively new. The main challenges faced by relay deployments in 

cellular systems are designing an improved and efficient relaying protocol, 

improving the desired signal and overcoming the extra interference added by the 

presence of relays specifically at cell-edge regions. Most prior works on relaying do 

not consider relay integration in cellular LTE-A systems. In this dissertation, we 

propose and investigate the performance of a modified relaying protocol, the 

Enhanced-Decode-and-Forward (E-DF), which improves diversity and data rate and 

reduces the symbol error rate. The dissertation also proposes and analyzes the 

performance of several half-duplex downlink relay schemes in interference-limited 

cellular systems. These schemes are – The Omni-Relay (OR) scheme, The 

Directional-Relay (DR) scheme and The In-band Relay (IR) scheme. The average 

signal-to-interference plus noise ratio and average capacity performances of each 

scheme are analyzed for each relay type, antenna pattern as well as power and 

frequency resources allocation. 
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eNBP    Transmission power at base station 
PL (..)  Path loss function 

eNBrP    Instantaneous received power from base station at inner region boundary 
Pr[..]  Probability of an event 

rP   Instantaneous received power  

RNP   Transmission power at relay node 

RNrP   Instantaneous received power from relay node at outer region boundary  

iQ   Instantaneous spectral efficiency for system i        

iQ   Average spectral efficiency for the system i  
 r   Relay cell radius 
R   Cell radius 

ˆ ˆΘΘ
R    Covariance matrix of Θ̂  
Ro   Inner region radius 
sD    Desired transmitted signal vector 
ŝD    Desired decoded signal vector 
si   ith transmitted symbol      

1
sICI    Transmitted signal vector from inter-cell interferers within E-cell 
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2
sICI    Transmitted signal vector from inter-cell interferers from other E-cells 

iSINR   Instantaneous signal-to-interference plus noise ratio for system i 

iSINR   Average signal-to-interference plus noise ratio for system i 
tan(..)  Tangent function 
Tc  Coherence time 
Tf    Frame length  

Ts   Sample period 
U   Average number of MSs users in a cell 
Uinner   Average number of inner users  
Uouter   Average number of outer users  
v  Relative speed in m/s   
w    Additive white Gaussian noise vector 
wi   Additive white Gaussian noise at terminal i 
y    Received signal vector 
ŷ    Decision statistic vector 

iy    Received signal at mobile station from terminal i 
z    Combined interference signals plus noise 
ẑ    Combined interference signals plus noise multiplied by diagonalize matrix 
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Chapter One: Introduction 

One of the main motivations for this work is the various challenges foreseen in the 
future trends of wireless communications. Recently, there has been a growing 
interest in high-speed transmission capabilities over wireless channels. Future 
systems are required to provide a voice and multimedia services. These new 
demands in cellular mobile radio have brought many issues for researchers in this 
field. The problems vary from the choice of suitable transmission technology to 
advanced signal processing techniques required at the receivers. 

Among future wireless communication systems are the Long-Term Evolution (LTE) 
system and its advanced version, LTE-A. LTE-A was standardized to accommodate 
the growing demand of data traffic. The high requirements of LTE-A systems 
motivate researchers to invent new technologies or enhance existing technologies to 
meet such high requirements. A promising example is a cooperative communication 
system. A cooperative communication is a new paradigm that exploits the 
broadcast nature of the wireless channel to allow communicating nodes to assist 
each one another. 

In this chapter, some historical footprints and future trends of LTE-A and 
cooperative communication systems are provided in Section 1.1. The significance 
and the subject area of this work are introduced in Section 1.2. Section 1.3 
discusses the objectives and scope of this dissertation. The outline of the 
dissertation is detailed in Section 1.4. Finally, the contributions of this dissertation 
are summarized in Section 1.5. 

1.1 Historical View Point 

It has been over a century since the landmark invention of the wireless telegraph 
by Guglielmo Marconi in 1895. Wireless cellular communications has now become a 
popular means of public and personal communication with wide spread deployment 
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and ever growing expectations. In this context, it is worthwhile to look back briefly 
at some of the important footprints of wireless cellular communications. 

The cellular wireless communications industry witnessed tremendous growth in the 
past decade with over four billion wireless subscribers worldwide. The first 
generation (1G) analog cellular systems were deployed around 1980, which 
supported voice communication with limited roaming. The 1G systems employed 
analog frequency modulation (FM) wireless access using narrowband frequency 
division multiple-access (FDMA) [ 1]. The second generation (2G) digital systems 
provided higher capacity and better voice quality than did their analog 
counterparts. Moreover, roaming became more prevalent because of fewer standards 
and common spectrum allocations across countries, particularly in Europe. The two 
widely deployed 2G cellular systems are global systems for mobile communications 
(GSM) and code division multiple-access (CDMA) [ 2]. Like the 1G analog systems, 
2G systems were designed primarily to support voice communication. In later 
releases of these standards, capabilities were introduced to support data 
transmission. However, the data rates were generally lower than that supported by 
dial-up connections. The international telecommunication Union-
Radiocommunication sector (ITU-R) initiative on international mobile 
telecommunications-2000 (IMT-2000) paved the way for the evolution to 3G. A set 
of requirements such as a peak data rate of 2Mbps and support for vehicular 
mobility were published under the IMT-2000 initiative. Both the GSM and CDMA 
camps formed their own separate 3G partnership projects (3GPP and 3GPP2, 
respectively) to develop IMT-2000 compliant standards based on the CDMA 
technology. The 3G standard in 3GPP is referred to as wideband CDMA 
(WCDMA) [ 3] because it uses a larger 5MHz bandwidth relative to 1.25MHz 
bandwidth used in 3GPP2’s CDMA2000 [ 4] system. The 3GPP2 also developed a 
5MHz version supporting three 1.25MHz subcarriers referred to as CDMA2000-3×. 

The first release of the 3G standards did not fulfill its promise of high-speed data 
transmissions, as the data rates supported in practice were much lower than that 
claimed in the standards. A serious effort was then made to enhance the 3G 
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systems for efficient data support. The 3GPP2 first introduced the high rate packet 
data (HRPD) [ 5] system that used various advanced techniques optimized for data. 
The HRPD system required a separate 1.25MHz carrier and supported no voice 
service. This was the reason that HRPD was initially referred to as CDMA2000-
1×EVDO (evolution data only) system. The 3GPP followed a similar path and 
introduced high speed packet access (HSPA) [ 6] enhancement to the WCDMA 
system. The HSPA standard reused many of the same data-optimized techniques as 
the HRPD system. A difference relative to HRPD, however, is that both voice and 
data can be carried on the same 5MHz carrier in HSPA. The voice and data traffic 
are code-multiplexed in the downlink. In parallel to HRPD, 3GPP2 also developed 
a joint voice data standard that was referred to as CDMA2000-1×EVDV (evolution 
data voice) [ 7]. Like HSPA, the CDMA2000-1×EVDV system supported both voice 
and data on the same carrier but it was never commercialized. In the later release 
of HRPD, Voice over Internet Protocol (VoIP) capability was introduced to provide 
both voice and data service on the same carrier. The two 3G standards, namely 
HSPA and HRPD, were finally able to fulfill the 3G promise and have been widely 
deployed in major cellular markets to provide wireless data access.  

While HSPA and HRPD systems were being developed and deployed, IEEE802 
standard committee introduced the IEEE802.16e standard [ 6, 7] for mobile 
broadband wireless access. This standard was introduced as an enhancement to an 
earlier IEEE802.16 standard for fixed broadband wireless access. The IEEE802.16e 
standard employed a different access technology named orthogonal frequency 
division multiple-access (OFDMA) and claimed better data rates and spectral 
efficiency than that provided by HSPA and HRPD. Although the IEEE802.16 
family of standards is officially called wireless metropolitan area network (WMAN) 
in IEEE, it has been called worldwide interoperability for microwave access 
(WiMAX) by an industry group named the WiMAX Forum. The mission of the 
WiMAX Forum is to promote and certify the compatibility and interoperability of 
broadband wireless access products. The WiMAX system supporting mobility as in 
the IEEE802.16e standard is referred to as Mobile WiMAX. In addition to the 
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radio technology advantage, Mobile WiMAX also employed a simpler network 
architecture based on IP protocols. The introduction of Mobile WiMAX led both 
3GPP and 3GPP2 to develop their own version beyond 3G systems based on the 
OFDMA technology and network architecture similar to that in Mobile WiMAX. 
The beyond 3G system in 3GPP is called evolved universal terrestrial radio access 
(evolved-UTRA) [ 8] and is also widely referred to as Long-Term Evolution (LTE) 
while 3GPP2’s version is called ultra mobile broadband (UMB) [ 9]. All three 
beyond 3G systems, namely Mobile WiMAX, LTE, and UMB, meet IMT-2000 
requirements and hence they are also part of IMT-2000 family of standards.  

The goal of LTE is to provide a high-data-rate, low-latency, and packet-optimized 
radio-access technology supporting flexible bandwidth deployments [ 10]. In parallel, 
new network architecture is designed with the goal to support packet-switched 
traffic with seamless mobility, quality of service and minimal latency [ 11]. The 
system supports flexible bandwidths because of the OFDMA access scheme in 
downlink and single carrier FDMA (SC-FDMA) access scheme in uplink. The 
radio-interface attributes for Mobile WiMAX and UMB are very similar to those of 
LTE. All three systems support flexible bandwidths and OFDMA in the downlink. 
There are a few differences such as – uplink in LTE is based on SC-FDMA 
compared to OFDMA in Mobile WiMAX and UMB. The performance of the three 
systems is therefore expected to be similar with small differences.  

Similar to the IMT-2000 initiative, ITU-R Working Party 5D has stated 
requirements for IMT-advanced systems. Among others, these requirements include 
average downlink data rates of 100Mbps in the wide area network, and up to 
1Gbps for local access or low mobility scenarios. Also, at the World 
Radiocommunication Conference 2007 (WRC2007), a maximum of a 428MHz new 
spectrum is identified for IMT systems that also include a 136MHz spectrum 
allocated on a global basis. Both 3GPP and IEEE802 are actively developing their 
own standards for submission to IMT-advanced standards. The goal for both LTE-
A [ 12] and IEEE802.16m [ 13] standards is to further enhance system spectral 
efficiency and data rates while supporting backward compatibility with their 
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respective earlier releases. As part of the LTE-A and IEEE802.16m standards 
developments, several enhancements are being discussed to meet the IMT-advanced 
requirements. 

One of the main challenges faced by the developing LTE-A standard is providing 
high throughput at the cell edge. Technologies like multiple-input multiple-output 
(MIMO), OFDMA, and advanced error control codes enhance per-link throughput 
but do not inherently mitigate the effects of interference. Cell edge performance is 
becoming more important as cellular systems employ higher bandwidths with the 
same amount of transmission power and use higher carrier frequencies with 
infrastructure designed for lower carrier frequencies [ 14]. One solution to improve 
coverage is combine LTE-A with cooperative communication systems such that, the 
use of fixed simple and small terminals, called relays, may forward messages 
between the base station (BS) and mobile stations (MSs) through multi-hop 
communication[ 15- 23].  

The basic idea of cooperative communications can be traced back to the 1970s to 
van der Meulen [ 24, 25], in which a basic three-terminal communication model was 
first introduced and studied in the context of mutual information. Since it was first 
introduced, cooperative communications have been extensively studied mostly in 
communication–related aspects such as, information theory [ 26- 30], the channel 
effect [ 32- 34], relay selection mechanisms [ 35- 42], differential modulation in 
cooperative systems [ 43- 52], and so on, for applications such as wireless sensor, ad-
hoc, and cellular networks.  

Many different relay transmission techniques have been developed over the past ten 
years. The simplest strategy (already deployed in commercial systems) is the 
analog repeater, which uses a combination of directional antennas and a power 
amplifier to repeat the transmission signal [ 53]. More advanced strategies use signal 
processing of the received signal. Amplify-and-Forward (AF) relays apply linear 
transformation to the received signal [ 54- 56] while Decode-and-Forward (DF) relays 
decode the signal, then re-encode for transmission [ 30]. In research, relays are often 
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assumed to be half-duplex (they can either send or receive but not at the same 
time) or full-duplex (can send and receive at the same time) [ 58]. While full-duplex 
relays are under investigation, practical systems are considering half-duplex relay 
operations, which incur a rate penalty since they require two (or more timeslots) to 
relay a message. Relaying has been combined with multiple antennas in the MIMO 
relay channel [ 60, 61] and the multiuser MIMO relay [ 62]. Despite extensive work on 
relaying, prior work has not as extensively investigated the impact of interference 
as seen in cellular systems.   

The first commercial wireless network to incorporate multi-hop communication was 
IEEE802.16j [ 62]. Its architecture constrained the relays to be served by a single 
base station and allowed them to communicate in only one direction at a time (i.e., 
either uplink or downlink). From a design perspective, unfortunately, IEEE802.16j 
had several restrictions that drastically limited its capability, for example, the 
transparent mode that supports relaying-ignorant mobile subscribers. Further, the 
relays were not designed to specifically mitigate interference. Consequently, LTE-A 
standards may consider more sophisticated relay strategies and thus may expect 
larger performance gains from the inclusion of relaying. 

1.2 The Subject Area 

Most future wireless systems, such as ultra mobile broadband (UMB), Long Term 
Evolution (LTE), and IEEE802.16e (WiMAX), promise very high data rates per 
user over high bandwidth channels. Cooperative communication is a new promising 
technology that affords some level of enhancement to the existing communication 
systems to achieve the requirements of such systems. The principle of cooperative 
systems is based on deploying a group of relay nodes within the cell to assist the 
serving base station. The relay can be thought of as an auxiliary node to the direct 
channel between the base station and the network subscribers. A key aspect of the 
cooperative communication is the processing of the signal received from the source 
node at the relay through cooperative relaying protocols. The trend is towards 
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developing cooperative protocols that provide true assistance to the transmitting 
base station by increasing the data rate and reducing any delay caused by 
employing cooperative communications.  

Although a vast amount of research has been conducted on cooperative 
communications in the literature, the integration of cooperative relaying into LTE-
A-aided cellular networks has received little or no attention. Such integration 
requires developing suitable transmitting algorithms, frame structure design, 
interference elimination or reduction techniques, power and frequency resource 
allocation, and many other communication-related topics.  

1.3 Objectives and Scope of the Work 

The overall objective of this research is to propose and investigate improved and 
efficient transmission techniques for LTE-A systems that can achieve high average 
signal-to-interference plus noise ratio (SINR) and high average capacity under 
various impairments such as fading, interference, and noise in the wireless channels. 
The following specific issues are addressed in this dissertation. 

 Cooperative Relaying Protocols 

The objective is to enhance one of the relaying protocols, the decode-and-
forward, to achieve a higher data rate with diversity. The scheme is referred to 
as the enhanced-decode-and-forward. Semi-analytical and simulation methods 
are used to evaluate the symbol error rate (SER) performance and other 
information-theoretic measures when utilizing this proposed enhanced-decode-
and-forward.  

 Relay Integration in Cellular LTE-A Systems 
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The objective is to improve the desired signal level and cancel the inter-cell 
interference in a cellular LTE-A systems using relay terminals at the cell edges. 
The use of relay terminals helps in solving the following specific issues:   

1. Cell-Edge Improvement 

The objective is to develop a communication scheme for LTE-A systems 
that eliminate the inter-cell interference by isolating the co-channel base 
stations geographically. Moreover, there is a need to improve the desired 
signal level for cell-edge users by deploying distributed relay terminals. 
Analytical and simulation methods are conducted to compare the developed 
scheme and conventional schemes.  

2. Frequent Handover Caused by Relay Terminals 

The objective is to develop a communication scheme for LTE-A systems 
that reduces frequent handovers caused by relay deployment in a cell. Also, 
the goal is to enhance further the SINR level for cell-edge users by 
increasing the diversity at cell-edge users.   

3. Interference Caused From Relay Terminals 

The purpose is to develop a cooperative transmission scheme that exploits 
the total available bandwidth resources and cancels the mutual interference 
between deployed relay terminals. 

1.4 Assumptions 

Numerous assumptions are made in carrying out these studies. Some of the 
important assumptions and limitations, which are not addressed due to the scope 
of this research, are listed below. 
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 When analyzing the cooperative relaying protocol, the effect of non-ideal 
conditions such as timing and carrier offset errors are not considered in 
this study. These issues have received considerable attention by many 
researchers and will not be addressed in this dissertation. 

 The channel is assumed to be estimated perfectly, and the receiver has 
full knowledge of the channel state information (CSI). 

 The channel, during the analysis of all schemes, is modeled as 
uncorrelated frequency-flat but time-selective Rayleigh fading. The 
channel gains are assumed time-invariant within three signaling intervals 
but may vary after three signaling intervals.  

 For all relay assisted schemes, the transmission power at the relays is 
assumed to be identical and equals a fraction of the host base station 
power.  

 Only downlink analysis for average SINR and capacity are considered. 
The uplink performance has received much attention in many researches. 

 The path loss model being used in the analysis is adopted from the path 
loss model in [ 92]. 

 The case where the MS is receiving interference from all co-channel cells 
in the first two tiers is considered as the worse-case. 

 For analytical convenience, mobile users are distributed uniformly within 
a cell. This assumption was considered in [ 63] when deriving area 
spectral efficiency of cellular mobile radio systems.  

1.5 Dissertation Outline 

In the first chapter, a brief historical background on the evolution of cellular radio 
technology, cooperative communications, and LTE-A systems is provided and the 
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subject area is introduced. The objectives and contributions of the work are also 
discussed. The rest of this dissertation is organized as follows. 

Chapter 2 provides the reader a review of a number of concepts that will be useful 
throughout this dissertation include – the characteristics of wireless channels, the 
diversity and MIMO concepts, relay communications, and the LTE and the LTE-A 
systems. 

Chapter 3 provides a brief description of the system model for cooperative 
communications with the proposed cooperation relaying protocol. It provides a 
proposed modified decoding mechanism for the system when the channel is 
assumed to be a quasi-static flat fading channel. Analysis of symbol error rate 
(SER) performance is conducted, in which the exact, an upper bound, and an 
approximate upper bound expressions for the SER are derived. Furthermore, 
information-theoretic measures such as the mutual information, the rate, and the 
outage probability are derived. Finally, analytical and simulation results are 
obtained for the proposed cooperative scheme and other conventional schemes for 
validation and comparison.  

Chapter 4 discusses a relay-assisted scheme with omni-directional antenna for the 
LTE-A system. The system model and the transmission algorithm with a proposed 
download frame structure are presented and discussed. Required performance 
measures such as average SINR and average capacity are also derived. Finally, 
analytical and simulation results for the average SINR and capacity are obtained 
for the proposed scheme and other conventional schemes for validation and 
comparison.   

Chapter 5 discusses the system model of a relay-assisted scheme with directional 
antennas that provides less frequent handovers and increase the SINR at the cell-
edge area.. A joint download transmission algorithm is also proposed and discussed 
for the relay-assisted scheme. In addition, performance measures such as average 
SINR and average capacity are derived. Finally, analytical and simulation results 
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for the average SINR and capacity are obtained for validation and comparison with 
other conventional schemes. 

Chapter 6 discusses the system model of a relay-assisted scheme with omni-
directional antennas and same frequency resources allocated to the base station. A 
joint download transmission algorithm with inter-cell interference cancellation 
technique is also proposed and discussed for the relay assisted scheme. Finally, 
analytical and simulation results for BER upper bound, the average SINR, and 
capacity are obtained for validation and comparison with other conventional 
schemes. 

Finally, conclusions on the accomplished research objectives are summarized in 
Chapter 7 and some research topics for future work are suggested.  

1.6 Contributions 

The following contributions have been made in this dissertation. 

 Chapter 3 

In this chapter, we propose and investigate the performance of a new cooperative 
relaying protocol called the Enhanced-Decode-and-Forward (E-DF) scheme. Based 
on the system and the received signal model of the E-DF scheme, we propose a 
modified maximum likelihood (ML) decoder to recover the received symbols over a 
quasi-static fading channel. In addition, the analysis of the average signal-to-noise 
ratio (SNR) is conducted, in which the exact, an upper bound, and an approximate 
average SNRs are derived. Also, we perform the analysis of the symbol error rate 
(SER) via the moment generating function (MGF) and the approximate average 
SNRs. Expressions for a worse-case SER upper bound and an approximate worse-
case SER are derived to simplify the calculations when obtaining the exact SER 
expression. We also conduct the analysis of other information-theoretic measures 
include – mutual information, the achieved rate, and the outage probability. 
Finally, semi-analytical and simulation results for – SER, outage probability, and 
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achieved rate are obtained and compared with other conventional schemes. The 
results show significant improvement for the E-DF scheme over the direct 
transmission and other conventional relaying protocols. Specifically, the results 
show that low SER, high transmission rate, and low outage probability are 
achieved when employing the E-DF scheme. 

 Chapter 4 

In this chapter, we propose a relay-assisted scheme with omni-directional antennas 
called the omni-relay (OR) scheme. Also, we propose a relay frame structure that is 
compatible with the long-term evolution (LTE) standard. In addition, the analysis 
of the average signal-to-interference plus noise ratio (SINR) and the average 
capacity are carried out for the OR scheme. Finally, semi-analytical and simulation 
results for the achieved average SINR and the achieved average capacity are 
obtained and compared with other conventional schemes. The results show that the 
desired signal level is improved for the cell-edge users, and the interference level is 
reduced when the OR scheme is utilized. Also, the average capacity of the OR 
scheme is improved significantly when compared to other conventional schemes.  

 Chapter 5 

In this chapter, we propose the use of relay terminals at the cell-edges, where each 
relay is equipped with directional antennas. This scheme is called the directional-
relay (DR) scheme. We also propose a new cooperative download transmission 
scheme for the DR, called Enhanced-DR (E-DR) scheme, to overcome the issues of 
interference and low desired signal level at cell-edge users. In addition, the analysis 
of the average signal-to-interference plus noise ratio (SINR) and the average 
capacity are carried out for the DR and the E-DR schemes. Finally, semi-analytical 
and simulation results for the achieved average SINR and the achieved average 
capacity are obtained and compared with other conventional schemes. The results 
show that, when utilizing the download transmission scheme E-DR, the average 
SINR and the average capacity are improved remarkably for the cell-edge users 
when compared to the DR and the OR schemes.  



 

13 
 

 Chapter 6 

In this chapter, we propose the use of relay terminal at the cell edges, each with 
omni-directional antennas and same frequency resources allocated to the base 
station. This scheme is called the in-band relay (IR) scheme. We also propose the 
concept of the evolved-cell (E-cell) for the IR scheme that can perform joint 
cooperative transmission of information between the involved terminals within the 
E-cell. The joint cooperative transmission is accomplished by using the E-DF 
relaying protocol (introduced in Chapter 3) to increase the diversity and the data 
rate. Due to high interference, we propose the use of the interference cancelling 
technique, Interference Rejection Combining (IRC), in each E-cell. In addition, we 
investigate the decoding of the received symbol sequences as well as the derivations 
of the BER upper bound, average BER upper bound, average SINR, and average 
capacity for this IRC-aided IR with E-DF scheme. Finally, we obtain semi-
analytical and simulation results for the achieved average SINR and the achieved 
average capacity when utilizing the IRC-aided IR with E-DF scheme. The results 
show that, when utilizing the IRC-aided IR scheme, the average SINR and the 
average capacity are improved remarkably for the cell-edge users when compared to 
the IR that has no joint transmission scheme.   
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Chapter Two: Background 

Wireless communications have seen a remarkably fast technological evolution. 
Although separated by only a few years, each new generation of wireless devices 
has brought significant improvements in terms of link communication speed, device 
size, battery life, applications, etc. In recent years, the technological evolution has 
reached a point where researchers have begun to develop wireless network 
architectures that depart from the traditional idea of communicating on an 
individual point-to-point basis with a central controlling base station. Such is the 
case with ad-hoc and wireless sensor networks, where the traditional hierarchy of a 
network has been relaxed to allow any node to help forward information from other 
nodes, thus establishing communication paths that involve multiple wireless hops. 
One of the most appealing ideas within these new research paths is the implicit 
recognition that, contrary to being a point-to-point link, the wireless channel is 
broadcast by nature. This implies that any wireless transmission from an end-user, 
rather than being considered as interference, can be received and processed at 
other nodes for a performance gain. This recognition facilitates the development of 
new concepts on distributed communications and networking via cooperation.  

The technological progress seen with wireless communications follows that of many 
underlying technologies such as integrated circuits, energy storage, antennas, etc. 
Digital signal processing is one of these underlying technologies contributing to the 
progress of wireless communications. One of the most important contributions to 
the progress in recent years has been the advent of multiple-input multiple-output 
(MIMO) technologies. In a very general way, MIMO technologies improve the 
received signal quality and increase the data communication speed by using digital 
signal processing techniques to shape and combine the transmitted signals from 
multiple wireless paths created by the use of multiple receive and transmit 
antennas. Cooperative communications is a new proposal that draws from the ideas 
of using the broadcast nature of the wireless channel to make communicating nodes 
help each other, of implementing the communication process in a distribution 
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fashion and of gaining the same advantages as those found in MIMO systems. The 
end result is a set of new tools that improve communication capacity, speed, and 
performance; reduce battery consumption and extend network lifetime; increase the 
throughput and stability region for multiple access schemes; expand the 
transmission coverage area; and provide cooperation trade-off beyond source–
channel coding for multimedia communications. 

In this chapter, we begin with the study of basic communication systems and 
concepts that are highly related to user cooperation, by reviewing a number of 
concepts that will be useful throughout this dissertation. The chapter starts with a 
brief description of the relevant characteristics of wireless channels in Section 2.1. It 
then follows by discussing diversity concept followed by the MIMO wireless 
communications in Section 2.2. After this, we describe the concept of relay 
communications in Section 2.3. The chapter concludes by describing the LTE and 
the LTE-A system in Section 2.4.  

2.1 The Wireless Channel Characteristics  

Communication through a wireless channel is a challenging task because the 
medium introduces much impairment to the signal. Wireless transmitted signals are 
affected by effects such as noise, attenuation, and interference. It is then useful to 
briefly summarize the main impairments that affect the signals.  

2.1.1 Additive White Gaussian Noise 

Some impairments are additive in nature, meaning that they affect the transmitted 
signal by adding noise. Additive white Gaussian noise (AWGN) and interference of 
different nature and origin are good examples of additive impairments. The 
additive white Gaussian channel is perhaps the simplest of all channels to model. 
The relation between the output  y t  and the input  s t  signal is given by  
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      y t s t w t  

where  w t  is noise. The additive noise  w t  is a random process with each 
realization modeled as a random variable with a Gaussian distribution. This noise 
term is generally used to model background noise in the channel as well as noise 
introduced at the receiver front end.  

2.1.2 Large-Scale Propagation Effects 

2.1.2.1 Path Loss 

Path loss is an important effect that contributes to signal impairment by reducing 
its power. Path loss is the attenuation suffered by a signal as it propagates from 
the transmitter to the receiver. Path loss is measured as the value in decibels (dB) 
of the ratio between the transmitted and received signal power. The value of the 
path loss is highly dependent on many factors related to the entire transmission 
setup. In general, the path loss is characterized by a function of the form 

  10
 

   
 

log
o

dPL d c
d

 

where PL  is path loss function measured in dB, d is the distance between 
transmitter and receiver,   is the path exponent, c is a constant, and od  is the 
distance to a power measurement reference point (sometimes embedded within the 
constant c). In many practical scenarios this expression is not an exact 
characterization of the path loss, but is still used as a sufficiently good and simple 
approximation. The path loss exponent   characterizes the rate of decay of the 
signal power with the distance, taking values in the range of 2 to 6. The constant c 
includes parameter related to the physical setup of the transmission such as signal 
wavelength, antennas height, etc. 
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2.1.2.2 Shadowing  

In practice, path losses of two receive antennas situated at the same distance from 
the transmit antenna are not the same. This is, in part, because the transmitted 
signal is obstructed by different objects as it travels to the receive antennas. 
Consequently, this type of impairment has been named shadow loss or shadow 
fading. Since the nature and location of the obstructions causing shadow loss 
cannot be known in advance, path loss introduced by this effect is a random 
variable. Denoting by   the value of the shadow loss, this effect can be added to 
path loss equation by writing  

  10 
 

    
 

log
o

dPL d c
d

 

It has been found through experimental measurements that   when measured in 
dB can be characterized as a zero-mean Gaussian distributed random variable with 
variance 2

  (also measured in dB). Because of this, the shadow loss value is a 
random value that follows a log-normal distribution and its effect is frequently 
referred as log-normal fading. 

2.1.3 Small-Scale Propagation Effects 

From the explanation of path loss and shadow fading it should be clear that the 
reason why they are classified as large-scale propagation effects is because their 
effects are noticeable over relatively long distances. There are other effects that are 
noticeable at distances in the order of the signal wavelength; thus being classified 
as small-scale propagation effects. We now review the main concepts associated 
with these propagation effects. 

In wireless communications, a transmitted signal encounters random reflectors, 
scatterers, and attenuators during propagation, resulting in multiple copies of the 
signal arriving at the receiver after each has traveled through different paths. Such 
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a channel where a transmitted signal arrives at the receiver with multiple copies is 
known as a multipath channel. Several factors influence the behavior of a multipath 
channel. One is the already mentioned random presence of reflectors, scatterers, 
and attenuators. In addition, the speed of the mobile terminal, the speed of 
surrounding objects, and the transmission bandwidth of the signal are other factors 
determining the behavior of the channel. Furthermore, due to the presence of 
motion at the transmitter, receiver, or surrounding objects, the multipath channel 
changes over time. The multiple copies of the transmitted signal, each having 
different amplitude, phase, and delay, are added at the receiver creating either 
constructive or destructive interference with each other. This results in received 
signal whose shape changes over time. 

2.1.3.1 Slow and Fast Fading 

The distinction between slow and fast fading is important for the mathematical 
modeling of fading channels and for the performance evaluation of communication 
systems operating over these channels. The coherence time cT  of the channel is the 
key factor to distinct between slow and fast fading. The coherence time measures 
the period of time over which the fading process is correlated. In other words, 
coherence time is the period after which the correlation function of two samples of 
the channel response taken at the same frequency but different time instants drops 
below a certain predetermined threshold. The coherence time is also related to the 
channel maximum Doppler spread ,maxdf  by [ 64] 

9

16


,max
c

d

T
f

 

where Doppler spread is caused by the relative movements of the transmitter, 
receiver, and/or the objects in between, which cause the carrier frequency of the 
received signal gets altered. The maximum Doppler spread (in units of Hz) is given 
as [ 65],  
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
,maxd

vf  

where v and   denote the relative speed (m/s) of the receiver with respect to the 
transmitter and the wavelength (m) of the carrier signal, respectively. The fading is 
said to be slow if the symbol time duration Ts is smaller than the channel’s 
coherence time Tc; otherwise it is considered to be fast. In slow fading a particular 
fade level will affect many successive symbols, which leads to burst errors, whereas 
in fast fading the fading de-correlates from symbol to symbol.  

2.1.3.2 Frequency-Flat and Frequency-Selective Fading 

Frequency selectivity is also an important characteristic of fading channels. If all 
the spectral components of the transmitted signal are affected in a similar manner, 
the fading is said to be frequency-non selective or equivalently frequency-flat. This 
is the case for narrowband systems, in which the transmitted signal bandwidth is 
much smaller than the coherence bandwidth fc of the channel. Coherence bandwidth 
measures the frequency range over which the fading process is correlated and is 
defined as the frequency bandwidth over which the correlation function of two 
samples of the channel response taken at the same time but different frequencies 
falls below a suitable value. In addition the coherence bandwidth is related to the 
maximum delay spread max  by  

1




max
cf  

where the delay spread, by definition, quantifies the average length of overlapping 
received multipath pulses over which most of energy is concentrated [ 66]. On the 
other hand, if the spectral components of the transmitted signal are affected by 
different amplitude gains and phase shifts, the fading is said to be frequency-
selective. This applies to wideband systems in which the transmitted bandwidth is 
bigger than the channel’s coherence bandwidth. 
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2.2 Diversity in Wireless Channels 

As we have explained, wireless fading channels present the challenge of being 
changing over time. In communication systems designed around a signal path 
between transmitter and receiver, a crippling fade on this path is a likely event 
that needs to be addressed with such techniques as increasing the error correcting 
capability of the channel coding block, reducing the transmission rate, using more 
elaborate detectors, etc. 

Nevertheless, these solutions may still fall short for many practical channel 
realizations. Viewing the problem of communication through a fading channel with 
a different perspective, the overall reliability of the link can be significantly 
improved by providing more than one signal path between transmitter and receiver, 
each exhibiting a fading process as much independent from the others as possible. 
In this way, the chance that there is at least one sufficiently strong path is 
improved. Those techniques that aim at providing multiple, ideally independent, 
signal paths are collectively known as diversity techniques. The concept of diversity 
means receiving redundantly the same information-bearing signal over two or more 
fading channels, then combining these multiple replicas at the receiver in order to 
increase the overall received signal-to-noise ratio. The intuition behind this concept 
is to exploit the low probability of concurrence of deep fades in all the diversity 
channels to lower the probability of error and of outage. These multiple replicas 
can be obtained by extracting the signals via different radio paths… 

 in time by using multiple time slots separated by at least the coherence time of 
the channel,   

 in frequency by using multiple-frequency channels separated by at least the 
coherence bandwidth of the channel, and/or 

 in space by using multiple-receiver antennas.  
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In its simplest form, the multiple paths may carry multiple distorted copies of the 
original message. Nevertheless, better performance may be achieved by applying 
some kind of coding across the signals sent over the multiple paths and by 
combining in a constructive way the signals received through the multiple paths. 
Also important is the processing performed at the receiver, where the signals 
arriving through the multiple paths are constructively combined. The goal of 
combining is to process the multiple received signals so as to obtain a resulting 
signal of better quality or with better probability of successful reception than each 
of the received ones. 

For any diversity technique, the performance improvement is manifested by the 
communication error probability decreasing at a much larger rate at a high channel 
signal-to-noise ratio than systems with less or no diversity. When using log–log 
scales, this rate of decrease in the communication error probability becomes the 
slope of the line representing the communication error probability at high signal-to-
noise ratio and is known as the diversity gain. This definition establishes an 
implicit behavior at high signal-to-noise ratio for the probability of symbol error as 
being a linear function of the signal-to-noise ratio when seen in a plot with log–log 
scales. Then it can be seen that, as previously stated, in these conditions the 
diversity gain is the slope of the linear relation. It is better to have as large a 
diversity gain as possible, since it means that the probability of symbol error is 
reduced at a faster rate. Also, it is important to note that, depending on the 
particular diversity scheme and the system setup, other measures of probability of 
error can be used. For example, the outage probability is used in some cases, 
instead of the probability of symbol error. 

2.2.1 Temporal Diversity   

It is quite common to find communication scenarios where the channel coherence 
time equals or exceeds several symbol transmission periods. This implies that two 
symbols transmitted with a separation in time longer than the coherence time will 
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experience channel realizations that are highly uncorrelated and can be used to 
obtain diversity. The simplest way to achieve this is to form the two symbols by 
using a repetition coding scheme.  

Also, in temporal diversity, transmitted bits may be interleaved into time-separated 
packets at a transmitter, spreading and thereby reducing the effect of burst noise 
or multipath fading in particular packets. The interleaved bits are then 
deinterleaved at the receiver to recreate their original order. 

2.2.2 Frequency Diversity 

Analogous to time diversity, in wideband systems where the available bandwidth 
exceeds the channel coherence bandwidth, it is possible to realize diversity by using 
channels that are a partition of the available bandwidth and that are separated by 
more than the channel coherence bandwidth. 

Realizing frequency diversity as a partition of the whole system bandwidth into 
channels with smaller bandwidth and independent frequency response is perhaps 
the most intuitively natural approach. This approach is applicable in multicarrier 
systems, where transmission is implemented by dividing the wideband channel into 
non-overlapping narrowband sub-channels. The symbol used for transmission in 
each sub-channel has a transmission period long enough for the sub-channel to 
appear as a flat fading channel. Different sub-channels are used together to achieve 
frequency diversity by ensuring that each is separated in the frequency domain 
from the rest of the sub-channels in the transmission by more than the coherence 
bandwidth. In this way, the fading processes among the sub-channels show small 
cross-correlation. Examples of these systems are those using orthogonal frequency-
division multiplexing (OFDM). 

Frequency diversity can also be achieved through processing based on a time-
domain phenomenon. Recall that the frequency response of multipath channels is 
not of constant amplitude and linear phase because each spectral component of the 
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signal undergoes destructive or constructive interference of different magnitude 
depending on the delay of each path and the frequency of the spectral component. 
These multipath channels provide diversity through each of the copies of the signal 
arriving through each path and, consequently, the overall channel appears as 
frequency selective. It is then possible to achieve diversity of an order equal to the 
number of independent paths. 

2.2.3 Spatial Diversity and MIMO Systems 

By using multiple transmit antennas and multiple receive antennas, we may exploit 
diversity in the spatial domain which is called spatial diversity. Systems utilizes 
spatial diversity are often referred as multiple-input multiple-output (MIMO) 
systems. Spatial diversity or MIMO improves the performance of communication 
systems. Signal will not suffer the same level of attenuation as it propagates along 
different paths. Spatial diversity can be efficiently exploited when the antenna 
array configuration at receive and transmit sides is properly performed to the 
propagation environment characteristic. This could be achieved if multiple branches 
which are combined are ideally uncorrelated in order to reduce probability for deep 
fades in fading channels.   

One of the major benefits of spatial diversity systems is the reliable communication 
through the use of multiple receive and transmit antennas. The system reliability is 
represented by the diversity gain. As mentioned earlier, the signal level at a 
receiver in a wireless system fluctuates or fades. Spatial diversity gain mitigates 
fading and is realized by providing the receiver with multiple (ideally independent) 
copies of the transmitted signal in space. With an increasing number of 
independent copies (the number of copies is often referred to as the diversity 
order), the probability that at least one of the copies is not experiencing a deep 
fade increases, thereby improving the quality and reliability of reception.    
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Moreover, spatial diversity systems offer a linear increase in data rate through 
spatial multiplexing [ 67- 70], i.e., transmitting multiple, independent data streams 
within the bandwidth of operation. Under suitable channel conditions, such as rich 
scattering in the environment, the receiver can separate the data streams. 
Furthermore, each data stream experiences at least the same channel quality that 
would be experienced by a direct transmission system, effectively enhancing the 
capacity by a multiplicative factor equal to the number of streams. In general, the 
number of data streams that can be reliably supported by a MIMO channel equals 
the minimum of the number of transmit antennas and the number of receive 
antennas [ 71]. The spatial multiplexing gain leads to an increase in the system 
spectral efficiency without any need for additional bandwidth or for additional 
power allocation. 

MIMO system can achieve both spatial diversity and temporal diversity by 
exploiting space-time (ST) coding technique. ST coding is a class of a linear 
processing of the transmitted signals at each transmitting antenna of MIMO 
system. ST codes are designed in order to achieve both maximum coding gain and 
diversity gain. ST codes may be split into two main types which are listed in the 
following. 

 Space-Time Trellis Code (STTC) was invented by Vahid Tarokh in 1998. 
This coding scheme transmits multiple redundant copies of trellis code 
which are distributed in time and space [ 72].  

 Space-Time Block Code (STBC) aims to provide a diversity gain by 
transmitting block codes distributed over the transmit antennas. 
Development of STBC is based on complex orthogonal design. The most 
well-known orthogonal STBC (OSTBC) design is the Alamouti scheme 
which was invented in 1998 for a MIMO system for two transmit and two 
receive antennas [ 73]. At the receiver, the transmitted signal is easily 
recovered as a result of the orthogonality of ST code. OSTBCs have received 
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much attention from the coding community as compared to STTCs owing to 
their simple design and low complexity receivers [ 74].  

2.3 Cooperation Diversity 

The continually increasing number of users and the rise of resource-demanding 
services require a higher link data rate than the one that can be achieved in 
current wireless networks [ 30]. Wireless cellular networks, in particular, have to be 
designed and deployed with unavoidable constraints on the limited radio resources 
such as bandwidth and transmit power [ 75]. As the number of new users increases, 
finding a solution to meet the rising demand for high data rate services with the 
available resources has became a challenging research problem. The primary 
objective of such research is to find solutions that can improve the capacity and 
utilization of the radio resources available to the service providers [ 76]. While in 
traditional infrastructure networks the upper limit of the transmitter – receiver 
link’s data capacity is determined by the Shannon capacity [ 70], advances in radio 
transceiver techniques such as MIMO architectures and cooperative or relay-
assisted communications have led to an enhancement in the capacity of 
contemporary systems.    

In the MIMO technique diversity relies on uncorrelated channels, and is achieved 
by employing multiple antennas at the receiver side, the transmitter side, or both, 

Base Station
     (BS)

Relay Node
    (RN)

Mobile Station
     (MS)

 

Figure  2.1: Illustration of cooperative diversity. 
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and by sufficiently separating the multiple antennas [ 77]. The MIMO technique can 
be used to increase the robustness of a link as well as the link’s throughput. 
Unfortunately, the implementation of multiple antennas in most modern mobile 
devices may be challenging due to their small sizes [ 76]. 

Cooperative diversity or relay-assisted communication has been proposed as an 
alternative solution where several distributed terminals cooperate to 
transmit/receive their intended signals. In this scheme, Figure 2.2, the base station 
(BS) wishes to transmit a message to the mobile station (MS), but obstacles 
degrade the BS-MS link quality. The message is also received by the relay 
terminals, which can retransmit it to the MS, if needed. The mobile station may 
combine the transmissions received by the base station and relays in order to 
decode the message. 

The limited power and bandwidth resources of the cellular networks and the 
multipath fading nature of the wireless channels have also made the idea of 
cooperation particularly attractive for wireless cellular networks [ 30]. Moreover, the 
desired ubiquitous coverage demands that the service reaches the users in the most 
unfavorable channel conditions (e.g., cell-edge users) by efficient distribution of the 
high data rate across the network [ 78]. In conventional cellular architectures 
(without relay assistance) increasing capacity along with coverage extension 
dictates dense deployment of base stations which turns out to be a cost-wise 
inefficient solution for service providers [ 15]. A relay node (RN), which has less cost 
and functionality than the base station, is able to extend the high data rate 
coverage to remote areas in the cell under power and spectral constraints [ 79– 82]. 

By allowing different nodes to cooperate and relay each other’s messages to mobile 
stations, cooperative communication also improves the transmission quality [ 83]. 
This architecture exhibits some properties of MIMO systems; in fact a virtual 
antenna array is formed by distributed wireless nodes each with one antenna. Since 
channel impairments are assumed to be statistically independent, in contrast to 
conventional MIMO systems, the relay-assisted transmission is able to combat 



 

27 
 

these impairments caused by shadowing and path loss in BS-MS and RN–MS links. 
To this end, an innovative system has been proposed in which the communication 
between transmitter and receiver is done in multiple hops through a group of relay 
nodes. This cooperative MIMO relaying scheme creates a virtual antenna array by 
using the antennas of a group of relay nodes [ 84]. These relay nodes transmit the 
signal received from the base station cooperatively on a different channel to the 
mobile station.  

2.3.1 Cooperative Relaying Protocols 

The performance of relay transmissions is greatly affected by the rules or 
conventions, called cooperative relaying protocols, which control the exchange of 
information between terminals on the network [ 30]. Many cooperative relaying 
protocols have been proposed to establish a two-hop communication between a 
base station and a mobile station through a relay [ 85- 88]. 

2.3.1.1 Amplify-and-Forward (AF)  

In this relay-assisted protocol, the relay amplifies the received signal from the base 
station and retransmits it to the mobile station without doing any decoding. For 
this reason, it is also called non-regenerative relaying. The main drawback of this 
strategy is that the relay terminal amplifies the received noise at the same time. 
Applying this strategy to cooperative communication leads to a lower bit error rate 
(BER) than direct transmission [ 54- 56]. The outage probability of the cooperative 
communication derived in [ 89], demonstrates that a diversity order of 2 is obtained 
for two cooperative users.  
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2.3.1.2 Decode-and-Forward (DF) 

In this relaying protocol, relay terminal has to decode the message received from 
the base station. Therefore, the total performance depends on the success of this 
message decoding [ 89]. Depending on the type of symbols retransmitted, the 
strategy at the relay is repetition coding (RC) or unconstrained coding (UC). In 
RC, the relay retransmits the same symbols previously estimated, while in UC the 
symbols transmitted are not the same as the received ones, but are related to the 
same information sent by the source. Hence, this protocol is also called regenerative 
relaying. The DF can effectively avoid error propagation through the relay, but the 
processing delay is quite long. 

2.4 Long-Term Evolution (LTE) Systems 

The third generation partnership project (3GPP) long-term evolution (LTE) is one 
of the most promising standards for the next generation wireless communications 
systems. LTE is a candidate for the International Mobile Telecommunication 
(IMT) of International Telecommunications Union-R (ITU-R). It is being designed 
to utilize techniques such as MIMO and relay technologies in the air interface to 
provide high-speed data transmission and high channel-capacity transmission 
[ 90, 91].   

2.4.1 From LTE to LTE-A: System Specifications and Requirements 

The 3GPP LTE standard was developed between 2004 and 2009 with the goal of 
providing a high-data rate, low-latency, and packet-optimized radio-access 
technology supporting flexible bandwidth deployments. The air-interface-related 
attributes of the LTE system are summarized as follows. The system supports 
flexible bandwidths using OFDMA and single-carrier FDMA (SC-FDMA) schemes. 
In addition to frequency-division duplexing (FDD) and time-division duplexing 
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(TDD), half-duplex FDD is allowed to support low-cost mobile stations. The 
system is primarily optimized for low speeds, up to 15km/h. However, the system 
specifications allow mobility support in excess of 350km/h with some performance 
degradation. The uplink access is based on SC-FDMA, which provides increased 
uplink coverage due to low peak-to-average power ratio (PAPR) relative to 
OFDMA [ 92]. The system supports a downlink peak data rate of 326Mbps with 
4×4 MIMO within 20MHz bandwidth. Since uplink MIMO is not employed in the 
first release of the LTE standard, the uplink peak data rate is limited to 86Mbps 
within 20MHz bandwidth. In terms of latency, LTE radio-interface and network are 
capable of delivering a packet from the base station to the mobile station in less 
than 10ms. The LTE standard was finalized in 2009 and some initial commercial 
LTE deployments are already underway in the USA, Japan, and Europe to 
accommodate the growing data traffic demands.  

The mobile data traffic continues to grow and is expected to grow at a compound 
annual growth rate (CAGR) of 131% [ 93] over the next years, increasing more than 
65 fold in 5 years. In order to meet this spectacular growth in data traffic, 
continuous improvements in air-interface efficiency as well as allocation of new 
spectrum has lead the stage for the future evolution of radio technologies towards 
IMT-Advanced. IMT-Advanced is an ITU-R initiative for developing the fourth 
generation global mobile broadband wireless standard. A major effort was started 
by the 3GPP and IEEE802.16 standards to develop the IMT-Advanced compliant 
fourth generation mobile broadband standards. This effort made IMT-Advanced to 
standardize LTE-A as a candidate technology for the 4G mobile broadband with 
the following requirements for peak data rate, average cell spectrum efficiency and 
cell-edge users’ spectrum efficiency.  

 Peak Data Rate: As for the peak data rate, the system should target a 
downlink peak data rate of 1Gbps and an uplink peak data rate of 
500Mbps. 
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 Average Spectral Efficiency: According to LTE-A, average spectral 
efficiency for mobile broadband standard is defined as the aggregate 
throughput of all users, or the number of correctly received bits over a 
certain period of time, normalized by the overall cell bandwidth divided by 
the number of cells. In the LTE-A standard, the system should target 
average downlink spectral efficiency of 2.6bps/Hz and average uplink 
spectral efficiency of 2bps/Hz.  

 Cell-Edge User Throughput: The cell-edge user throughput is defined as 
the 5% point of the cumulative density function (CDF) of the user 
throughput normalized with the overall cell bandwidth. LTE-A should allow 
cell-edge user throughput to be 0.09bps/Hz for downlink and 0.07bps/Hz for 
uplink.  

2.4.2 Relay Technologies in LTE-A Cellular Systems 

When introducing LTE-A systems, 3GPP considered relay technologies in the 
standardization process [ 91]. The relay transmission can be achieved by forwarding 
information from a local evolved-base station (eNB) to a neighboring mobile 
station using a relay node. In doing this, an RN can effectively extend the signal 
and service coverage of an eNB and enhance the overall throughput performance of 
a wireless communication system [ 85, 91]. Figure 2.3 shows an example of deploying 
a relay node in a cellular LTE-A system. The figure shows that the relay nodes can 
be placed at the cell-edge to increase the transmission range of the cell.   

2.4.3 Relays classifications  

A variety of different classifications have been used to categorize relay nodes in the 
LTE-A standard. In one category, relays may be distinguished based on the 
functionality [ 86] as … 
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 a repeater: This type of relays is the simplest in terms of implementation 
and functionality. The relay simply receives the signals from the base 
station, amplifies it and then forwards it to the mobile station.  

 a decoder/encoder: This relay is able to decode the received signals and 
re-code the transmit signals in order to achieve higher RN-MS link quality. 
The advantage of achieving higher link quality comes at the expense of 
higher cost and complexity of the relay and also adds delay to the 
communication link.  

 a base station: This type of relay has the functionality of a base station 
like mobility management, session set-up, and handover. Such functionality 
adds more complexity to the implementation of this relay and the delay 
budget is further increased. 

A different classification is used in 3GPP standardization where two types of relays 
have been defined in 3GPP LTE-A standard, Type I and Type II in [ 91], or non-
transparency and transparency in [ 85].   

 Type I (or non-transparent): This relay type can help a remote mobile 
station unit, which is located far away from a base station, to access the 
base station. So a Type I relay needs to transmit the common reference 
signal and the control information for the base station, and its main 
objective is to extend signal and service coverage, as shown in Figure 2.4 
(a). Type I relays can mainly make some contributions to the overall system 
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Figure  2.2: Relaying in LTE-A systems. 
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capacity by enabling communication services and data transmissions for 
remote mobile station units.  

 Type II (or transparent):  the relays can help a local mobile station unit, 
which is located within or outside the coverage of a base station and has a 
direct communication link with the base station, to improve its service 
quality and link capacity, as shown in Figure 2.4 (b). So a Type II relay 
does not transmit the common reference signal or the control information, 
and its main objective is to increase the overall system capacity by achieving 
diversity and transmission gains for local mobile station units. 

2.4.4 Relay Terminals in Cellular Systems 

Relay technology is considered in cellular networks to assist base stations for 
coverage extension and throughput enhancement. The information theoretical 
properties of the relay channel have already been studied in the 1970s by Cover 
[ 33]. However the integration of relays into a cellular system has only gained 
attention around the year 2000 for example in [ 94] when the concepts of Single-hop 
Cellular Network (SCN) and Multihop Cellular Network (MCN) were introduced. 
In SCN, base and mobile stations in the same cell are always mutually reachable in 
a single hop. When having data to send, mobile stations always send them to the 
base within the same cell. If the destination and the source are in the same cell, the 
base directly forwards packets to the destination. On the other hand, the 
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(a) Type I (non-transparent)                    (b) Type II (transparent) 

Figure  2.3: Relay types. 
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architecture of MCN resembles that of SCN except that bases and mobile stations 
are not always mutually reachable in a single hop. Similar to ad-hoc network, a key 
feature of MCN is that mobile stations can directly communicate with each other if 
they are mutually reachable. This feature leads to multihop routing.  

The research in [ 94] motivated to study the effect of relay deployment in cellular 
network. In [ 95], for example, it was shown that deployments based on in-band 
relays can increase the high bit rate coverage at the cell border; thereby provide 
the means to balance the capacity within the cell and increase the coverage area of 
a single BS. Not surprisingly relays as part of infrastructure based networks have 
been standardised in the Technical Specification Group j (TSG j) of IEEE802.16j 
[ 96] and a study item on relaying has been formed in 3GPP. 

Moreover, the authors in [ 97] showed through simulation-based results, that relays 
provide range extension and spectral efficiency enhancement when deployed in 
different location in the cell. Multiple relay deployment in cellular networks is also 
discussed in [ 98]. Simulation results showed that deploying multiple relays per cell 
can significantly improve system capacity and coverage.  

The effect of using multiple antennas at relay terminals is also addressed in [ 99] 
where the effect of using N antennas at the relay terminal is studied in terms of 
data rate enhancement. The results showed that employing several antennas at 
each relay terminal and proper space-time coding improve downlink data rate, 
however it required to have more complex receiver structure at the mobile station 
in order to achieve such high rate and decode correctly.  

The performance of relay deployment on the uplink was also addressed in several 
researches like in, for example, [ 100]-[ 102]. Most research concerning uplink analysis 
considered different relay types and relaying protocol.  

Although several research dealt with relay terminals deployment in cellular 
systems, most of the obtained results were based on system-level simulation and 
not analytical or semi-analytical results. Also, the frequency and power resources 
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allocation for each relay terminal are not discussed when providing system models. 
Furthermore, the coordination between terminals (base stations, relays, and mobile 
stations) is not considered for such system. Finally, most researches do not 
consider analytical performance for the interference stem from relay deployment.        
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Chapter Three: An Enhanced Decode-and-
Forward (E-DF) scheme over quasi-static flat 
fading channel 

3.1 Introduction 

Most future wireless systems promise very high data rates per user over high 
bandwidth channels such as ultra mobile broadband (UMB), Long Term Evolution 
(LTE), and IEEE802.16e (WiMAX). Cooperative communication is a new 
technology that can achieve the requirements of such systems and provide some 
level of enhancement to future communication systems. The principle of 
cooperative communications is based on the deployment of a group of relay nodes 
within a cell-site to assist the base station. The relay can be thought of as an 
auxiliary node to the direct channel between the base station and the network 
subscribers. A key aspect of the cooperative communication is the processing of the 
signal received from the base station at the relay. In the literature, two key types of 
cooperative protocols exist. These are [ 30]– amplify-and-forward (AF) and decode-
and-forward (DF) relaying protocols. In the AF protocol, the relay receives the 
data from the base station, amplifies it, and then retransmits it to the mobile 
station. In the DF protocol, the relay decodes the received signal, re-encodes, and 
then retransmits it to the subscriber. In Chapter 3, the main focus is on the 
enhancement of the conventional DF relaying protocol performance.  

3.1.1  The Conventional DF Relaying Protocol 

In the conventional DF scheme, time-division multiple-access (TDMA) is employed, 
and symbol transmission from the base station to the mobile station can be 
accomplished by three different schemes [ 89], each in two phases.  
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In the first scheme, the base station (or eNB according to LTE-A standard[ 103]) 
communicates with the relay node (RN) and mobile station (MS) during the first 
phase as shown in Figure 3.1 (a). In the second phase, both the relay and eNB 
terminals communicate with the mobile station terminal as illustrated in Figure 3.1 
(b). Scheme I provides a transmission of two symbols over two phases and diversity 
only for symbol s1.   

In the second scheme, the base station communicates with the relay and the mobile 
station terminals over the first phase as illustrated in Figure 3.2 (a). In the second 
phase, only the relay terminal communicates with the mobile station as illustrated 
in Figure 3.2 (b). Scheme II provides a transmission of one symbol over two phases 
and diversity only for the symbol s1.     

In the third scheme, the base station communicates with the relay only over the 
first phase as shown in Figure 3.3 (a). In the second phase, the relay and the base 

MS

RN

eNB

1s

1s

                    MS

RN

eNB

1s

2
s

 

                  (a) Phase 1                                     (b) Phase 2 

Figure  3.1: Conventional DF Scheme I. 
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Figure  3.2: Conventional DF Scheme II. 
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station terminals communicate with the mobile station as shown in Figure 3.3 (b). 
Cooperative scheme III provides a transmission of two symbols over two phases and 
no diversity for any transmitted symbols.    

3.1.2 Space-Time-Coded DF scheme  

In order to increase diversity, space-time coding (STC) is used [ 73]. To use STC 
coding in the conventional DF relaying protocols, for example Scheme I, and a 2×1 
Alamouti ST coding [ 73], the base station first broadcasts the first data symbol 1s  
to the relay and to the MS in phase 1 as shown in Figure 3.4 (a). In the second 
phase, the base station transmits the second symbol, 2s , to the MS. The relay 
decodes 1s  and forwards it to the MS as shown in Figure 3.4 (b). In the third 
phase, the base station broadcasts the second symbol to the relay and the MS as 
shown in Figure 3.4 (c). In the fourth phase, the base station changes the 
constellation of the first symbol, 1s , into *

1s  and transmits to the MS. At the 
same time, the relay changes the constellation of the decoded 2s  into *

2s  and relays 
it to the MS as shown in Figure 3.4 (d). The transmission over the four phases is 
equivalent to a 2×1 Alamoti ST coding [ 73] as (the second and the fourth rows) 
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Figure  3.3: Conventional DF Scheme III. 
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where eNBh  and RNh  are the channel coefficients from eNB to MS and from RN to 
MS, respectively. Similar steps can be considered for ST-coded Scheme III; 
however, ST-coding is not applicable to Scheme II since it receives only one symbol 
every phase from either the base station or the relay. 

If direct transmission of one symbol requires one signaling interval, four signaling 
intervals are required to transmit two symbols from the base station to the mobile 
station using a ST-coded conventional DF relay scheme. Therefore, the data rate is 
half of the data rate of the direct or non-cooperative transmission. In 
communication systems where high data rate is required, this issue is considered a 
major drawback. 

For the conventional DF protocol, many previous proposals attempt to design relay 
cooperative protocols to obtain full spatial diversity with high data rate [ 29- 40]. 
However, this comes with new cost of hardware implementation such as employing 
multiple antennas at the base station, the mobile station, and/or the relay. 

In Chapter 3, we propose a modified relaying protocol that enhances the 
conventional DF protocol to achieve a higher data rate transmission with diversity. 
This new scheme is referred to as the enhanced-decode-and-forward (E-DF). Based 
on the E-DF’s received signal model, we proposed a modified ML decoder. 
Moreover, we conduct the analysis of the symbol error rate (SER) and compare it 
with the performances of the conventional DF protocol and the direct transmission 
to measure the improvement achieved by E-DF.   
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Figure  3.4: The ST-coded conventional DF Scheme I. 
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Chapter 3 is organized as follows. In Section 3.2, we present a brief description of 
the system model for the proposed E-DF cooperation protocol as well as modified 
maximum likelihood (ML) decoder when the channel is assumed to be quasi-static 
flat fading channel. In Section 3.3, we analyze the symbol error rate performance 
for the E-DF scheme with an exact, upper bound, and tight approximation for 
systems with MPSK modulation. In addition, we derive some information-theoretic 
measures such as – the mutual information, the rate, and the outage probability for 
the proposed E-DF, direct transmission, and the conventional DF schemes. Finally, 
performance comparisons are made between the direct transmission, the 
conventional DF, and the E-DF schemes.  

3.2 An Enhanced-Decode-and-Forward (E-DF) Scheme 

We propose the enhanced-decode-and-forward (E-DF) scheme to overcome the 
issues of low data rate found in the conventional DF schemes. The scheme uses two 
relay nodes for more reliable transmission between the transmitter and the receiver. 
Multiple-relay communication is part of the LTE-A standard [ 104] to enhance the 
coverage and capacity. In the following, we describe the system model for the E-DF 
scheme together with the proposed ML decoder.  

3.2.1  System Model  

We present a cooperative communication scheme with three transmission phases for 
wireless networks such as mobile ad hoc, wireless sensor, or cellular networks. In all 
phases, terminals transmit signals through orthogonal channels by using TDMA. 
The proposed scheme targets downlink transmissions where the data source 
terminal, eNB, transmits information to the data source terminal, MS, with the 
assistance of two relay terminals labeled as RN1 and RN2, as shown in Figure 3.5.   

At the eNB, the information bit sequence is first mapped from a complex signal 
constellation into a complex symbol sequence. The complex symbol sequence is 
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then parsed into code vectors  1 2

Ts ss . It is assumed that the channel 
coherence time is comparable to the symbol duration due to relative motion 
between transmitter and receiver. The channel between any two terminals is 
modeled as uncorrelated frequency-flat but time-selective Rayleigh fading. The 
channel gains are assumed time-invariant within three signaling intervals but may 
vary between every three signaling intervals. The transmission power at the base 
station is denoted by eNBP . The transmission power at the relays, RN1 and RN2, are 
assumed to be identical and denoted by RNP . Each relay power is assumed to be a 
fraction of the base station power according to the following relation  

RN eNBP P                                          (3.1)   

where 0<<1. In the E-DF, the downlink transmission to the MS is accomplished 
in three phases as illustrated in Figure 3.6.   

In phase 1, the eNB broadcasts the first symbol 1s  from the code vector to all 
terminals, i.e. MS, RN1 and RN2 as shown in Figure 3.6 (a). The relay terminals, 
RN1 and RN2, receive and decode 1s . The received signal at the MS is written as 

1 1 1 eNB eNBy P h s w                                     (3.2) 

where eNBh  is the channel coefficient from eNB to MS and 1w  is additive white 
Gaussian noise (AWGN). In Equation (3.2), eNBh  is modeled as zero-mean, complex 

MS

eNB

1RN

2RN  

Figure  3.5: System model for the proposed E-DF scheme. 
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Gaussian random variable with variance 2eNB . Also, the noise term 1w  is modeled 
as a zero-mean, complex Gaussian random variable with variance 

1

2w .     

In phase 2, Figure 3.6 (b), the eNB broadcasts the second symbol 2s  from the code 
vector to the MS and RN2. Simultaneously, RN1 transmits the decoded 1s  to the 
MS and RN2. The total received signal at the MS from eNB and RN1 in phase 2 is 
written as 

12 1 2 2  RN RN eNB eNBy P h s P h s w                            (3.3) 

where 
1RNh  is the channel coefficient from RN1 to MS and 2w  is additive white 

Gaussian noise (AWGN). In Equation (3.3), 
1RNh  is modeled as zero-mean, complex 

Gaussian random variable with variance 
1

2RN . Also, 2w  is modeled as a zero-mean, 
complex Gaussian random variable with variance 2

2w .  

In phase 3, Figure 3.6 (c), eNB and RN2 modify the constellations of the symbols 
such that, eNB changes 1s  to *

1s  and RN2 changes 2s  to *
2s . Both, eNB and RN2, 

transmit the modified symbols to the MS simultaneously. Therefore, the signal 
received at the MS from eNB and RN2 in phase 3 can be written as 

2

*
3 1 3

*
2  eNB RN RNeNBy P h s P h ws                            (3.4) 

where 
2RNh  is the channel coefficient from RN2 to the MS and 3w  is AWGN. In    

Equation (3.4), 
2RNh  is modeled as zero-mean, complex Gaussian random variable 
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Figure  3.6: The proposed E-DF transmission phases. 
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with variance 
2

2RN . Also, 3w  is modeled as a zero-mean, complex Gaussian random 
variable with variance 

3

2w . The three-phase transmission is carried on until the end 
of the entire symbol sequence. Assuming the channel conditions for all links are 
quasi-static over three consecutive signaling intervals, and taking the conjugate of 

3y  in Equation (3.4), Equations (3.2), (3.3) and (3.4) are combined in matrix form 
as 

1

2

11 1

2 2
* *** 23 3

0                                

eNB

RN RN eNB

RN RNeNB e

eNB

eNB

NB

P h s
P h P h

sP

y w
w

h wP h

y
y

  

                    (3.5) 

Using the value of RNP  in Equation (3.1), Equation (3.5) becomes  

  

1

2

1

**

1 1

2 2
*

3 32
*

0
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e
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RNe
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e B
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h s
P h h

y w
y w

hhy s w




      
             
            

wy sH  


                        (3.6) 

where 3 1y   is the received signal vector, 3 2H   is the channel matrix, 2 1s   
is the information code vector, and 3 1w   is the noise vector. It is clearly seen 
that the E-DF scheme provides a transmission of two ST-coded symbols over three 
phases, or signaling intervals, and provides diversity for both transmitted symbols. 
Therefore, the transmission rate is improved from ½ in the conventional ST-coded 
DF to ⅔ at the cost of an extra relay. Adding another relay increases the diversity 
order, and consequently increases the communication reliability. However, it has 
been seen that the improvement in communication reliability when using more 
than two relays is not significant [ 58]. In turn, this increases the complexity of 
coordinating the relays, its cost, ST code design, and the generated interference 
between relays.      

In the following, we propose a modified maximum-likelihood (ML) decoder to 
decode y  over quasi-static flat fading channels. The modified ML decoder is 
motivated by the work of Tran & Sesay [ 105]. 
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3.2.2  Modified ML Decoder of E-DF Over Quasi-Static Fading Channel 

Under the assumption of perfect channel state information (CSI) at the receiver, 
the conventional ML decoder selects the code vector  1 2

ˆ ˆ ˆ
Ts ss  according to [ 106] 

 
2


s

s Hy sˆ arg min                                    (3.7) 

where 
2

..  is the norm-squared operation. This is conventionally performed by 
multiplying the received signals in Equation (3.6) by the conjugate transpose of the 
channel matrix to decouple the received symbols if the product of HH  and H  is a 
diagonal matrix, i.e. 

 1 2 2, H H IH ,                                     (3.8) 

According to the conventional Alamouti ST coding [ 73], the product of HH H  is 
diagonal when the amplitudes of fading from each transmit antenna to each receive 
antenna are mutually uncorrelated Rayleigh distributed, and time-invariant over 
two signaling periods. Also, the transmitted symbol at each antenna (or the code 
word) is chosen such that the H ’s channel vectors are orthogonal. Having establish 
these two conditions, the product of HH  and H  is now a diagonal matrix,   

 
ˆˆ

H H H 
wy

H y H Hs H w


 

and consequently, conventional ML decoding is used by computing the decision 
statistic vector  1 2ˆ ˆ ˆ

Ty yy  as 

 1 2 2 ˆ,ˆ H   y H I s wy                                  (3.9) 

where 1  and 2  are complex-valued coefficients, and 2I  is a 2×2 identity matrix. 
Equation (3.9) can be simplified as 

 1 2 2

2

  
s

I ss yˆ ˆarg min ,                                   (3.10) 
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Consider the channel matrix H  in Equation (3.6). Assuming the channel to be 
time-invariant over three consecutive signaling periods, multiplying H  by its 
conjugate transpose HH  yields,  
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 
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                  (3.11) 

The matrix in Equation (3.11) is not diagonal. Therefore, ML decoding of the 
received signals is degraded due to the non-zero off-diagonal terms. In this case, the 
conventional ML decoder in Equation (3.10) is no longer valid. In this dissertation, 
we propose a modified ML method similar to the method in [ 105], where a matrix 
is constructed such that its product with H  is a diagonal matrix. i.e.  

 1 2,   diag  φH Λ                                 (3.12) 

where 1  and 2  are in general complex-valued coefficients that are specified later 
in this section. Define a 3×2 matrix φ  

1 2 3

4 50
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Multiplying H  by φ  yields 
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                (3.13) 

In order to diagonalize the product, the elements of φ  are selected to annihilate 
the off- diagonal terms. That is,  
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2

*
2 3 0  RNeNBh h                                    (3.14) 

and 

1

*
4 5 0  RN eNBh h                                    (3.15) 

A set of values of 2  and 3  that satisfy Equation (3.14) can be obtained 
intuitively as, 

2

*
2  RNh     and    3  eNBh . 

Also, a set of values of 4  and 5  that satisfy Equation (3.15) is given by,  

*
4  eNBh    and   

15   RNh . 

Using the above four values, φ  is written as  
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To find a suitable value of 1 , we substitute φ  into Equation (3.13), which yields 
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(3.16) 

Here, 1  can take any arbitrary value. A suitable value of 1  is *
eNBh , which yields 

2*
1 NB Be eNh h , and increases the diversity. The desired matrix is therefore given by, 
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Using the above matrix, Equation (3.12) reduces to  
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  2 1
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Denote the diagonal terms by 1  and 2 , respectively. That is,  

   
2 1

2 2 *
1 2  e RN RNB Nh h h     and    

2 1

2 2 *
2   ReNB N RNh h h             (3.17) 

The decision statistic vector ŷ  for the modified ML decoder is given by  
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                          (3.18) 

where ŷ φy  and ŵ φw . The decoding of ŝ  is then performed  

2


s
y Λs sˆ arg mi ˆn                                   (3.19) 

3.3 Performance Analysis 

In this section, we present the analysis of SER for the proposed E-DF protocol 
when M-ary phase shift keying (MPSK) modulation is employed. Furthermore, we 
provide a SER upper-bound as well as an approximated SER expressions for the 
proposed E-DF cooperation scheme.  

3.3.1 Signal-to-Noise Ratio (SNR) Analysis 

3.3.1.1 Instantaneous SNR 

In this section, an instantaneous SNR expression is derived for the proposed E-DF 
scheme. According to Equation (3.18), the noise vector ŵ  is expressed as  
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where 1ŵ  and 2ŵ  are modeled as a zero-mean, conditionally complex Gaussian 
random variables with variances (assuming eNBh , 

1RNh  and 
2RNh  are fixed)  
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ˆ   H eNBw w RNh h , 

respectively. With knowledge of the channel coefficients eNBh , 
1RNh  and 

2RNh  at the 
receiver, and , 0 1   RN eNBP P , the conditional SNRs , 1  and 2 , at the 
output of the decoder are given by 
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                 (3.20) 

respectively, and the instantaneous overall (exact) conditional SNR is given by 

     1 2  H H HSNR                               (3.21) 

3.3.1.2 Conditional SNR Upper Bound 

In this section, we use vector analysis to further simplify the overall SNR 
expression in Equation (3.21). Define   and   as  

22 2
2 eNBh   and 

1 2

22 2 *
RN RNh h   are lengths of two sides of a triangle. Then, the length of the 

third side (i.e. 2  ) is less than or equal the sum of the two sides ( 2 2  ). 
i.e.  2 2 2      . This is called Triangle Inequality found in [ 106]. In this 
inequality, the term 2   equals 2 2   only when   .  
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Recalling the values of  and  , the numerators in Equation (3.20) are upper 
bounded as   

1 2 1 2 1 2

2 2 2 2 22 2 42 * 2 * 42 2 4eNB RN RN eNB RN RN eNB RN RNh h h h h h h h h        

 and 

1 2 1 2 1 2

2 2 2 2 22 2 42 * 2 * 4
eNB RN RN eNB RN RN eNB RN RNh h h h h h h h h        

Then the conditional SNR upper bounds are  
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The overall conditional SNR upper bound is given by 

     1 2  H H Hu u uSNR                               (3.23) 

3.3.1.3 Approximate Conditional SNR Upper Bound 

The LTE-A standard specifies the transmit power of the RN to be approximately 
10 times less than the transmit power of the base station [ 104]. Under such 
conditions, we can neglect the component 4  and obtain an approximate 
conditional upper bound for SNR’s  1 H  and  2 H  are given by 
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eNB N
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h h
   (3.24) 

The overall approximate conditional upper bound is  

     1 2  H H Ha a aSNR                               (3.25) 
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Figure 3.7 shows Monte-Carlo simulation results for the exact SNR, the SNR 
upper-bound, and approximate SNR upper bound as a function of the power ratio 

η. At values of η below 0.3, all three curves match. However above η = 0.3, the 
approximate SNR and the SNR upper bound deviate from the exact SNR. For 
LTE-A where η ≤ 0.1, the SNR upper bound and the approximate SNR are 
accurate representations of the exact SNR.    

3.3.2 Symbol Error Rate (SER) Analysis  

3.3.2.1 Instantaneous SER for MPSK  

For an MPSK-modulated system (M = 2i, i =1,2,…), the SER is given by [ 106] 

2 2
  

  
  

sinQ SNRSER
M

                              (3.26) 

where  

 2 2

2

t
Q t






 
    

exp
d  

is the Q-function. Here, the exact instantaneous SER is obtained by using the 
actual SNR in Equation (3.21). The average SER is obtained by averaging the 
instantaneous SER over the distribution of SNR. Since the distribution of the exact 
SNR is difficult to evaluate, and the approximate SNR upper bound (SNRa) is an 
accurate representation of the exact SNR, SNRa is used to obtain the average SER.  

In the following, the average SER is derived for the proposed E-DF cooperative 
relaying scheme based on the approximate conditional SNR upper bound (SNRa) 
found in Equation (3.24). First, the probability density functions (PDFs) are 
obtained for  1 Ha  and  2 Ha . Then, the PDFs are used to obtain the associated 
moment generating function (MGF) expressions. Based on the MGF expressions, 
the overall approximate average SER expression is obtained for the proposed E-DF 
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cooperation systems. Finally, a worse-case and approximate worse-case average 
SERs are derived. 

3.3.2.2 SER Analysis via MGF  

The moment-generating function (MGF) of a random variable   is defined as [ 108] 

   MGF s f ds 





    exp                          (3.27) 

for any real number s, where f 
    is the probability density function of  . 

Denote the MGF for data symbols 1s  and 2s  by 1MGF  and 2MGF , respectively. 
For MPSK modulation, the SER is determined in terms of the associated  1MGF s  
and  2MGF s  as 
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Figure  3.7: Exact, upper bound and approximate SNR upper bound profile versus η 
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where  2
MPSK M  sin . This method of evaluating average SER was first 

introduced in [ 109], then in [ 110], and generalized later as an alternative way to 
evaluate average SER. We now proceed to the derivation of the moment generating 
functions  1MGF s  and  2MGF s .  

Consider the approximate SNR upper bound provided in Equation (3.24), and 
define the variables 2

eNBx h , 
2

2

RNy h  and 
1

2

RNz h , respectively. For 
derivation simplicity, let the noise variances 

1 2

2 2 2
w w w    are equal. The channels 

eNBh , 
2RNh  and 

1RNh  are modeled as zero-mean, complex random variables with 
variances 2

eNB , 
2

2
RN  and 

1

2
RN , respectively. Since all channels are Rayleigh fading 

channels, the associated probability density functions for the random variables x, y 
and z given as  
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 else where

exp
 

respectively. The components  1
a H  and  2

a H  in Equation (3.24) may be 
rewritten as 

 
2

1 2
,

4

2
a xx y

x y






   and    
2

2 2
,a xx z

x z






 , 

where 2
eNB wP  . To derive the probability density functions, consider first 

 1 ,a x y . We define two variables  
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4u x   and  
22

xv
x y

 . 

Then, the probability density function of  1 ,a x y  is the joint PDF U Vf u v  , ,  of the 
product 1 UV  .  

Two conditions for the PDF U Vf u v  , ,  to exist [ 108]. The first condition is that a 
unique set of solution exists for x and y in terms of u and v. In this case, the 
unique solutions for x and y are  

4

ux


   and  
2

1 2

2

u vy
v 
   

 
,  

respectively. The second condition is that the Jacobian of x and y not equal to 
zero, i.e.  , 0J x y  , where 
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2 2

4 4
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It can be easily shown that, 
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   

Hence, both conditions are satisfied. Since the random variables x and y are 
independent, the joint probability density function of x and y is the product of the 
PDFs of x and y, i.e.  
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The joint pdf U Vf u v  , ,  is given by [ 108],   
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          (3.29) 

where for x > 0, u > 0 and for y > 0, v < 1

2
. The result in Equation (3.29) is used 

to determine the PDF of 1 UV  , which is the product of two random variables u 
and v. The PDF of 1  is defined as [ 108]  
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where we have used 1
a

v
u


 . Using the table of integrals [ 111], we obtain 
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where erfc[.] is the complementary error function given as 
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The associated moment generating functions are calculated using the relations,  
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The moment generating functions for the approximate SNR upper bound can be 
shown to be given by 
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respectively. To evaluate the SER for MPSK, we set  2
MPSKs    sin  into 

Equation (3.33) and Equation (3.34) and integrate over the interval 0< <  1M
M

  , 
that is,  
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Numerical integration is used to evaluate the expression in Equation (3.35). 

3.3.2.3 Worse-Case SER Upper Bound  

Evaluation of the integral in Equation (3.35) may be simplified by considering a 
worse-case situation. Consider the MGF expressions for  2

MPSKs    sin ,   

  
   

 

     

2

2

2

2

2

2

2

2

2 2 2 2 2 2
2

2 2 2

2 4 22 2
2 2 2

2 4 2

2

1

2 2

4 14 4

6
2

324
1 2

32

4

32

MPSK

eNB RN eNB RN
eNB RN

eNB RNeNB
eN

MPSK

MPSKMPSK

MPSK

B RN

e

MPSK

NB RN

eNB RN

MGF 


      
  

       

   



   




 













   
   
   
   







 
sin

sin

sin sin

sin
tan

..

..

   

     

2

2

2

2

2
2 2 2

2 2 2

3 2
2 4

2

2

2

2
2

2 22

2

2

32
2

eNB RN

eNB RN

eNB RN
eNB R

MP K
N

S

  

  

   







  

 
 
 
   

 



 
 
 
 

/

sin
sin

(3.36) 



 

56 
 

and   
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Figure 3.8 illustrates SER curves versus angle   for various SNR values obtained 
by using Equations (3.36) and (3.37). It is seen that 

2

   produces the worse-case 
SER for M = 4, 8, and 16. Therefore, setting 

2

  , we obtain a worse-case upper 
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Figure  3.8: The effect of varying   on the SER for different SNR values. 



 

57 
 

bound on SER. The justification behind such result is that the function  2 sin  
achieves its maximum value at 

2

  . Since the term  2 sin  is found in all MGFs 
terms and MGFs represent the SER, therefore the number error reach its 
maximum rate when 

2

  . The benefit here is that evaluation of the integral in 
Equation (3.35) is avoided. With 

2

  , the integral in Equation (3.35) reduces to 
the following, 

     1 21 MPSK MPSKM MGF MGF
SER

M
    

                 (3.38) 

3.3.2.4 Approximate SER worse-case for MPSK  

In the following, an approximation is provided to simplify the calculations for the 
worse-case SER. Consider the worse-case MGF expressions in Equation (3.36) and 
Equation (3.37). For sufficiently large signal-to-noise ratio ( ), the terms with the 
structure 1   can be approximated by  , (i.e. 1   ). Thus, the worse-
case 1MGF  and 2MGF  are approximated as 
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respectively. Therefore, the worse-case SER for the E-DF scheme is approximated 
as  
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Figure 3.9 illustrates plots for the SER in Equation (3.35), the worse-case SER in 
Equation (3.38) and the approximate worse-case SER in Equation (3.41) for the E-
DF protocol. The curves are obtained for systems employing QPSK modulation 
(M=4). The channel coefficients, eNBh , 

1RNh , and 
2RNh , are modeled as zero-mean, 

complex Gaussian random variables with variances of 2
eNB = 1, 

1

2
RN = 0.9, and 

2

2
RN = 0.8. Also, the ratio between the relay power and the base station power is 
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Figure  3.9: Comparison of the actual, the worse-case, and the approximate SER 

worse-case for the E-DF cooperation scheme with QPSK signals assuming 
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set to η = 0.1. The approximate worse-case SER matches the worse-case SER for γ 
values above 15dB but, however, deviate below 15dB γ values. This result is due to 
the assumption made in deriving the approximate worse-case SER, for sufficiently 
high γ. The highest deviation of the worse-case SER from the exact SER is 
approximately 1.5dB. 

In order to demonstrate the benefits of employing the E-DF over the conventional 
DF and the non-relay schemes, the analytical and simulated SER versus γ are 
plotted for the three schemes as shown in Figures 3.10. The analytical curves are 
obtained for systems employing QPSK modulation (M = 4). The channel 
coefficients, eNBh , 

1RNh , and 
2RNh , are modeled as zero-mean, complex Gaussian 

random variables with variances of 2
eNB = 1, 

1

2
RN = 0.9, and 

2

2
RN = 0.8, 

respectively. Also, the ratio between the relay power and the base station power is 
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Figure  3.10: SER comparison for the E-DF, the conventional DF and the non-

relay schemes. 
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set to η = 0.1. For each channel realization, the instantaneous SNR is calculated 
using Equation (3.21) and averaged over the number of channel realizations. Then, 
Equation (3.26) is used to find the analytical average SER. On the other hand, the 
simulated curves are obtained by generating 1×107 Rayleigh fading channel 
realizations for eNBh , 

1RNh  and 
2RNh  with variances of 2

eNB = 1, 
1

2
RN = 0.9, and 

2

2
RN = 0.8, respectively. Also, 1×107 data symbols are generated, mapped and 

transmitted according to E-DF scheme. The received symbols are then decoded 
according to the modified ML decoder. Finally, the symbol error rate is calculated 
by counting the number of corrupted symbols and comparing it to the total 
number of transmitted symbols. Figure 3.10 shows that the E-DF scheme 
significantly outperforms the conventional DF and the non-relay scheme. For 
example, for SER = 4×10-3, the γ requirement of the E-DF is approximately 5dB 
lower than for the conventional DF and approximately 10dB lower than for the 
non-relay scheme. Moreover, the simulated SER curves match the analytical curves 
very well. 

3.3.3 Other Performance Measures – Mutual Information, Achieved 

Rate, and Outage Probability 

In this section, the mutual information, the achieved channel rate, and the outage 
probability are derived for the proposed E-DF. 

The mutual information is a measure of the reliability of communications between 
communicating terminals. The mutual information for the E-DF scheme in terms of 
the channel fades can be given as [ 106] 

    2

1
1

2E DFI SNR  H Hlog                           (3.42) 

where  SNR H  is the instantaneous signal-to-noise ratio. Using the expression of 
the overall  SNR H  in Equation (3.21) yields,    
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(3.43) 

The outage probability for the E-DF relay scheme is defined as the probability that 
the mutual information between terminals is less than the channel rate R  [ 106]. 
Hence, the outage event is equivalent to  
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(3.44) 

3.4 Special Scenarios 

In the following, we consider two special scenarios when some of the channel links 
in the E-DF network are not available. One scenario represents the conventional 
DF scheme and another scenario represents the non-relay scheme. For each scenario 
we derive the mutual information, the achieved channel rate, and the outage 
probability measures and use it for comparison with the E-DF scheme.  

3.4.1 Scenario One: The Conventional DF Scheme 

In this scenario, the link between the base station and one of the assistant relays is 
blocked by, for example, an obstacle as seen in Figure 3.11 (a) when RN1 is 
unavailable and in Figure 3.11 (b) when RN2 is unavailable. In this scenario, the 
unavailable relay is unable to perform any signal relaying to the mobile station, 



 

62 
 

therefore, the transmission to the mobile station is achieved by the base station 
and the available relay. This scenario represents the conventional DF scheme. 

In this scenario, the overall instantaneous SNR is given as  
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and the mutual information is obtained as  
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Hence, the outage probability is equivalent to 
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Figure  3.11: Demonstration of the conventional DF when either one of the relays 

is not available due to obstacles. 
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3.4.2 Scenario Two: Non-Relay Scheme 

In this scenario, the links between the base station and the two potential relays are 
blocked as shown in Figure 3.12. In this scenario, the relay nodes are unable to 
forward any information from the base station to the mobile station, therefore, the 
transmission to the mobile station is achieved by the base station only. This 
scenario represents the conventional direct transmission or non-relay scheme. 

In this scenario, the instantaneous SNR for non-relay scheme is given as  
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Figure  3.12: Demonstration of direct transmission or non-relay scheme when 
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Hence, the outage event is equivalent to 
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Figure 3.13 illustrates the outage probability versus γ for the E-DF, the 
conventional DF and non-relay schemes. The outage probability is evaluated for 
each scenario as a function of the γ at a fixed spectrum efficiency of 2bps/Hz. The 
results are obtained by generating 1×107 channel realizations for eNBh , 

1RNh  and 
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Figure  3.13: Pout versus γ for the E-DF, the conventional DF and the non-relay 

schemes assuming spectral efficiency = 2bps/Hz, 2
eNB = 1, 

1

2
RN = 0.9 and  

2

2
RN = 0.8. 
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2RNh  with variances of 2
eNB = 1, 

1

2
RN = 0.9, and 

2

2
RN = 0.8, respectively. For each 

channel realization, Equations (3.44), (3.45), and (3.46) are used to evaluate the 
outage probability for the E-DF, the conventional DF and the non-relays schemes, 
respectively. The figure shows that the outage probability is high for poor link 
strength and decays for all scenarios whenever the link strength improves. The E-
DF scheme shows the lowest outage probability followed by the conventional DF 
while the worst of all is the non-relay scheme. For example, at 20 dB SNR, the 
outage probability for E-DF scheme is 5×10-4, for conventional DF is 1×10-2 and for 
non-relay scheme is 0.14. This is an improvement of approximately 2 orders of 
magnitude over the conventional DF. This low outage probability is due to the high 
overall SNR comes from diversity when utilizing the E-DF compared to the 
conventional DF and the non-relay schemes. 

Figure 3.14 illustrates the outage probability versus spectral efficiency (bps/Hz) for 
the E-DF, the conventional DF and direct transmission schemes. The outage 
probability is evaluated for each scenario as a function of the spectral efficiency at 
γ = 20dB. The results are obtained by generating 1×107 channel realizations for 

eNBh , 
1RNh , and 

2RNh  with variances of 2
eNB = 1, 

1

2
RN = 0.9, and 

2

2
RN = 0.8, 

respectively. For each channel realization, Equations (3.44), (3.45) and (3.46) are 
used to evaluate the Pout for the E-DF, the conventional DF, and the non-relays 
schemes, respectively. The figure shows that the outage probability increases with 
the spectral efficiency. The proposed E-DF scheme shows the least outage 
probability when increasing the spectral efficiency. 

The analytical results show that the proposed E-DF cooperative relaying protocol 
outperforms the conventional DF protocol and the non-relay scheme in terms of 
error rate performance and outage probability performance.  
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3.5 Chapter Summary  

In this chapter, the conventional decode-and-forward relaying protocol is enhanced 
to achieve higher data rate with diversity. The system model for the proposed 
enhanced-DF (E-DF) was presented by showing the input-output relation. Also, a 
modified maximum likelihood decoder is proposed for decoding the received signals 
over a quasi-static fading channel. In order to study the performance of the 
proposed protocol and the decoder, the average symbol error rate expression is 
derived from the moment generating function by averaging the signal-to-noise ratio 
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Figure  3.14: Pout versus spectral efficiency for the E-DF, the conventional DF 

and the non-relay schemes assuming: γ =20dB, 2
eNB =1, 

1

2
RN =0.9 and 

2

2
RN =0.8. 
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for the decoder over Rayleigh fading channel. Based on the average SNR 
expression, a worse-case SER and its approximate expressions were obtained for the 
E-DF. In addition, other information theoretic measures such as mutual 
information, the achieved channel rate and the outage probability were also 
derived. Finally, simulations were conducted to validate the E-DF scheme. The 
simulations showed significant improvement for the proposed E-DF protocol over 
the conventional DF and the non-relay schemes. 
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Chapter Four: Omni-Relay (OR) Scheme-Aided 
LTE-A Communication Systems 

4.1 Introduction 

Cellular systems are considered advanced technologies that offer very high capacity 
in a limited spectral allocation. This is achieved by reusing the available 
frequencies in a regular pattern of areas, called cells, each covered by one base 
station. To ensure that the interference from other cells, or inter-cell interference 
(ICI), stays below a destructive level, it is essential to allocate different frequency 
bands or channels to adjacent cells so that their coverage can overlap slightly 
without causing harmful interference. In this way cells can be grouped together in 
what is termed a cluster.  

In cellular systems, the number of distinct frequency sets used per cluster is called 
frequency reuse factor (FRF) [ 112]. FRF is chosen such that the effect of ICI is 
reduced to minimum. Figure 4.1 shows three examples of FRF patterns, where 
FRF = 1, 3 and 7. For FRF = 1, Figure 4.1 (a), the available frequencies allocated 
to each cell are the same in each cell. For FRF = 3, the available frequencies are 
divided into 3 sets, namely 1f , 2f  and 3f , each set is allocated to one cell such that 
the surrounding cells carry different sets of frequencies, as shown in Figure 4.1 (b). 
Similarly, in pattern FRF = 7, the available frequencies are divided into 7 sets, if , 
i = 1,2,…7, and allocated as shown in Figure 4.1 (c).     

There is a strong relationship between FRF and the effect of ICI. Utilizing a high 
value of FRF results in increased separation between adjacent or nearest co-channel 
cells and hence reduction in ICI. Higher FRF would mean less number of available 
channels per cell, lower spectral efficiency, but reduced ICI due to increased 
distance between co-channel cells. 
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In order to illustrate the effect of FRF on the ICI and the cell spectral efficiency, 
the theoretical downlink signal to interference plus noise ratio (SINR) and spectral 
efficiency performances are demonstrated in Figure 4.2 (a) and (b) for a mobile 
station (MS) that moves from the base station (BS) toward the edge of the cell. 
The graphs are obtained for systems with FRF = 1, 3 and 7. In Figure 4.2 (a), the 
signal to interference plus noise ratio (SINR (dB)) is plotted when varying the 
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Figure  4.1: Examples of frequency reuse factor (FRF). 
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            (a) SINR vs distance               (b) Spectrum efficiency vs distance 

Figure  4.2: The effect of frequency reuse factor on SINR and spectrum efficiency. 
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distance (m) from the base station, and in Figure 4.2 (b) the spectral efficiency 
(bps/Hz) is plotted versus distance (m). The distance represents the movement of 
the MS from BS to the cell edge. As observed in Figure 4.2 (a), for systems 
utilizing FRF = 1, 3 and 7, the SINR is reduced as the distance between the BS 
and the MS increases. This is due to the reduction in the received power as the 
distance increases and the increase in the interference from the co-channel cells. 
However, the system with FRF = 7 provides the highest SINR, followed by FRF = 
3 and FRF = 1. This is due to the increased separation between the adjacent co-
channel cells. Figure 4.2 (b), shows the corresponding cell spectrum efficiency for 
the systems. The figure shows that the system with FRF = 1 provides the highest 
spectral efficiency. This is because the system with FRF = 1 utilizes the entire 
available download bandwidth, while FRF = 3 and FRF = 7 utilize 1

3
 and 1

7
 of the 

available bandwidth, respectively. 

Hence, the spectral efficiency of a cellular system is limited by two main factors – 
the ICI in a wireless propagation channel and the FRF of a system. 

4.1.1 Motivation 

Future wireless systems promise very high data rates per user over high bandwidth 
channels. An example is the long term evolution-advanced (LTE-A) system that 
requires high peak rate for uplink and downlink as well as high spectral efficiency 
as shown in Table 4.1 [ 109]. 

Claude Shannon [ 113] and Ralph Hartley [ 114] provided the following relationship 
between capacity, bandwidth, FRF and SINR 

 2
1C SINR

FRF
 

  
 

Total Bandwidth log
 
                    (4.1) 

According to Equation (4.1), channel capacity is increased by increasing the total 
available bandwidth, and/or SINR. Increasing FRF, on the other hand, decreases 
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the capacity. For FRF = 1, the SINR degrades due to propagation path loss, while 
ICI increases as the MS moves closer to an adjacent base station that employs the 
same frequencies as in the serving base station. The issue becomes critical when 
the mobile station approaches the cell-edge region where the received signal 
strength is low and the ICI is high. 

Based on these issues, we propose the use of relay terminals at the cell edge. Each 
relay terminal is equipped with an omni-directional antenna. Our objectives are to 
reduce the effect of interference stemming from adjacent cells and increase the 
desired signal level. In addition, we propose a data frame structure for the edge 
relay terminals that is compatible with the LTE-A standard. To validate the 
performance of the proposed structure, we conduct analyses of the average SINR 
and the average capacity, and compare with the conventional universal frequency 
reuse factor (UFRF) scheme.  

Chapter 4 is organized as follows. Section 4.2 focuses on the conventional universal 
frequency reuse factor (UFRF) scheme. It discusses the system model and analyses 
of the average SINR and the average capacity. Section 4.3 presents the proposed 
topology for the LTE-A system. It includes a description of the system model, a 
proposed frame structure that is compatible with LTE-A standard, and analyses of 
the average SINR and the average capacity. Finally, Section 4.4 provides analytical 
and simulation performance results for the conventional UFRF and the proposed 
topology.  

Table  4.1: LTE-A requirements. 

 Downlink Uplink 

Peak data rate 1 Gbps 500 Mbps 

Spectral efficiency 

(4 antennas eNB, 

2 antennas MS) 

Peak 30 bps/Hz 15 bps/Hz 

Average 2.6 bps/Hz 2.0 bps/Hz 

Cell-edge 0.09 bps/Hz 0.07 bps/Hz 
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4.2 Universal Frequency Reuse Factor (UFRF) Scheme 

The universal frequency reuse factor scheme, or simply UFRF scheme, is a scheme 
that utilizes FRF = 1 in allocating the frequency resources. This scheme is 
included in the 3GPP standard [ 104] in order to meet the LTE-A system 
requirement. In the following, the UFRF system model is presented together with 
an analysis of the average SINR and the average capacity. 

4.2.1 System Model 

The UFRF scheme is illustrated in Figure 4.3 for a 7-cell reuse cluster. In the 
UFRF the entire available frequency resources are allocated to each cell. In other 
words, each base station utilizes the same frequency resources as its neighboring 
base stations for uplink and downlink transmission. In the LTE-A standard, the 
base station is referred to as evolved-node base station (eNB).  

During the downlink transmission, the MS users suffer from strong ICI signals from 
the co-channel eNBs particularly MS users at the edge of the cell where the desired 
signal level is low and the interference level is high. 

When the MS is moving from one cell to another, service is switched from the 

eNB

eNB

eNB

eNB

eNB

eNB

eNB
eNBPo

w
er

Total Downlink 
  Bandwidth

 
Figure  4.3: Universal frequency reuse factor (UFRF) system model. 
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serving eNB to a new host or ‘target’ eNB by performing handover without 
interruption in service. Handover in LTE-A standard, according to [ 115, 116], is 
initiated by the MS. The MS periodically performs downlink radio channel 
measurements for link power. If the received power at the mobile station drops 
below certain threshold, the MS sends the corresponding measurement. Based on 
these measurement, the serving eNB initiates handover preparation that involves 
exchanging of signaling between serving and target eNB. Upon successful handover 
preparation, the handover decision is made and consequently the handover 
command is sent to the MS and the connection between MS and the serving cell is 
released.  

4.2.2 Performance Analysis  

In this section, we provide analyses for the signal to interference plus noise ratio 
(SINR) and the capacity for UFRF scheme. The analyses are carried out under the 
following assumptions.  

1. Only downlink SINR and capacity analyses are considered. The uplink 
performance has received much attention in many researches. 

2. The path loss model is given by [ 106] 

2
4

( ) c

o

fPL d d
c

  
  

 
                                    (4.2) 

where d is the distance between the eNB and the MS in kilometers,   is the 
path loss factor, cf  the carrier frequency in MHz and oc  is the speed of 
light. 

3. The channel between any two terminals is modeled as Rayleigh flat fading 
channel. 
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4. For analytical convenience, mobile users are distributed uniformly within a 
cell. This assumption was considered in [ 63] when deriving area spectral 
efficiency of cellular mobile radio systems.  

5. The case where the MS is receiving interference from all co-channel cells in 
the first two tiers is considered as the worse-case. 

6. Based on the 3GPP standard, M-ary phase shift keying (MPSK) is chosen 
to be the modulation scheme for the system.  

7. The noise is modeled as additive white Gaussian noise (AWGN) with zero-
mean and variance 2

w .  

4.2.2.1 Average SINR Analysis for the UFRF Scheme 

Analysis of the average SINR for UFRF scheme only takes into account 
interference from the first two tiers co-channel eNBs. This is because the first two 
tiers of co-channel eNBs contribute significant interference. The average SINR 
analysis includes obtaining the instantaneous SINR and then averaging over the 
distance and the channel realizations.  

Figure 4.4 shows 6 interferers in tier 1 and 6 interferers in tier 2. Interference from 
these two tiers shall be referred to as the worse-case. The worse-case instantaneous 
SINR for the UFRF scheme is defined as  


UFRF

rPSINR
I N

                                    

 (4.3) 

where rP  is the received signal power from the desired serving eNB, I is total 
instantaneous interference power from other eNBs and N is the noise power. rP  can 
be written as 
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   

2

, , eNB
r MS MS

M

M

MS S

S
MS

hP
P d

P d
h

L



                             (4.4) 

where eNBP  is the transmitted power at the base station, MSh  is the small-scale 
fading channel coefficient between eNB and MS, MS  is a log-normal shadow 
coefficient, and  MSPL d  is the path loss function provided in Equation (4.2) for a 
mobile station located at distance MSd (km) from eNB. In Equation (4.4), MSh  is 
modeled as a complex Gaussian random variable with zero-mean and variance 2

MS , 
and the log-normal shadow coefficient MS  has zero-mean and variance 2

 . The 
term I N  is the summation of the interference level from each interfering eNB 
plus noise power, when the mobile station is located at the cell edge, and is 
expressed as  

   1

2
12

, i
i

eNB
i i

i i

P BDI N
P

h
d U

h
L




 
    

 
 

                         (4.5) 

where id  is the distance from the ith interfering eNB (i =1,2,…,12) to a MS located 
at the edge of the cell, ih  is a channel coefficient between the ith interfering eNB 
and MS, i  is a log-normal shadow coefficient, B (MHz) is the entire available 
downlink bandwidth, D (watt.user/Hz) is the per-user noise power spectral density 

 

Figure  4.4: Illustration of ICI from co-channel eNBs. 
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level and U is the average number of MSs users in each cell. For the worse-case 
interference, id  is given as [ 65] 

, , 2 , 2 , 7 , 7 , 2 , 4 , 7 , 7 , 13 , 13i

FirstTier SecondTier

d R R R R R R R R R R R R
    
  
   

In Equation (4.5), each instantaneous interference power level depends only on the 
random channel coefficients and the log-normal shadow coefficients. The 
instantaneous SINR is obtained by substituting Equations (4.4) and (4.5) into 
Equation (4.3) which yields, 
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        (4.6) 

where  
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is conditioned on random channel gains  ,MS ih h h  and log-normal shadowing 
coefficients  ,MS i   . In the following, we shall average over MSd  and consider 
the SINR conditioned on   and h.   

MSd

eNB
R

 

Figure  4.5: MS being at a distance of MSd  from eNB. 
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Since the MSs are assumed to be randomly distributed within a cell in a ring-like 
pattern (Figure 4.5), the probability density function (PDF) for an MS being at a 
distance of MSd  from eNB may be defined as [ 108]  

2

2

2

2
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MS MS
MS

MS
MS

d

R

d
f d

R
d

d
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


   

  


The circumference of a circle with diameter

Total area of the cell

,     
(4.7) 

where R is the cell radius in km. The average of UFRFSINR  conditioned on   and h 
is defined as, 

   
0

MS M

R

UFRF UFRF UFRF M SSSINR E SINR SINR d f dh h d        d,, ,   

Using the expression in Equation (4.7) for MSf d    and integrating, we obtain   
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       (4.8) 

Due to the difficulty in averaging the above expression over the channel and the 
shadowing parameters   and h, we resort to Monte-Carlo method.    

4.2.2.2 Average Capacity Analysis for UFRF 

To determine the average capacity, we first need to find the relation between the 
capacity and MSd . In the UFRF scheme, the instantaneous capacity, conditioned on 
channel coefficients, shadowing coefficients, and distance MSd , can be expressed    
as [ 113, 114] 

      2
1UFRF MS UFRF MS UFRF MSC B SINRh d h Q hBd d    , log , ,,, ,    (4.9) 

where 
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    2
1UFRF MS UFRF MSh d hQ dSINR  log ,, ,,                  (4.10) 

is the instantaneous spectral efficiency in bps/Hz. Using the expression for 

 UFRF MSdSINR h, ,  in Equation (4.6), Equation (4.10) becomes 
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The average spectral efficiency  ,UFRFQ h , conditioned on   and h, for the 
UFRF scheme is obtained by using MSf d    in Equation (4.7) and integrating as 
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The conditional average capacity is given by  

       
   

2 2

2

2 2

22

UFRF UFRF
UFUFRF RF

UFRF

B R a Ba h
h hC BQ

R a h

 
   

 


 
 





lo

, ,
g

,

,
    (4.12) 

Due to the difficulty in averaging the above over the channel and the shadowing 
parameters, we resort to Monte-Carlo simulation.  

In general, SINR and UFRFC  degrade as the MS approaches the cell edge. The 
following section presents a proposed communication scheme that is designed to 
improve the desired signal quality at cell edges, reduce interference, and increase 
capacity.  
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4.3 The Omni-Relay (OR) Scheme 

4.3.1 Introduction 

In the UFRF scheme, the system suffers severely from ICI particularly at the cell 
edges. The high ICI together with the weak received signal have significant impact 
on the SINR and, consequently, the capacity. One technique to improve signal 
reception in the cell-edge region is to create smaller and simpler transmit/receive 
terminals, called relay nodes (RN), that are placed at the edges of the cell. These 
nodes are connected to the host base station by, for example, cables. RN can 
capture the signal from the host eNB and relay it to cell-edge users. Here, each 
relay is assumed to be equipped with an omni-directional antenna. We shall refer 
to this as Omni-Relay (OR) scheme. Following is a description of the OR system 
model together with a proposed frame structure design for relay nodes. Finally, the 
analyses of the average SINR and the average capacity are conducted for the OR 
scheme. 
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4.3.2 System Model 

The omni-relay (OR) scheme is illustrated in Figure 4.6. The model assumes that 
the entire available downlink bandwidth is divided into three segments, namely, 1f , 

2f , and 3f . Segment 1f  is allocated to each eNB, whereas 2f  and 3f  are assigned to 
the relay terminals as illustrated in Figure 4.6. Each cell is surrounded by         
six-Type I relay nodes each being equipped with an omni-directional antenna. 
According to the LTE-A standard [ 91], Type I relays are assigned different 
frequency resources from the host eNB and have their own reference signals and 
control information. The frequency resources, 2f  and 3f , at each relay are assigned 
such that, for each two consecutive relays, different frequency segments are used. 
The assignment of frequency resources in this way reduces interference resulting 
from the use of omni-directional antennas. 

In Figure 4.6, we shall refer to unshaded areas as inner regions and shaded areas as 
outer regions. Consequently, users of the OR scheme shall be classified into inner 
MSs and outer MSs. Inner MS users are located within the eNB transmission range 

 

Figure  4.6 : Omni-relay topology and power/frequency resource allocation 

 
Figure  4.7: Examples of handover scenarios. 
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and are served directly by one of the eNBs. On the other hand, outer MS users are 
located within RN transmission ranges and are served by one of the RNs at the cell 
edges.  

The serving terminal in the OR scheme is either the eNB or one of the RNs at the 
cell edges. A serving terminal can be determined based on the link power between 
the MS and the eNB or the MS and one of candidate relays. When the link power 
drops below a certain threshold, the MS initiates the handover. Figure 4.7 shows 
several scenarios when MS is moving from one cell to another traversing two relays. 
Let an MS be located within the transmission range of eNB1 as shown at location 
(1). When the MS moves toward the RN1 transmission range, location (2), the MS 
informs eNB1 that RN1 is the future serving terminal. Therefore, eNB1 starts 
transmitting to RN1 instead of MS while RN1 relays to MS. When MS moves to 
location (3), where RN2 provides stronger link power, eNB1 stops transmitting to 
RN1 and switches to RN2 which in turn relays to MS. At locations, (1), (2) and 
(3), eNB1 is the serving base station for MS, RN1, and RN2, respectively. The 
procedure is similar for location (4) where eNB2 transmits to RN1 and RN2 
forwards to MS, while eNB2 transmits directly to MS in location (5). 

4.3.3 Frame Structure Design for Relay Transmission 

The LTE-A standard provides seven frame pattern configurations for the downlink 
eNB to MS and the uplink MS to eNB but not for the RN [ 103]. In this section, we 
propose a frame structure for relay terminals. The frame structure is designed to be 
fully compatible with TD-LTE systems, as shown in Figure 4.8 using the 
Configuration 2 Frame Pattern [ 117]. The justification behind using the 
Configuration 2 Frame Pattern is that the frame pattern supports more downlink 
sub-frames than other configurations, therefore, we can achieve higher downlink 
data.   
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For the Configuration 2 Frame Pattern, each radio frame consists of two half-
frames with length Tf = 153600 Ts = 5ms. Each half-frame consists of eight slots 
and three special fields, namely, downlink pilot timeslot (DwPTS), Guard period 
(GP), and uplink pilot timeslot (UpPTS). For the proposed RN frame, we combine 
two time slots into one sub-frame, i.e., for any sub-frame ξ, it consists of slots 2ξ 
and 2ξ +1. This combining is originally used for the conventional eNB and MS 
frame. Sub-frames 0, 5 and DwPTS are always reserved for the downlink 
transmissions. As seen in Figure 4.8, most sub-frames are reserved for downlink 
channels, where six sub-frames are reserved for downlink and two sub-frames are 
reserved for uplink. It is noted that there are two sub-frames for DwPTS, GP, and 
UpPTS. Every sub-frame has one long arrow and one short arrow, where the long 
one indicates the link between eNBs and the inner MSs, while the short one 
represents the link between eNBs and RNs, or the link between RNs and outer 
MSs. Since the relays in the OR scheme are Type I, eNB and RN can communicate 
with their own MSs simultaneously.  
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4.3.4 Performance Analysis 

In this section, the average SINR and the average capacity are analyzed for the OR 
scheme. The analyses are carried out for the two categories of MS users; the inner 
MSs and the outer MSs. The average SINR and the average capacity are used later 
for comparison between the conventional UFRF and the OR scheme.  

Throughout the analysis, the worse-case is assumed, where during transmission 
from eNB to the inner MSs, there is interference from all the co-channel eNBs in 
the first two eNB tiers, and when the desired relay is transmitting, there is 
interference from all the co-channel relays in the first two relay tiers.  

4.3.4.1 Average Number of Inner and Outer Users per Cell  

In order to carry out the analyses of the average SINR and the average capacity, 
the average number of inner users ( innerU ) and outer users ( outerU ) are needed. In 
the following, the radius of the inner region is derived with respect to the cell 
radius and the ratio of RN and eNB transmitted power. The derived inner radius is 
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Figure  4.8: Configuration 2 Frame Pattern and proposed frame for relay 

terminals in the OR scheme. 
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then used to determine the average number of inner and the average number of 
outer mobile users.  

Let the transmit power be denoted by eNBP  for all eNBs and RNP  for all RNs. Also, 
let R denote the eNB cell radius and r the relay cell radius. Using the expression 
for path loss in Equation (4.2), the received instantaneous signal power from eNB 
at the boundary of the inner region equals 
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where RNh  and eNB  are the small-scale fading channel and the log-normal 
shadowing coefficients, respectively. Also, the instantaneous received power from 
RN in the outer region equals 
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The power transmitted at eNB and at all RNs are set such that the received signal 
power at the cell boundaries of eNB and RN is the same. Therefore, equating the 
expressions in Equations (4.13) and (4.14), the following relation is obtained, 
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Let η denote the ratio of RNP  and eNBP  as defined in Chapter 3, and let oR  denote 
the inner region radius, which is defined as oR R r , as shown in Figure 4.9,  
therefore, 
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Equation (4.16) can be rewritten as 

2

2

1

1







 
  

     
  

 

RN eNB

eNB RN
oR

h
R

h
                             (4.17) 

From Equation (4.17), the radius of the inner region is a function of the power 
ratio η, the cell radius, and channel and shadowing coefficients. In order to proceed 
to find the average number of inner and outer mobile users, the probability density 
functions (PDF) for the inner and outer mobile users and their associated 
cumulative distribution functions (CDF) are needed. We now proceed to deriving 
average number of inner and outer mobile users. 

Let the MSs be distributed uniformly throughout the cell. This assumption is made 
to simplify the calculations for the the average inner and outer users per cell. The 
PDF of the inner users is obtained similar to Equation (4.7) as  

2

2
0o

o of
R
R

R R R      ,                               (4.18) 

and its associated CDF is obtained by integrating of R    as, 

  2 2

22
0o o

o o o o of
R
R R

R f R R R R
R

R         ,d d               (4.19) 

The CDF of the outer users is the complement of the CDF of the inner users. That 
is  

 

Figure  4.9: eNB and RN transmission range. 
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oF R    and F r    can be written in terms of the power ratio η and the channel 
and the shadowing coefficients by substituting the expression for oR  in      
Equation (4.17) into Equations (4.19) and (4.20) as 
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respectively. If the average number of MSs per cell is U, the average number of 
inner MSs ( innerU ) and the average outer MSs ( outerU ) are obtained by multiplying 
each CDF with the total average number of users. That is,     
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 and (4.21) 

respectively. This average number of inner and outer users will be used in the 
analysis of per-cell capacity in later sections. 

4.3.4.2 Average SINR Analysis for Inner MSs 

In this section, the average SINR is derived for the inner MSs. The derivation 
involves finding the instantaneous SINR and then averaging it over the distance, 
the channel realizations, and the log-normal shadowing coefficients. The averaging 
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over the distance is obtained by using the probability density function for the inner 
users being at distance MSd  from the cell base station. 

Figure 4.10 illustrates the co-channel eNBs for the downlink for the inner MSs. The 
first two tiers of interfering eNBs are assumed the main source of ICI. The figure 
shows 6 eNBs interferers in the first tier and 6 eNBs interferers in the second tier. 
The worse-case instantaneous SINR for the OR schemes’ inner users is 

inner
rPSINR

I N


                                   

 (4.22) 

where rP  is the instantaneous received signal power from the desired serving eNB, I 
is total instantaneous interference power from other eNBs and N is the noise power. 

rP  can be written as 

   

2

, , eNB
r MS MS

M

M

MS S

S
MS

hP
P d

P d
h

L



                            (4.23) 

where eNBP  is the transmitted power at the base station, MSh  is the eNB–MS small-
scale fading channel coefficient, MS  is the log-normal shadow coefficient and 

 MSPL d  is the path loss function provided in Equation (4.2) for MS locate at a 
distance of MSd  from the base station. In Equation (4.23), MSh  is a complex 
Gaussian random variable with zero-mean and variance 2

MS , and the log-normal 
shadow coefficient MS  has zero-mean and variance 2

 . Each received 
instantaneous power level depends on the random channel, the log-normal shadow 
coefficients and the path loss that depends mainly on the distance between eNB 
and MS. The term I+N is the summation of the interference from each interfering 
eNB plus the noise power when the mobile station locates at the cell edge. That is, 
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where id  is the distance from the ith interfering eNB (i =1,2,…,12) to a MS, ih  is a 
channel coefficient between the ith interfering eNB and MS, i  is a log-normal 
shadow coefficient, B (MHz) is the entire available downlink bandwidth,             
D (watt.user/Hz) is the per-user noise power spectral density level and innerU  is the 
average number of MSs users in the inner region. For the worse-case interference, 

id  is given as  
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Assume the transmitted power from the base station is adjusted to just cover an 
area of radius oR  ( oR <R ). The adjusted transmitted power equals  

 

Figure  4.10: Illustration of the inner ICI caused by co-channel eNBs. 
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Since all eNBs transmit using equal power eNBP   and the number of interferers for 
the worse-case is 12, the instantaneous SINR experienced by the inner mobile 
stations,  , ,inner MShSINR d , is obtained by using the expressions in        
Equations (4.23) and (4.24). That is, 
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where  
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is conditioned on the channel gains  ,MS ih h h  and the log-normal shadowing 
coefficients  ,MS i   . In the following, we consider the conditional average 
SINR. That is, the average SINR is conditioned on knowledge of   and h.  

Since the mobile users are assumed to be randomly distributed within a cell in a 
ring-like pattern, the probability density function (PDF) for a mobile user being at 
a distance of MSd (KM) from eNB may be defined as [ 108] 
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(4.27) 

The average SINR  conditioned on   and h is defined as [ 108] 
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Using the expression in Equation (4.27) for  MSf d  and integrating, we obtain  
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Due to difficulty in averaging the above over channel and shadowing parameters h 
and  , we resort to a Monte-Carlo method. 

4.3.4.3 Average SINR Analysis for Outer MSs 

In this section, the average SINR for the outer MSs is analyzed. Figure 4.11 shows 
the 6 interferers in the first tier and 6 interferers in the second tier.  

Following similar steps used in the analysis for the inner users, we obtain the 
probability density function of MSd  as  
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Therefore, the conditional average outerSINR  for the outer MSs is calculated as 

   

 
   

2 2

2 2

2

2

 

 

 

 

   






, , ,

,

    d
o

R

MS MS Mouter outer

o

o

S
R

outer

SINR SINR fh h d d d

R R

R R a h
              

(4.29) 

where  
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is conditioned on the random channel gains  ,MS jh h h  and the log-normal 
shadowing coefficients  ,MS j   , RNP  is the transmitted power at the relay 
station, jd  is a distance from the jth interfering RN ( j =1,2,…,12 ) to the MS being 
located at the edge of the relay covering area, jh  is the channel coefficient between 
the jth interfering RN and MS, j  is the log-normal shadow coefficient and outerU  is 
the average number of users in the outer region. For the worse-case interference, jd  
is given as 
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Figure  4.11: Illustration of the outer ICI caused by neighboring RNs. 
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Similarly, the unconditional average SINR for outer users is obtained by averaging 
the expression in Equation (4.29) over h and   using a Monte-Carlo simulation. 

4.3.4.4 Average Capacity Analysis for OR Scheme 

Analysis of the average capacity for the OR scheme is now considered. The average 
cell capacity is obtained by adding the average capacities for inner and outer users. 
The average capacity for each user category is obtained by evaluating the 
probability density function of the instantaneous spectral efficiency and averaging 
over the distance between the base station and the mobile user.  

In the OR scheme, the overall per-cell capacity is the sum of the capacities 
provided to the inner and the outer MSs. The radio bandwidth resources is 
allocated among the inner and the outer MSs using a radio resource allocation 
factor  , which is defined as  

outer

inner

B
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  

where outerB  and innerB  are the bandwidth resources allocated to the outer and 
inner MSs respectively. Since the total available bandwidth is the summation of 

outerB  and innerB  (i.e. outer innerB B B   ), and outerB =  innerB , the total available 
resources allocated for all inner users is 
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The link bandwidth for each inner and outer user is calculated by dividing the 
total allocated bandwidth for each region by its associated number of users. i.e. the 
total bandwidth resources allocated to each outer MS is (1 ) outerB U  , and to 
each inner MS is (1 ) innerB U  for an available bandwidth B, where innerU  is the 
number of users within the inner region and outerU  is the number of users within the 
outer region. Therefore, the total average capacity is obtained as 
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 (4.30) 

where     2
1MS Minne r Sr inneh d hQ SINR d  og ,l, , ,  is the instantaneous spectral 

efficiency for the inner users and     2
1MS Moute r Sr outeh d hQ SINR d  og ,l, , ,  is the 

instantaneous spectral efficiency for the outer users. In order to find the average 
spectral efficiency for the inner and outer mobile users,  inner MSdQ h, ,  and 

 outer MSdQ h, ,  must be written as a function of MSd . That is, 
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The average spectral efficiency for the inner MSs equals  
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Similarly, the average spectral efficiency for the outer MSs equals  
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After obtaining the average spectral efficiencies for inner and outer MSs, the total 
conditional average capacity, conditioned on   and h, is calculated by substituting 
Equations (4.31) and (4.32) into Equation (4.30). That is, 
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inner outer

B BC E C Qh Qh h h        (4.33) 

Due to difficulty in averaging the above over the channel and shadowing 
parameters, we resort to Monte-Carlo simulation.  

Table  4.2: System parameters. 

Parameter Value 

Carrier frequency (fc) 2 GHz 

Frequency bandwidth (B) 10 MHz 

eNBs’ transmission power ( eNBP ) 46 dBm 

Relays transmission power ( RNP ) 40dBm 

eNB antenna pattern Omni-directional  

Relay antenna pattern Omni-directional  

Noise power density (D) -174 dBm.user/Hz 

Cell radius (R) 1000 m 

Relay radius (r) 500 m 

Modulation type QPSK 

Number of relays per cell 6 

Path loss exponent ( ) 3.5 

Path loss model PL(dB) = 35.46 + 35 log(d)

Rayleigh fading variance ( 2
h )  1 

Log-normal shadowing variance ( 2
 ) 6.31 
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4.4 Numerical Results and Discussion 

In this section, the performances of the conventional UFRF and the proposed OR 
schemes are compared. Semi-analytical results for the average SINR and the 
average capacity are obtained from the derived expressions in Sections 4.2.2 and 
4.3.4. The parameters for the OR scheme are shown in Table 4.2, which are 
consistent with the LTE-A standard [ 116]. The results for the inner MSs are 
obtained when inner users are served by eNB and are located at distances 0m to 
500m from eNB, and the results for the outer MSs are obtained when outer users 
are served by distributed relay terminals at distances 500m to 1000m.  

4.4.1 The Effect of Using RN at Cell Edge on Average SINR  

Figure 4.12 shows 3D plots for analytical attainable SINR at a mobile station at 
different locations within the cell for the conventional UFRF and the proposed OR 
scheme. The SINR is averaged over Rayleigh fading channel realizations and log-
normal shadowing coefficients. For each MS location, several instantaneous SINRs 
are obtained for 1×106 channel realizations and 1×106 shadowing coefficients.  

Figure 4.12 (a) illustrates the SINR profile versus the distance from the base 
station for conventional UFRF scheme. The figure shows that high SINR is 
achieved when the mobile station is close to the base station, and decays as the 
mobile station moves towards the edge of the cell. This is due to the strong 
received signal strength and low interference in areas close to the base station, and 
low received signal strength and high interference from co-channel base stations in 
areas close to the edge of the cell. Figure 4.12 (b) illustrates the SINR profile 
versus the distance from the base station for the proposed OR scheme. The figure 
shows seven, high-SINR peaks representing the attainable SINR from the base 
station (middle peak) and for the signals from the six distributed relays. The figure 
illustrates that when the mobile station moves from the base station toward the 
cell edge, it encounters high signal strength from one of the distributed relays. 
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For better demonstration, Figure 4.13 shows the recorded SINR contours across the 
cell for the UFRF and the OR schemes. For both schemes, the SINR is decaying 
when the mobile station moves away from the serving terminal. For example, in 
Figure 4.13 (a), the SINR at 100m from the eNB is 30dB and decays to less than 
0dB at a distance greater than 650m. However, in Figure 4.13 (b) where OR relays 
are employed, the SINR at inner MSs is always greater than 2dB for distances 
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Figure  4.12: Analytical SINR 3D records.  
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Figure  4.13: Analytical SINR contours.  
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between 0m and 500m, and the SINR at outer MSs is always greater than 2dB for 
distances between 500m and 1000m. Therefore, when OR relays are employed, the 
SINR at the outer mobile users is significantly improved. This significant 
improvement is due to the strong signal strength from the distributed relays as well 
as the reduction in ICI due to the physical separation of interferers.  

Table 4.3 provides comparisons for the UFRF and the OR schemes in terms of 
semi-analytical and simulated average SINR. The table shows the average SINR for 
inner and outer OR relay users. Considering the analytical SINR, UFRF users 
achieve an average SINR of 8.6186dB, whereas the inner and outer OR relay users 
achieve higher average SINR of 17.1594dB and 17.3175dB, respectively. This is due 
to the signal strength gain provided by the relay terminals for outer users. The 
table also shows that the analytical and the simulated results have small 
differences. The differences between results are due to the averaging over the 
shadowing and channel realization, such that increasing the number of realizations 
results in reducing the difference between the analytical and simulated results.   

Figure 4.14 illustrates semi-analytical SINR results for the UFRF and the OR 
schemes as the MS moves from the cell center (Distance=0m) to the cell edge 
(Distance=1000m). The results are obtained by averaging over channel coefficients 
(fading and shadowing) at each mobile user location. It is observed that the 
average SINR decreases exponentially when the MS moves away from the base 
station due to the decrease in received signal strength and increase in ICI. 
However, the decrease in the average SINR occurs only until the inner MS reaches 
the boundary of the outer region after which the SINR increases exponentially as 
the MS approaches the relay. Therefore, the average SINR at the cell-edge is 
improved remarkably with the assistance of the relay nodes. Despite the 
remarkable improvement at cell edge area, the users in the OR scheme suffer from 
poor signal strength and high interference at distances 300m to 700m when average 
SINR drops to values less than 10dB. In the following chapter, this issue will be 
solved by employing a different transmission scheme that helps to improve this 
region.  
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To make a fair comparison of the SINR distributions for different schemes, the 
CDF curves of average SINR obtained from the semi-analytical results are shown in 
Figure 4.15. In the conventional UFRF scheme, about 40 percent of the MS users 
experience a SINR less than 10dB, which means that they have to resort to other 
signal processing techniques to recover useful signals from overwhelming 
interference and noise. On the contrary, when utilizing the OR scheme, both the 
outer and inner MS users have good transmission quality, where more that 85 
percent of MSs experience a SINR higher than 10dB.  

Table  4.3: Semi-analytical and simulated average SINR over distance and 

channel coefficients 

  Average SINR (dB) 

  Semi-analytical Simulated 

The UFRF scheme 8.6186 8.5564 

The OR scheme 
inner users 17.1594 16.9884 

outer users 17.3175 17.2635 
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Figure  4.14: Semi-analytical SINR profiles for the UFRF and the OR schemes. 
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4.4.2 The Effect of Using RN at Cell Edge on Average Capacity Profile 

Table 4.4 shows the average semi-analytical and simulated capacity comparisons for 
the conventional UFRF and the proposed OR schemes. The table also shows the 
results for inner and outer OR relay users when the radio resource allocation factor 
  is set to 0.5 (i.e. inner and outer users are allocated the same size of bandwidth 
resources). The UFRF users achieve an average capacity of 3.6979bps/Hz, whereas 
the inner and outer OR relay users achieve higher average capacity of 
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Figure  4.15: CDF of SINR. 

Table  4.4: Average capacity over distance and channel coefficients 

  Average Capacity (bps/Hz) 

  Semi-analytical Simulated 

The UFRF scheme 3.6979 3.5827 

The OR 

scheme 

inner users 5.8826 5.8255 

outer users 5.9316 5.8919 
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5.8826bps/Hz and 5.9316bps/Hz, respectively. This is due to the signal 
improvements at cell-edge regions and the ICI reduction from the use of the relays. 

Figure 4.16 illustrates average capacity profiles for the two schemes, where the MS 
is moving from the cell center to the cell edge. The results are obtained when 
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Figure  4.16: Average capacity profiles for the UFRF and the OR schemes. 
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Figure  4.17: CDF of capacity. 
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averaging over channel coefficients (fading and shadowing) at each MS location. 
The average capacity for the UFRF is shown to decrease exponentially with 
increasing distance. However, for the OR scheme, the mobile users experience an 
exponential increase in capacity when they move across the eNB’s serving 
boundary into the region served by the RNs. It is observed also that OR users 
experience drop in capacity at distances 300m to 700m when average SINR drops 
to values less than 3bps/Hz. This issue will be solved in the following chapter.  

To make a fair comparison of the average capacity distributions for different 
schemes, the CDF curves of average capacity are illustrated in Figure 4.17. The 
figure shows that utilizing the proposed OR scheme, 50 percent of MS users result 
in an average capacity higher than 7bps/Hz. On the other hand, 50 percent of 
UFRF users result in an average capacity higher than 5bps/Hz.  

From all previously provided results, the average SINR and the average capacity of 
cell-edge users are improved remarkably compared with the conventional scheme. 
The improvement is due to the assistance of distributed relay nodes that improve 
the desired signal level and reduce the interference by increasing the separation 
distance between co-channel interferers. This improvement however brings new cost 
for relay terminals in each cell and requires coordination between terminals.  

4.5 Chapter Summary 

In this chapter, the use of omni-directional antennas at relay terminals has been 
proposed to overcome the issues of inter-cell interference and weak received signal 
that arise when employing the conventional universal frequency reuse factor 
(UFRF) scheme. The omni-relay (OR) has been proposed to be compatible with 
LTE-A standard in aspects of relay deployment, transmission power, frequency 
resources allocation and frame structure. The chapter discussed the system model 
for the UFRF together with the analysis of average SINR and capacity. Similarly, 
average SINR and capacity analysis were conducted for the OR user categories; the 
inner and outer MSs. The chapter also provided analytical and simulated results 
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for the UFRF and the OR schemes. The results included – the SINR experienced 
by users across the cell, average SINR, SINR distributions, capacity across the cell, 
average capacity, and capacity distributions. The simulation results show that 
utilizing the OR scheme provides significant SINR improvement and capacity gain 
compared with the UFRF scheme. Such remarkable results are due to the increase 
in the desired signal power at the cell edge when distributing relay nodes, and the 
reduction of the interference from other interferes when increase the distance 
between co-channel interferers.  

Despite the remarkable improvement, the OR scheme users experience poor signal 
strength, high interference and low capacity in some regions inside the cell. The 
following chapter aims to solve such issues.    
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Chapter Five: Directional Relay (DR) Scheme-
Aided LTE-A Communication Systems 

5.1 Introduction 

In Chapter Four, the omni-relay (OR) scheme shows a significant improvement 
compared to the conventional UFRF scheme in terms of desired signal 
enhancement, interference reduction and spectral efficiency improvement. This is 
due to the setup of the OR network that increases the distance between the inter-
cell interfering cells and improves the signal at the edge of the cell when utilizing 
the distributed relays.  

Despite the remarkable improvement, the OR scheme users suffer from two main 
issues; frequent handover and poor signal strength in areas between any two 
consecutive relays. In the OR scheme, the base station and the distributed relays 
operate in different frequency resources. Therefore, when mobile users roam inside 
one cell or move from one cell to another, the service is switched from one serving 
terminal to another. The switching between serving terminals or handover may 
increase the probability of call drop and increase the required processing load for 
the serving terminal and the user itself. Since the network structure for the OR 
scheme consists of many regions that utilize different resources, the possibility of 
having handover is high. Figure 5.1 illustrates an example of an OR cell when a 
mobile station moves from location a to location b. In this example, the service is 
switched between three serving terminals; from eNB to RN1, from RN1 to RN2 and 
from RN2 to RN3.  

In the OR scheme, performance improvement of the outer users is significant when 
the user is located close to the relay. However, performance decays when the user is 
located between two relays. Since the benefit of relay nodes is to boost the desired 
signal in areas of weak signal strength, placing another set of relays in such areas is 
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a valid solution but develops issues of cost, implementation complexity, and 
interference.  

Based on these two issues, we propose the use of directional antennas at the relay 
terminals in LTE-A cellular system. We aim to reduce the effect of interference 
from co-channel relays, reduce the frequent handover, and improve the desired 
signal level. To validate the performance of the proposed structure, we conduct 
analyses of the average SINR and the average capacity, and compare it with the 
omni-relay scheme discussed in Chapter 4.  

Chapter 5 is organized as follows. Section 5.2 focuses on the new scheme. It 
discusses the system model and analyses of the average SINR and the average 
capacity. The section also provides numerical results and discussions for such 
analysis compared to the OR scheme. Section 5.3 presents a modification in the 
transmission between terminals for the proposed scheme. It includes a description 
of the transmission algorithm and its effect on the network performance. Finally, 
Section 5.3 provides analytical and simulation performance results for the proposed 
structure and its modified transmission algorithm.   

 

Figure  5.1: Illustrates the frequent handover problem in the OR scheme. 
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5.2 The Directional Relay (DR) Scheme 

In the omni-relay scheme, the system suffers from frequent handover and low 
desired signal level particularly in areas between two consecutive relays. Such issues 
may be solved by reducing the interference from co-channel interfering cells and 
improve the signal from the relay terminals. This is obtained by changing the 
antenna pattern of the relays in the previous OR scheme from omni-directional 
antenna to directional antenna pattern. We shall refer to this as Directional Relay 
(DR) scheme. Following is a description of the DR system model together with the 
analyses of the average SINR and the average capacity.  

5.2.1 System Model  

The directional relay (DR) scheme is illustrated in Figure 5.2. The model assumes 
that the entire available download bandwidth is divided into four segments, 
namely, 1f , 2f , 3f  and 4f . Segment 1f  is allocated to each eNB, whereas 2f , 3f  and 

4f  are assigned to the relay terminals as illustrated in Figure 5.2. Each cell is 
surrounded by six-Type I relay nodes each being equipped with a 120o directional 
antenna. The frequency resources for each sector are selected from 2f , 3f  and 4f  

 
Figure  5.2: The DR network topology and power / frequency allocation. 
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such that, the six sectors jointly cover the same cell utilize the same frequency 
resources. The use of the directional antennas and the assignment of frequency 
resources in this way may increase the interference within one cell but reduce the 
interference from other cells. 

Similar to the OR scheme, we shall refer to the unshaded areas as inner region and 
shaded areas as outer region. Consequently, users of the DR scheme shall be 
classified into inner MSs and outer MSs. Inner MS users are located within the 
eNB transmission range and are served directly by one of the eNBs. On the other 
hand, outer MS users are located within RN transmission ranges and are served by 
one of the RNs at the cell edges.  

5.2.2 Performance Analysis 

In this section, we perform the analysis of the average SINR and the average 
capacity for the DR scheme. Through the analyses, we consider the two categories 
of MS users; the inner MSs and the outer MSs. We will use the average SINR and 
the average capacity later for comparison between the OR and the DR scheme. 

Throughout the analysis, the worse-case is assumed, where during transmission 
from eNB to the inner MSs, there is interference from all the co-channel eNBs in 
the first two eNB tiers, and when the desired relay is transmitting, there is 
interference from all the co-channel relays in the first two relay tiers.  

5.2.2.1 Average Number of Inner and Outer Users per cell 

In order to carry out the analyses of the average SINR and the average capacity, 
the average number of inner users ( innerU ) and outer users ( outerU ) are needed. 
Referring to the analyses of the average number of inner and outer users for the 
OR scheme in Chapter 4, similar expressions are obtained for the average number 
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of inner and outer users for the DR scheme. Hence, for the inner region cell radius 
of  
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respectively. This average number of inner and outer users will be used in the 
analysis of per-cell capacity in later sections. 

5.2.2.2 Average SINR Analysis for Inner MSs 

In this section, the average SINR is derived for the inner MSs. The derivation 
involves finding the instantaneous SINR and then averaging it over the distance, 
the channel realizations, and the log-normal shadowing coefficients. The averaging 
over the distance is obtained by using the probability density function for the inner 
users being at distance MSd  from the cell base station.  

Figure 5.3 illustrates the co-channel eNBs for the downlink inner MSs. The first 
two tiers of interfering eNBs are assumed the main source of ICI. The figure shows 
6 eNBs interferers in the first tier and 6 eNBs in the second tier. The worse-case 
instantaneous SINR for the DR schemes’ inner users is 

inne
r

rSINR P
I N

                                       (5.1) 
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where rP  is the instantaneous received signal power from the desired serving eNB, I 
is the total instantaneous interference power from other eNBs, and N is the noise 
power. Pr can be written as 

   

2
eNB MS

r MS MS MS
MS MS

P h
P ,h ,d =

PL d



                            (5.2) 

where eNBP  is the transmitted power at the base station, MSh  is the eNB–MS small-
scale fading channel coefficient, MS  is the log-normal shadow coefficient and 

 MSPL d  is the path loss function provided in Equation (4.2) for MS located at a 
distance of MSd  from the base station. In Equation (5.2), MSh  is a complex 
Gaussian random variable with zero-mean and variance 2

MS , and the log-normal 
shadow coefficient MS  has zero-mean and variance 2

 . Each received 
instantaneous power level depends on the random channel, the log-normal shadow 
coefficients, and the path loss that depends mainly on the distance between eNB 

 

Figure  5.3: Illustration of the inner ICI caused by co-channel eNBs. 
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and MS. The term I+N is the summation of the interference from each interfering 
eNB plus the noise power when the mobile station locates at the cell edge. That is  

   

2
12

1
, eNB

i i
i i

i
i

inner

P BDI
h

h N
PL d U


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 
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 
 

                        (5.3) 

where id  is the distance from the ith interfering eNB (i =1,2,…,12) to a MS located 
at the edge of the cell, ih  is a small-scale fading channel coefficient between the ith 
interfering eNB and MS, i  is a log-normal shadow coefficient, B (MHz) is the 
entire available downlink bandwidth, D (watt.user/Hz) is the per-user noise power 
spectral density level, and innerU  is the average number of MSs users in the inner 
region. For the worse-case interference, id  is given as 
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Assume the transmitted power from the base station is adjusted to just cover an 
area of radius oR ( oR  < R). The adjusted transmitted power equals 
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                                     (5.4) 

Since all eNBs transmit using equal power eNBP   and the number of interferers for 
the worse-case is 12, the instantaneous SINR experienced by the inner mobile 
stations is obtained by using the expressions in Equations (5.2) and (5.3). That is, 
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where  
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is conditioned on the channel gains  ,MS ih h h  and the log-normal shadowing 
coefficients  ,MS i   . In the following, we consider the conditional average 
SINR. That is, the average SINR is conditioned on knowledge of   and h.  

Since the mobile users assumed to be randomly distributed within a cell in a ring-
like pattern, the probability density function (PDF) for a mobile user being at a 
distance of MSd (KM) from eNB may be written as 
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The average SINR conditioned on  and h is defined as 
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Using the expression in Equations (5.5) and (5.6) and integrating, we obtain 
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which is the conditional average SINR for the inner mobile users. The 
unconditional average SINR for inner users is obtained by averaging the expression 
in Equation (5.7) over  and h using a Monte-Carlo simulation. 

5.2.2.3 SINR Analysis for Outer MSs 

In this section, the average SINR for the outer MSs is analyzed. Figure 5.4, shows 
the 5 interferers in the first tier from co-channel relays in the same cell and 6 
interferers in the second tier from co-channel relays in other cells.  
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Following similar steps used in the analysis for the inner users, we obtain the 
probability density function of MSd  as  
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Therefore, the conditional average outerSINR  for the outer MSs is calculated as  
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is conditioned on the random channel gains  ,MS jh h h  and the log-normal 
shadowing coefficients  ,MS j   , RNP  is the transmitted power at the relay 
station, jd  is a distance from the jth interfering RN ( j = 1,2,…,11) to the MS being 

 

Figure  5.4: Illustration of the outer ICI cause by co-channel RNs. 
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located at the edge of the relay covering area, jh  is the channel coefficient between 
the jth interfering RN and MS, j  is the log-normal shadow coefficient, and outerU  is 
the average number of users in the outer region. For the worse-case interference, jd  
is given as 

, , 3 , 3 , 2 , 7 , 7 , 7 , 3 , 3 , 3
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SecondTier
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Similarly, the unconditional average SINR for outer users is obtained by averaging 
the expression in Equation (5.9) over  and h using a Monte-Carlo simulation.  

5.2.2.4 Average Capacity Analysis for DR Scheme 

The analysis of the average capacity for the DR scheme is now considered. The 
average cell capacity is obtained by adding the average capacities for inner and 
outer users. The average capacity for each user category is obtained by evaluating 
the probability density function of the instantaneous spectral efficiency and 
averaging over the distance between the base station and the mobile station. 

Consider the same predefined radio resource allocation factor ( ) in Chapter 4, 
the total average capacity is given as 

             
1 1outer inner outer inner
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 
       (5.10) 

where     2log 1, , , ,inner innerQ Sh d h dINR   is the instantaneous spectral efficiency 
for the inner users and     2log 1, , , ,outer outerQ Sh d h dINR    is the instantaneous 
spectral efficiency for the outer users. The average spectral efficiency for the inner 
MSs equals 
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and the average spectral efficiency for the outer MSs equals 
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(5.12) 

After obtaining the average spectral efficiencies for inner and outer MSs, the total 
conditional average capacity, conditioned on   and h, is calculated by substituting 
Equations (5.11) and (5.12) into Equation (5.10). That is, 
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Due to the difficulty in averaging the above over the channel and shadowing 
parameters, we resort to Monte-Carlo simulation.  

5.2.3 Numerical Results and Discussion 

In this section, the performance of the DR scheme is compared to the OR scheme 
discussed in Chapter 4. Semi-analytical results for the average SINR and the 
average capacity are obtained from the derived expressions in Section 5.2.2. The 
parameters for the DR scheme are shown in Table 5.1, which are consistent with 
the LTE-A standard. The results for inner MSs are obtained when inner users are 
served by eNB and are located in distance from 0m to 500m from eNB, and the 
results for outer MSs are obtained when outer users are served by distributed relay 
terminals from the distance 500m to 1000m.  

Moreover, the semi-analytical results are conducted when the mobile station is 
moving in two paths as shown in Figure 5.5. Path (a) for MS is moving from the 
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base station towards the relay station, crossing the inner and outer regions, and 
Path (b) for MS is moving from one relay to another in the same cell. Both paths 
illustrate the effect of relay deployment in regions between the base station and the 
relay, and the region between two consecutive relays. 

Figure 5.6 shows the SINR profile for the OR and the DR schemes when the MS is 
taking Path (a). The mobile station is assumed to move from the cell center 
(Distance=0m) to the cell edge (Distance=1000m). The semi-analytical results 
were obtained for a MS taking steps away from the base station, each is 10m long. 
For each step, 106 small-scale fading channel coefficients and shadowing coefficients 
were generated and used in the expressions in Equations (5.7) and (5.9) for inner 

Table  5.1: System parameters. 

Parameter Value 

Carrier frequency (fc) 2 GHz 

Frequency bandwidth (B) 10 MHz 

eNBs’ transmission power ( eNBP ) 46 dBm 

Relays transmission power ( RNP ) 40dBm 

eNB antenna pattern Omni-directional antenna 

Relay antenna pattern 120o directional antenna 

Noise power density (D) -174 dBm.user/Hz 

Cell radius (R) 1000 m 

Relay radius (r) 500 m 

Modulation type QPSK 

Number of relays per cell 6 

Path loss exponent ( ) 3.5 

Path loss model PL(dB) = 35.46 + 35 log(d), d in km

Rayleigh fading variance ( 2
h ) 1 

Log-normal shadowing variance ( 2
 ) 6.31 
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and outer average SINR, respectively. The average SINR for each step is then 
calculated by averaging this several SINRs over 106. It is noticed that the SINR 
decreases exponentially when the MS moves away from the base station due to the 
decrease in received signal strength and the increase in ICI. However, the SINR 
decreases exponentially until the inner MS reaches the bounds of the outer region 
and increase exponentially as it approaches the relay. Since inner users in both 
schemes have similar conditions (the number of eNB interferes, distances, and eNB 
transmit power), the curves for both scheme from 0m to 500m match. The figure 
also shows that, in the worse-case, the OR scheme performs better than the DR in 
terms of SINR by about 8dB. This is due to the strong ICI from the relays within 
the cell in the DR. 

For a mobile station taking Path (b), the SINR at the mobile station is obtained in 
Figure 5.7. The mobile station is receiving from the first relay from distance 0m to 
500m, and then it starts receiving from the second relay from distance 500m to 
1000m. It is noticed that the SINR decreases exponentially when the MS moves 
away from the first relay due to the decrease in received signal strength and the 
increase in ICI. However, the SINR decreases exponentially only until the MS 
reaches the boundary between the two relays and increase exponentially as it 
approaches the second relay. The figure also shows that the OR scheme performs 
better than the DR at cell-edge areas due to relatively weak ICI from the relays 

 
Figure  5.5: Moving paths for the mobile station 
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within the cell in the OR scheme. For example, at distance from 400m to 600m, the 
SINR difference between the two curves is about 10dB.  

It is noticed from Figure 5.7 that the SINR is dropping to very small values when 
the mobile station locates between two consecutive relays. This is due to the strong 
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Figure  5.7: SINR performance comparison for the DR and the OR schemes. 
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Figure  5.6: Outer SINR comparison when the OR and the DR schemes are 

utilized. 
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interference from co-channel relays especially the relays within the cell. In the 
following section, a proposed transmission scheme is presented such that the effect 
of high ICI is reduced and consequently the SINR is improving for outer users. 

5.3 The Enhanced-Directional Relay (E-DR) Transmission 
Scheme   

According to the previous results and discussion, utilizing the DR scheme in the 
LTE-A network shows degradation in terms of SINR profile. This is due to the 
strong mutual interference from the co-channel relay terminals at the edges of the 
cell. The severe effect of such interference is noticed in regions between two relays 
in the same cell. A possible way to solve this issue is to employ a transmission 
scheme that increases the diversity from the relay terminals and reduce the effect 
of ICI. 

5.3.1 System Model 

In the DR scheme, the relays in each cell have the same allocated frequency 
resources. Therefore, the mobile station is able to receive from two relay nodes 
simultaneously and improve the desired signal power. Here, we refer to the 
transmission scheme that utilizes receiving from two relays simultaneously as 
enhanced-directional relay (E-DR) scheme.  

1
RN

MSd2
RN

MS
d

 

Figure  5.8: MS distances from RN1 and RN2. 
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Figure 5.8 shows an example of the E-DR transmission scheme where the mobile 
stations a and b are hosted by both RN1 and RN2. In this scheme, the base station 
is unable to communicate directly with the outer mobile stations because they 
operate in different frequency bands, so the base station communicate with RN1 
and RN2 by, for example, a cable, and RN1 and RN2 forward to the mobile station 
simultaneously. The benefits of employing the E-DR scheme are increased diversity 
when the mobile station receives from two transmitters, and reduced number of 
interferers by one since the second relay is now an assisting terminal and not an 
interferer. 

5.3.2 Performance Analysis 

In order to demonstrate the effect of using the E-DR scheme, the average SINR 
and the average capacity are derived and compared with the DR scheme. 

5.3.2.1 Average SINR Analysis for the E-DR Scheme 

In this section, the average SINR is derived for the E-DR scheme. Since the 
modification on the DR scheme is made for outer users, the average SINR analysis 

RN1RN2

Boundaries of 

receiving 

simultaneously from  

RN1 and RN2

R
eNB

RN4

RN3 RN6

RN5  

Figure  5.9: The E-DR scheme. 
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in this section will concern only outer E-DR users. The inner users in both schemes 
have the same average SINR obtained in Section 5.2.2.1.  

Referring to Figure 5.9, when the MS is at distance 
1RNMSd  from RN1, it experiences 

an instantaneous SINR from RN1 of 
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where  
1
,

RNMS jh h h  and  
1
,

RNMS j   . When the MS is at distance 
2RNMSd  away 

from RN2, the instantaneous SINR from RN2 is 
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where E DRa   in both expressions equals  

10

1

2 2
 4

E DR j
j j eRN
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  

Note that in both SINR expressions, the summation is taken for 10 co-channel 
relays and not 11 as in DR scheme. This is because RN2 is now an assisting relay 
and not an interferer. Because the MS receives desired signals from RN1 and RN2, 
the instantaneous overall SINR received at MS is the sum of SINR terms from RN1 
and RN2, that is,  
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where  
1 2
,

RN RNMS MSd dd  . The average SINR, conditioned on knowledge of   and h, 
is calculated by integrating the instantaneous overall SINR expression in Equation 
(5.13) over 

1RNMSd and 
2RNMSd in the ranges shown in Figure 5.10 (a) for 

1RNMSd and in 
Figure 5.10(b) for 

2RNMSd . That is, 
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The average SINR will be used to derive the average capacity for E-DR scheme in 
the next section. 
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Figure  5.10: The ranges of 
1RNMSd  and 

2RNMSd  in cell site. 
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5.3.2.2 Average Capacity Analysis for E-DR Scheme 

In E-DR scheme, the overall per-cell capacity is the sum of the capacities provided 
to the inner and outer MSs. The average capacity for the inner E-DR users is equal 
to the average capacity for the inner DR users found in Equation (5.11). This is 
because the DR and the E-DR schemes have the same inner users’ SINR 
characteristics. However, the average capacity for outer users is different for the DR 
and the E-DR schemes. Since     2

1outer outerh d h dQ SINR  log, , , , , the 
average outer spectrum efficiency, conditioned on   and h, is given as 

    2
1outer outerE Q SINRh E h       log, ,  

Since it is difficult to find a close form for the above expression, the conditional 
average outer spectral efficiency is upper-bounded as 

    2
1outer outerE Q SIN hRh E        l ,og,  

Therefore, using the value of  ,outerS NR hI   found in Equation (5.14), the 
conditional upper-bound spectrum efficiency equals 
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After obtaining the conditional average spectrum efficiency for the inner and the 
outer MSs, the conditional total average capacity is upper-bounded as, 
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Due to difficulty in averaging the expression in Equation (5.16) over the channel 
and shadowing parameters, we resort to Monte-Carlo simulation. 

5.4 Numerical Results and Discussion  

In this section, the performance of the E-DR scheme is compared to the OR and 
the DR schemes. Semi-analytical results are obtained for the average SINR and 
average capacity that were derived in Section 5.2.2. The parameters for the DR and 
the E-DR schemes are the obtained from Table 5.1.  

Table 5.2 presents the average SINR comparisons between analytical and simulated 
results for DR and E-DR schemes. It is shown that the analytical and simulated 
results match for both schemes. The average SINR for the inner users in both 
schemes is equal since the modification on the DR scheme is made only for outer 
users. Meanwhile, the outer users achieve an average SINR of 22.661dB when E-
DR scheme is utilized, which is higher than 17.1058dB achieved when utilizing the 
DR scheme. Therefore, transmission with the use of two relays, the E-DR exhibits 
better average SINR than the DR. 

Figure 5.11 shows 3D plots for the attainable SINR provided by the transmitting 
terminals to a mobile station roaming within a cell. The figures are obtained to 
compare the DR scheme in Figure 5.11 (a) and the E-DR scheme in Figure 5.11 
(b). Both figures show that the SINR is very high for regions close to the 

Table  5.2: Semi-analytical and simulated average SINR. 

  Average SINR (dB) 

  Semi-Analytical Simulated 

The DR scheme 
inner users 17.1058 17.011 

outer users 9.9486 9.8977 

The E-DR 

scheme 

inner users 17.0980 16.9873 

outer users (upper) 22.6610 22.5977 
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transmitting terminals as seen from the seven peaks for the base station and the 
six distributed relays. Moreover, when the mobile station is moving away from the 
transmitters, it encounters low signal level and high interference that yields low 
SINR. It can be seen that the side peaks that represents relays terminals for the E-
DR is higher than the side peaks for the DR scheme.  
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For a clearer demonstration, Figure 5.12 shows the recorded SINR contours across 
the cell for the DR scheme as shown in Figure 5.12 (a), and for the E-DR scheme 
as shown in Figure 5.12 (b). The figures show that the SINR contours for the cell-
centre users are similar for the two schemes. However, the SINR contours for the 
outer users are different in both schemes where Figure 5.12 (b) shows higher SINR 
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           (a) The DR scheme                      (b) The E-DR scheme 

Figure  5.11: Analytical SINR 3D records.  
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Figure  5.12: Analytical SINR contours. 
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than the one in Figure 5.12 (a). Specifically, in Figure 5.12 (a), there are regions 
within the cell where the mobile station encounters -5dB SINR, such as the region 
between the base station and any relay, as well as the region between two 
consecutive relays. However, the contours in Figure 5.12 (b) always records SINR 
higher than 5dB. Such significant improvement is due to the diversity improvement 
in the E-DR scheme. 

Figure 5.13 provides an explicit view of the SINR profile for the OR, the DR and 
the E-DR schemes, where the MS is assumed to move from the cell center to the 
cell edge. All schemes show exponential decrease in SINR when inner and outer 
users are moving away from eNB or RN. As for the outer users, the figure shows 
that the highest SINR is achieved when the E-DR is utilized. For example, at a 
distance of 520m, the outer DR users achieve an SINR of -7dB, the OR users 
achieve 2dB and the E-DR users achieve 8dB. Despite the improvement for outer 
region, the inner region requires more improvement for regions where SINR drops 
below 10dB (300m to 500m). This issue will be addressed and solved in Chapter 6.      

Figure 5.14 shows the achieved SINR for the outer MS users when the OR, the DR 
and the E-DR schemes are utilized. The results are obtained for a moving mobile 
station from one RN to another in the same cell. The figure shows significant 
improvement in SINR by the E-DR scheme specifically from distance 300m to 
700m, which is due to the diversity improvement made by both relays. 

Table 5.3 shows the average analytical and simulated average capacity comparisons 
for DR and E-DR schemes. The average capacity results are obtained for inner and 
outer users. The table shows that average capacity for inner users in both schemes 
is the same due to the similarity of SINR characteristics for inner users. However, 
the outer average capacity for E-DR is higher than the outer average capacity for 
DR by 3.0713bps/Hz or 44.75%. This is due to the diversity improvement at cell-
edge region and ICI reduction that mainly influence the capacity.  
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From all previously provided results, the SINR and the capacity of cell-edge users 
are improved remarkably when utilizing the E-DR scheme. The improvement is due 
to the diversity gain comes from the cooperation of the edge relay nodes, and due 
to the interference reduction.  
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Figure  5.13: SINR profile across the cell when the OR, the DR or the E-DR is 

utilized. 
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Figure  5.14: Outer SINR profile for the OR, the DR and the E-DR schemes. 
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5.5 Chapter Summary 

In this chapter, a transmission scheme, the directional-relay (DR) scheme, has been 
proposed to overcome the issues of inter-cell interference and cell-edge users 
improvement. The scheme also benefits in reducing frequent handover within the 
cell since the relays serving the outer users carry the same allocated frequency 
resources. The chapter has included the system model and some performance 
analyses that measure the validity of the DR scheme. The results from the DR 
scheme shows deficiency in SINR due to strong ICI from co-channel relays within 
the cell. To overcome the issue of the strong ICI within the cell, the enhanced-DR 
(E-DR) transmission scheme is proposed by increasing the diversity of the received 
signal at the mobile terminal. The performance measures of the E-DR were also 
derived and compared with the DR scheme using theoretical and simulated results. 
The results show that the E-DR scheme provides better performance in terms of 
average SINR and capacity than the DR due to the diversity gain provided by 
relay terminals. 

Table  5.3: Semi-analytical and simulated average capacity for the DR and the 

E-DR schemes. 

  Average Capacity (bps/Hz) 

  Semi-analytical Simulated 

The DR 

scheme 

inner users 5.7102 5.6793 

outer users 3.4439 3.4285 

The E-DR 

scheme 

inner users 5.7077 5.6716 

outer users (upper) 7.5356 7.5147 
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Chapter Six: In-band Distributed Relays-Aided 
LTE-A Cellular System 

6.1 Introduction 

In Chapters 4 and 5, it was seen that the average SINR of cell-edge users was 
improved by using distributed relay terminals. This improvement is achieved at the 
expense of spectral efficiency. This is because the total available download 
bandwidth was divided by a frequency reuse factor of three for the OR scheme and 
a frequency reuse factor of four for the DR scheme. Since LTE-A requires more 
per-cell spectral efficiency, it is necessary to have a system with less frequency 
reuse factor in order to gain higher spectral efficiency. In systems where a universal 
frequency reuse factor (UFRF) scheme is employed, the channel capacity for each 
user is improved since each base station exploits the overall available bandwidth. 
However, this leads to degradation in reception due to high interference from 
adjacent cells especially for cell-edge users.  

In order to achieve a higher degree of spectral efficiency, the conventional UFRF 
system can be modified by deploying Type II (or in-band) relay terminals at the 
edges of each cell that utilize the same frequency resources as the base stations. 
Such modified network setup can provide higher spectral efficiency and improve the 
SINR for cell-edge users. We shall refer to this as in-band relay (IR) scheme.      

In Chapter 6, we propose the use of Type II relay terminals at the cell edge area. 
The objective is to exploit the available bandwidth resources, increase the required 
link capacity, and improve the cell-edge users. In addition, we propose a 
cooperative transmission algorithm such that the network terminals (the relay 
terminals and the base station) can communicate cooperatively. The purpose of 
this cooperative transmission algorithm is to increase the degree of transmit 
diversity from network terminals. Moreover, we propose the use of an inter-cell 
interference cancellation technique jointly with the cooperative transmission to 
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cancel the interference stemming from the in-band relays. To validate the 
performance of the in-band relay scheme, its cooperative transmission, and the use 
of inter-cell interference cancellation technique, we conduct analyses of the BER 
upper-bound, average SINR, and the average capacity.   

Chapter 6 is organized as follows. Section 6.2 focuses on the system model for the 
proposed IR scheme. Section 6.3 presents the proposed cooperative transmission 
algorithm for the IR scheme. It discusses the received signal model as well as inter-
cell interference cancellation technique employed in the cooperative transmission. 
Section 6.4 provides analytical and simulation results for the IR scheme and when 
employing the proposed cooperative transmission algorithm and interference 
cancellation technique. 

6.2 The In-Band Relay (IR) Scheme 

In this section, we present the system model for the proposed IR scheme. We 
include the received signal model and conventional ML decoder for the IR scheme.  

6.2.1 System Model 

The in-band relay scheme (or simply IR) is a modified UFRF network topology, 
where Type II relay nodes are deployed at the edges of each cell. When utilizing 
Type II relay nodes, we allocate frequency resources for each relay node similar to 
frequency resources for all base stations. The benefit of IR scheme comes from 
exploiting the available bandwidth resources, as the bandwidth resources here are 
much higher than any system employing fractional frequency reuse techniques. The 
system structure for the proposed IR system is illustrated in Figure 6.1, where at 
the edges of each cell, there exist six-Type II relay nodes, each equipped with a 
single, omni-directional antenna. The use of relay nodes, particularly at the edges 
of each cell, provides higher desired signal power for edge users.  
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The power for each relay node ( RNP ) is set to be equal for all relay nodes and less 
than the power allocated for the base station ( eNBP ) with a power ratio of η, which 
takes a value around 0.1 according to the LTE-A standard [ 103]. Figure 6.2 shows 
the power and frequency resources allocation for any base station and relay 
terminal in the network.  

In the IR scheme, since all terminals within the cell are allocated the same 
frequency resources, the base station and the edge relays can form a virtual cell 
that performs cooperative transmission of information such as data and CSI from 
the involved terminals. We shall refer to this virtual cell as evolved-cell. The 

 

Figure  6.1: The in-band relay (IR) schemes’ system model. 

eNBP

RNP

 
Figure  6.2: Power and frequency resources allocation for the IR transmit 

terminals. 
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evolved-cell, or simply E-cell, is illustrated in Figure 6.3, where each E-cell consists 
of a base station and six distributed relay terminals. The locations and 
characteristics of the relays make it easier to carry traffic from one E-cell to 
another, and consequently smoother handover process is achieved. The base station 
in every E-cell provides centralized coordination between terminals (the base 
station and the six relays). The coordination between the base station and any two 
relays is similar to the coordination technique between multiple cell sites called 
coordinated multipoint transmission (CoMP)[ 118]-[ 120]. CoMP is proposed to 
facilitate the communication between multiple transmitters such that co-channel 
cells are transmitting desired signals rather than interfering and degraded signals. 
The coordination between terminals requires centralized radio access network 
(RAN) point for a group of coordinated base stations. In our proposed E-cell 
concept, the coordination between terminals is controlled centrally by the host base 
station. Therefore, there is no need to connect the base station and the distributed 
relays through an extra RAN device. The transmission between coordinated 

 

Figure  6.3: Illustration of seven evolved-cells, each consists of one eNB and six 

relay nodes at the cell edges. 
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terminals will be discussed in details in section 6.3.            

Regardless of the great benefits from edge-relay deployment, strong interference is 
introduced from the relays within the E-cell and from other adjacent E-cells. This 
interference reduces the SINR and consequently degrades capacity. In the following 
section, we introduce the effect of this interference by presenting the received signal 
model as well as the conventional ML decoder. 

6.2.2 Received Signal Model & Conventional ML Decoder for the IR 

Scheme 

In the IR scheme, the mobile station is communicating through either the base 
station or a candidate relay within the E-cell and not through both. The candidate 
relay is selected according to its received signal level. Hence, after allocating the 
relay, the base station transmits to the relay through, for example, a cable, and the 
relay retransmits to the mobile station. The data transmission in the IR scheme is 
similar to direct transmission as the mobile station is receiving from one 
transmitter, the base station, or the candidate relay node. To further illustrate the 
IR scheme, consider the E-cell in Figure 6.4.  

Assuming RN1 provides the highest received signal level, the figure shows two cases 
when the mobile station is receiving desired signals from either eNB1 in Figure 6.4 
(a) or RN1 in Figure 6.4 (b). When eNB1 transmits to the mobile station (solid 
arrow), there exists inter-cell interference delivered by the six distributed relays as 
well as inter-cell interference delivered by other neighboring E-cells indicated by the 
dashed arrows. Also, when RN1 transmits to the mobile station (solid arrow), there 
exists inter-cell interference delivered by the other five distributed relays and the 
eNB1, as well as inter-cell interference delivered by other neighboring E-cells 
indicated by the dashed arrows. Assuming Rayleigh flat fading channel between 
terminals, and  s n  is the transmitted symbol sequence, the received signal at the 
mobile station is given as 
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when the MS receives directly from the base station, and  
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when the MS receives directly from the relay node. In Equations (6.1) and (6.2), 

1eNBh  and 
1RNh  are the channel coefficients for the eNB1-MS and RN1-MS links, 

respectively, 1

i

ICI
RNh  is the channel coefficient from the ith co-channel relay within the 

E-cell to the MS, 2
/j j

ICI
eNB RNh  is the channel coefficient from the jth co-channel base 

station / relay from other E-cells to the MS, and  w n  is AWGN.  w n  is 
modeled as zero-mean, complex Gaussian random variable with variance  2

w n . If 
no ICI cancellation technique is employed, the data at the mobile station can be 
ML decoded conventionally by computing the decision statistic, which is obtained 
by multiplying the received signal by the conjugate of the desired channel as 
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  (a) eNB1 is the desired transmitter           (b) RN1 is the desired transmitter 

Figure  6.4: System model for one Evolved-cell downlink. 
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in Equation (6.1), and 
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in Equation (6.2). Then, the received sequences from the base station and the relay 
node are selected according to 
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respectively. Assuming each symbol in the sequence has an average energy of 

  2
1s n  , and 

1eNBh , 1

i

ICI
RNh  and 2
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ICI
eNB RNh  are uncorrelated, it can be shown that the 

instantaneous SINRs of the decision statistics are given by  
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and  
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for  êNBy n  and  
1

ˆRNy n , respectively. Note that the ICI from the relay terminals 
within the E-cell and from other E-cells degrades the performance of decoding the 
received symbols. In this dissertation, we shall refer to the IR scheme that decodes 
the symbols conventionally without any ICI cancellation technique as conventional 
IR scheme. In the following section, we propose a cooperative transmission 
algorithm for the IR scheme to increase the diversity of the received signals.    
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6.3 Cooperative Transmission Algorithm for the IR Scheme  

In an E-cell, communications between the serving base station and the mobile users 
with the assistance of the relay nodes is achieved using the following algorithm. 
The base station serves the mobile user whenever the signal level is above a certain 
threshold. When the received signal level drops below this threshold, the mobile 
station starts searching for two potential relay nodes that provide the strongest 
signal levels among the other relays within the E-cell. After locating the two 
candidate relays, the base station and the two relays start transmitting to the 
mobile station. In Chapter 3, the transmission protocol Enhanced-Decode-and-
Forward (E-DF) has shown remarkable improvements in terms of data rate and 
diversity gain. Here, the desired eNB and the two candidate relays form a similar 
structure in the E-DF structure. Hence, E-DF is used as cooperative transmission 
scheme in IR network.  

To further illustrate the cooperative transmission using E-DF cooperative scheme 
in the IR network, consider the system in Figure 6.5. The base station eNB1 in the 
E-cell aims to communicate with MS1. The figure shows that beside eNB1, there 
exist six candidate relay nodes, namely, RN1, RN2, RN3, RN4, RN5 and RN6, that 
can provide assistance to eNB. It is assumed that RN1 and RN2 provide the 
strongest signal levels among the six relays. Therefore, eNB, RN1 and RN2 
communicate cooperatively with MS1. During the transmission, there exists inter-
cell interference delivered by the other four relays, as well as inter-cell interference 
delivered by other neighboring E-cells indicated by the dashed arrows.  

6.3.1 Received Signal Model for IR System with E-DF Cooperative 

Scheme 

At the eNB, the information bit sequence is first mapped from a complex signal 
constellation into a desired complex symbol sequence. The complex symbol 
sequence is then parsed into code vectors      2 2 1 ,

T
D n s n s n   s   
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  2
1,s n  0,1, 2,..., 1n N  . It is assumed that the channel coherence time is 

comparable to the symbol duration due to relative motion between transmitter and 
receiver. The channels between terminals are modeled as uncorrelated frequency-
flat but time-selective Rayleigh fading. The channel gains are assumed time-
invariant within two signaling intervals but may vary in every two signaling 
intervals. Each relay power is assumed a fraction of the base station power 
according to the following relation  

RN eNBP P                                           (6.5)   

where 0<η<1. Let the total number of terminals in the network (base stations plus 
relay nodes) be denoted by Ξ. The downlink sequence transmission to the MS is 
accomplished in two phases that are repeated until the end of the entire symbol 
sequence. The two phases are illustrated in Figure 6.5.   

In phase 1, Figure 6.5 (a), eNB transmits the first sequence  2s n  to MS1, and 
RN1 transmits the second sequence  2 1s n   to MS1, simultaneously. The mobile 
station MS1 receives desired signals from eNB and RN1, and interference from 
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                  (a) Phase 1                                       (b) Phase 2 

Figure  6.5: System model for one evolved-cell downlink using cooperative 

transmission. 
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relays within the E-cell (RNi, i ={3,…,6}) and from terminals in other E-cells 
(eNBj, RNj, j ={7,…,Ξ-6}) as, 
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    (6.6) 

where eNBh  and 
1RNh  are the channel coefficients from base station to MS1, and 

from relay node to MS1, respectively, and  2w n  is additive white Gaussian noise 
(AWGN). In Equation (6.6), all channel coefficients are combination of path loss, 
fading and shadowing coefficients. Path loss model is given in Equation (4.2), 
whereas fading and log-normal shadowing are modeled as zero-mean, complex 
Gaussian random variables with variances 2

h  and 2
  , respectively. Also, additive 

white Gaussian noise is modeled as a zero-mean, complex Gaussian random 
variable with variance  2 2w n .  

In phase 2, Figure 6.5 (b), eNB and RN2 modify the constellations of the symbols 
such that, eNB changes  2 1s n   to  * 2 1s n   and RN2 changes  2s n  to  * 2s n . 
Both, eNB and RN2, transmit the modified symbols to the MS simultaneously. 
Therefore, the signal received at the MS from eNB, RN2 and the interferers in 
phase 2 can be written as 
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where 
2RNh  is the channel coefficient from RN2 to the MS and  2 1w n   is AWGN. 

In Equation (3.4),  2 1w n   is modeled as a zero-mean, complex Gaussian random 
variable with variance  2 2 1w n  . Assuming the channel conditions for all links are 
quasi-static at least over two consecutive signaling intervals, and taking the 
conjugate of  2 1y n   in Equation (6.7), Equations (6.6) and (6.7) may be 
expressed in vector-matrix form as the sum of desired signals, interference from 
terminals within the E-cell and interference from other E-cells as 

     

 

 

 

 
1 1 2 2D D ICI ICI ICI ICIn n n n n   y H s H s H s w  

     

1 2

Desired signals ICI within the ICI from other
Evolved-cell ICI Evolved-cells ICI

           (6.8) 

where        * 2 12 2 1 ,
T

y n y nn n    y y   is the received signal vector,   

1

2

2 2

* *
,

eNB RN RN

RN RN e

e

N e

D

B

B

B

D

N

NP h P h

P h P h


 
 
  




HH   

is the channel matrix for the desired signals,      2 2 1 ,
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is the interference caused by the interfering relay nodes (i.e. RN3, …, RN6) within 
the E-cell,  
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is the interference caused by the interfering terminals in other E-cells and w  n , 

  2 1n w   is AWGN vector. It can be seen in Equation (6.8) that recovering the 
desired symbol sequences,  2s n  and  2 1s n  , is difficult due to the added inter-
cell interfering signals. For this reason, inter-cell interference cancellation technique 
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must me employed to eliminate the interference and, consequently, decode 
correctly.  

In the literature, several inter-cell interference cancellation and coordination 
techniques have been proposed to cancel interference or, at least, to regulate it to a 
minimum acceptable level [ 121- 129]. Examples of such techniques are power 
control, scheduling, post-coding and pre-coding. Each technique has its 
characterized performance, implementation complexity, and spectral efficiency 
improvement. In the following, we propose the use of Interference Rejection 
Combining (IRC) technique as an inter-cell interference cancellation technique that 
works jointly with the E-DF and the IR schemes.    

6.3.2 IRC-Aided IR Scheme with E-DF Cooperative Systems  

6.3.2.1 Introduction 

The idea of lossless interference cancelation in a communication system was first 
proposed for Digital-AMPS (D-AMPS) systems by Bottomley and Jamal in the 
article “Adaptive Arrays and MLSE Equalization” [ 130]. The authors considered 
two processes that corrupt the channel inputs – interference and the noise, and 
modeled their sum as a Gaussian process. In their work, Bottomley and Jamal 
showed that there exists a receiver structure that cancels the interference without 
incurring any power alteration or rate loss. They named the cancellation technique 
at the receiver as Interference Rejection Combining (IRC). Their idea was later 
applied to GSM systems [ 131]. Moreover, several studies have been conducted for 
the IRC technique in MIMO systems such as [ 132- 135]. The IRC technique and its 
extensions require knowledge of the interference and noise covariance matrix and 
uses maximum likelihood sequence estimator (MLSE) equalizer. Estimating this 
matrix has been conducted such as [ 133]. To this author’s knowledge of the 
literature, IRC has not been applied for interference cancellation in cooperative 
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communication systems. In this dissertation, we propose a two-stage processing at 
the IR scheme with E-DF receiver – decoupling the desired symbols followed by 
IRC.  

In the following, we discuss the received signal model and decoupling the desired 
symbols by diagonalizing the desired channel matrix. Then, we show, by 
simulation, that the first and second tier interference at the output of the receiver 
fit the Gaussian model. Having established this, we eliminate the inter-cell 
interference using an MLSE equalizer. This requires estimating the covariance 
matrix of the combined interference and noise. Finally, we derive the average bit-
error rate (BER) upper bound of the two-step decoding.  

6.3.2.2 Signal Model 

Due to proximity to the desired transmitting terminals, interfering relay terminals 
within the E-cell (referred to as tier 1) cause the most effective interference 
followed by terminals in neighboring E-cells (tier 2 interferers). Therefore, 
elimination of the effect of ICI1 and ICI2 in Equation (6.8) is necessary for reducing 
the bit-error rate. One way to eliminate the effect of tier 1 and tier 2 interferences 
is by using interference rejection combining (IRC) technique [ 130]. IRC has been 
applied to cancel the interference at the mobile station receiver for D-AMPS [ 130] 
and GSM [ 131] where interference is assumed to be Gaussian. Referring to the 
received signal in Equation (6.8), ICI1 and ICI2 may be combined with the noise 
elements to yield a new vector  nz . Hence Equation (6.8) is rewritten as  

     D Dn n n y H s z                                   (6.9) 

where        
1 21 2ICIICI IC ICI In n n n  sHz s wH ,   2 1n z   is the combined 

interference plus the AWGN.  

In this dissertation, we propose a two-step decoding approach. In the first step, we 
decouple the desired symbol sequence by diagonalizing the desired channel matrix. 
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In the second step, we show that the interference is Gaussian, through simulation, 
and then apply IRC to cancel the interference. The following subsection derives the 
diagonalization of the desired channel matrix. 

6.3.2.3 The Diagonalization of the Desired Channel Matrix  

Consider the channel matrix DH  and the desired data sequence  D ns  in 
Equation(6.8). Assuming the channel is time-invariant over at least two consecutive 
signaling periods, multiplying  D ns  by DH  yields 
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Because  2s n  and  2 1s n   appear in every term in the vector  D D nH s , it is 
necessary to decouple the two sequences in order to decode correctly. The 
separation of two sequences can be achieved by diagonalization of the desired 
channel matrix DH . One method for matrix diagonalization is using matrix 
decomposition [ 143]. This method requires calculating the eigenvalues and 
eigenvectors, which adds more complexity at the receiver. In this section, we 
propose the use of Tran & Sesay [ 105] diagonalization method to decouple the 
desired data sequences. The method of Tran & Sesay provides less complexity 
compared to matrix decomposition. In [ 105], diagonalizing the desired channel 
matrix is carried out by constructing a matrix Dφ  such that its product with DH  
is a diagonal matrix. i.e.  
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where 1  and 2  are in general complex-valued coefficients that are specified later 
in this section. Define a 2×2 matrix Dφ  
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Multiplying DH  by Dφ  yields, 
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In order to diagonalize the product, the elements of Dφ  are selected to annihilate 
the off-diagonal terms. That is, 

1

*
1 2 0D RN D eNBh h                                     (6.10) 

and  

2

*
3 4 0D De RNNBh h                                     (6.11) 

A set of values of 1D  and 2D  that satisfy Equation (6.10) can be obtained 
intuitively as, 

*
1D eNBh   and  

12 RD Nh    

Also, a set of values of 3D  and 4D  that satisfy Equation (6.11) is given by, 

2

*
3D RNh   and 4 ND e Bh   

Using the above four values, Dφ  is written as  

1

2

*

1 2

*
3 4

eNB RND D

D D R BN
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h h
h h

 
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  
    
 



  
φ  

Using the above matrix, the gain matrix D D DΛ φ H  reduces to a diagonal matrix  
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2 *

2 *
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


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where  

2 1

2 2 *
1 2 eNB RN RNh h h       . 

Now, the received signal is written as 

 
 

 

 
 

 

 
 

 ˆ ˆ

ˆ ˆ2 2 20

0ˆ ˆ2 1 2 1 2 1eNB

D Dn n n

sy n n z n
y n zs n n

P



    

 


  



      

Λy s z
  

               (6.12) 

where    ˆ Dn ny φ y  and    ˆ Dn nz φ z . Now  2s n  and  2 1s n   are 
decoupled and its decoding becomes simpler than before. In the above equation, 
the vector  ˆ nz  is a composition of the first two tiers ICI plus the AWGN 
multiplied by the diagonalize matrix Dφ . This vector causes erroneously decoded 
symbols. In the following, a maximum likelihood sequence estimator (MLSE) 
equalizer is proposed as a part of the two-step decoding process for the IRC-aided 
IR with E-DF scheme to eliminate the effect of the vector  ˆ nz . We first need to 
establish that the interference components of  ˆ nz  are Gaussian so it agrees with 
the assumption made in [ 130] for using IRC.  

6.3.2.4 Statistical Characteristics of  ˆ nz  

Before we proceed to designing the MLSE equalizer for the IRC, it is necessary to 
understand the statistical characteristics of the vector      ˆ2 2 1ˆ ˆ

Tz zn n n   z  .  

Conditioned on the channel parameters for the desired signal, the only random 
component in    ˆ Dn nz φ z  is  nz . Therefore, we only need to establish that 
the components of  nz  are Gaussian. Since 

       
1 21 2ICIICI IC ICI In n n n  sHz s wH , 

and  nw  is Gaussian, we only need to establish that the interference components 
are Gaussian.  
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Here, we attempt to show that the interference components are Gaussian through 
simulation. Figure 6.6 shows the probability density function of the random 
variable  ˆ nz  for two cases – only ICI1 and ICI1 + ICI2. The curve for the case 
where only ICI1 is considered is obtained for number of eNBs interferers equals 6 
and the number of co-channel relays equals 21. Also, the curve for the case where 
ICI1 + ICI2 is considered is obtained for number of eNBs interferers equals 12 and 
the number of co-channel relays equals 33. For each interfere, 106 complex channel 
realizations were generated and used at the desired MS together with other 
interferers to calculate the probability density function for the first tier interference 
and for the sum of the first and second tier interferences. The curves show that the 
two interference components (ICI1 and ICI1+ICI2) both match the Gaussian PDF 
quite well.   

In light of the above results, each element of  
1 1ICI ICI nsH  vector can be modeled as 

a zero-mean, complex Gaussian random variable with variance given by 

1
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Figure  6.6: Theoretical and simulated PDF of  ˆ nz  
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Similarly, each element of  
2 2ICI ICI nsH  vector can be modeled as a zero-mean, 

complex Gaussian random variable with variance given by 

2

2

2

2

1, 2,...,12

1,2,...,33

ICI
k

ICI
l

eNB

RN

k

l





 



. 

Since all the channel components are independent, each component of the vector 

     2 2 1
Tn n nz z   z   is modeled as zero-mean, complex Gaussian random 

variable with variance given, respectively, by  

    1 1 2 2

6 21 12 33
2 2 2 2

1 1

2

1

2

1

2 2 ICI ICI ICI ICI
i j lk

z w eNB RN eNB RN
i j k l

n n     
   

               (6.13) 

and 

    1 1 2 2

6 21 12 33
2 22 2 2 2

1 1 1 1

2 1 2 1 ICI ICI ICI ICI
i j lk

z w eNB RN eNB RN
i j k l

n n     
   

         ,  (6.14) 

where  2 2w n  and  2 2 1w n   are AWGN variances for the noise elements  2w n  
and  2 1w n  , respectively. Therefore, each element of the interference plus noise 
vector after the decoder,    ˆ Dn nz φ z , is modeled as zero-mean, complex 
Gaussian random variable with variance  

    2

222 2 2
ˆ 2 2z z RNeNBn n h h                             (6.15) 

for  ˆ 2z n  and  

    1

222 2 2
ˆ 2 1 2 1z RNz eNBn n h h                          (6.16) 

for  ˆ 2 1z n  . The overall instantaneous SINR of the decision statistics  ˆ 2y n  and 

 ˆ 2 1y n  is the sum of the SINR of the  ˆ 2y n ,  2IRC n , and the SINR of 

 ˆ 2 1y n ,  2 1IRC n  . That is 
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(6.17) 

where  2 2z n  and  2 2 1z n   are given in Equations (6.13) and (6.14), 
respectively. Having established that the co-channel interference is Gaussian, we 
now proceed to deriving the MLSE equalizer for the IRC. 

6.3.2.5 MLSE Equalizer for IRC-Aided IR with E-DF scheme   

Denote the covariance matrix for the vector  ˆ nz  by 

       ˆ ˆ , 2 2    Θ z z ΘHn n n nE  

Let us now derive the maximum likelihood sequence estimator (MLSE). Given the 
observed sequence  

         1 22 2 1ˆ ˆ ˆ ˆ
T

D Dn n n n ny y     y Λ s z , 

and the gain matrix 
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we estimate the most probable transmitted sequence      2 2 1
T

D n n ns s    s . 
The maximum likelihood estimate of the transmitted sequence  D ns  is obtained 
according to  

  
  

           1
   y Λ s Θ y Λ sˆ ˆ ˆarg min

D

H

D D D D Ds nn
n n n n n ns  



 

147 
 

The MLSE solution can be implemented very efficiently with the Viterbi algorithm 
[ 142] (will be discussed in details in the following sub-section). To realize this in 
practice, it is of course necessary to estimate the noise covariance matrix  nΘ . 
The instantaneous covariance matrix  nΘ  can be estimated as 

           
1

0

1ˆ ˆ ˆ




  
Θ y Λ s y Λ s

H
D D D D

n
n n n n n  

where   is the number of samples used for the estimation. This way of estimating 
the  nΘ  matrix is well suited for cellular systems, due to the quasi-stationarity 
assumption of the radio channel during one time slot [ 73].  

6.3.2.6 The Viterbi Algorithm 

The maximum likelihood sequence estimation using the Viterbi algorithm [ 131] can 
be illustrated by a trellis diagram. Figure 6.7 shows three examples of the states 
and the state transitions for the convolutional encoder length L = 1, 2 and 3 bit. 
The dashed line represents 0 transition and the solid line represents 1 transition. At 
each node of the trellis, there are 2L states and 2L+1 transitions to the next node.  

Figure 6.8 shows the trellis of an exemplary MLSE with L = 2-bit convolutional 
encoder output. At each node, there are 2L = 4 states and 2L+1 = 8 transitions to 
the next node. As an example, the upper all zeros path is assumed the correct path 
(i.e. s(n)={000000000}). Considering the error probability at an arbitrary node k, 
the incorrect paths diverge at node k from the correct one at Hamming distance dH 
≥ 1 and merge to the correct one again.     

The Viterbi algorithm can be used to implement the ML receiver by searching 
through all possible trellis states for the most likely transmitted sequence  s n . 
This search process is called the maximum likelihood sequence estimation (MLSE). 
At an arbitrary node i, the algorithm has stored certain paths through the trellis 
called surviving paths along with their distances from the received sequence, called 
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path metrics, and dropped all other paths. After all states have been processed, the 
whole algorithm repeats when the time is incremented. If the receiver waits until 
the entire sequence has been received before making a decision, this will cause an 
intolerable long delay (maybe infinite). Therefore, a decision is usually made before 
receiving and processing the entire sequence [ 136]. 

 

                (a) L = 1 bit               (b) L = 2 bits               (c) L = 3 bits 

Figure  6.7: The states and the state transitions for different channel memory 

sizes. 
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Figure  6.8: The correct path (all-zero) and the exemplary diverging paths at a 

Hamming distances of dH = 1, 2 and 3 to the correct path. 
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In Viterbi algorithm, the number of states and transitions grows exponentially as 
the memory size increases. Hence, the complexity of Viterbi algorithm is directly 
proportional to the decoder memory size. In the following, the bit-error rate (BER) 
of the MLSE equalizer is analyzed such that BER upper bound is obtained.  

6.3.2.7 Analyzing MLSE Receiver Structure – BER Upper Bound 

Performance 

The BER of linear receiver structures is relatively straightforward to compute, 
since symbols are processed independently and so their errors are independent too. 
However, this is not the case for non-linear receiver structures (like MLSE 
equalizer), since consecutive errors are not usually independent.  

The exact BER for an MLSE equalizer can be computed as follows. Given a 
transmitted sequence, the receiver calculates the path metrics, which are the sum of 
Euclidean distances between the received and the transmitted sequences. The 
receiver also calculates the joint PDF of all hypothesized sequences’ path metrics. 
This can be viewed geometrically as a density function in a multidimensional space. 
Each hypothesized sequence is assigned its own axis. All the path metrics at the 
end of transmission can be written as a coordinate vector, specifying a point in this 
multidimensional space. The value of the density function at this point expresses 
the likelihood of computing that set of path metrics. The space can be divided into 
decision regions. Points within the same decision region share the same largest path 
metric, and so detect the same maximum likelihood sequence. In fact, a 
hypothesized sequence’s decision region encloses the points closer to its axis than 
any other. When the ML sequence is detected instead of the transmitted sequence, 
there are a number of bit errors. Each region of the joint PDF is weighted by this 
number, divided by the total number of bits in the transmitted sequence. Then the 
bit error rate due to the transmitted sequence is calculated by repeatedly 
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integrating over all the weighted joint PDFs dimensions. The overall average BER 
is then this quantity, averaged across all transmitted sequences.  

Clearly this exact method is difficult to compute. The number of path metrics is 
increasing exponentially with the sequence length, so the jointly PDF gets very 
complicated and the number of integrations gets very large. Therefore, it is 
necessary to find simpler methods that obtain the bounds of bit error events rather 
than the more complex exact method.  

Several techniques were presented in the literature for calculating BER 
performance of Viterbi decoder in fading channels. These techniques can be broadly 
classified into three categories – simulation, upper bounds on individual BER [ 137-
 139], and analytical approximation based on the computation of the exact BER of 
a small set of error events [ 140]. The disadvantage of simulation-based technique is 
that it can be very time-consuming. As for the upper bound techniques, they are 
easy to compute but may be loose. Finally the disadvantage of analytical 
approximation is that the result is not a true upper bound. In this dissertation, we 
consider the upper bound techniques for calculating BER performance of our 
decoder. 

In the upper bound techniques, the probability that the sequence with the largest 
path metric is not the transmitted sequence can be upper bounded by the 
probability that any error sequence has a larger path metric than the transmitted 
sequence's path metric. Thus a joint PDF is not needed, only the PDF of the path 
metric difference, for all possible transmitted and error sequences. Furthermore, 
there is no need to compute the PDF over the whole transmission interval. An 
error sequence follows the same states as the transmitted sequence until the first 
error. Errors follow until the two sequences merge at a common state again. This 
sequence of errors is called an error event. In communication systems with low 
BER, the error events are normally short compared to the mean time between 
them. Accordingly, they can be considered independent, so their probability can be 
calculated by only considering the PDF of the path metric difference in the vicinity 
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of the error event. Examples of upper bounds techniques are Chernoff bound 
[ 137, 138] and union bound[ 139]. 

Given the erroneous sequence     n e ne  and the transmitted sequence 

    D Dn s ns . In general, the MLSE-based receiver will choose the incorrect 
sequence    D n ns e  if the squared Euclidean distance for the error sequence 

 nde  is greater than the squared Euclidean distance for the transmitted sequence 

 nds . i.e.   

   n nd de s  

where       2

Dnd n n e s e ,     2

Dnd ns s  and 2
.  is squared Euclidean distance. 

Therefore, the probability of bit error of the Viterbi decoder is the sum of 
erroneous bits when the decoder chooses sequence the erroneous sequence instead 
of the transmitted sequence. is given by 

       2 2

D D
n

BER n n n n     
 s e sPr  

Considering Chernoff upper bound method, this quantity equals to 

       2 2        
 s e sD D
n

BER n E n n nexp               (6.18) 

The performance of Chernoff bounds is shown to be loose for low SINR scenarios 
[ 141]. On the other hand, union bound technique shows tighter upper bound than 
Chernoff bound and is more straightforward to compute [ 139].  

On the other hand, BER performance is upper-bounded using union bound method 
by  

             
   D

e D D D
n n

BER n b n n n n n


      
s e

s e e s s, Pr Pr       (6.19)  
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where     e Db n ns e,  is the number of bit errors in the error event, 

   Dn n 
 e sPr  is the probability of error event    D n ns e  and  D n 

 sPr  is 
the probability that the transmitter sent sequence  D ns . Since the MLSE-based 
receiver will choose the incorrect sequence    D n ns e  if the squared Euclidean 
distance for the error sequence is greater than the squared Euclidean distance for 
the transmitted sequence, the BER can be written as 

            

            2 2 2

e D n n n
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BER n b n n d d d

b n n n n n n

          
           





e s s
s e

s e s e s s

, Pr Pr

, Pr Pr
(6.20) 

Assuming MPSK modulation is used, and the incorrect path through the trellis 
diverges from the correct path at time k and remerges with the correct path at 
time k + l, therefore, the BER in Equation (6.20) becomes [ 142] 

        
1

2
2

2
2

k l
e D

n n k

b n n
BER n Q M SINR n

M M
 



  
   

   
 

s e,
log sin

log
    (6.21) 

where M (M = 2i, i = 1, 2, …) is the modulation constellation size, SINR(n) is the 
signal-to-interference plus noise ratio for the received error sequence and   Q .  is 
the Q-function. The BER expression in Equation (6.21) is called Forney’s union 
bound [ 139]. 

In Equation (6.21), Chernoff bound can be used for high SINR(n),           
(SINR(n)   0). This new bound is referred to as Chernoff-union bound method 
[ 142]. According to [ 137], the Q-function can be approximated for high SINR(n) to 

 2 2

2
Q




 


   

exp /
 

Therefore, the BER in Equation (6.21) can be expressed using Chernoff-union 
bound method as  
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      (6.22) 

This Chernoff-union bound method is used to avoid calculating the Q-function in 
Equation (6.21).  

Figure 6.9 shows the curves of BER versus SINR(dB) for simulated, Chernoff 
upper bound, union upper bound and Chernoff-union upper bound BERs. The 
simulated curve is obtained using Viterbi algorithm for decoded sequences 
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Figure  6.9: A comparison between the simulated, Chernoff upper bound, union 

bound and Chernoff-union BER bounds. 
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compared to the correct or transmitted sequences. The rest of the curves are 
obtained by using Equation (6.18) for Chernoff bound, Equation (6.21) for union 
bound and Equation (6.22) for Chernoff-union bound. It can be noticed from 
Figure 6.9 that the Chernoff bound is loose for SINR<3dB. At high SINR, the 
Chernoff bound curve follows the trend of simulated BER with gap between the 
two curves widens to within 2dB. However, the Chernoff-union bound achieves 
better than Chernoff bound. The BER curve is tighter than Chernoff bound at low 
SINR and the gap between the exact and Chernoff-union curves widens to within 
1dB. Finally, the union bound shows the tightest performance among the two 
bounds. The union bound at low SINR (from -10 to 3dB) achieves from 0dB to 
5dB curve difference to the simulated BER, and matches it very well when SINR > 
3dB.    
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Figure  6.10: The proposed IRC decoder model for sequence recovery using 

MLSE. 
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In light of the above results, the derived union upper bound BER is the tightest 
bound compared to the Chernoff and Chernoff-union bounds, although its 
expression includes integration (Q-function). For simpler calculations, Chernoff-
union bound shows simpler BER expression and acceptable performance compared 
to the exact BER.  

Figure 6.10 summarizes the IRC decoder model to recover the transmitted symbol 
sequences s(2n) and s(2n+1) using MLSE. At the transmitter, the symbol 
sequences are mapped and transmitted according to the E-DF cooperative relaying 

Table  6.1: System parameters. 

Parameter Value 

Carrier frequency (fc) 2 GHz 

Frequency bandwidth (B) 10 MHz 

eNBs’ transmission power ( eNBP ) 46 dBm 

eNBs’ transmission power ( RNP ) 40dBm 

eNB antenna pattern  Omni-directional 

Path loss exponent ( ) 3.5 

noise power density (D) -174 dBm.user/Hz 

Cell radius (R) 1000 m 

Relay radius 500 m 

RN antenna pattern Omni-directional 

Modulation type QPSK 

Number of relays per cell 6 

Path loss model PL(dB) = 35.46 + 35 log(d), d in km

Channel model Rayleigh flat fading channel 

Rayleigh fading variance ( 2
h )  1 

Log-normal shadowing variance ( 2
 ) 6.31 

Number of E-cells 21 
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protocol. At the receiver side, the received sequences are decoupled and the noise 
covariance matrix  nΘ  is estimated.  nΘ  is then used at the MLSE to estimate 
the sequences s(2n) and s(2n+1) using the Viterbi algorithm.  

6.4 Numerical Results and Discussion 

In this section, the performances of the IR scheme and the IRC-aided IR with E-
DF scheme are compared. Semi-analytical results for the BER, the average SINR, 
and the average capacity are obtained from the expressions derived in Section 6.3. 
The parameters for the IR system are shown in Table 6.1. The results are obtained 
for different schemes to show the improvement when the cooperative transmission 
scheme, E-DF, and the interference cancellation technique, IRC, are employed in 
every E-cell.  

6.4.1 The Effect of ICI from tier 1 and tier 2 interferers on Average BER  

Figure 6.11 shows simulated BER versus SINR curves for the conventional IR 
scheme and the IRC-aided IR with E-DF scheme when QPSK modulation is 
employed. The curves are obtained for systems when received signal impairment is 
(a) AWGN only, (b) a combination of ICI from tier1 and AWGN, and (c) a 
combination ICI from tier1 and tier2 and AWGN. All channel coefficients are 
modeled as zero-mean, complex Gaussian random variables with equal variances of 

2
h = 1. Also, the ratio between the relay power and the base station power is set 

to η = 0.1. The figure is obtained to show the effect of tier1 and tier2 inter-cell 
interferers as well as the effect of using IRC in IR system.  
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In Figure 6.11, when IRC is employed, the BER is significantly reduced compared 
to the IR scheme with no IRC. Also, we observe that the BER when IRC is applied 
is within 1dB of the case when there is no ICI. Furthermore, the gap between the 
BERs when only tier1 ICI is present and when both tier1 and tier2 ICI are present 
is significantly small (within 1dB). Therefore, ICI from tier2 may be ignored for 
simply implementation of the IRC. However, when no IRC is used, the gap between 
the BERs in the presence of tier1 only and tier1 plus tier2 widens to within 0.75dB 
at high SINR. 
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Figure  6.11: BER comparison for the conventional IR and the IRC-aided IR with 

E-DF schemes.  
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6.4.2 The Effect of the Cooperative Transmission Algorithm on Average 

SINR  

Figure 6.12 shows a 3D plot for the SINR level for the conventional IR and the 
IRC with E-DF aided IR schemes. In Figure 6.12 (a), average SINR is obtained for 
signals from either the eNB or one of the candidate relay nodes to a mobile station 
roaming within the E-cell. SINR is averaged over channel realizations for each 
mobile station location. The figure shows that the SINR is very high for regions 
close to the transmitting terminals indicated by the seven peaks for the base 
station and the six distributed relays. Moreover, when the mobile station is moving 
away from the transmitter, it encounters low signal level and high interference that 
yields low SINR. Figure 6.12 (b) shows average SINR when the IRC is combined 
with E-DF cooperative scheme in IR network. It is seen that the side peaks, 
representing the relay terminals, have improved when IRC is used with the E-DF 
compared to the conventional IR scheme. 
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          (a) The IR scheme            (b) The IRC with E-DF aided IR schemes

Figure  6.12: Average SINR 3D plot for one E-cell. 
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For clearer demonstration, Figure 6.13 shows the attainable SINR contours across 
the cell for conventional IR and the IRC with E-DF aided IR schemes.          
Figure 6.13 (a) shows that for the conventional IR scheme, the areas around the 
base station (up to 500m - distance from the base station) and the relay terminals 
(up to 300m - distance from each relay) carry positive SINR; however, the regions 
between the base station and the relay terminals (from 500m to 700m - distance 
from the base station), as well as the regions between two consecutive relays (from 
300m to 700m - distance from the relay) carry negative SINR. This is due to the 
strong ICI component from other adjacent E-cells and adjacent relays within the E-
cell. Figure 6.13 (b) shows that for the IRC with E-DF aided IR scheme, the least 
recorded average SINR value reaches 10dB in areas where SINR recorded less than 
10dB in the conventional IR scheme. Such significant improvement has effects on 
the link capacity as well as the overall per-cell throughput. 

Table 6.2 compares the semi-analytical average SINR (in dB) as well as the average 
capacity (in bps/Hz) for the two schemes. The table shows that both average SINR 
and capacity are improved significantly when jointly using the E-DF and the IRC 
for inner and outer mobile station users. For example, about 2dB average SINR 

Table  6.2: Average semi-analytical SINR and capacity for different schemes. 

 
Average SINR 

(dB) 

Average capacity 

(bps/Hz) 

Conventional 

IR 

Inner users 16.214 5.3123 

Outer users 6.5090 2.4531 

IRC with E-
DF aided IR  

Inner users 23.3386 7.7595 

Outer users 25.1315 8.4025 
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            (a) The IR scheme           (b) The IRC-aided IR with E-DF scheme 

Figure  6.13: Average SINR counters. 
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improvement for inner MSs is achieved when switching from conventional IR to the 
IRC with E-DF aided IR scheme, and the average SINR is tripled for outer MSs. 

6.4.3 Special Cases 

For better comparison, consider the three cases illustrated for the two schemes. The 
first case is the best-user direction, where the mobile station is traveling from the 
cell centre toward any assisting relay at the cell edge. The second case is the worse-
user direction, where the mobile station travels from the cell centre to the midpoint 
between two adjacent relays. Finally, the third case is the edge-user, where the 
mobile station moves from one relay to another neighboring relay. Figure 6.14 
illustrates the three cases under study.   

6.4.3.1 Case 1: The Best-User Direction 

Figure 6.15 compares the average SINR for the conventional IR scheme and the 
IRC with E-DF aided IR scheme. When inner region is considered (0 – 500m), the 
average SINR for the IRC-aided IR with E-DF scheme is better than the 

 

Figure  6.14: Illustration of best-user direction, worse-user direction and edge-

user cases. 
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conventional IR scheme. This is due to suppression of interference from the 
adjacent relays. In the cell-edge or outer region (500m – 1000m), the mobile station 
experiences low SINR when using the conventional IR scheme. However, utilizing 
the IRC with E-DF shows significant improvement for the cell-edge users in excess 
of 10dB in the worst case. 

6.4.3.2 Case 2: The Worse-User Direction 

Figure 6.16 compares the semi-average analytical SINR profiles for the two 
different schemes. The inner region average SINR when the IRC-aided IR with E-
DF scheme is utilized is only slightly better (within about 2dB) than the 
conventional IR scheme. However, for the outer region the average SINR with IRC 
and E-DF scheme is significantly higher (within 25dB in the worst case) despite the 
low signal level and the strong interference from other E-cells.  
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Figure  6.15: Average analytical SINR for the best-case direction. 
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6.4.3.3 Case 3: The Edge-User Direction 

The final case is the edge-user case where the mobile station is moving from one 
relay to another adjacent relay. Figure 6.17 shows the SINR records for the two 
different schemes. The figure shows great improvement when E-DF with the 
interference rejection technique is employed. For example, the lowest recorded 
SINR of -7dB occurs when the conventional IR scheme is utilized at 500m distance 
from either the two relays. However, at the same distance, a 14dB SINR 
improvement is achieved when the IRC with E-DF is utilized.   
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Figure  6.16: Average semi-analytical SINR profile for the worse-case direction 
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Figure  6.17: Average semi-analytical SINR profile for the edge-user direction. 

6.5 Chapter Summary 

In this chapter, a transmission scheme, the in-band relay (IR), has been proposed 
to improve the performance of LTE-A systems and meet its standardized 
requirements. The IR scheme is based on distributing transparent relay nodes at 
the edges of each cell. These relays are allocated the same spectral resources as the 
base station to increase the per-cell spectral efficiency. Due to the need to increase 
the degree of diversity from the transmitting terminals, the cooperative relaying 
scheme, Enhanced-Decode-and-Forward (E-DF), is employed such that the base 
station and two candidate relays are transmitting to the mobile station. Despite 
the improvement in diversity, the E-DF aided IR scheme suffers from high 
interference from co-channel relays and base station. To overcome this issue, the E-
DF is utilized jointly with the Interference Rejection Combining (IRC) technique to 
eliminate the interference from the adjacent relays in each cell.  

To validate the cooperative transmission scheme using E-DF and IRC, analytical 
BER upper bound, SINR, and capacity results are obtained for the IR scheme and 
the IRC aided IR with E-DF scheme. The results show significant improvement in 
terms of BER reduction, SINR and capacity improvement when jointly utilizing 
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the E-DF and the IRC in the IR network. Such impressive results are due to the 
improvement in desired signal power from the distributed relays, the improvement 
in diversity gain when cooperatively receiving from two terminals, and the 
reduction of interference from adjacent relays in the cell when utilizing the IRC 
technique. 
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Chapter Seven: Summary, Conclusions and 
Future Work 

This chapter presents a brief summary and conclusions of the work accomplished in 
this dissertation. Some topics for future work to continue research in this area are 
also discussed. Section 7.1 provides the conclusions important points of the 
dissertation. Some possible topics for future investigations are suggested in Section 
7.2. 

7.1 Conclusions 

The overall objective of this research is to propose and investigate improved and 
efficient transmission techniques for LTE-A systems that can achieve high average 
SINR and high average capacity under various impairments such as fading, 
interference and noise in the wireless channels. The work is mainly divided into two 
parts – the first part (Chapter 3) involved modifying a DF cooperative relaying 
protocol to achieve a higher data rate with diversity. The second part (Chapters 4, 
5 and 6) involved the integration of relay terminals in cellular LTE-A systems. We 
encountered three major issues that were solved at the end of this work. Firstly, 
the issues of improving the desired signal level and coordinating the inter-cell 
interference. Secondly, the issue of frequent handover caused by the deployed relay 
terminals. Finally, the issue of high interference caused from co-channel relay 
terminals.  

In Chapter 2, we provided the reader with a review of a number of concepts that 
were useful throughout this dissertation such as – the characteristics of wireless 
channels, the diversity and MIMO concepts, relay communications and the LTE 
and the LTE-A systems. 

In Chapter 3, we proposed and investigated the performance of a new cooperative 
relaying protocol called the Enhanced-Decode-and-Forward (E-DF) scheme. Based 



 

166 
 

on the system and the received signal model of the E-DF scheme, we proposed a 
modified maximum likelihood (ML) decoder to recover the received symbols over a 
quasi-static fading channel. In addition, the analysis of the average signal-to-noise 
ratio (SNR) was conducted, in which the exact SNR, the SNR upper bound, and 
an approximate SNR upper bound were derived for the E-DF scheme. Based on the 
approximate SNR upper bound, we performed the analysis of the exact symbol 
error rate (SER) via the moment generating function (MGF). Expressions for a 
worse-case SER upper bound and an approximate worse-case SER were derived to 
simplify the calculations when obtaining the exact SER expression. Also, we 
conducted analysis of other information-theoretic measures include – mutual 
information, the achieved rate and the outage probability for the E-DF, the 
conventional DF and the non-relay schemes. Finally, semi-analytical and simulation 
results including – SER, outage probability and achieved rate were obtained for the 
E-DF scheme and compared with the conventional DF and the non-relay schemes. 
The results showed significant improvement for the E-DF scheme over the non-
relay and the DF schemes in terms of symbol error rate. Also, the results showed 
higher transmission rate and lower outage probability are achieved when employing 
the E-DF scheme than the conventional DF and the non-relay schemes. 

In Chapter 4, we proposed a relay-assisted scheme with omni-directional antennas 
called the omni-relay (OR) scheme. Also, we proposed a relay frame structure for 
the OR scheme that is compatible with the long-term evolution (LTE) standard. In 
addition, analyses of the average signal-interference plus noise ratio (SINR) and the 
average capacity were carried out for the conventional UFRF and the OR schemes. 
Finally, semi-analytical and simulation results for the achieved average SINR and 
the achieved average capacity were obtained for the OR scheme and compared with 
the conventional UFRF. In terms of average SINR, the results showed that more 
than double the average SINR of UFRF is achieved when utilizing the OR scheme, 
and about 40 percent of the UFRF users experience a SINR less than 10dB and 
about 15 percent for the OR users. In terms of average capacity, the results showed 
that 50 percent of the OR users result in an average capacity higher than 7bps/Hz. 
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On the other hand, 50 percent of UFRF users result in an average capacity higher 
than 5bps/Hz. These impressive results are due to the use of the distributed relay 
terminals at the edge of cells. Despite the remarkable improvement in SINR and 
capacity compared to the conventional UFRF, utilizing the OR scheme have 
generated high interference from the distributed relay terminals in particular 
regions inside cells.   

In Chapter 5, we proposed the use of relay terminals at the cell-edges, where each 
relay is equipped with directional antennas. This scheme is called the directional-
relay (DR) scheme. We also proposed a new download transmission scheme for the 
DR, called Enhanced-DR (E-DR) scheme, to overcome the issues of high 
interference and low desired signal level in particular regions inside cells. In 
addition, analyses of the average signal-interference plus noise ratio (SINR) and the 
average capacity were carried out for the DR and the E-DR schemes. Finally, semi-
analytical and simulation results for the achieved average SINR and the achieved 
average capacity were obtained for the DR and the E-DR schemes and compared 
with the OR scheme. The results showed that, when utilizing the DR, the average 
SINR for the DR users is less than the average SINR for the OR users. However, 
when the enhanced transmission scheme, the E-DR, is utilized, the average SINR is 
improved remarkably. Specifically, the E-DR cell-edge users have achieved double 
the average SINR compared to the DR. Also, E-DR has improved average capacity 
such that more than double the capacity is achieved when utilizing E-DR compared 
to the DR.  

Despite the remarkable improvement in SINR and capacity when utilizing the OR 
and the E-DR schemes, the spectral efficiency degrades because the total available 
download bandwidth was divided by a frequency reuse factor of three for the OR 
scheme and a frequency reuse factor of four for the DR scheme.  

In Chapter 6, we proposed the use of relay terminal at the cell edges, each with 
omni-directional antennas and the same frequency resources allocated to the base 
station. This scheme is called the in-band relay (IR) scheme. The IR scheme 
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increases the spectral efficiency since each relay utilizes the same frequency 
resources allocated to the base station. We also proposed the concept of the 
evolved-cell (E-cell) for the IR scheme that can perform cooperative transmission of 
information between the terminals of interest within the E-cell. The cooperative 
transmission is accomplished by using the E-DF relaying protocol (introduced in 
Chapter 3) to increase diversity and data rate. Due to high interference, we 
proposed the use of an interference cancelling technique, known as Interference 
Rejection Combining (IRC), in each E-cell. In addition, decoding the received 
symbols was carried out by decoupling the desired symbols first and then applying 
the conventional ML symbol decoder. The derivations of the average SINR and the 
average capacity were also carried out for the IR and the IRC-aided IR schemes. 
Finally, we obtained semi-analytical and simulation results for the achieved average 
SINR and the achieved average capacity when utilizing the IR and the IRC-aided 
IR schemes. The results showed that, for the IRC-aided IR scheme, the average 
SINR and the average capacity are improved remarkably for the cell-edge users 
compared to the IR that has no cooperative transmission scheme.  

To conclude, three different relay-assisted schemes were investigated – the OR 
scheme, the DR scheme (including its enhanced version E-DR) and the IR scheme 
(including the cooperative transmission scheme). The OR scheme have showed 
remarkable improvement in average SINR and capacity compared to the 
conventional UFRF scheme, however, it generates interference from the distributed 
relay terminals and increases the frequency of handovers. On the other hand, the 
DR reduces the frequency of handovers and the interference from the distributed 
relay terminals. Both, the OR and the DR schemes have shown low spectral 
efficiency because each base station or relay in the network is utilizing only a 
fraction of the available spectral resources. The scheme also cancels the effect of 
interference from the deployed relays. The IR scheme has shown improvements in 
terms of SINR and capacity and high spectral efficiency compared to the 
conventional UFRF scheme, the OR scheme and the DR schemes. One 
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disadvantage of the IR scheme is that the receiver is required to estimate the 
interference and noise covariance matrix in order to be able to decode correctly. 

7.2 Future Work 

During the time frame of this research, many important issues have not been dealt 
with, or have been sometimes considered with simplified assumptions. Hence, there 
are many areas to extend the work of this dissertation. In this section, we suggest 
some topics for future research in the direction of this dissertation. We recommend 
the following issues for further study … 

 Among the work considered in Chapter 3, we have assumed complete 
knowledge of the channel state information at the receiver. The work can be 
extended to include a channel estimator with a study of the effect on the 
overall performance. 

 The work in Chapter 3 is conducted for a quasi-static Rayleigh flat fading 
channel. A future work in investigating the model for different transmission 
environment such as, time variant flat fading channel or frequency selective 
channel. Designing and investigating decoders for such environment is 
another open issue.  

 The work in Chapter 3 can be studied further in terms of the effect of non-
ideal conditions such as timing and carrier offset errors. 

 The works in Chapters 4 to 6 can be extended further to study the issue of 
peak-to-average (PAPR) for each relay-assisted scheme. Furthermore, the 
work can be extended to include channel estimation for each relay-assisted 
scheme and its effect on the overall performance.  

 Recently, the research trend is toward employing relay terminals in 
powerline communication (PLC) networks. Designing relaying protocols that 
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suits PLC network receives lots of consideration. The work in Chapter 3 can 
be extended by employing the E-DF relaying protocol to PLC network. 
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