
THE UNIVERSITY OF CALGARY 

Augmentation of GPS with a Barometer and a Heading Rate Gymscope 

for Urbra Vthicalrr Navigation 

A THESIS 

SUBMITTED TO THE FACULTY OF GRADUATE STUDIES 

IN PARTIAL FULFILMENT OF THE REQUIREMENTS FOR THE 

DEGREE OF MASTER OF SCIENCE 

DEPARTMENT OF GEOMATICS ENGINEERING 

CALGARY, ALBERTA 

DECEMBER, 1996 



Nationaf Library BiblioWque nationale 
du Canada 

Acquisitions and Acquisitions et 
Bibliographic Services services bibfiographiques 

The author has granted a non- 
exclusive licence dowing the 
National I j i  of Camda to 
reproduce, loan, clistri'bute or sell 
copies of hismer thesis by any means 
and in any form or format, making 
this thesis available to interested 
persons. 

The author retains ownership ofthe 
copyright in his/her thesis. Neither 
the thesis nor substantial extracb 
fiom it may be printed or otherwise 
reproduced with the author's 
permission. 

L'auteur a accord6 une licence non 
exclusive peme#ant a la 
Bibliothkpe nationale du Canada & 
reproduke, preter, disbna~er ou 
vendre des copies de sa t h b  de 

forme que ce soit pour mettre des 
exemplaires de cette th&e a la 
disposition des pefsonnes inttkesskes. 

L'auteur conserve la propriCte du 
droit d'auteur qui proege sa Wse. Ni 
la &&se ni des extraits substantiels de 
celled ne doivent &re impimes ou 
autrement reproduits sans son 



ABSTRACT 

A new integrated DCiPS I sensors land aavigation system is introduced and 

examined. It incorporates barometric height and gyro heading which act as vertical and 

horizontal vehicle coostraintJ to enhance position accuracy and availability in 

urban and forested euviroments where satellite signals are fkpentty blocked by 

obstructions. The concept of sepsor constraint GPS aavigation is briefly discussed 

Decentralized two-state Kalmaa filters are implemented to obtain smooth sensor 

information and to estimate corrections. Error models for seasor input are developed to 

evaluate the dect of curresponding constraints. Augmented least squares and Kalman 

position estimators are chosen for constrained position determiRation- Field tests were 

carried out and height and heading constraint DGPS solutions are compared with unaided 

DGPS and barometric height aided DGPS solutions. For the cases tested, it improves the 

positioning availability by 24 to 35% while mostly maintaining the positioniag accuracy 

w i t h  10 metra DRMS. Conclusions are presented and advantages and disadvantages of 

this concept are discussed. 
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receiver clock ofkt error 
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CHAPTER ONE 

INTbODUrnON 

The field of land vehicle navigation is growing rapidly with the maturation of the 

Global Positionhg System-(GPS) and the advancement of positioning-related technologies 

in recent years. GPS is a satellite based radiomigation system deveIoped by the US. 

Department of Defense (SpiIka 1980). It includes a constellation of 24 satellites in six 

orbital planes, which are strategically arranged so that a miaimurn of sk satellites are 

visible to users anywhere in the world at all times. The satellite altitude is approxixnately 

19,652 km (Spilker 1980). One requirement of GPS positioning is that one must be able to 

observe these multiple satellite signals simultaneously without mutual interference. The 

GPS receiver uses a set of at least four satellite range mea~u~erneats to calculate a naiver 

position with respect to a earth-centre earth-fixed (ECEF) coordinate system. The 1.6GHz 

GPS signals are essentially heof-sight. 

Vehicle navigation and tracking is a topic of great interest today due to the large 

potential market for both consumer and business vehicles. All of the major automobile 

manufacturers have been developing in-vehicle navigation systems. They guide travelers 

and motorists to desired destinations, help than find correct roads and highways and give 

them various data such as current location, distance to the destination and estimated 

arrival time. Recent Japanese car navigation units are capable of receiving traffUc 

information via F M  wave or beacons and they can suggest the "least clogged" route in the 

real-time. Some have bi-directional communication functions to send back the location of 
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a vehicle to a control station for advanced tratliic controls (Sakata 1996). Another 

extensive market is the tracking of cornmad vehides. h the United States alone, the 

total number of commercial vehicIes exceeds 17 milion (Brown 1992). Low cost 

electronics are already pamining the imroduction of navigation systems into emergency 

vehicles (fire engines, polices cars, ambulances) and into tmck fleets. Other vebicle 

tracking appIications include delivery and courier services, armored car Services, utility 

companies, private security companies, Jtolen cars, high value goods delivery, automobile 

towing senice, dispatching taxi cabs, shuttle vans and so on (Brown 1992). 

1.1 Statement of Problem 

The major problem of GPS land navigation is kuf5cient satellite signal 

observations in heavily populated and forested areas due to shadowing (signal blockage). 

Shadowing occurs when tall buildings, bridges, overpasses, highways, tunnels and tries 

cover the slq partially or entirely. Since the minimum signal strength of L1 CIA code is 

detined as -160 dBW, GPS signals are not strong enough to penetrate these structures 

(Spilker 1980). Because GPS positioning rquires at least four satellite signals to compute 

a 3D position estimate and a receiver clock offkt relative to GPS time, these obstructions 

severely reduce the position availabiility in such areas. Lachapelle et aL (1994) dso suggest 

limited performance of GPS under tree branches and leaves where GPS UHF signals are 

largely attenuated. In such environments, GPS coverage is no longer optimal and one may 

frequently encounter a GPS position outage period. Studies have shown that in inner city 

downtown locations with buildings greater than ten stories, four satellites will be visible 
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less than 50.h of the time, which is far h m  acceptab1e coverage for land navigation 

applications (Sushko 1993). 

Another outstanding problem in urban and forested areas is the presence of an 

unpredictab1e error called multipath Multipath is defined as the error caused by the 

reflection, reftaction, or bouncing of the signal on its way to the receiver, tesuIting in the 

same signal arriving at the receiver by more than one path (Navtech Seminars Inc. 1996). 

Multipath provides a Mse position estimate to the user. Braasch (1996) gives the 

mathernatid model of a muhipath-contaminated GPS signal (direct signal plus multipath 

where 

A 

dl) 

Q o  

ai 

amplitude of- signal IW], 

PRN code (either +1 or 4, 

carrier fieqyency plus Doppler shift W, 

amplitude of the ith multipath component relative to the direct path 

Iw], 

time delay of the ith multipath component relative to the direct path 

(which must be negative when given sign convention is used) [s], 
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phase of the ith d p a t h  component relative to the direct path 

[=dl, 

number of multipath signals- 

Several attempts have ban made to model the signal structure of the multipath to 

minindze its error (Van Nee & SiereveId 1994). Multipath range error is typically in the 

order of 0-50 metres depending on the environment, antenna type, receiver type and user 

dynamics. Multipath errors of over 100 metres haM been reported near sfqscrapers 

(Braasch 1996). In urban and forested environment, the multipath may severely degrade 

the positioning accuracycy With little or no redundancy, a position estimate may become 

highly vulnerable to contaminated GPS observations. 

1.2 Literature Review 

It has become comtllon, as inexpensive and reliable positioning sensors are being 

introduced (Nakarnura 1990, Phillips 1993, Allen et al. 1994, hhrthelli & W a  1995), to 

combine GPS with other positioning devices to enhance navigation capability in wban 

canyons. Most commercial GPS land navigation systems are capable of utilizing distance 

sensors (e.g. odometer) and heading rate sensors to enable GPS-independent positioning, 

called dead reckoning (DR), in the absence of sufficient GPS signals. Dead reckoning uses 

heading and distance sensors to measure the displacement vectors which are then used in a 

recursive manner to determine the current vehicle position 
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Kao (1991) examined the possible combi ion  of GPS and DR systems to abtain 

superior performance. He suggested the combination of a gyro, magnetic compass and 

odometer in the DR system, Gyro measurements are used to eliminate the short term 

magnetic anomalies in compass heading measurements- Geier et aL (1993) took a simpler 

approach as shown in figure 1.1. They integrated an odometer and gyro into the Trimbfe 

placerm GPSlDR system. This DR sensor configuration is used in many DR and GPS/DR 

systems. The system uses the filtered position solutions which provide a level of multipath 

rejection. 

Figure 1.1. Trim Me ~ l r c e r ~  GPSIDR System from (Geier et aL 1993) 



Figure 1.2. Architectural Design of the AVLIN 2000TM Prototype System from 
(Harris 1989) 

Harris (1989) employed the differential odometry theory with a map database 

module and GPS as seen in Figure1 -2. As each odometer only measures distances traveled 

by one whael, two are required for di&rential odometry. This technique eliminates the 

need for rotation sensors Since differentid odometry can provide heading change 

information, Map matcbing aad DR methods are used to update positions when GPS is 

not available. lshikawa a al. (1995) utilized map matching technology in addition to a 

distance sensor, fibre optic gyro and GPS receiver to improve position accuracy. This 

system employed another technique to obtain a smooth trajectory. When a fibre optic gyro 

reading is below the threshold value, the vehicle is assumed to be on a straight line. The 

system then solves a regression line equation to smooth the vehicle trajectory. Bullock 



Magnetic mount 
GPS antunla 

Aaivemurix 
coiour LCD 

Figure 1.3. PortaNav MapAided GPS Navigation System from (Bullock 1995) 

(1995) proposed a portable land navigation system which does not require an odometer or 

gyro as shown in Figure 1.3. He selected the Etak digital road maps and a Trimble 

MobiIeGPS, a PCMCIA card-type GPS receiver with six parallel channels and eight track 

satellites, and created the PottaNav map aided GPS navigation system The system 

features an &state Kalman position filter, various route finding algorithms and map aiding 

logic. 

1.3 System Rquirements 

The requirements ofthe navigation system proposed herein are (1) portability, (2) 

acceptable accuracy and (3) low cost. Requirement (1) is of primary importance due to the 

nature of the research project. A dedicated test vehicle would be ideal since certain 

sensors, such as an odometer, could be installed permanently. A vehicle equipped with 

anti-lock brakes may have odomaa(s) to monitor the rotation of the wheels. Howtver, 
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such a vehicle sti l l  requires the iastall.ation of an adometer output reader. Since most 

testing was done with a rental vehicIe7 modifyiag the vehicle was not an option. 

Requirement (2) depends on the system configuration, particularly that of GPS. Table 1.1 

shows the error budgets of single point GPS positioning- 

In single point mode, a GPS receiver is subject to emors f?om the atmosphere, 

multipath, satellite orbits7 satellite clocks and receiver noise (Bullock 1995). However? it is 

known that the spatial correIation of satellite orbit aad dock mors (includes selective 

avaiiability) and atmospheric errors are reasonably high for short baselines in differential 

mode. Differential GPS takes advantage of this by placing a GPS monitor station at a 

control point. Given the accurate coordinate of the control point, the monitor rrceiver can 

compute a GPS range error mostly induced by spatially correlated errors. The range emor 

is then sent to the remote GPS receiver as a range correction. This technique reduces the 

GPS positioning error dramatically, from 100 m to several metres for a code solution. 



Table 1.1. Singe Point GPS Error Budgets 
from (Lachapclle 1995, B r u ~ h  1996, Bullock 1995) 

Typical CIA code range error 

Selective availability (SA) 

Measurement noise 

Midtipath 

Tropospheric delay 

Ionospheric delay 

Satellite orbit errors 

Satellite clock enors 

For land navigation applications, it is desirable that the user be able to determine 

the location of a vehicle both on the highway and in dense downtown regions. US 

Department of Transportation defines the minimum accuracy r m e m e n t  for the 

automatic vehicle location (AVL) applications as 30m 2DRMS (US Department of 

Transportation and Defense 1990). For the intelligent vehicle highway system (ZVHS), 

required accuracies are between 1 and 7 metres in urban areas and 10-30 metres in rural 

areas (Chadwick 1994). For this project, the accuracy requirement is set to 10 m DRMS 

which is a typical width of a two-lane road. As a consequence, differentid GPS mode is 

chosen to fbMl this requirement. The chaIlenge lies in maintaining positioning accuracy 

while improving the position availability under the condition that the incoming GPS signal 

is insufficient and contaminated, satellite geometry is weak or even singular. 

Requirement (3) is not important for the research projezt but absolutely critical for 

commercial applications. The proposed system is flexli1e in that the system can accept 
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input fiom sensors of diverse without redesigning the entire algorithm. All 

hardware components used in this system may be easily obtained- The ament system 

supports the NovAtel G P S C ~ ~ ~ ~  as the GPS receiver but should work with any 8 s  

receiver which generates B S  time and raw data including pseudorange and carrier phase 

(for smoothing) observations. 

1.4 Objectives 

The research project presented in this thesis is primarily aimed at overcoming poor 

positioning performance in urban areas by introducing constraints on a vehicle's vertical 

and horizontal trajectory. The author initiaily tested a barometric height aided GPS system 

and stil l encountend poor horizontal geometry in urban areas which resulted in poor 

horizontal position estimates. The poor pefiormance was caused by the fact tbat, 

ironicaly, height aided GPS navigation was capable of three-satellite positioning and three 

satellites formed weak geometry more often than four We desire a widely distributed 

satellite constellation to ensure that the solution is not weak in any given directi011 

Consider the satellite constellation projected in the horizontal plane. If satellites are 

located on a line, the horizontal position accuracy of the direction perpendicular to the 

solid line shown in Figure 1.4 suffers greatly. This geometric weakness may be manifiested 

as inaccurate position estimates as well as an unexpectedly high Horizontal Dilution of 

Precision (HDOP). 



Figure 1.4. Weak Satellite Geometry. 
Three GPS Satellites are Aligned As Shown By The Solid Line 

In urban enviroments, weak sateme geometq is frequently observed in tenns of 

the cross-track satellife geometry, a direction perpendicular to the vehicle trajectory. 

Consider driving a vehicle in a downtown area There are more obstructions on each side 

of the vehicle (e.g multi-storey buildings) than in eont of or behind it. These obstructions 

block incoming GPS signals from the receiver and cause inferior cross-track satellite 

geometry- The poor satellite geometry, combined with the limited signal availability, 

increases the dilution of precision (DOP) in the cross-track direction by one to numerous 

orders of magnitude and causes poor positioning accwacy. Therefore, there is a need to 

enhance the satellite geometry in order to improve the cross-track position accuracy. 

In this project, the author is proposing an inexpensive urban navigation system 

Dead reckoning (DR) systems are relativeIy low cost but require a distance sensor such as 

an odometer. Since the system for this research had to be portable so that it could be 
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moved Born vehicle to vehide, a DR system could not be implemented. A new concept 

had to be developed in order to increase the position availability and accuracy without DR 

The concept is called sensor coPstraiat GPS navigation It employs a barometric pressure 

transducer (barometer) and a fibre optic gyro (FOG) in addition to a GPS navigation unit. 

The vertical and horiu,ntal (cross-track) position displacement is constrained according to 

the pensor information It is also capable of two-satellite GPS navigation which increases 

position availability. 

As mentioned earlier, solutions in urban and forested environment are more 

vulnerable to GPS range errors. Providing height and heading constraints implies that the 

position estimate is also "constrainedn against the erroneous signal. Thus, this technology 

may also be used to reduce muhipath error. The arising problem is how to correctly detect 

the solution containing the multipath error. There are some approaches to detect 

muhipa& Since the vehicle dynamics is limited, we may use this fact as an error threshold. 

Another idea is to monitor the excessively large GPS range residuals. 

We win develop a new land navigation system in the following chapters. Chapter 

Two descnies the overview of the proposed system configuratioa In Chapter Three, the 

w e n t  sensor technology is presented and the specifications of the barometer and heading 

rate gyro, which are employed in the project, are also given. The sensor constraint 

positioning algorithm is developed in Chapter Four- Various Kalman filters are developed 

in Chapter Five. In Chapter Six, the navigation software is d e s m i .  Two field 

experiments, open slry testing for simulation and downtown Calgary testing, were 

conducted and results are given in Chapter Sevea The least squares approach is compared 
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to the Kalman filter approach F a y ,  COIICIU~~OIIS and recommendations are presented in 

Chapter Eight. 



CHAPTERTWO 

SYSTEM DESIGN 

2.1 System Structure 

The structure of the sensor constraint GPS navigation system is shown in Figure 

2.1. Basic hardware inciudes a GPS receiver, barometer and heading rate gyro. Data from 

the GPS, barometer and rate gyro are used in the "augmented" navigation algorithm. 

Differential GPS was selected to increase the positional accuracy- Thus, another GPS 

receiver is employed at the monitor station The system has adopted the modular concept 

Figure 2.1. System Structure of Sensor Constraint GPS Navigation System. 
SM = Camer Phase Range Smoothing Algorithm, KF = *an Fidter 

and LS = Ltut Square 



IS 
to maintain fle~iility- It operates with GPS alone, GPS and barometer, GPS and gyro or 

all three sensors- 

The system utilires a decentraIized filter approach (Abousalem 1993). This 

approach is specifically used for multi-sensor systems (Abousalem 1993). The 

decentralized filtering algorithm is applied to smooth out the raw and noisy sensor 

measurements and to estimate their errors. This approach has a clear advantage over the 

conventional cen?ralized filter in terms of the computation time and vemdity. A 

barometric pressure transducer input is transformed into a barometric height, c o r n e d  

and serves as a sensor height. At each epoch, the gyro sensor input is corrected and 

converted into a vehicle heading. When the GPS data is insufficient, corrupted or 

geometrically we& the sensor height and heading data are utilized to constrain the 

position estimate. These data are treated as measurements that reduce the number of 

necessary GPS observations, normally four for a 4D solution, by the number of 

independent sensor consaainu. Thus, the minimum number of GPS observations 

necessary for a position computation with the  aso or height and heading idormation 

becomes two. It is possible to M e r  reduce the number of required satellites by adding 

another sensor information. For instance, an estimated receiver clock off' in addition to 

the current system could reduce the required GPS obsewations to one. In addition, an 

odometer, or distance sensor, could be used for DR positioning during the GPS outage 

period. 
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2.2 Hidware Components 

The hardware components are designed to be mounted in a vehicle without any 

modification This feature is i m p o m  because rental cars were used for the project 

Conseqyedy, the system needs to maintab portabilay- As shown in Figure 2.2, the 

hardware system consists of a matran Model 246 barometric pressure transducer, an 

Andrew AUTO GYRO^^ digital fibre optic gyro, a NovAtel G P S C ~ ~ ~ ~  951R GPS 

receiver and antenna, an Advantech PCL-711 12-bit data acquisition board, an IBM- 

compatiile laptop computer and 12 VDC power supply. Another NovAtel G P S C ~ ~ ~ ~ ~  is 

Figure 23. Hardwart Configuration of Sensor Constraint GPS Navigation System. 
(From top left to right) Viatmn Model246 Barometric Altimeter, Andrew 
AUTO GYRO^^ Fiber Optic Gyro, NovAtel GPS Antenna, (centre) IBM- 

Compatible Laptop Computer Installed with NovAttl G P S C ~ ~ ~ ~  951R and 
Advantech PCL-711 DAC Board 
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used a the monitor station to generate differential GPS correctt*ons. 

The NovAtel GPscard'IM and the Advantech PCL-711 are IDE cards indled in 

the expansion slots of an IBM-compatible laptop computer. The computer is then placed 

on the back seat of the test vehicle. It may be neassary to secure the computer on the seat 

by straps when dynamic maneuvers are expected. A GPS antenna is mourned on the roof 

to attain maximum signal reception 

The Viatran Model 246 barometer is located on the rear seat as well It is 

preferable not to install a barometer in the trunk to minimize the unexpected pressure 

change due to air flow. This barometer is specifically designed to measure barometric 

pressure (vntran 1996). The unit senses an ambient barometric pressure and transIates it 

into an output of voltage ranging f?om zero to five volts Tbe voltage output is converted 

into digital form in order to be processed with the computer. The barometer voltage 

output is converted into 12-bit digital data by the PCL-711 data awsition board. A 

supply voltage between 8.5 and 40 VDC can be used to provide power to the unit. The 12 

VDC car battery powers the barometer. 

The Andrew AUTO GYRO^ heading rate gyro is located in the centre console as 

shown in Figure 2.3. A gyro is a device to measure the rotation rate of its axis- An 

AUTO GYRO^ is a one-axis gyro that meamres the heading change of a vebicle. The 

gyro unit should be mounted on a flat surfhce in order to avoid a misaliment error. The 

manufacturer suggests that the mounting s u r f b e  be parallel to the road surface within 

approximately 5 degrees (Andrew Corp. 1994). The gyro's minimum detectable we is 

approximately 0.005 degrees. The AUTOGYRO continuously generates heading rate 
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data with an interval of 0.1 seconds. This is a digital fibre optic gyro (FOG) m that it does 

not r-e a data acquisition board The outplt connector of an AUTO GYRO^ is the 

DB-9P, also known as the COM port, although its pin layout is not a standard one. A 

special cable is thedore npuired to comect the gyro to the computa's codCIition 

(COM) port The AUTO GYRO^^ is designed to be operated with a car battery- The 12 

VDC car battery is also used to power the gyro. 

12 VDC car batteries were needed to power the laptop computer. With a Wly- 

charged generic 50 Ah 12 V DC power supply and a Compaq 386 computer, this system 

operates for two hours. This was sufficient for this project since its typical opedon 

period was approximately one hour. The operation time may be extended signScady if 

the vehicle's battery, which is constady recharged by its alternator, is also used as a 

power supply. 

23 System SofhP.re 

. * Moa land navigation applications reqyire the real-time position deteTrmnafI011, 

Although this system is intended for real-time operation, post processing was selected due 

to the complexity of obtaining differential GPS corrections in real-time. As a consequence, 

a data logger and position computation program were needed to operate the system- Real- 

time implementation, which largely relies on advanced wireless communications, is left for 

a ftture project- 

New data logging software was written for this project by the author. This 

program, called ELGO, (1) sends appropriate commands to a GPS receivw and a data 
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acquisition board to generate specific idiomation at a desired intend, (2) collects GPS 

data, (3) stores a~~~~cbronous gyro data into its bu&r in the beckground, (4) collects 

barometer and gyro data and stores them with a current GPS time for synchronization 

during post-processing, and (9 shows current status. Essentially, ELGO operates a GPS 

receiver, a data acquisition board and a digital gyro simultaaeoudy. 

Data intervals of I, 2,s and 10 epochs per secuud are supported. Barometric data 

is sampled at 100 Hz and averaged over the data interval period, i-e. one barometer output 

is an average of 20 raw barometer measurements if operated at 5 epochs per second 

Heading rate data from the AUTO GYRO^ k asynchronous. This gyro has its own clock 

and continuously produces heading rates every 0.1 seconds. ELGO stores these data hto a 

temporary storage space (buffer). When GPS data is obtained, ELGO immediately adds to 

it all the data in the buffer, adds a GPS time mark extracted fkom the GPS data, stores the 

gyro data with GPS time and clean the bu&r for the next data It becomes clear that 

there is a possibility of missing gyro data due to an inexpensive o d a t o r  in the gyro. The 

manufacturer specifies the data spacing accuracy to be 0.001 seconds. This could lead to 

the possi'bility of missing data every 100 epochs ELGO monitors the number of data 

stored in the butfer and corrects the output ifpossible. If the buffer contains k fewa data 

than it should, EUjO computes the average heading rate &om the rexnaining data and 

adds this averaged rate k times to the output ELGO may be used with GPS only or GPS 

and other seasor(s). Option strings ailow ELGO to disable logging of barometer and I or 

gyro data. 



Figure 2.3. Typid  Hardware Installation. (Top) Iaptop Computer and Buometer 
in the Rear, (centre) 12 VDC Power Supply and DC-AC Converter and (bottom) 

AUTO GYRO^ Placed in the Centre Console 

The navigation program is based on C)NAV~, dweloped at The University of 

Calgary (Cannon & Lachapelle 1992). This is a betwan-receivers, single diffience, 

carrier phase smoothed code DGPS navigation program. It does not solve carrier phase 

ambiguities and the differential GPS position accuracy is known to be at the metre-level 
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with NovAteI GPscardsTM in ideal conditions (Canmn & JAchapeiIe 1992). For this 

project, this program was extensively modified by the author to accommodate the external 

sensor informati011. The modifications include the sensor data interfhce, the 

implementation of augmented position estimation routines for sensor collstnint 

positioning and Kalman fibers, and the GPS range error detection logic. This program is 

capable of generating receiver Iocation, satellite location, receiver clock offset, dilution of 

precision POP) and vehicle's heading and velocity- Other fatures include new position 

estimation methods (least squares with inequality wnseaim and the Kalman filter in 

addition to standard least squares) and sensor constraint positioning (least squares or 

Kalman filter mode may be seIected). Vehicle trajectory may be coLlStfained in terms of 

heading, height or both. 

All programs are written in the C language and compiled by Borland C +c 

compiler version 3.1 on aa IBM-compatibe 486 computer. Currently, all programs run on 

MS-DOS and no graphical user interfke is supported. 



cEAPTER- 

SENSOR DATA ACQUmnON PROCEDURE 

A seasor is a device for naiving an e x t d  information such as heat, light, or 

pressure and traasmitthrg it to a user For most low cost land navigation applications, 

certain types of sensors are commonly used, namely distance, rotation, pressure and 

accekration sensors. An inertial system is a unit in which rotation end accederation sensors 

are integrated. Dead reckoning positioning systems have become common among 

commercial land navigation units aimed at urban use (Sakata 1996). They employ either a 

differential odometer or an odometer and a heading sensor to update a two dimensional 

position estimate in the absence of GPS (Geier et al. 1993). Although sensors are very 

usefbl devices, they require certain procedures to achiwe their best paformance. This 

chapter gives a briefoverview ofthe cum- technology of some ofinexpensive (s $1000) 

Figure 3.1. Odometer 
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senson- Specific discussions of the barometric pressure transducer and the heading rate 

gyro employed in the ment system are presented. Fhally, the aror models ofbarometric 

height, gyro heading rate, sensor heading and cross-track position, which are explicitly 

utilized in Chapter Four, are developed. 

3.1 Ovemew of Sensor Technology 

Odometer 

An odometer, as shown Figure 3.1, is a device to provide the system with 

distance information Using two odometers on each of the wheels of the vehicle may 

provide heading change idormation by taking the difference of the two odometer outputs. 

A distance is computed by observing the number of pulses detected &om targets equally 

spaced aroud each whecl and then muhiplying these pulse counts by a constant value f 

(scale factor) which depends on the perimeter of the wheel. Factors such as vehicle speed, 

tire pressure, vehicle payload and tire tread wear a&ct the actual tire size and thus the 

accwacy of measured distances. 

Harris (1989) proposed the following theory of determining a heading change &om 

differential odometers. Heading change is observed by Mbmtating the two odometer 

distance measurements tiom differential odometers as shown in Figure 3.2. The mean 

distance traveled over a data interval M i s  determined by 



where 

Figure 3.2. Differentid Odometer Geometcy from (Harris 1989) 

and 

d distance measured at time ti by left wheel odometer, 

dp distance rn-ed at time ti by right wheel odometer, 

d.'c, distance measured at time ti+, by left wheel odometer, 



distance meaaned at time ti+, by right whed odometer. 

A heading change over a data i n t d  Aa is computed using equations (3 -1) and 

(3 2) and the width of the vehicle's wheel path, 1124Q= as 

where 

azimuth heading of vehicle's fonvard direction at epoch ti , 

azimuth heading of vehide's forward direction at epoch ti+, . 
radius of the iefk wheel's cwyilinear path, 

radius of the right wheel's cudhear path. 

The measurement acauacy of the differentid odometer heading change is afEected by 

distance measurement emom. 

Flux Gate Compass 

A flux gate compass is a device which provides heading information by measuring 

the intensity of a local external magnetic field as shown in Figure 3.3. Thus, the heading 

angle is measured relative to the Earth's magnetic pole, not to geodetic north. Flw gate 
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compasses use a pair of papeadicular coils to measure the direction of the magnetic field. 

By measuring a vector direction from the two coil voltages, the direction of the magnetic 

field may be d e t d e d  (Kao 1991). 

Since the steel structure of a vehicle may be magnetized, the actual magnetic field 

direction measwed by a compass in the vehicle becomes that of the combined magnetic 

field of the Earth and the vehicle itself. Kao also writes that the compass measurements 

suffer &om the large electric ment generated by the rear defroster and short term 

magnetic anomalies due to power lines, steel structures, &way underpasses and tunnels. 

Compasses rely on gravity to isolate the Earth's horizontal magnetic field, and thus 

acceleration and platform motion create short term compass errors (KVH 1994). Replaced 

72.69 -'-- 61-60 -i 
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Figure 3-3. KVH ClOO Compass Engine from (KVB 1994) 



by gyros which have become available at reasonable prices, compasses are rarely used in 

w e n t  land vehicle aavigation systems due to the above problan 

Rate Gyro 

A rate gyro measures an angular velocity with respect to its rotation axis. Most 

gyros for land vehicle navigation are single axis heading rate sawrs. For a constant 

sampling rate, the angular speeds are proportional to the relative headings. Gyros suffer 

from drifting caused by system noise, vibration, operation temperature change and other 

factors. Rate gyros are generally ciadied as one of these types: spinning rate, vibratory 

rate and optical gyros. Their relative merits are shown in Table 3.1. 

Table 3.1 Relative Merits of Gyros fmm (Geier et d. 1993, Andrew 1994) 

Type of Gyro 

Spinning rate 

104% Excellent ver~ high Expensive 
==l'w 

No moving parts 

Driff [deglhr] Reliability Pros Cons 

100 Fair Higha-cY Short life 

Vibratory rate 

Traditionally the angular momentum of a spinning rotor is used to determine 

angular rate of displacement. Spinning rate gyros use a motor to spin a thin disk, as shown 

in Figure 3.4. When the axis of rotation of the disk is changed, gyroscopic forces occur 

which resist the change in direction of disk's momentum. These gyroscopic forces cause 

flexing of the spring spokes of the disk resulting in a change in disk position with respect 

100-3600 Good Small size Errors caused by 
Long life vibration 
Low cost Temperatwe sensitive 



Figure 3.4. Spinning Rate Gyro from (Willips 1993) 

to the motor and chassis. These positional changes are detected by measurement of 

capacitance between the disk and the plates on the circuit board (Phillips 1993). 

As the technology matures, cost and reliability continue to be of concern. 

Currently, the most popular type of gyros are piezoelectric vibratory rate gyros. Although 

their reliability and stability are inferior to interferometric gyros, such as FOG, they are of 

Figure 3.5. Murat. GYROST@ P i a o d d c  Vibratory Rate Gyro 
from (N.lpmura 1990) 
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exceptiody low cost Piezoelectric vibratory rate gyros utilize a physical phenomenon 

called theKoriolis eff- As shown in Figure 3.5, an elastic steel bar and piezoelectric 
L 

ceramic plates are pasted together and the vibrator is driven at the x axis. When the unit is 

rotated, an an'gular v&ity is applied to the central (z) axis of the vibrator and a Corioiis 

force develops in the direction papendicular to the vibration diiection (Nakamura 1990). 

The structure of the GYROS TAR^ rate gyro of Murata Corp. is in the shape of an 

equilateral triangle to improve sensitivity and stability. This vibrating unit allows the left 

and right piezoe~&c ceramics to be an-anged in the direction ofthe compound vibration 

mode. The same ceramics may be used in both excitation and angular velocity detection, 

making both the .structure and circuit simple. When rotating, the left and the right 

detection values are subtracted fiom each other as shown in Figure 3.6. Thus, the 

detection voltage is q 

Non Rot.- 

Figure 3.6. Mumtr GYROST# Output Detection Theory 
a* from (Nakarnum 1990) 



which yields a relatively large detection output of 90 degrees per second (Nakamura 

1990). 

Significant progress has beca made in recent yean towards the reahtion of 

practical imerferometric fiber optic gyros (FOGS). F i b  optic gyros are beginniag to 

replace mechamtcal m o s  as their prices rapidly drop. FOGS are based on the phenomenon 

called the Sagnac effea that a circuit system has different optical path lengths in the two 

propagation directions when it is rotated (Perlmutter 1993). If two coherent light beams 

emanating fiom a common source travel in opposite directions around a stationary circular 

path (or ring) of radius R (with the source fixed on the ring), they are in phase when they 

return to the source as shown in Figure 3 -7. If the ring is now rotated around its axis with 

a velocity v, the beam rotating with the ring has a longer optical path than that of the 

counter-rotating beam by a distance AL giwn by 

Figure 3.7. Path Length Difference Generated by the Sapac E f k t  
from (Liu & Adam 1990) 



where 

c the speed of light in a vacuum [mls],  

IF the ratio of the circumterence ofa circle to its diameter, 

R Radius of the intderometer coif [m] and 

v velocity ofthe rotation [mls] . 

For monochromatic light of wavelength h , this change in optical path length 

results in a non-reciprocal Sagnac phase difference 

between the two beams after a singIe pass amund the ring. For a single ring (loop) 

enclosing an area A = xR2, having N tums of fibre, and rotating with an angular velocity 

R = v I R , equation (3.8) becomes 



Alternatively, we may express the resultant phase Jbift in terms of coil diameter D = 2R 

and fiber length L = XDN, 

Note that a constant angular velocity yields a constant phase difference. We may therrfore 

think of a FOG as a rate gyro. 

Barometric Pressure Transducer 

Pressure transducers measwe ambient pressures. A pressure transducer which is 

designed to measure barometric air pressures is called a barometric pressure transducer, 

barometric altimeter or simply barometer- Air pressure is measured by comparison with an 

opposing pressure. Meraay barometers use a mercury column. The aneroid barometer 

uses the tension of a spring connected to a vacuum box Many portable altimeters used by 

hikers employ these principles. DSerent techniques are used in newer high-precision 

barometers. One technique used in military and commercial engine pressure sensors relies 

on a whiting cylinder surrounded by a vacuum As the pressure changes, the resonant 

fkquency of the hoop mode of viiration also changes in a predictable hh ion  (Copley 

1994). The conversion from air pressure to altitude is based on a theoretical standatd 
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atmosphere and a conespondhg pressure versus altitude awe. In reality, the real 

atmosphere varies widely eom the theoretical standard and is quite dynamic. These 

variations must be taken into account when using a barometa. 

AcceIeromtter 

Accelerometers are used to measure the accelerations of a vehicle. Details of the 

principles of accelerometers are given in Lawrence (1993). AM accelerometers operate by 

measuring the inertia force generated when a mass acceIerates. The inertia force may 

t 
Input 
force 
4 

Damper 

Figure 3.8. The Spring-Supported Mass Accderometer 
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deflect a spring, whose ddeztion can be measured; it may change the tension in a string 

aud hence its fkpency., or it may move a capacitor plate closer to one fixed 

pIate and fiuther fkom another, causing a mismatch in the value of their capacitance and 

producing an output signal. GeneraUy, for navigation purposes, only the longitudinal 

acce1eration of a vehicle is of interest The acceleration measurements are integrated to 

obtain vehicle velocities and traveling distances- DriffiDg problems are usually experienced 

during the integration operations (Kao 1991). 

The spring-supported mass is a basic single degree of fieedom accelerometer and 

is shown in Figure 3.8. The relationship between the size of the proof mass and the 

damping and stifbess of the spring determines its characteristics. The response of such a 

system to a force applied to the frame dong the spring's axis may be determined by 

summing the force Born inertia, fluid damping and spring displacement as 

where 

m weight of the mass kg] 

x displacement from the mass' rest position [m]. 

c damping d c i e n t  Fg/s], 

K, ~ p ~ g  & ~ S S  @&. 
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In some instruments the damping outweighs the Inertia term so that equation (3. IT) may 

be considered as first order It is more usual for the inertia term to dominate, and the 

equation to be second order. 

If the acceleration is steady and the mass displacement is steady, initial transient 

oscillations have subsided and the result is 

That is, the inertia force is balanced by the opposing spring force and x may be 

considered as a measure of the acceleration, 



3.2 Description of Sdected Scluon 

3.2.1 Barometric Pressure Transducer 

A Vlatran Modd 246 barometric pressure transducer, shown in Figure 3.9, k used 

for this project to m a w r e  barometric heights. This barometer is designed to measure 

barometric pressures to within 0.01" Hg (Viitran 1996). Its fill scale pressure range is 

25" Hg to 32" Hg absolute which comesponds to a linear output of approximately 0 to 5 

VDC (Vatran 1996). Specifications for the Viatran Model 246 are given in Table 3 -2. 

In order to examine the pressure output in the SI unit Pascal, the following 

conversion is necessary- The particular barometer used was precisely calibrated at the 

factory for 

- 0.006 volts at 25.0" Hg and 

4.988 volts at 32.0" Hg. 

Figure 3.9. Viatran Modd 246 Electronic Barometer from (Viitran 1996) 



Pressure expressed in inches ofHg may be converted to Pascal using 

Pascal =go pmm Hg1000. 

For the d u e s  of (3.13). 

Table 3.2 Viatran Modd 246 Product Specifications from (Viatran 1996) 

FulI Scale Presswe Range 

Total Error Band due to N~n-~nearity & Hysterisis 
& Repeatability 

Response T i e  

Zero Repeat Met 100°F Temperature Shift 

Compensated Temperature Range 

Operating Temperature Range 

Temperatme Effect on Zero 

Temperature E f f i  on Span 

Long Term Stability 

Supply Voltage 

Power Supply Regulation 

Output Signal 

Output Signal Noise LeveIs 

-40°F to +250°F 

S kO.0018" Hg per 1°F 

r H.00 18" Hg per 1°F 

s H.035" Hg 
per 6 months 

8.5 to 40 VDC 

s ~to.000007" Hg 
per Volt 

0 to 5 VDC 

s 10 mV peak to peak 



25" Hg = 635 mrn Hg = 84464.3 1164 Pa and 

32" Hg = 812.8 mm Hg = 108114.3189 Pa 

where 

g = 9.78049 [mfs2] gravity force, 

p = 13600 k g  m3] density of Hg. 

A linear relation between pressure in Pascalp and output voltage v is given fkom equations 

(3.13) and (3.15) as 

p = (84464.3 1 164 + 473 5.684273(v + 0.006)) [Pa]. (3 - 16) 

Equation (3.16) gives air pressure in Pascals tiom the Viatran Model 246 barometer. The 

Height [m] 

Figure 3.10. The US Standard Atmosphere Pres~uroTo-Height Conversion Chart 
from (Lutgens & Tarbuck 1982) 
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US. Standard Atmosphere! autgens & Tarbuck 1982) is used for the pressuret~~height 

cornersion as shown in Figure 3.10. Since this Mble only defines the theoretical 

relationship b a ~ e m  pressure and height, following errors must be taken into account in 

order to compensate the deviation from this modeL 

The error characteristics ofthe barometer vary depending on the environrnent- In a 

static environment, major error sources are the bias of the sensor and long t e m  drift 

mainly due to the change in local pressure as shown in Figure 3.1 1. For vehicle navigation, 

the barometer is commonly located in a car. As a result, barometric measurements are 

disturbed by changes in ambient pressure caused by the acceleration and deceleration of 

the vehicle. Figure 3.12 shows this effect As the vehicle accelerates, it creates a rise of 

pressure in the vehicle which pushes down the measured height. At the same time, a 

Figure 3.11. Viatrrn Model 246 Electronic Barometer Measurement Error 
in a Typierl Static Environment 



Decelerations 

574MB.9 S74U70.9 5141309 574190.9 574250.9 574310.9 574370.9 

GPS Time [sec] 

Figure 3.12. Via- Model 246 Electric Barometer Measurement Error 
in a Typical Dynamic Environment 

certain amount of air escapes ftom the vehicle's compartment and the barometric height 

increases to a certain extent- Other measurement errors may include a deviation from 

theoretical standard atmosphere caused by non-standard humidity and temperature, 

nonlinearjties caused by vertically moving air, wind, weather fionts and conversion error. 

It is nearly impossible to distinguish the causes of error in dynamic environments and these 

etrors are generally insignificant (Lutgens & Tarbuck 1982). Therefore, these errors are 

grouped into the constant bias or the a. 

3.2.2 Fiber Optic Gyro 

For land vehicle navigation purposes, a single axis gyro is commonly used to 

determine vehicle headings. An Andrew AUTO GYRO^, shown in Figure 3.13, was 
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selected for this project. This gyro is a single axis, digital output, interferometric fiber 

optic rate gyro. The AUTO GYRO^^ mafiguration is &en in Figure 3.14. The 

AUTO GYRO^^ employs an analog electronic signal processor and an all-fiber optical 

system (Andrew Corp. 1994). The fiba consists of a elliptical core of gamanium 

surrounded by a fluorine-doped inner cladding (Allen et al. 1994). This fiber exhibits 

significantly lower coeflicients to thermal and stress environments. The Andrew 

AUTO GYRO^ spdcations are given in Table 3.3. The device measures angular rate 

which allows the vehicle huniag angle to be accurately measured. Powered by a 12 VDC 

car battery, the AUTO GYRO^ produces a dimed output of incremental angular 

rotation every 0.1 second. The output is equivalent to the average rotation rate over that 

period (Andrew Corp. 1994). 

Table 3.3 Andrew AUTO GYRO^^ Product Specifications from (Andrew 1994) 

Input Rotation Rate 

Minimum Detectable Rotation Rate 
(in 1 O O H z  bandwidth) 

Bias Drift (at stabilized temperature) 

Scale Factor NonILinearity 

Scale Factor Temperature Stabiity 
(over temperature range) 

Warm-up T i e  

Operating Temperature 

Power 

Sensor Output 

Connector Type 

& 100 dedsec 

2 0.02 dedsez (60 deg/lu) 
Angle Random Walk 

0.005 des/secY rms (18 deg/hr) 

0.25%, rms 

05%, rms 

1 second 

-40°C to +7S°C 

+9 to +18 VDC, 630mA 

RS-232% 9600 b a d  

9-pin subminiature (DB-9 plug) 



Figure 3.13. Andrew AUTO GYRO^ from (Allen et al. 1994) 
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Figure 3.14. Andrew AUTO GYRO^ Configuration from (Bennett & Enge 1994) 
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Figure 3.15. Andrew AUTO GYRO^^ Output Bias vs. Unit Temperature 

Figure 3.15 shows the relationship between unit temperature and gyro output bias. 

Although the bias can be largely corrected by the ternperatwe-bias compensation table 

provided by the manufbcturer, it is likely that a residual bias will remain Appropriate 

&%ration procedures and aredid gyro temperature control should reduce this error. 

Previous gyro acpaiment, Figure 3.16, have indicated that the gyro scale War 

increases at an unexpected rate as the unit temperature rises. It is, therefore, necessary to 

correct the unit scale factor as a function of unit temperatwe. A A e  kctor may be 

determined by rotating a gyro unit a certain number of degrees while recording its outputs. 

The scale fkctor is then computed by 



f =@In 

where 

f 

# 

n 

gyro scale fixtor, 

rotation given to the unit in degrees, 

digital gyro output uwat 

Performing this procedure at the desired unit ternperam gives a gyro scale factor 

for that temperature, provided that the unit has an acceptable repeatability. Figure 3.16, 

obtained f?om a laboratory experhnent conducted on August 23, 1996, shows the 

relationship b-n the scale &or and unit temperature. Since unit temperature will 

vary with the testing environment, appropriate scale fhctors must be determined with 

30 40 50 

Unit Tempem fum [deg. C] 

Figure 3.16. Andrew AUTO GYRO^ Sule Factor vs. Unit Temperature 
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respect to actual operating temperature- The scale fictor is modeled by a 3rd order 

polynomial equation (curve in figure 3.16) as 

f ( x )  = a0 +atx ta,r2 +a3x3 

where 

x is gyro unit temperature ("C], 

a, = 0.00253 999307659, 

Q~ = 0.00016878071261 , 

a, = -0.00000439984368 , 

a, = 0.000000052%039. 



Figure 3.17. Sensor Heading Constraint Solutions without Corrected Scale Factor. 
Default Sale  Factor (0.00499 [deghit]) Used. 

Solid Line Ldicates Reference Trajectory 

Easthg [m] 

Figure 3.18. Sensor Heading Constraint Solutions with Corrected Scale Factor. Solid 
Line Indicates Rdurnce Trajectory 



The effect of appropriate scale fkctor detennioasion is obvious from figures 3.17 

and 3.18. Forward and reverse runs are shown in each figure. Improper scale factor may 

cause severe position estimate displacement and a filter breakdown if the KaLnan position 

estimator is employed. Equation (3.18) is implemented in the navigation moduk to 

compute the scale fictor as a hction of unit temperature. The data logging sofhwe is 

designed to include gyro unit temperature output. As the unit ages, the scale factor may 

change because of the mechanical degradation Therefore, the coeffici~s of(3.18) should 

periodically be updated. 

3.3 Sensor Error Models 

In this section, sensor eror models are developed. It is necessary to determine 

error models for the barometric height, gyro heading rate and sensor heading to evaluate 

the weights of the sensor measurements. The seasor heading error model is then 

implemented in the cross-track position error model. These models are used in Chapter 

Four to calculate weights and Vaciauces of seasor measurements. 

3.3.1 Barometric Height Error Model 

For barometric height, the primary eror source is the barometric height offset with 

respect to GPS height. This is mainly due to the initial sensor bias, the disagreement 

between barometric (or orthometric) height and GPS height, and the height off- Man 

the seasor unit and the GPS antema. The b i i  error is constant and, therefore, it m y  be 
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removed by initial caliiratioa The residuai (non-constant) errors are absorbed by the 

second error source, height drift, and need not be taken into account at this point. 

The secondary emor source is the height drift caused by changes in pressure 

around the barometer. The ambient barometric pressure slowly changes as high and low 

pressure systems approach. In a stationary environment, the barometric height change of 

approximately 50 metres in an hour has been obsemed by the author. For land navigation 

applications, height drift is  also caused by in-vehicle pressure disturbances due to the 

acceIeration and deceleration of the vehicle, temperature changes, etc. Additional errors 

may include the aging ofthe seasor unit as well as hardware and software Iimitations. 

Assuming that GPS updates are obtained consistently (e.g. every 10 minutes), we 

may consider the height ofkt  and the height drift rate to be constant. The height error 

model may then be defined as 

where 

% (LI barometric height error at time t,,, [m], 

Eb barometric height ofkt (residual) error at the calibration time to 

b 1 Y  

hear barometric height drift rate [mls] ,  

update interval between t ,  and t,,, [s] - 
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Modeling the long-tam behavior of 4, is extremely difiicult since there are many 

Worn which can alter the ambient pressure when the vehicle is not stationary- In this 

project, 4, is assumed constant between ealiration periods. Calkation may be paformed 

when good GPS soIutions are avaiIabIe. Therefore, good GPS coverage is periodically 

necessary (e.g every ten minutes). 

3.3.2 Gyro Heading Rate Error Model 

The most significant gyro mor source is the heading rate offset error due to the 

gyro bias. The heading rate offkt is temperaturedependent and the mantdkctue often 

provides rate offset versus temperature charts (Andrew Corp. 1994). This error may be 

considered constant by stabiIizing the gyro unit temperature at a certain due.  Stabihhg 

the unit temperature is strongly suggested a c e  it stabilizes the scale factor emor as well. 

The another significant error source is the gyro scale fbctor emor. The scale factor 

error is negligiile as long as the vehicle follows a straight he .  However, it becomes 

obvious as the heading rate increases (e.g. sudden heading cbge). Thus, the scale &tor 

error is a function of the substantial heading rate. The author has found that the scale 

factor error fluctuates with unit temperature. This error may be minimized by 

the gyro at the operational unit temperature. 

The gyro drift error is an outstanding error source as weL This may be caused by 

temperature change, instability of the unit, environmental stresses, mechanical Mums, and 

so on. Other errors such as g-sensitivity, cross-axis sensitivity, nonlinear errors (Abbott & 
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Powell, 1995) and the effect ofthe earth rotation @a & Dedes, 1995) are ignored in this 

thesis since they are negligible for most land navigation applicati~ns~ 

Assuming that the gyro unit temperature is stabilized, the gyro error model may be 

expressed as 

where 

gyro error at t,,, [radls], 

gyro headkg rate o m  (residual) error at to [rad/s], 

gyro drift error [rad/s2], 

update interval between t, and t,, [s] - 

Note that in this thesis the gyro offkt is &%rated when the vehicle is s ta t ion~  

and the heading change h not expected. We may say that the gyro drift error 6, is 

constant between caliiirations. Needless to say, periodic calibration is recommeoded to 

validate this assumption Ahhough the scale fictor emor and gyro offset may be evaluated 

with nspect to the reference heading rate, this technique is not implemented in the current 

system- 
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3.3.3 Sensor Heading Error Mode! 

Since the fibre optic gyro only senses the change in vehicle heading the initial 

heading must be obtained from GPS or other sources. The heading mor due to an 

inaccurate initial heading should be included. The sensor heading emor may be written as 

where 

% (tk+~ 1 heading error at t,+, [rad], 

% initial heading error [dl ,  

ep gyro error at t,+, computed fkom eqyation (3.1 8) [radls]. 

Since the gyro error grows over time, the heading error may become LolefabIe 

after a certain period. Good GPS geometry (e-g. at intersections) may be used to 

frequently update the gyro (e-g. every five minutes). 

3.3.4 Cross-Track Position E m t  M d d  

Finally, the cross-track position emor model is obtained using equation (3 -2 1). The 

cross-eadr position error may be expressed as 



where 

( ) cross-track position error at t,, [m], 

Ems GPS crosstrack position estimate error [m], 

Vk vehicle velocity [ d o ] ,  

6 e &+I 1 heading error at c, obtained corn equation (3 -21) [rad], 

AZ update interval between t ,  and fk+, [s]. 

These parameters are illustrated in Figure 3-19. 

It is uncertain in urban areas when good GPS coverage can be obtained. 

Therefore, the system is designed to initiate the calibration process whenever the good 

GPS coverage is obtained.. 

Figure 3.19. Cross-Track Position Displacement 
Induced by Sensor Heading Error. 



CHAPTER FOUR 

SENSOR CONSTRAINT POSITIONING THEORY 

This chapter d k w e s  the sauor constraint positioning algorithm In sensor 

coastraim positioning, position estimates are c o d e d  by the sensor measurements 

when GPS measurements are w e  erroneous or absent- To implement sensor coastrpint 

positioning, an augmented least squares estimator is introduced and developed. 

4.1 Concept o f  Sensor Constraint Positioning 

In sensor coDstraim positioning, idormation regarding the relative position of a 

vehicle is provided by non-GPS sensors and used to constrain the position estimate so that 

it is Iess affected by the number, quality and geomary of GPS measurements. In this 

project, the vehicle height and heading information, which may be obtained fiom the 

barometer and gyro, are selected as constraints. A barometric height constrabs vertical 

position while a sensor heading comtnhs horizontal position. 

4.2 Mathematical Models 

A mathematical model of the GPS range measurement is given by 

p =p+dp+c(dt-dT)+d, +dm +s, 

where 

P range measurement [m], 



geometric range [m], 

position vector of a satellite? 

position vector ofa land vehicle, 

range aror induced by orbital error [m], 

satellite clock error [s], 

receiver clock error [s], 

ionospheric and tropospheric deIays [m], 

receiver noise [m]. 

For the barometric height measurement, the mathematical model may be simplified as 

h=h* + E b  

where 

4 

h 

Eb 

barometric height measurement [m], 

true height [m], 

baromeaic height measurement aror [m]. 

For the horizontal heading measurement, as shown in Figure 4.1, two consecutive 

coordinates are required to construct a mathernatid model as 



heading defined clockwise &om zero to Zn relative to north [rad], 

distance between two coIlSecutive epochs in latitude [m], 

distance between two comecutive epochs in longitude [m], 

heading error [rad]. 

Note that the barometric height and heading errors are evaluated by equations (3.17) and 

(3.19). 

Figure 4.1. Heading Computation 

4.3 Augmented k t  Squarcs Estimator 

This section describes an algorithm for sensor constraint least squares positioning. 

It is in fict an augmented weighted least squares estimator. Consider the parametric 

weighted least squares equation Given the design matrix A, the covariance matrix of 
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measurements C,, the aprrori position estimate Mctor x0 and the midosun vector wO, 

a solution vector i may be obtaimd by the foIIowiag equations (Krakiwslry, 1990) 

w0 =f(xO,l) 

a = - ( A * ~ I A  J'nrqko 

i = r 0 + 6  

where 

1 

6 

observation vector, 

least squares adjustmats to parameters. 

An augmented design matrix A may be obtained by linearizing equations (4.1) to (4.3) 

with respect to the geodetic coordinate system and receiver clock o&. For a GPS range, 

q' ax' ah' 

for a barometric height, 

A*=[% 4 5 01 

and for heading 



where 

9 

dx 

distance between two consecutive epochs in latitude [m], 

distance between two colwcutive epochs in longitude [m]. 

Equations (4.7) to (4.9) form an augmented design matrix Sensor height and heading 

inputs are treated as the measurements in this augmented least squares estimator. Solving 

equations (4.4) to (4.6) with the augmented design matrix yields height and heading 

constraint position estimates. 

The effect of the constraint is defined by the diagonal elements of the weight 

where 

.. 



barometric height ermr variance [m2], 
w 

sensor heading emx variatlce [rad2]. 

The navigation program is based on C%AV= developed at the University of Calgary. It 

is capable of smoothing range measurements by carrier phase observations to improve the 

accuracy (Cannon & LachapeIle 1992). A smoothed range measurement may be giwn by 

where 

smoothed range measurement at t,  and tk-, [m], 

weight of a range measurement that is decreased fiom 1.0 to zero 

by a s p d e d  number at each epoch, 

PC raw range measurement at t ,  [m], 

I - W  weight of carrier phase measurements, 

a,,@,, measured carrier phase measurement at I, and t,, [m]. 
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The variance of smoothed range measurements may be expressed as a function of the 

range and carrier phase errors- The smoothed range measurement variance may be given 

as 

where 

measurement noise [m2], 

tropospheric delay [m2], 

ionosphaic delay [m2], 

orbital error [m2], 

satellite clock error [m2]. 

Martin (1980) gives tropospheric and ionospheric error models as a fbnction of elevation 

as 



linear integral of user to satellite r e f b k k y  function, 

residual compensation magnitude ( AC = 0.1 m), 

temperature, 

vehicle altitude, 

satellite elevation in degreesy 

= 1.6 x id =constant in MKS uaif 

carrierfkequency hNz, 

vertical electron content in electrons I m2, 

h c t i o d  value of reduced ionospheric delay (05 < AK < 5 m). 
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The smoothed range measurement variance should decrease proportional to the wei* of 

the canier phase measurement, The resulting measurement variance may be expressed as 

where 

weight of a range measurement, 

range measurement error variance [m2] 

d e r  phase measurement error variance [m2]. 

Equations (4.12) to (4.15) are used to compute a GPS range variance. 

The measurement error variances of barometric height and sensor heading at t ,  

are given by 



barometric height error at t, fkom equation (3.1 7), 

sensor heading error at t ,  6om equation (3.19). 

Note that the variances computed by equations (4.16) and (4.17) increase with time, 

reflecting the cumulative sensor measurement errors. Equations (4.15) to (4.17) dow a 

navigation algorithm to find an optimal position estimate at any given time. 



This chapter descri'bes the Kalman mter algorithm and its implementation- F i i  

the general Kalman filter algorithm is briefly presented. Then, the sensor filters are 

dweloped. F i y ,  a Kdman filter version of the sensor constraint position estimator is 

designed and discussed. 

5.1 Kalman Filter Algorithm 

The general discrete Kalman filter algorithm is briefly descriied in this sectioa 

Detailed discussions of Kalman filters are given in Brown & Hwang (1992) and Gelb a aI. 

(1974). Let us assume that the random process to be estimated can be modeled in the 

linear form 

&+I = + k ~ k  + W k  

where 

f ~L+I  process state vector at time fkl, 

b transition matrix relating qand rk+, in absence of a forcing 

function, 

W k  white noise with known system noise covariance structure 
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and measurement of the process is assumed to occur at discrete points in time according 

to the linear relationship 

z, = A,xk + v, 

where 

2, 

A, 

measurement vector at f, , 

design matrix which gives noiseless connection between the 

measurement and state vector at t, , 

measurement error assumed to be white with a known covariance 

structure- 

The covariance matrices for w, and v, are given by 

where 

variance matrix of process noise at Q 

variance matrix of measurement error at tk- 



The standard Kalman filter equations are derived as folIows (Brown & Hwang 

1992). The blending factor called Kalman filter gain is given by 

where Pi is emor covariance manix associated with projected estimate. 

The optimal estimate at I, is obtained by linearly blending the noisy measurement z,, 

projected estimate 2; and the filter gain K, 

& = 2; +& (z, - A,%;) - 

The covariance matrix associated with the optimal estimate may be computed by 

P, = (I-K,A,)P,-(I-K,A,)' +K,c,,K: (5-8) 



where the optimal gain has been substituted in Since w, in equation (5.1) has zero mean 

and is not correlated with any of the previous w 's by definition, the conm%ution of w, to 

the projected estimate may be ignored. Thus, the projected estimate at I,+, is given by 

The error covariance matrix associated with the projected estimate is obtained by 

Equations (5.6) to (5.1 1) constitute the Kalman filter recursive equations. The Kalman 

filter is an algorithm for making optimal estimates fiom discrete measurements. 

5.2 Sensor Filters 

There are many factors to consider when implementing a Kalman filter for sensors. 

In the most common implementation, one K h a n  filter takes aIl measurements into 

account and updates all estimates at the same time. This approach is called the centralized 

Kalman filter (e-g. Carlson 1987 and Abousalem 1993). This is not an efficient way for 

this project since the sensor measurements are independent and the update intervals are 

not identical. For instance, the gyroscope measurement bias estimate may be updated only 

when the vehicle heading rate is perfidy known (e.g. heading rate should be zero when a 
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vehicle is not moving). Also, it is preferabfe to keep the size of matrices used in the filter 

as small as possible since a matrix inversion is required to calculate the Kalman gain 

Another concern is flsa'bilty. For instance, it is not desirable to update the gyro bias 

estimate when the gyro measurement is absent. 

Considering these fkctofs, an array of independent two-state Kalman mtas is 

implemented. It consists of two measurement filters, two error correctors and a heading 

filter, which are developed in the following sections. The strengths of this approach are 

that the interval epoch may be adjusted, the system may de-activate a certain filter when it 

is unnecessary and the computational load is less than the centraIited Kalman filter. This 

approach was selected as it codorms to the modular programming concept. Every 

software component may be transported to any other program to reduce programming arid 

debugging time. The navigation program presented in Chapter Six uses these filters 

extensively. 

The general dynamic model is desmied immediately below. If the behavior of a 

phenomenon to be sensed is modeled by a hear parameter system, the dynamics of such a 

system may be represented by the first-order equation (Gelb et al. 1974) 

where 

XU) system state vector, 

we) random forcing fimcction, 



F(t), G(t) matrices arising in the formulation. 

Several researchers suggest that the integrated Gauss-Markov process may be 

appropriate for the sensor filter modeis (e-g. Brown L Hwang 1992, Abbot & Powell, 

1995). A general continuous model in this case is (Brown & Hwang 1992) 

where p is time constant for the process. 

For the Kalman filter, the transition matrix and the covariance matrix associated 

with w are derived using this model. The traasition matrix is determined by (Brown & 

Hwang 1992) 

where L' is inverse Laplace transform operator. 



Although analytical evaluation oftbe covariance matrix Q, is not a trivial task, 

this is a good opportunity to derive it FormaUy7 Q, is expressed in integral form as 

(Brown & Hwang 1992, Gelb a aL 1974) 

where the matrix E[u(&I'(~)] is a matrix of Dirac delta fimctions 

which is zero anywhere except at 5 = q . At 5 = q, it is infinite in such a way that the 

integral of the function across the singularity is unity (Gelb et aL 1974). An import- 

property of the delta function, which follows fiom this definition, is 
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substituting equations (5.3), (5.13), (5. M), (5.16) and (5.17) into equation (5.15) yields 

The integration of each element gives the final form 



and 

Note that there is an important distinction to be made between q and Q. The q is 

an elemem of the spectral density matrix and the Q is called a covariance matrix (GeIb a 

al. 1974). A spectral density matrix may be converted to a covariance matrix through 

multiplication by the Dirac delta fhction (Gelb et al. 1974). The relationship between the 

variance of the process noise u2, the s p e d  density q and the correlation time P is 

defined as (Bullock 1995) 



The above discussion fhcilitates the development of the seasor filters All sensor 

filters use the integrated Gauss-Markov model of equation (5.13). The barometric height 

dynamic model may be expressed as 

The gyroscope heading rate model is 

The barometric height bias model is 

The gyroscope heading rate bias model is 



F i y ,  the sensor heading mode1 is 

where p is the time correlation constant for the corresponding sensor input. 

Note that although equations (5.25) to (5.29) are of the same form, an appropriate 

time constant and white noise variance must be determined for each model taking into 

account the measurement characteristics, operation enviroment, and so on For this 

thesis, these parameters were selected and listed in Chapter Seven The sigdicatlce of 

these filters is that the system accepts a wide range of sensors with various accuracies- 

Adjustment to a new sensor may be done by choosing a proper and q .  The 

determination of p and q is based on laboratory experiments and specifications provided 

by the manufacturer- Corresponding transition matrices and noise covariance matrices may 

be evaluated using equations (5.14) and (5.19), or by less demanding numetical 

evaluations based on approximations (Brown & Hwang 1992). For this thesis, these 

parameters were selected and listed in Chapter Seven. 
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5.3 Kalman Position Estimator with Sensor Constraint 

Designing a Kalman filter with sensor constraints involves the filter dimension, the 

determination of a proper mathematical model and implementation of the sensor constraint 

strategy* In many land vehicular applications, a constant velocity model is often chosen 

since the introduction of the acceleration state does not significantly improve positioning 

accuracy for moderate vehicle dynamics (e-g. Cannon 1991, Gao 1992, Bullock 1995). 

The estimate state consists of eight parameters 

latitude position and rate errors, 

longitude position and rate errors, 

height position and rate errors, 

receiver clock offset and drift errors- 

An integrated Gauss-Markov model is used as the sensor filter model. The dynamic model 

of the position estimate may be descnied by 



time correlation constant of latitude estimate, 

time correIation constant of longitude estimate, 

time correlation constant of height estimate, 

time correlation constant of receiver clock offet estimate, 

w, (t), wi ( t )  white noise input of latitude position and rate errors, 

w (t), w ( )  white noise input of longitude position and rate emors, 

w, (t), wh (t) white noise input of height position and rate enon, 

w, (t), w,(t) white noise input of receiver dock offset and drift errors. 

The state transition matrix of this model is derived as 



The correspondiag process noise covariance matrix may be obtained fiom equations 

(5.15) and (5.32) as 

where 





&=em 
and 

where 

%a% 
spectral density of latitude position and rate mors, 

41 *!?& spectral density of longitude position and rate errors, 

%41; spectral density of height position and rate errors, 

4c&4?cdi s p a  density ofreceiver clock ofkt and drift e m .  

Determination of spectral densities for the position random process is at best a 

"guesstimate" roughly based on expected vehicle dynamics (Brown & Hwang 1992). In 

many vehicular applications, the random perturbations to the intended path are greater in 

the horizontal plane than in the verticd 

The same augmented design matrix shown in equations (4.7) to (4.9) is used in the 

Kalman position estimator to implement the sensor constraint. The Kalman filter sensor 

constraint algorithm is identical to that of the least squares estimator, the effectiveness of 

the constraint is controlled by the measurement variance matrix The K a h i n  filter 

position estimates tend to oscillate after a tight turn ofthe vehicle because of the presence 

ofthe velocity state. This is not desirable for sensor comtraint positioning since the initial 
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heading is determined by previous position estimates. Thus, it may introduce a significant 

initial heading bias into the Kalman position estimator and cause a filter to breakdown An 

adaptive process noise covariance matrix routine was thus created to avoid such 

oscillation This routine takes the gyroscope heading change into account in order to 

increase the process noise of the horizontal plane components as 

where 

(5 SO)  

adapted process noise covariance, 

initial process noise covariance, 

adaptation gain constant, 

gyroscope heading change [rad]. 

The adapted value is exponentially proportional to the initid value and is a function of the 

heading change. An appropriate adaptation gain constant must be selected to avoid 

possible filter breakdown for any given heading change. For this thesis, adaptation gain of 

10.0 was selected. This value yields kid = 1.0 when a, is approximately 5.7 [degls]. 



clulTER= 

SOFIWARE AND IMPLEMENTATION CONSIDERATIONS 

This chapter d e s a i  the navigation software algorittmL The program, d e d  

EC3, is based on C%AV~,  deveioped at The University of Calgary (Cannon & 

Lachapelle 1992). C%AV= is a between-receiver, single difference, carrier phase 

smoothed code DGPS navigation program- EC3 uses the basic components of C%AV= 

such as satellite ephemeris decoding, satellite orbit computation, satellite clock 

computation, ionospheric and tropospheric corrections, generating or applying differential 

corrections, carrier smoothed code generation and standard least SQuares estimation. New 

modules were developed to accommodate sensor constraint positioning. EC3 is written in 

C language. The chapter concludes with discussions of sensor constraint position 

estimators and operational considerations. 

6.1 Ovemew 

Figure 6.1 shows an overview of the navigation program Basic flow is identical to 

that of C?NAV~ (Cannon & Lachapelle 1992). There are, however, a number of 

enhancements for sensor constraint positioning. The barometer andfor gyro data for the 

vertical and horizontal constraint may be applied to solutions. EC3 has two position 

estimators, the least squares and Kalman filter, and a user can select one of these estimator 

for computations. Utiliting this feature enables to compare least squares solutions to 

Kalman filter ones. The barometer and gyro measurement data reader obtains the 
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corresponding seasor data of the current GPS time for each epoch. These mu 

measurements are sent to the seasor constraint positioning module with corrected B S  

obsefvations, satellite coordinates and initial receiver coordinates. The positioning module 

returns a value to flag the success or fidure of the position estimate process. Upon 

success, the receiver coordinates are updated, displayed and stored. Filtering ofthe s a w r  

measurements is done in the sensor constraint positioning module and is therefore not seen 

at this level, 

l ~ e a d  Option ~ i l c 1  

Read Ephem eris GJ 
Read GPS. 
Barometer 

anrifor Gyro 
M casurcm cot 

Compute Satellite Coordinates 
Compute and Apply Satellite Clock. 

Troposphere md Ionosphrre Corrcctioa 
Compute Carrier Phase Smoothed Range 

- Least Squares or  KaIman 
Sundard or S ensor 
Constraint 

Figure 6.1 Flowchart of EC3 
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Figure 6.3 Flowchart of  Sensor Constraint -man Position Estimator 



where 

%,L *&P,J-~ GPS position aror at t,  and tk-l. 

Vk vehicle velocity at tk . 

This error is inversely proportional to the vehicle velocity- Therefore, a reasonable vehicle 

velocity yields an acceptable GPS heading- If the error is below a predetermined threshold, 

GPS data is used to update the heading as 

where 

4 k  9 4%-1 

X, 9 Xk-I 

latitude position estimate at tk and b, , 

longitude position estimate at tk and t,, . 

Otherwise, the latest gyro heading change, which is filtered and corrected at an earlier 

stage, is appended to the last heading 

The heading is then filtered by the Kalman heading estimator with appropriate parameters. 
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The algorithm constaatly monitors the GPS solution whether it is error* or not 

The error may be exposed as excessiveIy large range retiduals, intolerably high dilution of 

precision (DOP) cg. GDOP of ova 10, large position change, or lack of solution due to 

insufficient GPS range obsmations. Ifthe position estimate, without sensor constraints, is 

not acceptable, the routine initiates necessary procedures to perfom sensor constmint 

positioning. F i i  it updates the heading with a gyro heading change measurement. Next, 

if a barometer measurement is available, the baromaric height constraint is activated and 

its error is calculated from equation (3.17). The routine then determines if a previous 

position is available to construct the heading row of  the design matrix of equation (4.9). If 

this is the case, the heading constraint is applied and its error computed &om equation 

(3.19). The augmented position estimator then computes a sensor constraint position 

estimate. The result is evaluated and, if acceptable, returned. 

The result is considered unacceptable when no estimate is given due to (1) 

imuflicient number of measurements or (2) divergence (least squares only). Condition (1) 

will be due to a shortage of GPS measurements. Note that with height and heading 

constraints activated, there is stil l a minimum requirement of two GPS measurements for 

computation. With only one constraint, thrthret or more satellites are needed to complete the 

calculation. Condition (2) may be caused by corrupted GPS ranges, failure to correct GPS 

ranges, a poor initial position estimate, weak satellite geometry, inaccurate barometric 

height and/or heading measurements, seasor error(s) and/or heading determination M u r e  

or linear approximation errors. 



6.3 Misctllrureous Considerations 

6.3.1 Position Estimator Breakdown Problem 

Since the standard Kalman estimator cannot diverge, there is a r d  possiiility of 

poor estimate if some measurements are intolerably erratic. The least squares and Kalman 

estimators may give very inaccurate estimates when the quality of sensor constraint 

information is poor. For the KaLnan position estimator, a least squares estimator is used to 

get the a priori estimate if (1) no a pbn' estimate is available, (2) the apriwi estimate is 

exceedingly inaccurate or (3) the filter update interval is too long, i-e- no estimate is 

obtained for a long time- This feature helps the Kalman position estimator to recover 

quickly. 

6.3.2 OperatioaaI Considerations 

Static positioning of several minutes under an open sky is used in the prototype 

system to obtain the initial barometer and gyro measurement errors. It also gives the GPS 

receiver time to adjust its internal receiver clock to GPS time- Since a gyro senses the 

rotation of  the unit, there is a need to determine tht initial heading before a heading 

constraint is applied. If the system is permanently attached to the vehicle, the last heading 

may be stored, thus eliminating the need for redetexmining an initial heading each time. 

However, this concept is not valid for this project since portability is of primary concern. 

It is therefore preferred for this system to begin operation at a location where a large 

number of satellites are visible and to then drive into an urban area 



6.33 RcrtET'me Implementation 

A d-time operation was not implemented for this project due to the complexity 

of obtaining diffierential GPS c o d o m  in wban areas- However, it would not be ditficult 

to modify the system for real-time operation. In land navigation applications, it is common 

to update the position every second. Wth the cunent configuration, which includes five 

two-state and one eight-state Kalman filters, the process time is approximately five epochs 

per second using a 486DX-100MHz IBM compatible computer. It takes less thaa 0.1 

seconds to obtain GPS, barometer and gyro data using a 386-20- IBM compatible 

computer* The latency of DGPS corrections and transmitting time should be also 

considered, however, the operation of real-time system at 1 Hz may be feaslile if486DX- 

100MHz or Weer computer is employed. 

6.3.4 Optimal Estimator Configuration 

The system presented herein currently employs sensor information only when 

either GPS-only position estimate is not accurate or GPS ranges are not sufl5ciemt to 

compute a solution. Such system is considered sub-opthnal. This approach was taken in 

this thesis in order to distinguish various sensor errors with GPS ones and to mhrirnize the 

position error induced by the sensor measurements. The system is considered theoretically 

optimal when all obsavations are used for solutions at all times. 

However, the arising problem of the optimal system is that if sensor measurements 

are not as accurate as expected, they may deteriorate the position accuracy. Shown in 
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Figure 6-4 are the position errors induced by the poor heading information during the non- 

constraht positioning period- Position errors of the optimal system are much higher than 

those of the sub-optimal (current) system, As smaller weight (larger standard d&ation) is 

given to the heading measurement, the solutions become closer to ones of the current 

system Then, if good heading can be obtained during the non-collstraist period, position 

errors of the optimal system become considerably small as shown ia Figure 6.5. Thus, it is 

&tical for an optimal system to determine the weight of sensor measurement during the 

constraint-free period. Current error models are designed for the short-term constraint 

positioning. They are based on the linear drift approximation and they cannot be used for 

an extended period, e-g. longer than five minutes. Error models of higher order may be 

needed for an optimal systan 
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Figure 6.4. Position Error of Optimal Estimator with Poor Initial Heading 
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Figure 6.5. Position Error of Optimal Estimator with Good Initial Heading 



cmwrERsEVEN 

SYSTEM TESTING AND RESULTS 

The sensor constraint portable GPS vehide navigation system has been developed 

in previous chapters. The purpose of this chapter i s  to evaluate its perfofmannce. Generally, 

estimates ftom the new system wuld be compand with certain "referencen estimates 

given by a performanceproven precise navigation program, I f  the system could be 

operated in an ideal environment, fiee f?om multipath and with excellent sateme coverage 

and geometry, we would be able to obtain a precise 3D reference trajectory using a DGPS 

navigation program such as FLY KIN^^ (Lacbapelle et al. 1996). However, this 

assumption does not hold in urban environments where i d 4  signal reception is not 

obtained. 

Two DGPS field tests were carried out for system waluation. The first was at 

Springbank, Alberta, on June 29,1996, in order to obtain clean, strong and sufficient GPS 

signal coverage. The reference trajectory was computed and an urban environment 

simulated by rejecting satellites below a certain cutoff angle. The second was in downtown 

Calgary, Alberta, on August 17, 1996. Numerous buildings and skywalks prevented the 

GPS receiver from enjoying an optimal GPS coverage. 

The data was processed in several manners. For this project, the unaided and 

barometric height constraint least squares solutions are first presented. Then Kasor 

constraint estimators (least squares and Kaman) are used to assess the improvem~ in 

terms of position accuracy and availability. 



7.1 Urban Environment Simdation 

7.1.1 Route Description and Reference Trajectory 

The first field test was carried out at Springba& Alberta on June 29, 1996. The 

system, descriied in Chapter Two, was mounted in a 1996 Ford Thunderbii. The 

reference station was located at control point 661-24.2. The test route is shown in Figure 

7.1. The route was m.n in a direction as indicated by arrows in Figure 7.1. Data was 

collected every second The location is very good for GPS positioning &ce there are few 

obstructions along the test route. Most of the test route was in f d a n d  except near 

Calaway Park, where trees covered a portion of the sky. Sections A and B are marked in 

Figure 7.1 to indicate sections magnified in later position plots. The number of visible 

satellites and DOPs are shown in Table 7.1 and Figure 7.2. 

- -f Section i 
9M B i 
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Figure 7.1 Test Route for Simulation 



Table 7.1. Satdlite Coverage and DOP, Springbank, June 29,1996 

Total Epochs #ofsatellites GDOP NDOP EDOP VDOP 

356 (1-se~ intervals) 5-8 1-7-53 0-7-2.3 0.6-1.4 1.3-4.1 

R3950 574000 574050 574100 574150 574200 574250 574300 574350 574400 

GPS Time [s] 

Figure 7.2. Visible Satellites, Springbank, June 29,1996 

The reference trajectory was obtained using two NovAtel G P S C ~ ~ ~ ~  951R 

receivers with FLYIUNTM double merence, carrier phase, float ambiguity solutions 

(Lachapelle et al. 1996). With these receivers, the accuracy of the position estimate given 

by this program is known to be decimetre level whereas C % A V ~  gives an estimate 

accuracy at the metre level with carrier phase smoothed range obse~ations (Cannon Jk 

Lachapelle 1992). Therefore* the disagreement between these two solutions, in an ideal 

environment, should not exceed several metres. FLYKIN= and C % ~ ~ ~ ~ s o l u t i o n s  were 



TabIe 7.2. Position Estimate Dilttrcllce between SEMIKINfM and C ~ N A V ~  
Solutions, Springbank, June 29,1996 

b l  
Standard Deviation [m] 

MaK Di&nnce [m] 

Min DiEerence [m] 

Latitude Longitude Height 

compand to validate this assumption The r d t s  are shown in Table 7.2. The double 

difference float ambiguity solution was employed for =YKINTM and the single difference 

carrier phase smoothed code solution chosen for ~)NAv? A mean bias of 1.67 m in the 

latitude component is observed. However, the standard deviation of the position 

differences is 19 to Zlcm. Since the desired accuracy of the sensor constraint positioning 

system is 10 metres DRMS, the reference trajectory obtained with FLYKINTM is accurate 

enough to determine the accuracy of the system For instance, standard deviations of 

approximately 7 metres in latitude and longitude would yield a DRMS error of 10 metres. 

Parameters used for computations are listed in Table 7.3 (error models) and Tables 

7.4 to 7.6 (KaIman filters). Equations (4.12) to (4.15) are used to compute GPS 

measurement variances. Equations (3.19) and (4.16) are used for barometric height 

measurement variances. Equations (3.20), (3.21) and (4.17) are used for gyro heading 

measurement variances. These measurement variances are employed in the augmented 

position estimator to obtain constrained solutions. The same set of parameters are used for 

both simulations and downtown testing- These values are selected such that the solutions 

from the Kalman estimator are comparable to those from the least squares. Thus,  solution^ 



Barometric height drift rate i, 0.01667 

% 

Table 7.3. Parameters Used in Error Models 

Gyro heading m e  ofkt error E, 0.05 

Barometric height o f k t  error s, m 

Gyro drift emor i, 0.0 1 

1.0 

GPS cartier phase measurement error 0,- m 

GPS ephemeris error a,, +a, rn 

Initial heading error E, rad 

GPS code measurement error 0,- m 

Table 7.4. Parametem Used in Kalman Position Estimator 

Description I Latitude Longitude Height Clock o&et 

tafL(l.O I v)  
whm v is velocity of the vehicle 

2.0 

from both estimators should be similar unless other factor aIter one's solutions fiom 

another. 

T i e  correlation p l/s 

Spectral density, position q m2/s 

Spectral density, rate q m2/s3 

1-0 1.0 1.0 1.0 

400.0 400-0 400.0 400.0 

100.0 100.0 4-0 4-0 



Table 7.5. Parameters Used in Kdman Barometer Miwurcment 
and Cocrccb*on Fiiittrs 

Table 7.6. Parameten Used in Kalruan Gyro Measurement, 
Cometion and Heading Fiten 

D-ption 

Time correlation 11s 

S p d  densityq m2/s3 

Measurement error r m 

Barometer measurement Barometer corre!ction 

I/5 1/30 

1-0 1-0 

1-0 1.0 

Spectral density q rad2/s3 1 25.0 1-0 9.0 

Description 

T i e  correlation p l/s 

Measurement error r rad I 1.0 0-5 1.0 

Gyro measurernrnt Gyro correction Heading 

1.0 1-0 113 

7.1.2 Virtual Wail Concept 

A conventional satellite rejection routine sets one single cutoff angle and rejects all 

satellites below this cutoffangle. Such a satellite rejection routine does not i d d y  simulate 

an urban environment. In an urban environment, weak satellite geometry is frequently 

obsewed in terms of the cross-track satellite geometry, the direction perpendicular to the 

vehicle trajectory. The virtual wall concept is introduced in this project. This routine 

computes a cutoff angle based on sidated obstructions along the street, parallel to the 

vehicle trajectory. Figure 7.3 inustrates the virtual wall concept. 



Figure 7.3. ~ i r t u r l  Wail Concept 

Given a cross-track cutoff angle a,, the relation between the distance to the 

walls perpendicular to the trajectory dm and the height of the walls h is 



Assuming d, is a const= the height of the walls may be computed as 

Given a vehicle's heading at ti, 8, , and the azimuth of a satellite P, , the relative alimuth 

of a satellite with respect to the vehicle's heading y , may be obtained as 

Then, the distance fiom the vehicle to the M s  at this relative azimuth dk is given by 

Finally, the cutoff angle of a satellite a, may be computed as 

If the elevation of a satellite is less than a,, this satellite idonnation is not used for the 

position computation. This algorithm simulates the urban area well. However, in inreality it 
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is not likely that one win encounter a continuous array of buildings at the same height It 

would be desirable to change the distance fkom the obstruction and its height so that the 

algorithm could create more realistic situation 

7J.3 Simulation Results 

A crosf-track cutoff angle of30,45 and 60 degrees is applied to the test data using 

the virtual wall satellite rqection angle algorithm described above. This corresponds to 

wall heights of 5.77, 10.0 and 17.32 metres assuming a cross-track distance to the wall of 

d, = 10.0 rn To simulate intersections where better satellite coverage is expected and 

the vehicle is often brought to a stop, the satellite rejection algorithm is disabled when the 

vehicle speed is less than LO metres per second The unaided least squares, baromeaic 

height constraint least squares, height and gyro heading constraint least squares and heigh? 

and heading constraint Kalman filter solutions are compared. 

Figures 7.4 shows the visible satellites using the virtual wall concept at cross-track 

cutoff angles of 30, 45 and 60 degrees with 0 degree vehicle azimuth (heading north- 

south) and 90 degrees vehicle azimuth (eat-west). Dotted lines in the figures indicate the 

cutoff thresholds generated by the algorithm. There are d£icient satellites when the cross- 

track cutoff angle is 30 degrees. Three satellites and weak geometry are observed when 

the cutoff angle is 45 and 60 degrees and the vehicle trajectory is east-west. Two satellites 

are visible when the cutoff angle is 60 degms and the vehicle trajectory is north-south. 

Note that some satellites close to the threshold line may not be observed at a particular 

instance since the threshold angle is a fbnction of the vehicle heading and satellite azimuth. 



Cutoff Angle = 30°, Azimuth = O0 Cutoff Angle = 30°, Azimuth = 90° 

Cutoff Angle = 4S0, Azimuth = 0° Cutoff Angle = 45', Azimuth = 90" 

Cutoff Angle = 60°, Azimuth = O0 cutoff Angle = 60°, Azimuth = 90° 

Figure 7.4. Viiible Satellites with VirtoaI Wan Concept, 
Springbank, June 29,1996 

The number of satellites, diiution of precision and range residuals are monitored to 

determine the quality of the GPS solution If one or more of these exceeds the 
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predetermined threshold value, the barornet& height and I or heading constmint are used 

to improve the positioning aCCUfaCY. The threshold values are listed in Table 7.7. There 

may be a more & i e  strategy to properly daamiDe whether the GPS estimate is 

acceptable. This topic is left for future imrestigation 

0 4 C 0 
513850 574000 574050 St4100 574150 574200 571250 -4300 5f4350 574400 

GPS Erne /sJ 

Table 7.7. Threshold Values for Acceptable CPS Estimate 

Figure 7.5. Viiibk SatelIites, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle) 

Number of Satellites 

HDOP = + E D O ~ ] ~  

Range Residuals (magnitude) 

24 

110 

IS.0 metres 



GPS Time [s] 

Figure 7.6. DOPs, Springbank, June 29,1996. 
(30' Cross-Track Cutoff Angle, Unaided Least Squares) 

7.1.3.1 Cross-Tnek Cutoff Angie of 30 Degrees 

At the cross-track cutoff angle of 30 degrees, the receiver could obsewe a 

sufficient number of GPS satellites all the time to compute position estimates. The number 

of obsernd satellites was four or more for the entire test as shown in Figure 7.5. In Figure 

7.6, one sees, however, that poor satellite geometry developed at the end of the sessioa 

This occurred when the test vehicle was in Section A of Figure 7.1. It manifests itself as an 

unreasonably high M)OP. At that time the observed satellites, PRN 2, 5, 7 and 9, are 

almost lined up. Figues 7.7 and 7.8 show the 2D position plots using unaided least 

squares for the forward and reverse segmeut of the run One sees from Figure 7.8 that the 

position estimates stray northerly and southerly fiom the reference trajectoxy (dotted line) 

by about two metres and there is a discontinuity due to a satellite constellation change. 



Figure 7.7.2D Position, Springbank June 29,1996. 
(30° Cross-Track Cutoff Angle, Unaided Least Squares) 

Figure 7.8.2D Position, Section A, Springbank, June 29,1996. 
(30' Cross-Track Cutoff Angk, Unaided Least Squans) 



Standard Deviation [m] 1 1.46 0.61 0.37 

105 
Table 7.8. Position Estimate DaCmnce Between Reference Trajectory md 

Unaided Least Squares Sdutions, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle) 

Max. D i f f i c e  [m] 1 3." 1.57 1-58 

Mean b] 

M h  Merence [m] 1 0.05 0.00 0-00 

Latitude Longitude Height 

02-02 4-44 -0-5 1 

Position Availability I 100 % 1 356 epochs 

GPS nine [s] 

GPS 7ime [sJ 

Figure 7.9. Unaided k t  Squares Position Errors, Springbank, June 29,1996. 
(30' Cross-Track Cutoff Angle) 
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Figure 7.9 shows the differences between the rderence trajectory and the unaided 

least squares solutions with 2o error envelopes. to estimated error envelopes are obtained 

fkom CI , the covariance matrix associated with position estimates. For the least squarw, 

C, may be computed by (Krakimky 1990) 

where 

A design matrix fiom equations (4.7) to (459, 

C;' weight matrix fiom equation (4.10). 

For the Kalman filter, Cf may be obtained tiom the covariance matrix associated with 

updated estimates P, of eqytion (5.9). The 20 error corresponds to the 95% probability 

region in 2-D, therefore 95% of errors should be within the envelope. 

As seen in Figure 7.9, the differences between the reference trajectory and unaided 

least squares solutions are witbin the envelopes. The size of envelopes roughly 

corresponds to that of DOPs comparing Figures 7.6 and 7.9. The position estimator 

expects large position displacements when large DOPs are obsaved. One notices that the 

latitude and longitude position estimates do not maintain consistency at the start and end 

of the session. This agrees with the poor DOPs seen in Figure 7.6. The accuracy of the 

position estimates is still reasonable as summarized in Table 7.8. The DRMS is 

approximately 2.6m. 
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Height constraint least squares solutions are then examined- Although four or 

more satellites were observed for the entire session, the algorithm employed the height 

constmint when the HDOP computed with GPS data only was greater than 10. Figure 

7.10 shows the DOPs with the height constmint The DOPs are significantly decreased, 

especially the VDOP. One property of height conshaiet positioning is that with height 

infirmation, the VDOP is always rmall, close to 1.0. The additional information also 

contributes to an improved NDOP and EDOP as explained in Tang (1996). As a result, 

the GDOP is reduced to about 12, fiom a xwcjmum ofover 25 as shown in Figure 7.6. 

Figures 7.1 1 and 7.12 are 2D position plots with height constraint least squares 

positioning. Estimates are not superior to those of unaided least squares. They seem to be 

GPS Time Is] 

Figure 7.10. DOPs, Springbank, June 29,1996. 
(30° Cross-Track CutoRAngk, Height Constraint Least Squares) 



Table 7.9. Position Estimate Dilference Between Reference Trajectory and 
Height Constraint Lcut Squares Solutions, Sp~gbank, June 29,1996. 

(30° Cross-Track Cutoff Angle) 

Cml 

Standard Dewiation [m] 

Max Difference [m] 

Min Difference [m] 

Position Availability 

-1.3% 4-17 -0.67 

2.87 1.15 0.49 

9.35 4-05 2-37 

0.07 0.00 0-00 

lOO?/. / 356 epochs 

weak and wandering- Comparing Figure 7.12 to Figure 7.8, one sees that the solutiot3s of 

Figure 7.12 deviate more than those of Figure 7.8. This may be due to the inferior 

barometric height accuracy to the GPS height The height error in Figun 7.13 is larger 

than that in Figure 7.9. Figure 7.13 shows the dierence b m e e n  the reference trajectory 

and the height constraint least squares solutions with 2 0  estimated error envelopes. The 

merences are within the envelopes. These envelopes are significantly smaller than those 

of unaided least squares (Figure 7.9) due to the improved redundancy. Since the seasor 

error models take cumulative errors into account as showa in equations (3.19) to (3.21), 

the estimated position errors should grow accordingly when the constraints are applied. 

As a consequence, estimated height errors are gradually increased at the beginning and 

end of the session as seen in Figure 7.13. As shown in Table 7.9, the latitude and longitude 

errors reach 9.3 5 and 4.05 metres, respectively. The DRMS is approximately 3.4 rn-. 



Figure 7.11.2D Position, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height Constmint Least Squares) 

Figure 7.12.2D Position, Section A, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height Constraint Least Squares) 



GPS nine [s] 

Figure 7.13. Height Constraint k t  Squares Position E m n ,  
Springbank, June 29,1996. 

(30° Cross-Track Cutoff Angle) 
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Both height and heading constrahts are used next. The observations, Knsor 

measurements and colstraht positioning periods of least squares are identical to those of 

the Kalman filter. As a consequence, the DOPs are also idaaicaL Figure 7.14 shows the 

DOP plot with height and heading constraint positioning- One notices that the GDOP is 

further reduced to about 8. The satellite geometq is effectively enhanced by height and 

heading constraims. 

The least squares estimator is fim employed. Figures 7.15 and 7.16 are 2D 

position plots of the height and heading constmint least squares solutions. Two 

discontinuities are obsexved. These are caused by the GPSsnly position updates. Errors at 

these points are mainly due to the sensor heading error, which grows in a quadratic 

fashion The sensor heading error, which affects the horizontal position accuracy, may be 

seen more obviously in Figure 7.17. Latitude error grows rapidly towards the end of the 

trajectory, although the maximum errors and standard deviations shown in Table 7.10 are 

still well within the requirements. The resultant DRMS is approximately 2.8 metres. 

Standard Deviation [m] 1 1 -9 1 0.77 0.48 

Table 7.10. Position Estimate Difference Between Reference Trajecto y and 
Height and Heading Constraint Least Squares Solutions, 

Springbank, June 29,1996. 
(30' Cross-Track Cutoff Angle) 

Max. Di&rence [m] 1 5.89 2.39 2.3 5 

Mean [mI 

Min. Difference [m] 1 0.08 0.00 0.00 

Latitude Longitude Height 

-1.87 -0.3 5 4-67 

Position Availability I 100 % 1 356 epochs 



Figure 7.14. DOPs, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height and Heading Constraint 

Least Sqoucs and m a n  Filter) 

Figure 7.17 shows the dBerence between the reference trajectory and the height 

and heading constraint least squares solutions with 20 error envelopes. Error envelopes in 

Figure 7.17 are reduced as compared to the use of the height constraint positioning in 

Figure 7.13. All position errors are within the error envelopes. The error envelope growth 

at the end of the session is caused by the error increase in the height and heading 

constraints as a function of time. Thus, the sensor error models descrii in Chapter 

Three take the actual errors into account very well. 

The Kalman filter estimator was also used. Figures 7.18 and 7.19 show 2D 

position plots of the height and heading constraint The Kalman filter solutions. Kalman 

filter solutions do not show a position discontinuitytY This smoothness is a significant 
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advantage ofKalman filters. As shown in Table 7.11, the accuracy and standard deviation 

are both superior to those of the least squares due to the smoothed solutions. The 

nmximm latitude and longitude errors are 4.15 and 1-42 metres, respectively. The DRMS 

is approximately 2.6 metres- The difference between the reference trajectory and the 

height and heading constraint K a b  filter solutions with Za estimated error envelopes 

are shown in Figure 7.20. The errors are mostly within emor envelopes, indicating the 

filter is worbg  properly. The error envelopes are similar to those generated by the least 

squares solutions. 

The accuracy o f  constraint positioning largely depends on the quality of calibration 

and operation time. Prolonged seasor constraint positioning should be avoided since the 

sensor errors are cumulative- 

Standard Deviation [rn] 1 1.33 0.58 0-5 1 

Table 7.11. Position Estimate Difference Between Reference Trajectory and 
Height and Heading Constraint Kalmm Filter Soiutions, 

Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle) 

Max. Difference [m] 1 4.15 1-42 2-42 

Mean [d 

Min Difference [m] I 0.00 0-00 0-00 

Latitude Longitude Height 

-2- 1 1 -0.45 4-67 

Position Availability I 100 % / 356 epochs 



Fi gum X15.2D Position, Springbank, June 29,1996. 
(30" Cross-Track Cutoff Angk, Height and Heading Constraint Least Squares) 

Fipn 7.16.2D Position, Section A, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height and Heading Constraint Least Squucs) 



GPS T i  [s] 

GPS Tune [s] 

Figure 7.17. Height and Heading Constraint Ltut Squares Position Errors, 
Springbank June 29,1996. 

(30" Cross-Tmck Cutoff Angle) 
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Figure 7.18.2D Position, Springbanlc, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height and Heading Constmint Kalman Filter) 

Figure 7.19.2D Position, Section A, Springbank, June 29,1996. 
(30° Cross-Track Cutoff Angle, Height and Heading Constraint f i lman Filter) 



GPS nine [sf 

F i p n  7.20. Height and Heading Conrtrrlnt K.lman Filter Position Errors, 
Springbank, June 29,1996. 

(30° Cross-Track Cutoff Angle) 
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7.13.2 CroatiTrack Cutoff Angle of 45 hgms 

At the cross-track cutoff angle of 45 degrees, the receiver no longer obsgve a 

suflicient number of satellites for the entire operation During two periods, the number of 

observed satellites drops to tbree for about 40 to 50 seconds as seen m Figure 7.21. The 

visible satellites during this outage period are PRN 2.7 and 9- There are also short outage 

periods in the middle of the session The DOPs during these outage periods become 

infinite as seen in Figure 7.22. Note that Figure 7.22 and the following DOP plots use a 

logarithmic vertical scale. Figures 723 and 7.24 show that the outage periods cause 

blanks in position estimates. Figure 25, position di&rence plot with 2s error envelopes, 

shows that the position displacements stay within the envelopes when solutions are 

availab1e. The standard deviations are 0.35 to 0.78 metres and the nuximum errors are 

1.12 to 3.44 metres as shown in Table 7.12. The DRMS is about 2.9m. Note that although 

the standard deviations in Table 7.12 are small, position availability is reduced to 73.9.h of 

time or 263 out of 356 epochs. 

Table 7.12. Position Estimate Difference Between Reference Trajectoy and 
Unaided Least Squares Soiutions, Springbank, June 29,1996. 

(4S0 Cross-Track Cutoff Angle) 

Mean [ml 
Standard Deviation [m] 

Max DBrence [m] 

Min. Difference [m] 

Position Availability 

Latitude Longitude Height 

-2.65 -0.64 -0.55 

0.78 0.46 0.35 

3 -44 1-12 1.51 

0.30 0.00 0.00 

73 -9 % / 263 epochs 



GPS Time [s] 

Figure 7.21. Viible Satellites, Springbank, June 29,1996. 
(4S0 Cmss-Track Cutoff Angle) 

GPS Time [s] 

Figure 7.22. WPs, Spriagbank, June 29,1996. 
(45" Cross-Track Cutoff Angle, Unaided Least Squares) 



Figure 7.23.2D Position, Springbmk, June 29,1996. 
( 4 5 O  Cross-Track Cutoff Angle, Unaided Least Squares) 

Figure 7.24.2D Position, Section A, Springbank, June 29,1996. 
(45' Cross-Track Cutoff Angle, Unaided Lust Squares) 



GPS nine [sf 

GPS 7ime [sf 

Figure 7.25. Unaided Lrut Squares Position Erron, Sp~gbank, June 29,1996. 
(4S0 Cross-Track Cutoff Anglc) 
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Next, height constraint least squares is used for computation. Satellites PRN 2.7 

and 9 form a weak geometry at the beginning and end of the session Consequently, very 

large DOPs an observed as seen in Figure 726. The DOPs during the two long outage 

periods which correspond to Section A grow at a very rapid rate. NDOP is larger than 

EDOP during these periods since the satellites are aligned roughly in an eastewest 

direction, This satellite constellation is typically seen in urban environments due to 

buildings dong the road (lkyashi 1996). NDOP and GDOP exceed 100. 

Figures 7.27 and 7.28 are the 2D position plots. Poor satellite geometry is 

reflected in the horizontal position errors seen in these figures. The differences between 

the reference trajectory and height constraint solutions with 2a error envelopes are shown 

in Figure 7.29. The envelopes of latitude a d  longitude are very large during the constraint 

positioning period suggesting a poor geometry which results in a poor horizontal 

positioning accuracy. The xnaximum position error reaches 41.1 metres in latitude and 

16.7 metres in longitude as shown in Table 7.13. The DRMS is approximately 9.6 metres. 

Latitude and longitude solutions oscillate at larger magnitudes than those with a cross- 

track cutoff angle of 30' as seen in Figure 7.29. This is probably caused by a poorer 

horizontd satellite geometq. The height error is within a reasonable level. The maximum 

height emor is 2.7 metres and the VDOP is approximately 1.0. The height constraint 

maintains the height error within an acceptable level, however, it may not improve the 

horizontal position accuracy significantly. There is one epoch when the solution did not 

converge. The position availability is 99.7% of time or 355 out of 356 epochs. 



GPS Time [s] 

Figure 726. DOPs, Springbank, June 29,1996. 
(4S0 Cross-Track Cutoff Angle, Height Constraint Least Squares) 

Table 7.13. Position Estimate Difference Between Reference Trajectory and 
Height Constraint Least Squares Solutioas, Springbank, June 29,1996. 

(4S0 Cross-Track Cutoff Angle) 

I Latitude Longitude Height 

Position Availability 1 99.7 % /o 1355 epochs 

Mean @I 
Standard Deviation [m] 

Max Difference [m] 

Mia Difference [m] 

- 1.20 4-11 -0.68 

8.85 3 -63 0.65 

41.12 16-67 2.69 

0.09 0.00 0.00 



Figure 7.27.2D Position, Springbink, June 29,1996. 
( 4 5 O  Cross-Track Cutoff Angle, Height Constraint Least Squares) 

Figure 7.28.2 D Position, Section A, Springbank, June 29,1996. 
(4S0 Cross-Track Cutoff Angle, Height Constraint h s t  Squares) 



GPS fime [s] 

GPS Time [s] 

Figure 7.29. Height Constraint Lcrst Squares Position Emrs, 
Springbank, June 29,1996. 

(4S0 Cross-Track Cutoff Angle) 
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Heading constraint is thm applied in addition to height constmint- Both the least 

squares and Kalman filter solutions are examined. Figure 7.30 shows the effectiveness of 

adding the heading constraint. The M)OP and GDOP are now reduced to approximately 

lo. Comparing Figurr 7.30 with Figure 726, the heading constraint improves the NDOP 

as well as EDOP. The heading constraint effeainy improves the horizontal sateme 

geometry- 

The position accuracy is also improved. Figures 7.31 and 7.32 are 2D position 

plots with height and heading constraint least squares The solutions are consistent. The 

standard deviations have improved to 1.79 metres in latitude and 0.84 metres in longitude 

as seen in Table 7.14. The DRMS is approximately 3.2 metres. A longitude error of 4.86 

metres in the middle of the session is seen in Figure 7.33. This error exceeds the 2o error 

envelope and may be caused by the GPS range errors which is not modeled. Since there is 

less redundancy in solutions in urban environments, these solutions become vulnerable to 

range errors- There is one epoch when the solution did not converge. Consequentiy, the 

position availability with height and heading constraint least squares is 99.7% of time or 

355 out of356 epochs. 

Table 7.14. Position Estimate Difference Between Reference Trajectory and 
Height and Heading Constraint Least Squares Solutions, 

Springbank, June 29,1996. (4S0 Cross-Track Cutoff Angle) 

Mean bI 
Standard Deviation [m] 

Max. Difference [m] 

Min. Difference [m] 

Position Availability 

Latitude Longitude Height 

-2.39 -0-6 1 -0-68 

1.79 0.84 0.64 

6.88 4.86 2.67 

0.08 0.00 0.00 

99.7 % / 355 epochs 



G D O P  

GPS Time [s] 

Figure 7.30. DOPs, Springbank, June 29,1996. 
(4S0 Cross-Track Cutoff Angle, 

Height and Heading Constraint Least Squares and Kdmaa Filter) 

Figures 7.34 and 7.35 show 2D position plots of height and heading constraint 

Kalman filter solutions. Kalman filter solutiotl~ are smoother than least squares soluti011~ 

due to the filtering process. The di&rences between the reference traj-ory and height 

and heading constraint solutions with 2a error envelopes are shown in Figure 7.36. Errors 

are within the envelopes except for the longitude aror in the middle of the session The 

error envelopes produced by the least squares and Kalman solutions are comparable. Table 

7.15 shows larger position displacements compared to Table 7.14. The latitude and 

longitude maximum position displacements of Kalman filter solutions are 7.3 1 and 1 1.1 1 

metres, respectively, while those of least squares solutions are 6.88 and 4.86 metres. This 

may be caused by the Kalman filter mechanism, which does not have a divergence state as 
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discussed in Chapter S k  It appears that the Ralroan filter produces solutions even with 

extremely poor measurements. The range residual checking algorithm did not warn of 

contaminated range measurements. More stringent error detection routines may be 

required. Position availability for height and heading constraint Kalmaa filter positioning is 

10W. The DRMS is approximately 3.2 metres. Position availabitity at a 45' cross-track 

cutoEaagle is summarized in Table 7.16. 

Tabk 7.15. Position Estimate Difference Between R e f c ~ c e  Trrjeeto y and 
Height and Heading Constraint Kalman Filter Solutions, 

Springbank, June 29,1996. 
(45" Cross-Track Cutoff Angle) 

I Latitude Longitude Height 

Table 7.16. Position Estimate Availability, Springbank, June 29,1996. 
(4S0 Cross-Track Cutoff Angle) 

Estimation Mode I Position Estimate Availability DRMS 

Mean ImI 
Standard Deviation [m] 

Max. Difference [m] 

Min Difference [m] 

Position Availability 

Unaided Least Squares 

Height Constraint Least Squares 

Sensor Constraint Least Squares 

Sensor Constraint Kalman 

-2-47 -0.68 -0.70 

1.63 1.05 0.63 

7.3 1 11-11 2.67 

0-00 0-00 0.00 

100 % 1 3 56 epochs 

263 epochs I 739% 2 . a  

355 epochs I 99.7% 9.6m 

355 epochs I 99.7% 3.2m 

356 epochsf loo?% 3.2m 



F i p n  7.31.2D Position, Springbank, June 29,1996. 
(4s0 Cross-Track Cutoff Angle, Height lad Heading Constraint Least Squares) 

Figure 7.32. 2D Position, Section A, Springbank, June 29,1996. 
(4s0 Cross-Track Cutoff Angle, Height and Heading Constraint Lust Squares) 





Figure 7.34.2D Position, Springbank, June 29,1996. 
(4S0 Cross-Track Cutoff Angle, Height and Heading Constraint Kalman Filter) 

Figure 7.35.2D Position, Section A, Springbank, June 29,1996. 
(45' Crass-Track Cutoff Angle, Height and Heading Constraint Kalman Filter) 



Figure 7.36. Height and Heading Constraint Kalman Filter Position Erron, 
Springbank, June 29,1996. 

(45O Cmss-Tnck Cutoff Angle) 
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7.1.3.3 Cr053-Tmck Cutoff An* of 60 Degeer 

Many satellites are rejected at a 60' cross-track cutoff angle. Figure 7.37 shows 

the v i s i e  satellites at a 60" cross-track cutoff angle. The munber of visible satellites is 

three in Section A and one to two in Section B. Unaided least squares barely works in this 

case. Figure 7.38 shows the W P s  and Figures 739 and 7.40 show the 2D position plots 

for the unaided least squans solutions. Position determination is nearly impossible at a 60' 

cross-track cutoff angle. Figure 7.41 shows the dserences between the reference 

trajectory and the unaided solutions with 2c error envelopes. When solutio~s are 

available, they seem good as seen in Table 7.17 and Figure 7-41. The DRMS is about 

2.0m However, the position availability is only 34.8% of  time or 124 of 356 epochs. 

Figure 7.37. Viible Satellites, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle) 



Standard Deviation [m] 1 0.52 0-33 0.54 

Table 7.17. Position Estimate Difference Between Reference Trajectory and 
Unaided Least Squares Solutions, Springbank, June 29,1996. 

(60° Cross-Track Cutoff Angle) 

M k  Difference [m] 1 1.28 0-84 1.17 

Me= [mI 

Min Difference [m] I 0.02 0-00 0.00 

Latitude Longitude Heigh? 

- 1-86 0-04 4-59 

Position Availability 1 34.8 % 1 124 epochs 

GPS Time [s] 

Figure 7.38. DOPs, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle, Unaided Least Squares) 



Figure 7.39. 2D Position, Springbank June 29,1996. 
(60° Cross-Track Cutoff Angle, Unaided Least Squares) 

Figure 7.40.2D Position, Section A, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle, Unaided Lust Squares) 



GPS [s] 

GPS Tim [s] 

Figure 7.41. Unaided Least Squarts Position Errors, Springbank, June 29,1996. 
(60" Cross-Track Cutoff Angle) 
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Height constraint least squares positioning is evaluated next. Figure 7.42 is the 

DOP plot for height consttaint least squares. Since the visible satellites in Section A are 

identical to those for a 45' cross-track cutoff angle, we see the DOPs growing rapidly as 

seen in Figure 7.26. NDOP and GDOP Occasionally exceed 100. One may notice two 

outage periods caused by hstdicient GPS observations. 

Figures 7.43 and 7.44 are 2D position plots. Height constraint least squ;ue~ 

solutions for a 60" cross-track cutoff angle behave similar to those for a 45' crosstrack 

cutoff angle except in Section B. There, no position is obtained. Figure 7.45 shows the 

differences between the reference trajectory and the height constraint solutions with 20 

error envelopes. The algorithm expects a large horizontal position error when the height 

constraint is activated and widen the error envelopes accordinglyY This error is largely due 

to a very poor horizontal satellite geomeay. The horizontal position accuracy of height 

coostraint least squares is poor as seen in Table 7.18 and Figure 7.45. The standard 

deviations of latitude and longitude are 15.73 and 6.06 metres, while maximum errors are 

42.35 and 16.62 metres, respectively. The DRMS is approximately 17.5 metres. One may 

notice larger latitude and longitude standard deviations in Table 7.18 compared to Table 

7.13. This is due to a poor GPS coverage. Position availability is 58.2% of time or 207 out 

of 3 56 epochs. Therefore, height constraint improves position availability by 23 A%, from 

34.8% to 58.2%, although the accuracy is not satidactory. 



Figure 7.42. DOPs, Springbank, June 29,1996. 
(60° Cross-Track CutoRAnglc, Height Constraint Least Squares) 

Standard Deviation [m] I 15-73 6.06 0.82 

Tabk 7.18. Position Estimate Difference Behvan Reference Trajectorg and 
Height Constraint Least Squares Solutions, Springbank, June 29,1996. 

(60° Cross-Track Cutoff h g k )  

Max. Dierence [m] 1 42.35 16-62 2.3 8 

Mean [ml 

Min Differace [m] 1 0.07 0-13 0.00 

Latitude Longitude Height 

4-13 2.11 4-93 

Position Availability 1 58.2 % 1 207 epochs 



Figure 7.43.2D Position, Springbank, Jane 29,1996. 
(60° Cross-Track Cutoff Angle, Height Constraint Least Squares) 

Figure 7.44.2D Position, Section A, Springbank, June 29,1996. 
(60" Cross-Track Cutoff Angle, Height Constraint L a s t  Squares) 
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Figure 7.45. Height Constraht Least Squares Position Errors, 
Springbank, June 29,1996. 

(60° Cross-Track Cutoff Angle) 
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Height and heading constraint positioning could not provide position estimates in 

Section B. Heading consaint r@es a previous position to compute @ and A. The 

previous position is treated as a constant, and the heading is evaIuated fiom this point. If 

the vehicle turns during an outage period, as shown in Figure 7.46, the sensor heading 

may give a firlse constraint to the cumnt position estimate. Therefore, the algorithm must 

include logic which shuts down the heading constraint if the previous position is missed. 

This logic is implemented to avoid a false heading constraint after an outage period. One 

may notice from Figure 7.37 that the number of visible satellites drops to one at some 

locations. The heading constraint is then shut down and is not used until good GPS 

coverage is obtained. 

The position propagation using the last vehicle velocity and gyro heading during 

the outage period was examined but was not accurate enough to meet the requirement. 

"True" position 
after outage 

period 

Positions during 
outage period Vehicle heading after 

outage period 

Last position "Constrainedn 
update - position 

w estimate 

Figure 7.46. False Heading Constraint 
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This is due to the vehicle accekrations and deceledons for a relatiwly short period m 

urban areas. 

WPs of height and heading =rutmint least squares and Kalmaa filtering are 

shown in Figure 7.47. GDOP and N W P  are reduced to approxinlately 10 during the 

constraint period. Figures 7.48 and 7.49 are ZD position plots of height and headiog 

constraint least squares solutions. There are outage paids in Section B. The merences 

between the reference trajectory and the height and heading constraint least squares 

solutions with 20 error envelopes are shown in Figure 7.50. The standard deviations of 

latitude and longitude are 2.21 and 0.83 metres and the maximum errors are 5.83 and 2.51 

metres, respectively, as shown in Table 7.19- The DRMS is approximately 2.9 metres. 

Position availability is 58.2% oftime or 207 out of 356 epochs. 

GPS Time [s] 

Figure 7.47. DOPs, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle, 

Height and Heading Constraint Least Squares and Kalman Filter) 



Figure 7.48. 2D Position, Springbank June 29,1996. 
(60° Cross-Tnck Cutoff A n g l ~  Height and Heading Constraint Least Squares) 

Figure 7.49.2D Position, Sectioa A, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle, Height and Heading Constraint Least Squares) 



GPS Time [s] 

Figure 7.50. Height and Heading Constraint Least Squares Position Errors, 
Springbank, June 29,1996. 

(60' Cross-Track Cutoff Angle) 
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Table 7.19. Position Estimate Difknnct Between Reference Trajectory and 

Height and Heading Coastmint Least Squares Sdutions, 
Springbank June 29,1996. 

(60° Cross-Track Cutoff AngIe) 

Mean Cml 
Standard Deviation [m] 

Max. D i i e n c e  [m] 

Min Di&rence [m] 

Position Availability 

Latitude Longitude Height 

-1.62 4 2 2  -0-93 

2.2 1 0.83 0.8 1 

5.83 2-5 1 2.23 

0.00 0.0 1 0.00 

582 % / 207 epochs 

Figures 7.51 and 7.52 are 2.D position plots of height and heading constraint 

Kalman filter solutions. As seen in TabIe 7.20, the standard deviations of latitude and 

longitude are 1.85 and 0.82 metres and the maximum errors are 6.75 and 2.82 metres, 

respectively. The DRMS is approximately 2.7 metres. Figure 7.53 shows the differences 

between the reference trajectory and the height and heading constraint Kalmaa filter 

solutions with 20 error envelopes. Position displacements are mostly within the envelopes. 

In general, the solutions at a 60" cross-track cutoff angle are similar to those at a 45' 

cross-track cutoff angle but the availability is significantly reduced. Position availabii is 

the same as that of height and heading constraint least squares solutions, 58.2% or 207 

out of 356 epochs. A summary of position availability is given in Table 7.21. 



Figure 7.51.2D Position, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angk, Height a d  Heading Constraint Kalman Filter) 

Figure 7.52.2D Position, Section A, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle, Height and Heading Constraint Kalman F i r )  



GPS 7Xme [s] 

GPS Time [s] 

Figure 7.53. Height and Heading Constmint a m a n  Filter Position Errors, 
Springbank, June 29,1996. 

(60' Cross-Track Cutoff Angle) 



Table 7.20. Position Estimate Difference Between Reference Trajectory and 
Height and Heading Constrrint -an Filter Solutions, 

Springbank June 29,1996. 
(60° Cross-Track Cutoff Angle) 

Table 7.21. Position Estimate Availability, Springbank, June 29,1996. 
(60° Cross-Track Cutoff Angle) 

Estimation Mode I Position Estimate Availability DRMS 

Mean [ml 

StandardDeviation[m] 

Max. D i f f i c e  [m] 

Min. Di&rence [m] 

Position Availability 

Unaided Least Squares 

Height Constraint Least Squares 

Sensor Constraint Least Squares 

Sensor Constraint KaIman 

Latitude Longitude Height 

-1 -83 4-30 4-94 

1.85 0.82 0.81 

6-73 2-82 2.67 

0.07 0.00 0.01 

58.2 % 1207 epochs 

124 epochs / 34.8% 2.0m 

207 epochs 1 58.2% 17.5m 

207 epochs / 58.2% 2.9m 

207 epochs 1 58.2% 2.7m 



7.2 Downtown Calgary Fidd Test 

7.2.1 Objectives and Strategies 

The objective of the downtown testing is to obsem system behavior in an actual 

and signal masking environment. Major weaknesses of the system are that it reqyires a 

minimum of two satellites in an appropriate geometry for computation and a previous 

position is always required for the heading constraint. Since Cdgary has a skywak 

network called +IS, there are occasions when all satellite si@s are temporarily blocked 

by a skywalk Although the ideal solution would be to integrate a DR positioning device in 

the absence of GPS, it was not ailowed for this project since portability was a primary 

requirement Instead, the algorithm was modified to compensate for this weakness. This 

revised logic is based on an assumption that the vehicle does not turn during an outage 

period. Although this assumption initially sounds umeasonable, we can expect better GPS 

coverage at intersections and intersections are mody comected by straight roads in 

downtown Calgary- By making such an assumption, we can still activate the headiig 

constraint with a position estimate before the outage period and provide more positioning 

solutions. Note that this kind of assumption should only be made for relatively short 

periods since the program may become unstable and solutions may diverge. This testing is 

only intended to show the potential of the system in a harsh environment. 

Bullock (1995) examined the GPS signal availability in downtown Calgary and the 

position availability was between 58 % and 83 % (Bullock 1995). Thus, the GPS si& 

availability in downtown Calgary varies depending on the route selected, time of 
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operation, etc. The range aror detection logic is critical to the sensor constmint 

navigation system since it relies on "good" B S  update to calibrate and initialize the 

sensor measurements. Two detection routines are impiemented in the system, F i  the 

solution without constraints is computed each time and the range residuals are compared 

to a predetermined threshold value. The residual threshold is optimized for best results. 

Second, the horizontai and vertical accelerations are monitored and a warning is given if 

the acceleration exceeds an expected number determined fkom the vehicle dynamics. These 

threshold values are given in the folfowing sections. 

7.2.2 Route Description 

The field test was conducted in downtown Calgary on August 17, 1996. The test 

route is shown in Figure 7.54. The system was mounted in a 1996 Pontiac Suufire. The 

reference station was located on the roof of the Engineering Complex building at The 

University of Calgary. Data was coUe*ed evay second The distance between the 

reference station and the rover vehicle ranged between 4 and 7 kxn. The location is far 

fkom ideal for GPS positioning since there are numerous multi-storey buildiags, +1S 

slqwaks, reflective glass surfaces and heavy tratFc. There were also several occasions 

when the test vehicle was surrounded by Large busses and trucks, blocking additional 

satellite signals. 

There is a railroad between 9th and 10th avenues and the satellite visibility is f&ly 

good on 9th avenue. However, 10-storey or higher hotels aad buildings along 9th avenue 

could be major multipath sources. Such is the case around 3rd avenue and 5th street as 



Figure 7.54. Test Route, Downtown Cdgarg, August 17,1996 

well. The buildings there use mirrored windows to reflect sunlight. These window also 

reflect GPS signals quite efficiently- 4th and 8th avenues are in the downtown core where 

satellite v i s i b i i  is extremely poor. Road width ranges fiom approrimatdy 10 to 15 

metres. Most roads have four lanes. 

The satellite visibiity plot is given in Figure 7.55. The number of visible satellites 

changes rapidly because of the dynamic environmat and ternpow sateate blockage. 

One may notie fiom Figure 7.55 that there are two sectiom when the number of satellites 

is always less than four. There is also a m m k  of instances when ody one sigd is 



GPS Time [s] 

Figure 7.55. Visible Satellites, Dowatown Calgary, August 17,1996 

available. Therefore, it is UnlikeIy that one would receive continuous solutions fiom the 

sensor constraint GPS navigation system, which requires two signals for computation. 

7.2.3 Test Results 

7.2.3.1 Unaided GPS Results 

Figure 7.56 shows DOPs for the unaided least squares solutions. The GDOP 

ranges between 15 and 30 when available- For reference, the 2D positions are plotted on 

the route map as shown in Figure 7.57. Note that this route map is neither amrate nor 

precise. The route map is used here to measure the consistency of the positioning 

solutions. One may conclude &om Figure 7.57 that unaided GPS positioning is simply not 
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d c i e n t  for urban land navigation applications Solutions are obtained only on the edge 

of downtown This result agrees with the satellite Visibility plot, Figure 7.55, in which 

there are two long GPS signal outage periods. The first outage period starts near 9th 

avenue and 7th street and ends at 3rd avenue. The second one starts at 3rd avenue and 

centre street and ends at 11th street. Position availability is 35.1% or 351 out of 1001 

epochs. 

GPS Time Is] 

Figure 7.56. DOPs, Downtown Calgary, August 17,1996. 
(Unaided Least Sqasues) 



Figure 7.57.2D Position, Downtown Calgary, August 17,1996. 
(Unaided Least Squares) 

7.2.3.2 Height and Heading Constraint GPS Results 

The DOPs for height and heading constraint positioning are shown in Figure 7.58. 

Compared to the DOP plot of unaided least squares, Figure 7.56, an improvement 

is immediately seen The DOPs for the least squares and Kalman filter are identi4 

since they share the same algorithm and data set. When the height constraint is 

applied, the VDOP is always approximately 1-0. The satellite geometry is 

sufkiienty enhanced in that we do not see any DOP outliers in Figure 7-58. 



GPS Time [s] 

Figure 7.511. Doh, Downtown Calgq,  August 17,1996. 
(Eeight and Heading Constraint Least Squares and Urnan Filter) 

The least squares positioning mode is first examined. Threshold values used for 

computation are summatized in Table 7.22. The horizontal acceleration is taken fiom the 

rmucimum acceleration of 0-60 mph of the test vehicle, a Pontiac Sunfire. Since the test 

vehicle was driven gently, the acceleration should not exceed the threshold without GPS 

range errors. The vatical acceleration is less than the horizontal considering the vehicle's 

dynamics. The NovAteI G P S C ~ ~ ~ ~ ~  gives good mge measurements and the range 

threshold used is therefore very tight. The threshold of 1.5 metres, which provided the 

best result, is rrspectable considering a noisy range measurement, frequent satellite 

constellation changes and the banh multipath environment. If the threshold is larger than 

this number, it is more likely that the algorithm d introduce range aron into the 
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solution. If it is d e r ,  the algorithm will keep aaivating sensor coasaaints without 

adequate iaitializations and cal%rations. For the best performance, both extremes should 

be avoided- 

Table 7.22. GPS Range Error Detection Thresholds, 
Downtown Cdgany, August 17,1996. 

(Height and Heading Constraint Squares) 

Range Residuaf I 1.5 m 

Target 

Horizontal Acceleration 

Vertical Acceieration 

Figure 7.59.2D Position, Downtown Cdgaq, August 17,1996. 
(Height and Heading Constraint Least Squares) 

Threshold 

4 m/s2 

1.5 m/s2 
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Figure 7.59 shows the eff'kct of height and heading tomstmint. W e  have a good 

number of positioning solutions throughout the sessior~ It is expected that we would not 

obtain continuous solutions because of the limitation of two-satellite positioning8 Indeed, 

solutions in the d o ~ o w n  are not continuous. There are numetous blanks b e e n  

estimates. Due to the revised algorithm, we are still able to maintain the heading coastraim 

after an outage paiod. Position availat,* is 69.4% or 695 out of 1001 epochs. There is 

one section on 8th avenue where heading coastraint provides fase information This is 

likely due to heading initiation with a GPS solution which contains an undetectable 

mdtipath magnitude. The implemented error detection routine was not sufficient enough 

to find all range errors. The range residuals may not be suitable for the error threshold 

since there are not redundant solutions in urban environments due to fewer obsenmtions- 

Another multipath error detection strategy may be desirable for the superior performance. 

The Kalman filter positioning mode is then employed. This 8-state Kalrnan position 

fiIter uses GPS range rneasuremmts and sensor measurements for update. An advantage 

of the Kalman filter is that it gives a smooth trajectory. This prop- gratly hdps when 

the satellite constellation changes. However, a Kalman Kahnanter solution contains a response 

delay due to the filtering process. The range residual threshold must be increased, 

otheMlise the algorithm would keep activating the sensor constraint without proper 

initialization The threshold number of 3 metres gave the best perfofmatlce for this 

particular data set with the Kalman filter. This compromise will increase the possibility 

that undetectable multipath may degrade the position accuracy. Threshold values are 

summarized in Table 7.23. 



- - 

Targt I Threshold 

Figure 7.60.2D Position, Downtown Cdgm, August 17,1996. 
(Height and Heading Constmint Urnan  Filter) 

Range Residual 3.0 m 



159 
Figure 7.60 shows the 2D position plot of height and heading coastrsint Wman 

filter solutions. The result is not as good as Figure 7.59 due to a less stringent range 

residual threshoId and thus -or error control. The Kalman fitter tends to break down 

when a fithe constraint is introduced 0.e. when the initialization and & i o n  is not done 

properly). Note that this filter already has a huge horizontal spectral density of 4OO rn2/s3 

plus adaptive logic which only increases this number. The filter would break down if a 

larger spectral density is used. As expected, the multipath-induced heading error is larger 

than that of least squares on 8th averme. In addition, the solutions on 3r4 6th and 9th 

avenues are not as consistent as those in Figure 7.59. Another multipath detection logic, 

which does not rely on the range residuais, would be necessary to improve the acwacy of 

the Kalman filter sofutions The Kalman filter produces slightly more position solutions 

than the least squares d m ,  70.4% or 705 out of 1001 epochs. This may be due to the lack 

of divergence state in the Kalmaa fiIter as d i d  in the simulation section Position 

availability is sunmrarized in Table 7.24. 

Table 7.24. Position Estimate Availability, Downtown Cdgq,  August 17,1996 

Positioning Mode 

Unaided Least Squares 

Height and Heading Constraint Least Squares 

Height and Heading Constraint ISalman Filter 

Position Availability (total 1001 epochs) 

351 epochs / 35.1% 

695 epochs 1 69.4% 

705 epochs / 70.4% 
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Figure 7-61 gives a vertical view of the position solutions. The unaided least 

squares soIutions apparently contain enon. These errors may be due to muhipath. 

Although the height and heading constraint least squares solutions are much more 

consistent, they el00 have spike-like erron. These spikes may be caused by in-vehicle 

presswe disturbances, which occur during acceleration and deceleration This effect is 

inevitable since a vehicle repeats the stopand-go maneuver in an urban a m  Height and 

heading constraint Kalmaa filter solutions are less consiptent than those of least squares 

because of the iaferior error detection threshold- 

GPS 7ime [s] 

Fignre 7.61. Vertical Position, Dowaatown Calgary, August 17,19% 



CaAPTER EIGHT 

CONCLUSIONS AND RECOMMENDATIONS 

8.1 Conclusions 

The height and heading constmint navigation system deveIoped herein si@CIllltly 

improves the possiility of GPS navigation in urban enviroments. For the cases tested, it 

improves the positioning availabii by 24 to 35% while mostly mahtahhg the 

positioning accuracy within 10 metres DRMS. The barometer and gyro infirmation 

enhance the satellite gemmetry. In the process, they can also constrain the vertical and 

horizontal positioning estimates to minimke the error caused by poor GPS signal quality. 

Since the accuracy of the sensor constraint solution degrades with time, the system 

requires periodical sensor data initialization and diration with good GPS data for the 

best results. 

The urban canyon simulations using the virtual wall concept are examined to 

evaluate the pedormance of the height and heading constraint navigation system, The 

v h a l  wall concept is proven to be usefbl to simulate the urban enviroment. The concept 

successllly creates the weak satellite geometry which is often seen in the urban areas 

(Hayashi 1996). The fidl availability of GPS signals provides a precise reference trajectory 

which is used to assess the accuracy of the constrained solutions. It is shown that the 

sensor measurements improve the DOPs significantly. The height constraint navigation 

method done may not be suitable for urban land navigation. This technique enables a 

three-satellite positioning, however, three satellites form poor horizontal satellite geometry 
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more likely and it degrades position accuacycuacY The poor horizontal geometry is caused by 

obstnrctions wbich mask sateme signals on each side of the vehicle. The heading 

constraint introduces an additional horizontal constraint to the solution. This enhances the 

horizontal geometrical strength. For these simulations, height and heading constraim 

navigation improves position wailability by 26% for a cross-track cutoff angle of 45 

degrees and 24% for 60 degrees. In this test, errors induced by employing height and 

heading constraints do not degrade accuracy beyond the 10 metres DRMS which is the 

requirement for this project. 

The least squares solutions become discontinuous when the satellite constellation 

changes as well as during transitions between the sensor constraint and the unaided 

solutions. The Kalman filter solutions are smooth and more consistent due to the filtering 

process. The overall performance of least squares and the Kalman filter are comparable. 

However, the error detection logic used herein for Kalrnan filter could not detect the range 

error as effectively as that for least squares. This was caused by larger range residuals of 

Kalman filter which forced to use a larger error detection threshold As a conse~uence, the 

Kalman filter solutions seem more affected by range errors than the least squares 

solutions- 

Actual downtown testing revealed some limitations. The position adability of the 

unaided least squares is 35.1% of time in this test., which may be worse than the position 

availabiity in downtown Calgary conducted by others (Bullock 1995). This poor result 

may be caused by the harsh test route enviroment. This is fhr fiom sufficient for urban 

navigation applications. The position availability is improved to apprordmateIy 70?h of 
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time with height and heading constraints. String@ GPS range error detection logic is 

needed since GPS signals may be contamhted by d t i p a t h  The error detection logic 

implemented is not sufEcient. ?bus, thexe are still sow undetectable GPS range aron 

which give a fklse initial heading deteemjllSIfi011 The height and heading coactraint 

positioning solutions are consistent but incIuding vertical position "spikes". They are likely 

due to in-vehicle pressure disturbances. 

The Kalman filter soIution has a delay because of the filtering process. The delay 

appears as a larger GPS range residual. This forces the error detection logic to be less 

stringent than that of least squares in order to adequately calibrate the sensor information 

Consequently, the Kalman filter positioning solutions are not as good as those of least 

squares. However, they still track the test route f i l y  well, considering the ~areme1y poor 

GPS signal reception and harsh muhipath enviro~unent in downtown 

8.2 Recommendations 

Some weaknesses of the system have been pointed out. Probably, the biggest is 

that the system requires a minimum of two visible satellites to update the solution This is 

a major drawback since alI satellites are frequently blocked in downtown Calgary by the 

+15 skywalk network Ideally, continuous positioning is desirable for the heading 

constraint which utilizes a previous position as a 6 g  point. The revised algorithm, 

which is based on the assumption that intersections are comected by straight roads, would 

not work well in a city where intersections are ~ 0 ~ e C t e d  by curves. The author strongly 

recommends that the system be combined with a distance seasor such as an odometer or 



164 

accelerometer The distance sensor can be incorporated into the constraint algorithm as a 

distance constraint or used to complete DR positioning with a gyro. Another possiiility is 

to use an on-board precise clock If the clock is stable enough, the receiver clock offjet 

may be estimated for a certain period This will enable one-satellite positioning. 

Another weakness of the system is that it quires periodical sensor data 

initialization and cali'bration This should be performed with healthy GPS solutions. 

However, the determination of the quality of GPS solutions is extremely dEcult in a less- 

than-perfect environment since there is far less redundancy. The error detection logic 

implemented, which relies on the range residual, DOP and vehicle dynamics, may not be 

sdlicient. There are still undetected range errors causing sensor initialization and 

&%ration arors. Another error detection stratepy, which detects range errors more 

effectively, is highly remmmended. 

The concept of sensor constraint may be utilized in numerous applications and its 

algorithm is @e simple. However, one should give great attention to the sensor 

characteristicsS The accuracy of sensor constraint positioning is directly proportional to 

the accuracy of the sensors. Therefore, quality monitoring and control of  sensor data may 

be required. The senson used in this project have been tested in a controlled environment 

(factory laboratory) before shipment. The spdcations of the sensors are given by the 

manufacturercturer Other tests are neded on-site to determine the short and long term stab'llity, 

relation between the unit temperature and output, etc. Some of these properties may 

change as the unit ages. It is therefore highly recommended that these properties be 

routinely checked to ensure optima performance. 
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This system has been devdoped using NovAtel G P s C ~ ~ ~ ~  receivers but the 

algorithm itself is totally independent of the GPS receiver used. Although the data logging 

program is tightly integrated with NovAtel commands, adaptation to any other receiver 

would not be difficult. The navigation program is designed to accept any 

C%AV~/FLYKIN~~ format GPS raw data, barometer and gyro fiies. The a d l  

may be done by changing filtering parameters and aror detection thresholds. 
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