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Normal Vs. Abnormal Behavior 
 
 The term “outlier” refers to data that deviates significantly from what is 
considered normal. Outliers are often of interest since they may indicate that 
data was generated by a mechanism other than the expected one [23], or may 
indicate abnormal or suspicious behavior. The modeling and analysis of 
normal vs. abnormal behavior proves useful in security-related areas such as 
biometrics, video surveillance and intrusion-detection, as well as in other areas 
such as medical imaging, among others. 
 There are a number of approaches currently used, such as neural 
networks, distance-based analysis and clustering methods. Deciding which is 
the best fit depends on such things as the type of data and how much is 
known about the normal or expected behavior. Another important 
consideration is the goals involved, for example whether or not real-time 
performance is important.  
 Neural networks can be used to classify data and they use what is 
called a “single-class classification” system when the goal is just to discern 
normal behavior from abnormal (as opposed to a “multi-class” system) [5]. In a 
neural network, a network of processing units work in parallel and a learning 
machine called a “classifier” makes decisions based on training data and rules 
(for example a threshold). One drawback is that a lot of training is required to 
minimize the risk of flagging normal behavior as abnormal [5]. Artificial training 
data can be used to better train the system [18]. Another potential drawback is 
that the training data must be assumed to be outlier-free, which may not be 
possible [5].  
 There are a number of different possible implementations for neural 
networks. Computing “single-thresholds” involves training with normal data 
and choosing a threshold from the data (based on statistics). If a sample 
exceeds the threshold it is flagged as abnormal. Computing “double-
thresholds” involves choosing two such thresholds, and provides a measure of 
degrees of abnormality, rather than a binary “normal or abnormal” decision. 
There are a number of other implementations and algorithms that can also be 
used [5].  
 The “self-organizing map” is a popular neural-network approach that is 
often used for spatial proximity problems [5]. Here, a “winning neuron” is the 
unit whose output is closest to an input vector on some measure. This can 
then be compared to a threshold to see if it is abnormal [5]. An example of this 
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can be found in [20]. They designed a system meant to detect abnormal 
pedestrian behavior in surveillance videos. The neural network was trained on 
normal trajectories, and when presented with input, the “winning neuron” was 
the one with the smallest Euclidean distance from the input vector. This was 
then compared to a threshold and flagged as abnormal if it exceeded it. The 
system could be used to examine trajectories on a point-by-point basis or to 
examine partial trajectories (which makes real-time performance possible). In 
practice, they found that while the performance was satisfactory, a lot of 
training was needed to avoid false alarms [20]. 
 In addition to neural networks, other “training” models may be used. 
When a normal or expected behavior is known, it can be stored and the inputs 
then compared to it in order to determine whether or not they deviate. A 
potential example is described in a white paper for the Oracle 10g database 
[19]. They suggest that expected routes for ships could be stored and new 
records inserted in real-time as ships’ location reports come in. Each new 
record would be compared to the expected route, and a database trigger 
would flag the behavior as abnormal if it deviated significantly from the 
expected [19]. Here, an acceptable level of deviation would need to first be 
determined. 
 Distance-based approaches are common, particularly when dealing 
with spatial data since the physical neighborhood plays an important role in its 
analysis [23]. Spatial data deals with points, lines, polygons and location [1] 
and the spatial neighborhood can be defined based on attributes like location, 
distance and adjacency [23]. The approach was proposed by Knorr and Ng 
(1998, as cited in [21]), and they defined a point p as an outlier if there are no 
more than k points in the set that are at a distance of d or less from p (where k 
and d are some chosen values).  
 To determine if a point is an outlier by this definition requires the 
computation of the point’s k-nearest-neighbors (k-NN) and their distances 
(often Euclidean) from the point. There are various ways to do this, for 
example nested loop algorithms, which check the distance from the point to all 
other points. More efficient nested loop algorithms (such as the one in [2]) can 
make use of “pruning”, which detects points that can’t be outliers (due to small 
distances) and removes them from the test [2]. Another nested loop algorithm 
[21] computes the distance from each point to its kth nearest neighbor, and the 
n points with the highest distances are defined as outliers [21]. 
 There are a number of possible proximity queries that may be used. 
Three types are identified by [3]. "Range queries" attempt to find all elements 
within a certain distance from a point. The "nearest neighbor" query finds the 
single closest neighbor to the point while a "k-nearest-neighbor" query finds 
the k nearest neighbors to that point [3]. In addition, there are a number of 
algorithms that can be potentially used in nearest-neighbor querying, for 
example the increasing radius algorithm, backtracking methods, priority 
backtracking, and other algorithms specifically designed for these types of NN 
queries [3].  
 Partitioning can also be used to capture proximity information such as  
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k-NN. For example, Knorr et al. [15] divided a 2D space into square cells 
which they used to detect outliers. They found that this performed better than 
a nested loop algorithm [15]. The Delaunay tessellation is the basis for many 
good proximity searching algorithms (according to [3]) and Voronoi diagrams 
can capture proximity information even more completely (according to [1]).  
 In a moving situation, the dynamic Voronoi diagram ([9]) can be used in 
dynamic nearest-neighbor searching. One model [7] simulates sea-surface 
navigation, using the kinetic Voronoi diagram as a collision-detection 
mechanism by updating the nearest-neighbors of the object [7]. A similar 
approach could perhaps potentially be used in the dynamic detection of 
abnormal behavior as well. A description of the dynamic Voronoi diagram 
including its properties and how to construct it can be found in [9]. Another 
approach to the computation of nearest-neighbors is proposed by [14], who 
use a tree where each node is associated with a cell in space and a recursive 
algorithm computes the nearest-neighbors. In this dynamic model, when the 
cell centers move, the data structure is updated [14]. 
 Feature-extraction can be useful in outlier detection and may involve 
methods based on edges, lines and curves, template methods, and others 
[29]. The approach was used in early face recognition methods, which 
involved computing the distance between important points in 2D [29]. Samples 
can be used as training data and a test input can then be compared to these 
to check for a match [18]. 
 An example of this is a system designed for analysis of medical images 
[25]. Here, images are divided into parts and features are extracted from 
“regions of interest”. The feature vector is compared to each of its k-nearest-
neighbors (in a database of normal images) and each neighbor “votes” on 
whether the image region is normal or not (this is what is called the 
"consensus scheme" by [18]). The result is a weighted probability indicating 
the likelihood that the image is normal [25].  

Feature vectors can also potentially be used [13] to identify anomalous 
shipping routes. In the model proposed in [13], they use Voronoi diagrams to 
partition the area into regions called “micro-neighborhoods”, each of which has 
a corresponding feature vector (for example it may contain a field called 
“airport in area” which may contain a “1” or a “0”). Similarly-behaving micro-
neighborhoods are grouped to form “macro-neighborhoods” and their feature 
vectors are averaged to form a “composite feature vector”. Then, it is possible 
to look for unexpected associations between a path and areas not on its 
expected trajectory, which may indicate deviations such as a stop-over [13]. In 
addition, layers such as "drug zones" can be used to search for associations 
that can’t be found by the traditional methods of spatial autocorrelation [13]. 

A dynamic approach using features is described by [16], who worked 
on modeling human trajectories for surveillance using A.I. methods and 
statistics. They retrieved features from the trajectory (for example distance 
traveled, position (X and Y), and acceleration) and trained a SVM (Support 
Vector Machine - a learning and classification mechanism) to classify them as 
normal or abnormal based on stored normal trajectories. This model could be 
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used on either the entire trajectory, segments of it, or point-by-point, making 
real-time use possible [16].  

Principle Components Analysis (PCA) is a method that has been used 
to measure the difference between 2 images, for example for use in face 
recognition [4]. It involves identifying major directions in the vector space as 
well as corresponding strengths of variation in the data [4]. In face recognition 
this has been used to yield a well-known result known as the "eigenface" [4]. 
In face recognition, if 2 images of the same subject are given, the PCA 
algorithm will identify areas of change, and if 2 different subjects are given will 
give a result that appears random [4]. A dynamic PCA approach was 
suggested by [4], and PCA was also used by [8] to determine "anomalous 
pixels." They chose a threshold for whether a pixel was anomalous or not, 
then chose regions of interest (ROIs). Feature vectors were extracted and 
compared to their expected vector to determine if they passed the threshold or 
not [8].  

Cluster-based methods can be useful as well in outlier detection, for 
example when analyzing point data. It involves partitioning data into groups so 
that there is a high degree of similarity between objects within the group and 
the data is dissimilar to objects outside the group [28]. In spatial data, this 
often involves a Euclidean distance measure, but data may clustered based 
on other measures as well, for example in the previous example involving 
micro- and macro-neighborhoods [13], features were used. An object is an 
outlier if it does not belong to the cluster.  

There are various methods for clustering data. One approach is to link 
objects by edges if they are within a certain proximity to each other, for 
example using a Delaunay triangulation [1]. Density-based clustering forms a 
cluster of points where the density is above a certain threshold; then outliers 
are points where the data is less dense. Another method of clustering is 
partitioning. Here, data is divided into a number of groups, and objects are 
exchanged among the groups until the cluster quality stops improving [28]. In 
the “k-means” algorithm, for example, the cluster is represented by a mean 
and the exchanging stops when the average distance of objects from that 
mean converges to a minimum [28]. 

A description of how to deal with network based clustering can be found 
in [28]. They present a storage method for network data, as well as a partition-
based algorithm with density-based and hierarchical clustering (which involves 
the bottom-up merging of clusters [28]). They experimented with it using real 
road networks, and according to [28] it can use different types of weights on 
the edges, for example "time to travel," cost or Euclidean distance [28]. 

An algorithm using nearest-neighbor clustering has been proposed [6], 
and makes use of Voronoi diagrams and a neural network, meant for when 
problems must be solved in real-time [6]. The Voronoi cell is constructed for 
each point; then these are grouped into clusters representing each class of 
patterns [6]. A neural network is used for classifying points.  

Many approaches involve modeling density and rejecting test patterns 
that fall in regions of low density [18]. Hypothesis testing can also be used to 
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determine whether a given test sample comes from the same distribution as 
the training data, for example using a t-test [18]. These and a number of other 
anomaly-detection approaches use statistical methods, such as means, and 
assume that the data has a normal (Gaussian) distribution (and that the 
outliers are known if they are present in the data), for example density-based 
algorithms. They are termed “parametric” approaches. Others, such as the k-
nearest-neighbors method, are called “non-parametric” and do not require 
such statistical assumptions [18]. Non-parametric algorithms, for example 
those involving a threshold, may require the experimenter to choose the value 
for the threshold themselves based on what they believe is an acceptable level 
of deviation and their own definition of what constitutes an outlier in the 
particular situation. 

In addition to the main categories of outlier-detection methods, there 
are a number of others as well. The OUTLAW system [12], for example, 
analyzes cargo routes for abnormal behavior by correlating several 
parameters in different layers and by analyzing spatial proximity. It also uses 
overlaid maps and rules, and flags a route as abnormal if the number of flags 
crosses a certain threshold [12]. This method differs from traditional methods 
which are often deviation-based, distance-based or density-based, according 
to [12]. The authors draw attention to potential problems with traditional 
methods. For example, where clustering is used it is possible that the entire 
cluster itself could be an outlier (which would then not be detected) [12]. In 
addition, most outlier detection approaches yield a binary result with the object 
in question being flagged as either an outlier or not, rather than providing 
degrees of deviation [12]. 

Shape analysis is another method that is suggested in [26] and has 
been used in face recognition. It uses shape theory to model activity with a 
polygonal shape, based on the idea that each object is a moving mass or 
particle. “Static shape activity” refers to when the shape formed by moving 
particles stays relatively similar over time, and “dynamic shape activity” is the 
pattern of global motion over time [26]. It is possible to learn the dynamics of 
deviations, and then look for temporal or spatial abnormalities by calculating 
their probabilities (if low then it is likely abnormal). This was used on the 
example of people getting off of an airplane. Since there is an expected route 
that they follow while walking toward the airport, the overall shape they will 
create as they do so will follow a certain expected pattern. If deviations occur 
(for example someone walks erratically off the path) this can be detected and 
measured [26]. 

Another model [27] analyzes “change points” which are the times when 
significant deviation from the normal occurred, and may be of interest. Their 
model uses auto-regression statistical methods and it updates parameters to 
give past examples less weight. Each data/time point is given a score (higher 
meaning it is more likely to be an outlier) and the model can detect both 
change points and outliers simultaneously [26]. Data can be modeled using a 
time series or an independent model. Change points can be computed from 
the outlier scores over the time series. They tested their approach on stock 
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market data and were able to pinpoint a number of significant change points 
[26] 

The modeling and detection of abnormal behavior has a number of 
important applications, especially in areas such as safety and security. New 
and advanced systems and algorithms make it possible to detect and respond 
to events in real-time as well as to predict and prevent potential incidents from 
occurring in the future using insight gained from past data.  
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