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## ABSTRACT

This thesis is an examination of the Algebraic Approach to Quantum Mechanics and its use in the description of infinite Quantum systems. This approach is based on the postulate that it is possible to set up a correspondence between Quantum systems and the mathematical theory of $\mathrm{C}^{*}$-algebras.

In Chapter 1 the theory of $\mathrm{C}^{*}$-algebras and their representations is discussed. The main result is the G.N.S. construction.

In Chapter 2 the methods developed in Chapter 1 are applied to Quantum spin sytems. The $\mathrm{C}^{*}$-algebra corresponding to a single spin is constructed and analyzed, and the G.N.S. representation for the state corresponding to a canonical ensemble with definite temperature is constructed. The discussion is then generalized to a two spin system, a multi spin system, and finally to a system consisting of an infinite number of spins. It is shown that the G.N.S. representations corresponding to different temperatures are unitarily equivalent for the finite system, while for the infinite system these representations become unitarily inequivalent. This example illustrates that classical variables, in this case the temperature, arise in quantum systems as labels that distinguish between different inequivalent representations of the Quantum algebra in the case of inifinitely many degrees of freedom.

In Chapter 3 the algebraic description of a non-interacting Bose gas is examined. The C.C.R. algebra is constructed. Methods developed by Araki and Woods are used to construct the state of the infinite Bose gas that has density $\rho$ and in which all particles have zero momentum. The representation constructed by Araki and

Woods is shown to be the G.N.S. representation for this state. It is shown that for the infinite gas the G:N.S. representations corresponding to different densities are unitarily inequivalent. Again a classical variable, the density in this case, arises as a label that distinguishes the different inequivalent representations.
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## INTRODUCTION

Traditionally Quantum Mechanics is based on the postulate that it is possible to set up a correspondence between physical systems and the mathematical theory of Hibert spaces. To a given physical system we can associate a Hilbert space in such a manner that the states of the system are represented by density operators on the Hilbert space (self adjoint, positive, bounded operators with unit trace), while the observables of the system are represented by linear self adjoint operators on the Hilbert space. It is possible to deal instead with the set of linear bounded operators, which are not self adjoint in general. The idea behind the Algebraic Approach to Quantum Mechanics is to consider the algebraic structure of the set of all bounded linear operators on the Hilbert space as the fundamental mathematical object, with the Hilbert space being secondary. We postulate that to a given physical system we can associate a $C^{*}$-algebra in such a way that the states of the system correspond to (normalized) positive linear functionals over the C*-algebra, while the observables of the system can be expressed in terms of the elements of the $\mathrm{C}^{*}$-algebra. The Hilbert space with its linear operators then corresponds to a concrete representation of the C*-algebra (see [Haag] and [Haag1] for a general discuccion of the Algebraic Approach).

It may happen that the $\mathrm{C}^{*}$-algebra associated with a particular physical system admits only one irreducible representation (up to unitary equivalence), as is usually the case when one deals with systems that have a finite number of degrees of freedom. When we consider systems
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that possess an infinite number of degrees of freedom we often find that the corresponding $C^{*}$-algebra has a number of unitarily inequivalent irreducible representations (such systems are encountered in Quantum Field Theory and Quantum Statistical mechanics, see [Haag2]). We shall see an example of this in Chapter 2 when we discuss the canonical commutation relations. The usual motivation for the Algebraic Approach is given by the second possibility (many inequivalent representations). In the first case we could consider the unique representation and return to the Hilbert space formalism. In the second case we have to consider many inequivalent representations side by side and it is the $\mathrm{C}^{*}$-algebra that provides an underlying connection between them.

## CHAPTER 1

## C*-ALGEBRAS

### 1.1 DEFINITION OF A C*-ALGEBRA

We begin by defining the structure of a $\mathrm{C}^{*}$-algebra (some good references for this material are [Kadi], [Dixm1], [Brat1] and [Brat2]). We start with a vector space $\mathbb{Z}$ over the field of complex numbers $\mathbb{C}$ and define a C*-algebra by adding more structure to $\mathfrak{\ell}$.

Definition 1.1 A product $A B$ over a vector space $\mathcal{E}$ is a rule that associates to each pair $A, B \in \mathscr{\&}$ the product $A B$ such that
i) $\mathrm{AB} \in \mathbb{\ell}$
ii) $A(B C)=(A B) C$
iii) $A(\beta B+\gamma C)=\beta A B+\gamma A C$ and $(\beta B+\gamma C) A=\beta B A+\gamma C A \quad$ (distributive),
for all $\mathrm{A}, \mathrm{B}, \mathrm{C} \in \mathbb{2}$ and $\beta, \gamma \in \mathbb{C}$.

Definition 1.2 A vector space $2 \mathbb{2}$ equipped with a product is an algebra.
Definition 1.3 An involution of an algebra $\mathscr{Q}$ is a mapping $A \in \mathcal{M} \rightarrow A^{*} \in \mathcal{Q}$ that satisfies
i) $\left(A^{*}\right)^{*}=A$,
ii) $(A B)^{*}=B^{*} A^{*}$,
iii) $(\alpha A+\beta B)^{*}=\bar{\alpha} A^{*}+\bar{\beta} B^{*}$,
for all $\mathrm{A}, \mathrm{B} \in \mathcal{\mathrm { M }}$ and $\alpha, \beta \in \mathbb{C}$, where $\bar{\alpha}$ is the complex conjugate of $\alpha$. The element $A^{*}$ is referred to as the adjoint of A. An algebra $\&$ that possesses an involution is called a*-algebra.
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Definition 1.4 $A$-norm of a*-algebra $\mathcal{Q}$ is a rule that associates a real number $\|A\|$ (the norm of $A$ ) with every element $A \in \mathbb{Q}$ such that
i) $\|A\| \geq 0,\|A\|=0$ iff $A=0$,
ii) $\|\alpha A\|=|\alpha|\|A\|$,
iii) $\|A+B\| \leq\|A\|+\|B\| \quad$ (triangle inequality),
iv) $\|A B\| \leq\|A\|\|B\|$ (product inequality),
v) $\|A *\|=\|A\|$ (*-norm property),
for all $A, B \in \mathbb{Q}$ and $\alpha, \beta \in \mathbb{C}$. $A^{*}$-algebra $\mathcal{Q}$ that possesses a ${ }^{*}$-norm is called a normed *-algebra.

Since a normed *-algebra 2 is, among other things, a set of elements it is possible to equip $\mathcal{\ell}$ with various topological structures. One such topology is the uniform topology which uses the *-norm to define the neighborhoods of an element $A \in \mathcal{Z}, N(A ; \varepsilon)=\{B \in \mathscr{\ell}:\|A-B\| \leq \varepsilon\}$.

Definition 1.5 A normed *-algebra \& that is complete (in the Cauchy sense) in the uniform topology defined by its *-norm is called a Banach *-algebra.

Given a *-algebra \& we can attempt to construct a Banach *-algebra by defining $a^{*}$-norm for $\mathcal{E}$ and then completing $\mathcal{E}$ in the uniform topology defined by this $*$-norm. Since it may be possible to define various inequivalent *-norms for $\mathcal{Q}$ it may also be possible to construct different Banach *-algebras from one *-algebra. This being the case one might wonder whether or not it is possible to fix a unique *-norm by adding more conditions to our definition of a *-norm. The following theorem shows that this is indeed the case.
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Theorem 1.6 Let $\mathcal{Q}$ be a*-algebra. If $\mathcal{L}$ possesses a *-norm that satisfies $\left\|A^{*} A\right\|=\|A\|^{2}$ for all $A \in \mathscr{Q}$ and if $\mathscr{Q}$ is complete with respect to the uniform topology defined by this *-norm then this *-norm is unique (i.e. it is the only $*$-norm that satisfies $\left\|A^{*} A\right\|=\|A\|^{2}$ ).

Suppose we have a *-algebra $\mathcal{M}$ that possesses two inequivalent *-norms. If we complete $\mathcal{2}$ with respect to each of these norms then Theorem 1.6 implies that the resulting *-algebras are different.

Since $\|A * A\|=\|A\|^{2}$ implies that $\left\|A^{*}\right\|=\|A\|$ we can replace condition (v) in our definition of a *-norm with the more stringent condition:

$$
\left(v^{\prime}\right)\left\|A^{*} A\right\|=\|A\|^{2} \quad\left(C^{*}\right. \text {-norm property). }
$$

Definition 1.7 $A^{*}$-norm that satisfies condition ( $v^{\prime}$ ) is called a $C^{*}$-norm, and a *-algebra $2 l$ that is complete with respect to the uniform topology defined by a $\mathrm{C}^{*}$-norm is called a $\mathrm{C}^{*}$-algebra. The foregoing discussion shows that it is possible to construct at most one $\mathrm{C}^{*}$-algebra from a given *-algebra.

The most basic example of a C*-algebra is the complex numbers, with involution defined as complex conjugation and with the usual norm $\|\alpha\| \equiv|\alpha \bar{\alpha}|^{1 / 2}$. A more relevant example is the set $\mathcal{L}(\xi)$ of all bounded linear operators on a Hilbert space $\boldsymbol{\mathcal { S }}$, equipped with the usual algebraic structure. The operator adjoint defines an involution of $\mathcal{L}(\mathcal{\delta})$, and the operator norm

$$
\|A\|=\operatorname{Sup}\left\{\frac{\|A \psi\|}{\|\psi\|}: \psi \in S ; \psi \neq 0\right\}
$$

defines a C*-norm on $\mathcal{L}(\mathcal{S})$ (that $\mathcal{L}(\mathcal{S})$ is complete follows from the fact that a Cauchy sequence of bounded linear operators converges to a bounded linear operator).

Definition 1.8 An identity of a $C^{*}$-algebra $\mathfrak{\&}$ (or of any algebra) is an element $\mathbb{1} \in \mathbb{Z}$ that satisties $A \mathbb{d}=\mathbb{A} A=A$ for all $A \in \mathcal{U}$.

If an identity exists it is unique. Furthermore it is easy to see that $\mathbb{1}^{*}$
 or $\|\|\|=1$. From the product inequality we have that $\| A\|=\|A A\| \leq\| \|_{\|}\|A\|$, so that $\|\|\|=0$ implies that $\| A\|=0$ for all $A \in \mathcal{Q}$. This last statement means that $A=0$ for all $A \in \mathscr{\&}$ and the algebra is identically zero. This being the case we shall assume that $\|=\|=1$. If a C*-algebra does not contain an identity (there is no guarantee that it does) we can proceed in one of two ways. First we can adjoin an identity to the $C^{*}$-algebra (i.e. embed $थ$ in a larger $\mathrm{C}^{*}$-algebra that contains an identity), or we can construct an approximate identity (see, for example, [Brat1] sections 2.1.1 and 2.2.3). We will ignore these technical difficulties and assume that the $\mathrm{C}^{*}$-algebras with which we deal contain an identity.

### 1.2 STRUCTURE OF A C*-ALGEBRA

The structure of a C*-algebra is completely determined by the assumptions previously laid out, i.e. a C*-algebra is an algebra equipped
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with an involution and complete with respect to the uniform topology defined by a $\mathrm{C}^{*}$-norm. Although this structure is quite simple, we shall see that these structural assumptions lead to a great wealth of properties (it is, of course, always pleasing to get a lot from a little). We begin by classifying the elements of a $\mathrm{C}^{*}$-algebra.

Definition 1.9 Let $\mathcal{Q l}^{2}$ be a $C^{*}$-algebra, then an element $A \in \mathcal{Q}$ is
i) normal if $A A^{*}=A^{*} A$,
ii) self adjoint or real if $A^{*}=A$,
iii) isometric if $A^{*} A=\mathbb{A}$,
iv) unitary if $A^{*} A=A A^{*}=1$.

An arbitrary element $A \in \mathcal{Q}$ can be uniquely decomposed in terms of self adjoint elements $A_{1}$ and $A_{2}$ as $A=A_{1}+i A_{2}$, where the real and imaginary parts of $\dot{A}$ are given, respectively, by $A_{1}=\left(\dot{A}+A^{*}\right) / 2$ and $A_{2}=\left(A-A^{*}\right) / 2 i$. A general self adjoint element $A \in \mathbb{Q}$ can be decomposed in terms of unitary elements as $A=\left(U_{+}+U_{-}\right) / 2$ with $U_{ \pm}=\left(A \pm i \sqrt{\|A\|^{2} I-A^{2}}\right)$, (we shall soon see that the square root operation in the previous expression. is well defined). Using the above decompositions we then see that an arbitrary element $A \in \mathcal{Q}$ can be decomposed as $\mathrm{A}=\alpha_{1} \mathrm{U}_{1}+\alpha_{2} \mathrm{U}_{2}+\alpha_{3} \mathrm{U}_{3}+\alpha_{4} \mathrm{U}_{4}$ where the $\mathrm{U}_{\mathrm{i}}$ are unitary elements of $\mathfrak{Q}$ and the $\alpha_{i} \in \mathbb{C}$ are such that $\left|\alpha_{i}\right| \leq\|A\| / 2$.

Definition 1.10 An element $A$ of a $C^{*}$-algebra 2 (with identity) is said to be invertible if there exists an element $A^{-1} \in \mathcal{Q}$ (called the inverse of $A$ ) such that $A A^{-1}=A^{-1} A=\mathbb{1}$.

All the usual results hold, i.e., an inverse is unique if it exists and $A B$ is invertible if and only if $A$ and $B$ are invertible. Then $(A B)^{-1}=B^{-1} A^{-1}$. Furthermore, if an element $A \in \mathcal{Q}$ is invertible, then $A^{*}$ is invertible with $\left(A^{*}\right)^{-1}=\left(A^{-1}\right)^{*}$. If $A$ is not invertible then it is said to be singular. The notion of an inverse allows us to define the spectrum.

Definition 1.11 Let 21 be a $C^{*}$-algebra (with identity). The resolvent set $r_{\mathscr{\mu}}(A)$ of an element $A \in \mathscr{\ell}$ is defined to be

$$
r_{\mathscr{M}}(A) \equiv\{\lambda \in \mathbb{C}: \lambda \mathbb{1}-A \text { is invertible }\} .
$$

The spectrum $\sigma_{2}(A)$ of an element $A \in थ$ is then defined to be the complement of the resolvent set, i.e.,

$$
\sigma_{\mathscr{2}}(A) \equiv\{\lambda \in \mathbb{C}: \lambda \mathbb{l}-A \text { is singular }\}
$$

It will be noticed that we have attached the symbol 21 to $r_{\mathcal{Q}}(A)$ and $\sigma_{\mathscr{2}}$. The reason for this is that if we consider a subalgebra $\mathfrak{B}$ of $\mathbb{E}$ then there are two possible spectra, $\sigma_{\mathscr{Q}}(\mathrm{A})$ and $\sigma_{\mathscr{B}}(\mathrm{A})$ (i.e., an element may be singular in $\mathscr{P}$ but invertible in $\mathscr{\mathscr { L }}$; this would be the case if $A \in \mathscr{P}$ and $A^{-1} \in \mathscr{Q}$ but $\left.A^{-1} \notin \mathscr{Q}\right)$. As it turns out $C^{*}$-algebras have the property that $\sigma_{\mathscr{Q}}(A)=\sigma_{\mathscr{R}}(A)$ for all $A \in \mathscr{Q}$. The reason is that if $A^{-1}$ exists it is contained in the $C^{*}$-subalgebra generated by 1, $A$, and $A^{*}$ ([Brat1] Proposition 2.2.7). With this in mind we shall simply write $\sigma(A)$ for the spectrum of an element $A \in \mathbb{2}$.

Definition 1.12 Let \& be a $C^{*}$-algebra. The spectral radius $\rho(A)$ of an element $A \in \mathscr{2}$ is defined to be $\rho(A) \equiv \operatorname{Sup}\{|\lambda|: \lambda \in \sigma(A)\}$.

The spectrum of an element $A$ of a $C^{*}$-algebra $2 \mathbb{L}$ is related to its norm through the spectral radius $\rho(A)$. In particular it is found that $\rho(A) \leq \| A l l$. A natural question is: when does equality hold? Is it possible to define a subset $\mathfrak{P}$ of $\mathscr{Q}$ such that equality holds for all elements of $\mathscr{B}$ ? The answer is contained in the following theorem ([Brat1] Theorem 2.25).

Theorem 1.13 Let $\mathcal{Q}$ be a C*-algebra (with identity),
i) if $A \in \mathbb{2}$ is normal, self adjoint or unitary then $\rho(A)=\|A\|$,
ii) if $A \in \mathscr{U}$ is unitary then $\sigma(A) \subseteq\{\lambda: \lambda \in \mathbb{C},|\lambda|=1\}$ and $\rho(A)=1$,
iii) if $A \in \mathcal{Q}$ is self adjoint, the spectrum is real and $\sigma(A) \subseteq[-\|A\|,\|A\|]$,
iv) for general $A \in \mathbb{Q}$ and polynomial $\mathrm{P}, \sigma(\mathrm{P}(\mathrm{A}))=\mathrm{P}(\sigma(\mathrm{A}))$. In particular $\sigma(\lambda \|-A)=\lambda-\sigma(A)$. Also $\sigma\left(A^{*}\right)=\overline{\sigma(A)}$.

In Theorem 1.6 we claimed that the $\mathrm{C}^{*}$-norm property served to fix a unique norm and we now offer a proof. The spectrum $\sigma(A)$, and therefore the spectral radius $\rho(A)$, depend solely on the algebraic structure of a $C^{*}$-algebra $\mathcal{N}$. Given a general $A \in \mathcal{\ell}, A^{*} A$ is self adjoint, so that (using the $C^{*}$-norm property and Theorem 1.13 (i)) $\|A\|=\left\|A^{*} A\right\|^{1 / 2}=\rho\left(A^{*} A\right)^{1 / 2}$. This shows that the $C^{*}$-norm $\|A\|$ is unique.

We now wish to set up an order relation between elements of a C*-algebra. This is made possible by the identification of positive elements.

Definition 1.14 An element $A$ of a $C^{*}$-algebra $\mathcal{Q}$ is said to be positive if it is self adjoint and its spectrum is contained in the positive half line. The set of all positive elements of $\Omega^{\prime}$ is denoted by $\mathscr{\Theta}_{+}$.
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The reason that we can use the definition of positivity to set up an order relation is that $\mathscr{U}_{+} \cap\left\{-\mathscr{U}_{+}\right\}=\{0\}$, i.e. if $A$ is positive and -A is positive then $A$ is necessarily zero. Thus we can make the following

Definition 1.15 Two elements $A, B$ of a $C^{*}$-algebra $\mathbb{\&}$ are said to be in the relation $A \geq B$ whenever $A-B \in \mathcal{M}_{+}$.

This relation satisfies
i) $A \geq 0$ and $A \leq 0 \Rightarrow A=0$,
ii) $A \leq B$ and $B \leq C \Rightarrow A \leq C$.

So we see that we have indeed defined an order relation on $\mathscr{\ell}$.

The positive elements of a $C^{*}$-algebra admit the notion of a square root. Corresponding to every positive $A \in \mathscr{2 l}$ is a unique positive $\mathrm{B} \in \mathbb{2}$, called the positive square root of $A$, such that $A=B^{2}$. It should be noted that $B^{*} B$ is positive for all $B \in \mathscr{R}$, and furthermore it is a fact that we can obtain all positive elements in this manner. Combining these two results leads to the notion of the modulus of an element $A \in \mathbb{\&}$,

Definition 1.16 The modulus of an element $A$ of a C*-algebra \& is the element of $\mathcal{Q}$ defined by $|A| \equiv\left(A^{*} A\right)^{1 / 2}$.

Completing our discussion on the algebraic structure of a C*-algebra we note that we have the following decompositions. If $A \in \mathcal{M}$ is self adjoint and we define $A_{ \pm}=\frac{(|A| \pm A)}{2}$ then
i) $A_{ \pm} \in \mathcal{U}_{+}$,
ii) $A=A_{+}-A_{-}$,
iii) $A_{+} A=0$.

It also follows that $A_{ \pm}$are the unique elements with these properties. We also have the following " polar decomposition " for invertible elements. An invertible $A \in \mathbb{Q}$ can be uniquely written as $A=$ UIAI, where $U \equiv A I A I^{-1}$ is unitary.

### 1.3 STATES AND REPRESENTATIONS: THE G.N.S. CONSTRUCTION.

We now wish to discuss the representation theory of C*-algebras. Since the states over a C*-algebra play a major role in representation theory we shall begin our discussion with them. The dual $\propto^{*}$ of a C*-algebra is defined to be the space of continuous linear functionals over $\mathcal{N}$. We can define the norm of an element $f \in \mathscr{\mu}^{*}$ as

$$
\|f\|=\operatorname{Sup}\left\{\left\lvert\, \frac{|f(A)|}{\|A\|}\right.: A \in \boldsymbol{\Omega} ; A \neq 0\right\} .
$$

An important subset of $\mathscr{2}^{*}$ is the set of states.

Definition 1.17 A linear functional $f$ over a $C^{*}$-algebra $\mathfrak{Q U}$ is said to be positive if $f\left(A^{*} A\right) \geq 0$ for all $A \in \mathbb{Q}$, i.e. $f$ takes on positive values for positive elements of $\mathscr{U}$ (recall that $A^{*} A \geq 0$ ). A state $\omega$ over $\mathbb{Q}$ is a positive linear functional over $\mathcal{Q}$ with unit norm, i.e. $\|\omega\|=1$.

It turns out that that a linear functional $f$ is positive if and only if $f$ is continuous and satisfies $\|f\|=f(\mathbb{T})$. So a linear functional $\omega$ is a state if and only if $\omega$ is continuous and $\|\omega\|=\omega(\mathbb{d})=1$.

Definition 1.18 A mapping between two *-algebras $\mathscr{\ell}$ and $\mathfrak{\Re}$, $\pi: A \in \mathscr{Q} \rightarrow \pi(A) \in \mathscr{\Re}$, that is defined for all $A \in \mathscr{\ell}$ and preserves the algebraic structure of $\mathfrak{Q}$, i.e.
i) $\pi(\alpha A+\beta B)=\alpha \pi(A)+\beta \pi(B)$,
ii) $\pi(\mathrm{AB})=\pi(\mathrm{A}) \pi(\mathrm{B})$,
iii) $\pi\left(\mathrm{A}^{*}\right)=\pi(\mathrm{A})^{*}$,
for all $\mathrm{A}, \mathrm{B} \in \mathbb{2}$ and $\alpha, \beta \in \mathbb{C}$, is a *-morphism between 2 L and $\mathbb{B}$. A *-morphism that is one to one is a ${ }^{*}$-isomorphism.

When $\mathscr{\ell}$ and $\mathscr{B}$ are $\mathrm{C}^{*}$-algebras we find that all *-morphisms between $\mathscr{Q}$ and $\mathscr{P}$ are positivity preserving ( $A \geq 0 \Rightarrow \pi(A) \geq 0)$, continuous, and satisfy $\|\pi(\mathrm{A})\| \leq\|A\|$. This last result implies the the set $\pi(\mu)$ is itself a $C^{*}$-algebra, for it is obviously a *-algebra and the condition $\|\pi(A)\| \leq\|A\|$ implies that it is complete with respect to the uniform topology defined by the $C^{*}$-norm of $\mathscr{B}$. The kernel of a*-morphism is defined to be Ker $\pi \equiv\{A \in \mathcal{Q}: \pi(A)=0\}$. $A^{*}$-morphism $\pi$ is one to one and onto (i.e. it is a *-isomorphism) if and only if $\mathrm{Ker} \pi=\{0\}$. We now define a representation of a $C^{*}$-algebra.

Definition 1.19 Let $\mathscr{\&}$ be a $C^{*}$-algebra. A representation of $\mathcal{Q}$ is a pair $\{\boldsymbol{\delta}, \pi\}$, where $\boldsymbol{\delta}$ is a Hilbert space and $\pi$ is a *-morphism from $\boldsymbol{\ell}$ into $\mathcal{L}(\mathcal{K})$ (the set of all bounded linear operators on $\mathcal{K})$. A representation $\{\mathcal{S}, \pi\}$ is faithful if $\mathrm{Ker} \pi=\{0\}$, i.e., if $\pi$ is a ${ }^{*}$-isomorphism from $\mathcal{Q}$ into $\mathcal{L}(\mathcal{S})$.

A set of operators $\pi(\mathscr{2})$ on a Hilbert space $\boldsymbol{\xi}$ representing a C*-algebra $\mathscr{A}$ is itself a C*-algebra, which we refer to as a concrete C*-algebra. We should mention at this point that a representation is faithful if and only if it is norm preserving, i.e., $\|A\|=\|\pi(A)\|$ for all $A \in \mathcal{H}$. Following the well
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known procedure from group theory we can always construct a faithful representation from a non-faithful representation. If $\pi: \mathscr{\ell} \rightarrow \mathcal{L}(\mathcal{S})$ is not a faithful representation, we can construct a faithful representation $\hat{\pi}$ of the quotient algebra $\mathbb{\bigotimes}_{\pi} \equiv$ 民/Ker .

Two important classes of representations are the irreducible ones and the cyclic ones.

Definition 1.20 A set of operators $\mathfrak{M}$ acting on a Hilbert space $\boldsymbol{\mathcal { S }}$ is said to be irreducible whenever the only closed subspaces of $\bar{S}$ that are invariant under the action of $\mathfrak{M l}$ are the trivial ones $\{0\}$ and 5 . A representation $\{\boldsymbol{S}, \pi\}$ of a $\mathrm{C}^{*}$-algebra $\boldsymbol{2}$ is then said to be irreducible whenever the set of operators $\pi(2)$ is irreducible.

Definition 1.21 A vector $\Omega$ in a Hilbert space $\mathcal{S}$ is said to be cyclic for a set $\mathfrak{M l}$ of bounded linear operators on $\mathcal{S}$ whenever the set $\{A \Omega: A \in \mathfrak{M}\}$ is dense in $\boldsymbol{K}$. A cyclic representation of a $C^{*}$-algebra $\mathcal{L}$ is then defined to be a triple $\{\mathcal{S}, \pi, \Omega\}$, where $\{\delta, \pi\}$ is a representation of $\mathcal{\ell}$ and $\Omega$ is a cyclic vector for the set of operators $\pi(\mathscr{2})$ on $\boldsymbol{\xi}$.

The irreducible and cyclic representations are connected as follows ([Emch] page 84).

Lemma 1.22 A nonzero representation $\{\mathcal{S}, \pi\}$ of a C*-algebra $\mathcal{M}$ is irreducible if and only if every nonzero vector $\Psi \in \mathcal{S}$ is cyclic for $\pi(2 \mathrm{C})$.

Definition 1.23 Let $\mathfrak{M}$ be a set of bounded linear operators acting on a Hilbert space $\mathcal{S}$. The commutant $\mathfrak{m}^{\prime}$ of $\mathfrak{M}$ is defined to be
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$\mathfrak{M l} \equiv\{A \in \mathcal{L}(\mathfrak{S}): A M=M A$ for all $M \in \mathfrak{M}\}$. The bicommutant $\mathfrak{M l}$ of $\mathfrak{M l}$ is defined to be the commutant of $\mathfrak{M l}$.

Lemma 1.24 (Schur's Lemma) A representation $\{\boldsymbol{S}, \pi\}$ of a $C^{*}$-algebra $\mathcal{M}$ is irreducible if and only if $\pi(\mathscr{\ell})^{\prime}=\{\lambda \lambda: \lambda \in \mathbb{C}\}$.

Suppose that we have a representation $\{\delta, \pi\}$ of a $C^{*}$-algebra $2 \lambda$. For any $\Omega \in \mathscr{\delta}$ with $\|\Omega\|=1$ we can use this representation to define a state $\omega_{\Omega}$ over 2 , $\omega_{\Omega}(\mathrm{A}) \equiv(\Omega, \pi(\mathrm{A}) \Omega)$, which we refer to as a vector state. A fundamental result in representation theory is that the converse to this is also true: every state over a $C^{*}$-algebra is a vector state in some representation ([Brat1] Theorem 2.3.16).

Theorem 1.25 To every state $\omega$ over a $C^{*}$-algebra $\mathcal{Q}$ corresponds a cyclic representation, $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$, such that $\omega(\mathrm{A})=\left(\Omega_{\omega}, \pi_{\omega}(\mathrm{A}) \Omega_{\omega}\right)$.

Proof: The theorem is proved by constructing a representation with the desired properties. This construction is known as the G.N.S. construction, named for Gelfand, Naimark, and Segal (the origins of the G.N.S. construction may be found in [Gelf] and [Sega]). It is based on the observation that the elements of a C*-algebra \& may be viewed in two ways, first as vectors in a complex vector space and second as linear transformations on this vector space. Consider the set $E$ consisting of elements of $\mathscr{A}, E=\left\{\Psi_{A}=A: A \in \mathscr{E}\right\}$, equipped with the additive structure of $\boldsymbol{2}$ through the definitions $\psi_{A}+\psi_{B} \equiv \psi_{A+B}$ and $\alpha \psi_{A} \equiv \psi_{\alpha A}$. The set $E$ is a complex vector space. We can attempt to define a representation of $\mathcal{\ell}$ on this vector space by using the algebraic structure of $\mathcal{Q}$ to define a
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*-homomorphism $\pi$ from \& into the set of linear transformations on $E$. For all $A \in \mathcal{Q}$ we define $\pi(A) \psi_{B} \equiv \Psi_{A B}$ for all $\Psi_{A \in E}$. Note that

$$
\pi(A)\left[\beta \psi_{B}+\gamma \psi_{C}\right]=\pi(A) \Psi_{\beta B+\gamma}=\Psi_{\beta A B+\gamma A C}=\beta \pi(A) \Psi_{B+\gamma \pi(A)} \Psi_{C},
$$

so that the $\pi(A)$ are linear transformations on E . It is possible to show at this point that $\pi$ is a homomorphism, i.e., it preserves the algebraic structure. We have, for arbitrary $\mathrm{A}, \mathrm{B}$, and $\mathrm{C} \in \mathcal{M}$ and $\alpha, \beta \in \mathbb{C}$,

$$
\begin{aligned}
& \text { i) } \pi(\alpha A+\beta B) \Psi_{C}=\Psi_{\alpha A C+\beta B C}=\alpha \Psi_{A C}+\beta \Psi_{A B}=[\alpha \pi(A)+\beta \pi(B)] \Psi_{C}, \\
& \text { so } \pi(\alpha A+\beta B)=\alpha \pi(A)+\beta \pi(B) \\
& \text { ii) } \pi(A B) \Psi_{C}=\Psi_{A B C}=\pi(A) \Psi_{B C}=\pi(A) \pi(B) \Psi_{C}, \\
& \text { so } \pi(A B)=\pi(A) \pi(B) .
\end{aligned}
$$

For $\pi$ to be a ${ }^{*}$-homomorphism we also require $\pi\left(A^{*}\right)=\pi(A)^{*}$. We must first define the action of $\pi(A)^{*}$ on $E$. A natural candidate for $\pi(A)^{*}$ would be the adjoint of $\pi(A)$, but to define the adjoint we require $E$ to possess a scalar product. If we could construct a scalar product we would have a representation since we could use this scalar product to define a norm on $E$, making $E$ a pre-Hilbert space, and then complete $E$ in the uniform topology arising from this norm, making $E$ a Hilbert space. It is in the definition of a scalar product where we make a connection with the states over $\mathcal{N}$. Let $\omega$ be a state over $\mathscr{C l}$ and define $\left(\Psi_{A}, \psi_{B}\right) \equiv \omega\left(A^{*} B\right)$ for all $A$, $\mathrm{B} \in \mathcal{\ell}$. We must show that $\left(\Psi_{\mathrm{A}}, \Psi_{\mathrm{B}}\right)$ is a scalar product for E . Explicitly, $\left(\Psi_{A}, \psi_{B}\right)$ must satisfy

$$
\text { i) }\left(\alpha \Psi_{A}+\beta \Psi_{B}, \gamma \Psi_{C}\right)=\bar{\alpha} \gamma\left(\Psi_{A}, \Psi_{C}\right)+\bar{\beta} \gamma\left(\Psi_{B}, \Psi_{C}\right),
$$
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ii) $\left(\Psi_{A}, \Psi_{B}\right)=\left(\Psi_{B}, \Psi_{A}\right)$ (the bar denotes complex conjugation),
iii) $\left(\Psi_{A}, \Psi_{A}\right) \geq 0$.
and iv) $\left(\Psi_{A}, \Psi_{A}\right)=0$ if and only if $\Psi_{A}=0$,
for all $A, B, C \in \otimes$ and $\alpha, \beta \in \mathbb{C}$. Using the fact that $\omega$ is a state it is easy to see that the first three conditions conditions are satisfied.
i) $\left(\alpha \Psi_{A}+\beta \psi_{B}, \gamma \Psi_{C}\right)=\omega\left([\alpha A+\beta B]^{*} \gamma C\right)$

$$
=\omega\left(\bar{\alpha} \gamma A^{*} C+\bar{\beta} \gamma B^{*} C\right)
$$

$$
=\bar{\alpha} \gamma \omega\left(\mathrm{A}^{*} \mathrm{C}\right)+\bar{\beta} \gamma \omega\left(\mathrm{B}^{*} \mathrm{C}\right)
$$

$$
=\bar{\alpha} \gamma\left(\Psi_{A}, \Psi_{C}\right)+\bar{\beta} \gamma\left(\Psi_{B}, \Psi_{C}\right)
$$

ii) $\left(\Psi_{A}, \Psi_{B}\right)=\omega\left(A^{*} B\right)=\overline{\omega\left(B^{*} A\right)}=\left(\Psi_{B}, \Psi_{A}\right)$,
iii) $\left(\Psi_{A}, \Psi_{A}\right)=\omega\left(A^{*} A\right) \geq 0$, since $\omega$ is positive.

It may happen, however, that $\omega\left(A^{*} A\right)=0$ for some $A \neq 0$. This means that condition iv) might fail. To salvage the construction we must redefine our vector space $E$ in such a way that $\left(\Psi_{A}, \Psi_{A}\right)=0$ if and only if $\Psi_{A}=0$. Fortunately this can be done in a straight forward way.

We construct the representation space as follows. Given a state $\omega$ over $\mathbb{C}$, consider the set $\mathfrak{I}_{\omega} \equiv\left\{A \in \mathbb{E}: \omega\left(A^{*} A\right)=0\right\} . \mathfrak{I}_{\omega}$ is a left ideal of $\mathcal{E}$,
i.e., $\mathfrak{I}_{\omega}$ is a subset of $\mathscr{Q}$ such that $I \in \mathfrak{I}_{\omega}$ and $A \in \mathcal{U}$ imply that $A I \in \mathfrak{I}_{\omega}$. The fact that that the ideal is left is not important as we could go through the construction using the right ideal $\mathfrak{J}^{\prime} \omega \equiv\left\{A \in \mathcal{M}: \omega\left(A A^{*}\right)=0\right\}$. What is important is that $\mathfrak{I}_{\omega}$ is an ideal, so that the quotient algebra $\mathfrak{Q} / \mathfrak{I}_{\omega}$, with equivalence classes $\psi_{A} \equiv\left\{\hat{A}: \hat{A}=A+I, I \in \mathfrak{I}_{\omega}\right\}$, is well defined. These equivalence classes are now used, rather than the elements of $\mathcal{Q}$, to define our vector space. We define $E_{\omega}=\left\{\Psi_{A}: A \in \mathcal{E}\right\}$ and equip $E_{\omega}$ with the structure $\psi_{A+} \psi_{B} \equiv \Psi_{A+B}$ and $\alpha \psi_{A} \equiv \Psi_{\alpha A}$. At this point $\mathrm{E}_{\omega}$ is a complex vector space. We can define a scalar product on the vector space $E_{\omega}$ as $\left(\Psi_{A}, \Psi_{B}\right) \equiv \omega\left(A^{*} B\right)$, and in turn define a norm as $\left\|\Psi_{A}\right\| \equiv \omega\left(A^{*} A\right)^{1 / 2}$. Since we are dealing with the quotient algebra $\Omega / \mathcal{I}_{\omega}$ we have that $\left\|\Psi_{A}\right\|=0$ if and only if $A \in \mathfrak{I}_{\omega}$, i.e. if and only if $\psi_{A}=0$. This, of course, is why we deal with the quotient algebra $\mathcal{\&} / \mathfrak{I}_{\omega}$ and not the original $C^{*}$-algebra $\mathcal{N}$. Now, with respect to this norm, $\mathrm{E}_{\omega}$ is a pre-Hilbert space which we denote by $H_{\omega}$, and completion of $H_{\omega}$ then gives the representation space $\boldsymbol{S}_{\omega}$. Note that we should verify that our scalar product is independent of the particular representatives used in its definition. We have, for all $I_{1}, I_{2} \in \Im_{\omega}$ and $A, B \in \mathcal{R}$,

$$
\begin{aligned}
\omega\left(\left(A+I_{1}\right)^{*}\left(B+I_{2}\right)\right) & =\omega\left(A^{*} B\right)+\overline{\omega\left(B^{*} I_{1}\right)}+\omega\left(A^{*} I_{2}\right)+\omega\left(I_{1}^{*} I_{2}\right) \\
& =\omega\left(A^{*} B\right)
\end{aligned}
$$

where the last three terms vanish because $\Im_{\omega}$ is a left ideal.
Now consider the second role of the elements of $2 \boldsymbol{2}$, namely that of linear operators over $\boldsymbol{S}_{\omega}$. We fist define the action of the $\pi_{\omega}(A)$ on $H_{\omega}$. For $\psi_{B} \in H_{\omega}$ and any $A \in \mathcal{Q}$ we define $\pi_{\omega}(A) \Psi_{B} \equiv \psi_{A B}$. As before it is
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possible to show that the $\pi_{\omega}(A)$ are linear transformations on $H_{\omega}$ that $\pi_{\omega}$ is a morphism from $A$ into the set of linear tansformations on $H_{\omega}$. Since the $\pi_{\omega}(A)$ are bounded on $H_{\omega}$ we can easily extend them to all of $S_{\omega}$. If we define $\pi_{\omega}\left(A^{*}\right) \equiv \pi_{\omega}(A) \dagger\left(=\right.$ the adjoint of $\left.\pi_{\omega}(A)\right)$, then $\pi_{\omega}$ is a *-morphism from $\Perp$ into the set of bounded linear operators on the Hilbert space $\mathscr{S}_{\omega}$. The pair $\left\{\mathscr{S}_{\omega}, \pi_{\omega}\right\}$ is therefore a representation of $\mathcal{E}$. Finally we define the vector $\Omega_{\omega} \equiv \Psi_{1}$. Since $\Psi_{A=\pi_{\omega}}(A) \psi_{\eta}, \Omega_{\omega}$ is a cyclic vector and the representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ is therefore cyclic. Finally we note that

$$
\left(\Omega_{\omega}, \pi_{\omega}(A) \Omega_{\omega}\right)=\left(\Psi_{1}, \pi_{\omega}(A) \Psi_{0}\right)=\left(\Psi_{0}, \Psi_{A}\right)=\omega\left(\eta^{*} A\right)=\omega(A)
$$

so the cyclic representation $\left\{S_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ has the desired property. This completes the proof.

We now discuss the notion of unitary equivalence for representations of a $\mathrm{C}^{*}$-algebra.

Definition 1.26 Two representations of a $C^{*}$-algebra, $\{S, \pi\}$ and $\left\{S^{\prime}, \pi^{\prime}\right\}$, are unitarily equivalent if there exists a unitary transformation $U$ of $S$ onto $\boldsymbol{S}^{\prime}$ such that $\pi^{\prime}(A) U=U \pi(A)$ for all $A \in \mathbb{Z}$. Two cyclic representations $\{\mathcal{S}, \pi, \Omega\}$ and $\left\{\mathcal{S}^{\prime}, \pi^{\prime}, \Omega^{\prime}\right\}$ are unitarily equivalent if $\{\mathcal{S}, \pi\}$ and $\left\{\mathcal{S}^{\prime}, \pi^{\prime}\right\}$ are unitarily equivalent and using the same unitary transformation, $\Omega^{\prime}=U \Omega$.

Unitary equivalence of two cyclic representations $\{S, \pi, \Omega\}$ and $\left\{\mathcal{S}^{\prime}, \pi^{\prime}, \Omega^{\prime}\right\}$ implies unitary equivalence of the representations $\{\mathscr{S}, \pi\}$ and
$\left\{\xi^{\prime}, \pi^{\prime}\right\}$, but not the converse. In connection with Theorem 1.25 we have the following ([Emch] page 81).

Theorem 1.27 Let $\omega$ be a state over a $C^{*}$-algebra $\mathcal{Q}$ and $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ the corresponding G.N.S. representation, then any cyclic representation $\{\delta, \pi, \Omega\}$ of $\Omega$ with the property $(\Omega, \pi(A) \Omega)=\omega(A)$ for all $A \in \Omega$ is unitarily equivalent to the cyclic representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$. In particular, the representations $\left\{\delta_{\omega}, \pi_{\omega}\right\}$ and $\{\delta, \pi\}$ are unitarily equivalent.

Proof: Define a transformation $U$ from the pre-Hilbert space $H_{\omega}$ into $\boldsymbol{S}$ as

$$
U \pi_{\omega}(\mathrm{A}) \Omega_{\omega} \equiv \pi(\mathrm{A}) \Omega,
$$

for all $A \in \mathcal{H}$. We have

$$
\begin{aligned}
\left(U \pi_{\omega}(\mathrm{A}) \Omega_{\omega}, U \pi_{\omega}(\mathrm{B}) \Omega_{\omega}\right) & =(\pi(\mathrm{A}) \Omega, \pi(\mathrm{B}) \Omega)=\left(\Omega, \pi\left(\mathrm{A}^{*} \mathrm{~B}\right) \Omega\right) \\
& =\omega\left(\mathrm{A}^{*} \mathrm{~B}\right)=\left(\pi_{\omega}(\mathrm{A}) \Omega_{\omega}, \pi_{\omega}(\mathrm{B}) \Omega_{\omega}\right),
\end{aligned}
$$

so that $U$ preserves scalar products. $U$ is also bounded on $H_{\omega}$ so that we may extend by continuity the definition of $U$ to all of $\delta_{\omega}$. Since $\Omega$ and $\Omega_{\omega}$ are cyclic we obtain in this manner a unitary transformation from $\boldsymbol{S}_{\omega}$ into $\delta$. This unitary transformation is such that
i) $U \Omega_{\omega}=\Omega$, by definition,
ii) $\omega(\mathrm{A})=(\Omega, \pi(\mathrm{A}) \Omega)=\left(\mathrm{U} \Omega_{\omega}, \pi(\mathrm{A}) \cup \Omega_{\omega}\right)=\left(\Omega_{\omega}, \mathrm{U}^{-1} \pi(\mathrm{~A}) \cup \Omega_{\omega}\right)$, and $\omega(\mathrm{A})=\left(\Omega_{\omega}, \pi_{\omega}(\mathrm{A}) \Omega_{\omega}\right)$, together with the cyclicity of $\Omega_{\omega}$, imply that $U^{-1} \pi(A) U=\pi_{\omega}(A)$ for all $A \in \mathcal{Q}$, i.e., $\pi(A) U=U \pi_{\omega}(A)$.
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So the cyclic representations $\left\{\mathcal{S}_{,}, \pi, \Omega\right\}$ and $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ are unitarily equivalent. This proves Theorem 1.27 by construction.

Quite often it is too complicated to identify the G.N.S. representation corresponding to a state $\omega$ with a known Hilbert space and set of bounded operators. In practice we often invent a cyclic representation in which the state $\omega$ is the vector state corresponding to the cyclic vector, and use Theorem 1.27 to conclude that this representation is unitarily equivalent to the G.N.S. representation.

An important class of states are the pure ones.

Definition 1.28 A state $\omega$ over a $C^{*}$-algebra $\mathcal{N}$ is said to be pure if it is not possible to decompose $\omega$ into $\omega=\lambda \omega_{1}+(1-\lambda) \omega_{2}$, where $\omega_{1} \neq \omega_{2}$ are states over $\mathcal{M}$ and $0<\lambda<1$. A state that is not pure is mixed.

The following theorem establishes a connection between the pure states over a C*-algebra $\mathcal{\ell}$ and the irreducible G.N.S. representations of 2 ([Emch] page 87).

Theorem 1.29 Consider a state $\omega$ over a C*-algebra $\mathcal{2}$ and the corresponding G.N.S. representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$. Then $\pi_{\omega}(2)$ is irreducible if and only if $\omega$ is pure.
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Corollary 1.30 Consider an irreducible representation $\{5, \pi\}$ of a $\mathrm{C}^{*}$-algebra 2. Every vector state in this representation is pure.

Proof: Let $\omega(\mathrm{A})=(\Omega, \pi(\mathrm{A}) \Omega)$ be a vector state in an irreducible representation $\{\boldsymbol{\xi}, \pi\}$. Since the representation is irreducible every vector in $\mathscr{S}$ is cyclic. The representation $\{\mathcal{S}, \pi, \Omega\}$ is therefore cyclic and hence unitarily equivalent to the G.N.S. representation $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$, by Theorem 1.27. The G.N.S. representation is then irreducible because the representation $\{\delta, \pi\}$ is irreducible. The state $\omega$ is therefore pure by Theorem 1.29.

### 1.4 Von NEUMANN ALGEBRAS AND TYPES OF EQUIVALENCE

The physical states of a system correspond to linear functionals over the appropriate $\mathrm{C}^{*}$-algebra, which in turn correspond (via the G.N.S. construction) to representations of the $\mathrm{C}^{*}$-algebra as bounded operators acting on a Hilbert space. We now review those aspects of the theory of operator algebras that appear to be most relevant to Quantum Mechanics (this material is covered in [Emch]). In addition we will discuss two types of equivalence between representations of a $C^{*}$-algebra, quasi and physical equivalence.

Consider the set $\mathcal{L}(\mathcal{S})$ of bounded linear operators on a Hilbert space $\boldsymbol{\xi}$. A variety of topologies can be defined on $\mathcal{L}(\mathcal{S})$, but we will confine our attention to the uniform, strong, and weak topologies. We will

## CHAPTER 1

characterize a topology on $\mathcal{L}(\mathcal{S})$ by specifying when a sequence of operators converges in that topology.

Definition 1.31 A sequence of operators $\left\{A_{n}\right\} \in \mathcal{L}(h)$ converges to an operator $A \in \mathcal{L}(\mathcal{S})$
i) uniformly if $\lim _{n \rightarrow \infty}\left\|A-A_{n}\right\|=0$, where $\|A\|$ is the operator norm on $\mathcal{L}(\mathfrak{S})$,
ii) strongly if $\lim _{n \rightarrow \infty}\left\|\left(A-A_{n}\right) \psi\right\|=0$, for all $\psi \in \mathcal{S}$,
iii) weakly if $\lim _{n \rightarrow \infty}\left(A_{n} \psi, \phi\right)=(A \psi, \phi)$ for all $\psi, \phi \in \mathcal{S}$.

It is easy to demonstrate that uniform convergence implies strong convergence, which in turn implies weak convergence. When a set of operators contains its uniform (strong, weak) limits we say that the set is closed in the uniform (strong, weak) topology. If a set of operators is not closed in a particular topology we can close it by adding to it its limit points in that topology. The set $\mathcal{L}(\mathcal{K})$ is closed in the uniform topology which is the topology generated by the operator norm on $\mathcal{L}(\mathcal{K})$. Since this norm is a $\mathrm{C}^{*}$-norm the set $\mathcal{L}(\mathcal{\delta})$ is a $\mathrm{C}^{*}$-algebra.

We now consider some special subalgebras of $\mathcal{L}(\mathcal{\xi})$, the von Neumann algebras. A set of bounded linear operators $\mathfrak{M}$ on $\mathscr{S}$ that is an algebra under the usual operations of $\mathcal{L}(\mathcal{K})$ is a subalgebra of $\mathcal{L}(\mathcal{S})$. If $\mathfrak{M}$ is closed under the involution of $\mathcal{L}(\mathscr{K})$ (i.e., the adjoint operation), then it is a*-subalgebra. Recalling the definitions of the commutant $\mathfrak{m}^{\prime}$
and bi-commutant $\mathfrak{M}^{\prime \prime}$ of $\mathfrak{M}$ (Definition 1.23) we now define a special class of *-subalgebras of $\mathcal{L}(\mathcal{S})$, the von Neumann algebras.

Definition 1.32 A*-subalgebra $\mathfrak{M l}$ of $\mathcal{L}(\mathcal{S})$ that has the property $\mathfrak{M} "=\mathfrak{M}$ is a von Neumann algebra.

Since $\mathfrak{M}^{\prime}=\mathfrak{M} "$ " and $\mathfrak{M}^{\prime \prime}=\mathfrak{M l}^{\prime " \prime}$, the commutant and bi-commutant of an arbitrary *-algebra $\mathfrak{M l}$ are von Neumann algebras.

The set $\mathcal{L}(\delta)$ is an example of a von Neumann algebra. As was mentioned above it is also a C*-algebra. A natural question to ask is whether or not all von Neumann algebras are C*-algebras. The answer is contained in the following theorem (see [Emch] page 116 or [Brat1] page 72).

Theorem 1.33 For a *-subalgebra $\mathfrak{M}$ of $\mathcal{\&}(\mathcal{S})$ that contains the identity the following conditions are equivalent.
i) $\mathfrak{M} "=\mathfrak{M l}$, i.e., $\mathfrak{M}$ is a von Neumann algebra,
ii) $\mathfrak{M l}$ is weakly closed,
iii) $\mathfrak{M l}$ is strongly closed.

Furthermore any of the above conditions imply that $\mathfrak{m l}$ is uniformly closed.

Every von Neumann algebra is closed in the uniform topology and is therefore a concrete $\mathrm{C}^{*}$-algebra (i.e. a $\mathrm{C}^{*}$-algebra of operators on a Hilbert space). The converse is not true, a concrete $\mathrm{C}^{*}$-algebra is not necessarily a von Neumann algebra. This means that the set of
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operators $\pi(2 C)$ in a representation $\{\mathscr{S}, \pi\}$ of a $\mathrm{C}^{*}$-algebra 2 Q is not a von Neumann algebra in general. We can, however, always generate a von Neumann algebra from $\pi(\mathscr{(})$ by forming the bi-commutant $\pi(\mathscr{L})$ ", or equivalently by completing $\pi(\mathscr{L})$ in the weak or strong topologies.

We have mentioned that in the Traditional Approach to Quantum Mechanics one is always dealing with the set of all self adjoint operators on a Hilbert space, and that the states are represented by density operators. A state $\omega$ over a von Neumann algebra $\mathfrak{M}$ is said to be normal if there exists a density operator $\rho \in \mathfrak{M l}$ (i.e., a self adjoint, positive, bounded operator with finite trace) such that $\omega(A)=\frac{\operatorname{Tr\rho } A}{\operatorname{Tr\rho }}$ for all $A \in \mathfrak{M}$. Given a representation $\{\boldsymbol{\delta}, \pi\}$ of a $\mathrm{C}^{*}$-algebra $\mathcal{\ell}$, a state $\omega$ over $\mathcal{\ell}$ is said to be $\pi$-normal if there exists a density operator $\rho$ in the von Neumann algebra $\pi(\mathcal{L})$ " such that $\omega(\mathrm{A})=\frac{\operatorname{Trp} \pi(\mathrm{A})}{\operatorname{Tr\rho }}$ for all $A \in \mathcal{\ell}$. We then define two representations $\left\{\mathcal{S}_{1}, \pi_{1}\right\}$ and $\left\{\mathcal{S}_{2}, \pi_{2}\right\}$ of a $C^{*}$-algebra $\mathcal{L}$ to be quasiequivalent if every $\pi_{1}$-normal state of $\mathscr{L}$ is a $\pi_{2}$-normal state. We denote this equivalence by $\pi_{1} \approx \pi_{2}$. The following is Theorem 2.4.26 in [Brat1].

Theorem 1.34 Two representations are quasi-equivalent if and only if there exists a ${ }^{*}$-isomorphism $\alpha$ from $\pi_{1}(\ell) "$ to $\pi_{2}(\ell)$ " such that $\pi_{2}(A)=\alpha \pi_{1}(A)$ for all $A \in \mathbb{Q}$.

Some authors choose this latter property as the definition of quasiequivalence.

We now discuss another type of equivalence between representations, that of physical equivalence ([Emch] page 97). Given a representation $\{\mathcal{S}, \pi\}$ of a $C^{*}$-algebra $\mathcal{\&}$, we know that the set of operators $\pi(\mathscr{\ell})$ form a $C^{*}$-algebra. Denote by $S$ the set of all states over $\mathcal{2}$ and by $\mathrm{S}_{\pi}$ the set of all states over $\pi(\mathcal{L})$. For an arbitrary linear functional $f_{\pi}$ on $\pi(\mathcal{L})$ we can define a linear functional $f$ on $\mathcal{\ell}$ by $f(\mathrm{~A}) \equiv f_{\pi}(\pi(\mathrm{A}))$ for all $\mathrm{A} \in \mathcal{\ell}$. Since a representation is positivity preserving, $f$ is positive whenever $f_{\pi}$ is. We also note that $f$ vanishes on Ker $\pi$. Going the other way we see that any linear functional $f$ over $\mathcal{H}$ that vanishes on Ker $\pi$ gives rise to a linear functional $f_{\pi}$ over $\pi(\mathcal{L})$ by the definition $f_{\pi}(\pi(\mathrm{A})) \equiv f(\mathrm{~A})$ for all $\mathrm{A} \in \mathcal{M}$. Using the above definitions we may then consider $S_{\pi}$ to be a subset of $S$. Two representations $\left\{S_{1}, \pi_{1}\right\}$ and $\left\{S_{2}, \pi_{2}\right\}$ of $2 \mathbb{L}$ are then said to be physically equivalent if their sets of states $S_{\pi_{1}}$ and $S_{\pi_{2}}$ are identical when considered as subsets of $S$. This is the case if and only if Ker $\pi_{1}=\operatorname{Ker} \pi_{2}$. In particular we note that all faithful representations are physically equivalent.

We now have three types of equivalence between representations of $\mathrm{C}^{*}$-algebras; unitary, quasi, and physical. Two representations $\left\{\mathcal{S}_{1}, \pi_{1}\right\}$ and $\left\{\mathcal{S}_{2}, \pi_{2}\right\}$ that are unitarily equivalent have the same kernel and are therefore physically equivalent. The unitary equivalence between $\pi_{1}(2)$ and $\pi_{2}(2)$ can be extended by continuity to a unitary equivalence between $\pi_{1}(\mu) "$ and $\pi_{2}(\boldsymbol{\ell}) "$. So each density operator in $\pi_{1}(A)^{\prime \prime}$ is unitarily equivalent to a density operator in $\pi_{2}(A)^{\prime \prime}$. The two representations are therefore quasi-equivalent. Now assume that the two representations $\left\{\delta_{1}, \pi_{1}\right\}$ and $\left\{\delta_{2}, \pi_{2}\right\}$ are quasi-equivalent. The von Neumann algebras $\pi_{1}(\mu)$ " and $\pi_{2}(\mathcal{L})$ " are then ${ }^{*}$-isomorphic, where the
*-isomorphism $\alpha$ is such that $\alpha \pi_{2}(A)=\pi_{1}(A)$ for all $A \in \mathbb{2}$. This implies that the two representations have the same kernel and are therefore physically equivalent. We now have that unitary equivalence implies quasi-equivalence, which in turn implies physical equivalence. It is also possible to show that unitary and quasi-equivalence coincide for irreducible representations.

### 1.5 QUASI-LOCAL ALGEBRAS

As we have mentioned, the Algebraic Approach to Quantum Mechanics is based on the postulate that it is possible to construct a C*-algebra for a given physical system in such a manner that the bounded observables of the system are represented by the self adjoint elements of the $\mathrm{C}^{*}$-algebra and the states of the system are represented by linear functionals over the $\mathrm{C}^{*}$-algebra. We now wish to extend this formalism to infinite systems. This is made possible by exploiting the fact that all physical measurements performed on a system are limited in space and time. This means that we usually understand the local structure of the system, and the structure of the infinite system is built up from this knowledge. The $\mathrm{C}^{*}$-algebras that we associate with observables that can be measured in a finite space-time region are referred to as the local algebras and the C*-algebra that we build from them is said to be a quasi-local algebra.

In what follows we will assume that the configuration space of the system in question is either $\mathbb{R}^{3}$ or $\mathfrak{M l}^{4}$ (the four dimensional Minkowski space). The following may be found in [Emch], page 253. To each
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bounded region Z of the configuration space we assume that we can associate a $\mathrm{C}^{*}$-algebra $\mathscr{\varkappa}_{\mathrm{Z}}$ in such a manner that the self adjoint elements of $\mathscr{\aleph}_{Z}$ correspond to the observables of the system that can be measured within the region Z . We order the regions Z by inclusion. This ordering is a partial ordering (for all pairs $\mathrm{Z}_{1}$ and $\mathrm{Z}_{2}$ there exists a $\mathrm{Z}_{3}$ such that $Z_{1} \leq Z_{3}$ and $Z_{2} \leq Z_{3}$ ) and hence the set $\Sigma$ of all bounded regions $\Sigma$ is a directed set. What allows us to construct a $C^{*}$-algebra that corresponds to the infinite system is the postulate of isotony. We assume that for any pair of regions $Z_{1}$ and $Z_{2}$ we can construct a *-homomorphism $i_{2,1}$ that takes all of $\mathcal{Q}_{\mathrm{Z}_{1}}$ into $\mathcal{थ}_{\mathrm{Z}_{2}}$ (i.e. $\mathrm{i}_{2,1}$ is an injection) that satisfies
i) $i_{2,1}\left(\mathbb{1}_{1}\right)=\mathbb{1}_{2}$, where $\mathbb{1}_{1}$ and $\mathbb{1}_{2}$ are the identities of $\mathscr{Q}_{Z_{1}}$ and $\mathcal{Q}_{Z_{2}}$, respectively,
ii) $i_{3,2} i_{2,1}=i_{3,2}$ whenever $Z_{1} \leq Z_{2} \leq Z_{3}$.

The postulate of isotony is a sufficient condition for a family $\left\{2{ }_{z}: Z \in \Sigma\right\}$ of $C^{*}$-algebras (with $\Sigma$ a directed set) to admit a C*-inductive limit. This is a $C^{*}$-algebra 21 with identity $\mathbb{1}$ that has the property that for every $Z \in \Sigma$ there exists an injective *-homomorphism iz from $\mathcal{E}_{Z}$ into $\mathcal{\Perp}$ that satisfies
i) $i z\left(\mathbb{n}_{\mathrm{z}}\right)=\mathbb{U}$, where $\mathbb{I}_{\mathrm{Z}}$ is the identity of $\varrho_{\mathrm{z}}$,
ii) $\mathrm{i}_{\mathrm{Z}_{2}}\left(\mathcal{M}_{\mathrm{Z}_{2}}\right) \supset \mathrm{i}_{\mathrm{Z}_{1}}\left(\mathscr{\aleph}_{\mathrm{Z}_{1}}\right)$, whenever $\mathrm{Z}_{2} \geq \mathrm{Z}_{1}$,
and
iii) $\overline{\bigcup_{Z \in \Sigma} i_{z}\left(\ell_{Z}\right)}=\mathscr{\ell}$, where the bar denotes the uniform closure.

The C*-algebra 2 Cl is referred to as the quasi-local algebra for the infinite system. As the name would suggest, every element of $\mathfrak{Q}$ can be approximated to any degree by elements of the local algebras $\mathscr{N}_{Z}$ (this is the content of condition (iii) above).

States of the infinite system correspond to states over the quasilocal algebra for the system. Of particular importance is the Gibbs equilibrium state, and we now discuss how we may attempt to construct this state as a state over the quasi-local algebra. Consider the quasilocal algebra 24 generated by the family of $C^{*}$-algebras $\left\{\mathrm{N}_{\mathrm{Z}}: \mathrm{Z} \in \Sigma\right.$ \}. Let $\Sigma_{0}$ be a subset of $\Sigma$ which consists of an increasing sequence $\left\{Z_{n}\right\}$. Assume that this sequence has the property that for every region Z in $\Sigma$ there is an integer $N(Z)$ such that $Z_{n} \supset Z$ for all $n \geq N(Z)$. Let $H_{n}$ be the Hamiltonian for the region $\mathrm{Z}_{\mathrm{n}}$ and $\rho_{\mathrm{n}}$ the corresponding canonical density matrix $\rho_{n}=\frac{e^{-\beta H_{n}}}{\text { Tre }}$ - $\beta H_{n}$. For every $A \in \mathcal{U}_{Z}$ and $n>N\left(Z_{n}\right)$ we then define the state $\omega_{n}$ on $Z$ as $\omega_{n}(A) \equiv \operatorname{Tr} A \rho_{n}$. If $\lim _{n \rightarrow \infty} \omega_{n}(A)$ exists and defines a state $\omega$ on $थ$ we refer to it as the canonical (or Gibb's) equilibrium state at natural temperature $\beta$. The grand canonical state is defined in in a similar fashion with the Hamiltonian $H_{n}$ replaced with $\mathrm{H}-\mu \mathrm{N}$, where N is the number of particles in the region $\mathrm{Z}_{\mathrm{n}}$.

### 1.6 THE CONNECTION BETWEEN.THE TRADITIONAL AND ALGEBRAIC APPROACHES TO QUANTUM MECHANICS

In this section we will attempt to clarify two points. (a) In the Traditional Approach the representation we are working in is irreducible and pure states are vector states. In the Algebraic Approach all states are vector states and pure states correspond to irreducible representations (see Theorems 1.25, 1.29,1.30 Chapter 1). (b) In the Introduction to this thesis we made the statement that the algebra associated with a finite system usually admits only one irreducible representation, and when this is the case we might as well work in this unique irreducible representation, thus returning to the traditional Hilbert space formalism.

We first discuss (a). In the Hilbert space formalism one is always dealing with a concrete Hilbert space $\boldsymbol{S}$. The algebra is assumed to be the set $\mathcal{L}(\mathscr{S})$ of all bounded linear operators on this Hilbert space, and this set is always irreducible (roughly speaking the set is too large to have any nontrivial invariant subspaces). A state is a now positive linear functional over $\mathcal{L}(\mathcal{S})$. It is possible to show that any such state $\omega$ is of the form $\omega(A)=\frac{\operatorname{Tr} \rho A}{\operatorname{Tr} \rho}$ (for all $A \in \mathcal{L}(\delta)$ ), where $\rho$ is a bounded, self adjoint, positive operator of finite trace. If we assume that $\rho$ has a discrete spectrum, then according to the spectral theorem $\rho$ can be written as
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$\rho=\sum \lambda_{\phi} P_{\phi}$, and therefore $\omega(A)=\frac{\sum \lambda_{\phi}(\phi, A \phi)}{\sum \lambda_{\phi}(\phi, \phi)}$, where the vectors $\phi$ are the eigenvectors of $\rho$ and the $\mathrm{P}_{\phi}$ are projection operators onto the onedimensional subspaces spanned by the $\phi$. Pure states then correspond to the special case in which $\rho$ is a projection operator onto a one dimensional subspace. This is the case when the above linear combination contains only one term. In this case $\omega(\mathrm{A})=\frac{(\phi, A \phi)}{(\phi, \phi)}$, so the pure states are vector states and one can prove that all vector states are pure. Corollary 1.30 makes it clear that the latter proof depends on the irreducibility of the set of operators $\mathcal{L}(\boldsymbol{\delta})$. In the Algebraic Approach we gain the result that all states are vector states in some representation, with the price being that the representation is irreducible only when the state is pure. We can gain an understanding of what is going on here by considering the case when $\rho$ is a projection operator onto a two dimensional subspace, and has unit trace. If this is the case then $\omega(A)=\left(\phi_{1}, A \phi_{1}\right)+\left(\phi_{2}, A \phi_{2}\right)$, with $\phi_{1}$ and $\phi_{2}$ the eigenvectors of $\rho$. In the Hilbert space $\boldsymbol{\delta}, \omega$ is not a vector state. However, in $\boldsymbol{\xi} \oplus \boldsymbol{\mathcal { S }} \omega$ is a vector state with $\omega(A)=\left(\phi_{1} \oplus \phi_{2},(A \oplus A) \phi_{1} \oplus \phi_{2}\right)$. Thus we can express $\omega$ as a vector state, but in doing so the algebra $\mathcal{L}(\mathcal{S}) \oplus \mathcal{L}(\mathcal{S})$ becomes reducible.

We now discuss (b). Assume that the $\mathrm{C}^{*}$-algebra 21 corresponding to some physical system admits only one irreducible representation, $\{\delta, \pi\}$. This is usually the case when the system possesses a finite number of degrees of freedom. In Chapter 2 we will show that this is the case for the $\mathrm{C}^{*}$-algebra that corresponds to a finite
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spin system and in Chapter 3 we will show that this is true for the $C^{*}$-algebra that corresponds to a finite Bose gas. This representation will be the irreducible representation in which one is working in the Hilbert space formalism. Let $\omega$ be a mixed state over $\mathcal{N}$, and for simplicity assume that $\omega$ decomposes into two pure states $\omega=\lambda \omega_{1}+(1-\lambda) \omega_{2}, \omega_{1}$ and $\omega_{2}$ pure. Without loss of generality we may assume that the reducible G.N.S. representation $\left\{\delta_{\omega}, \pi_{\omega}\right\}$ corresponding to the $\omega$ can be decomposed into a direct sum of the unique irreducible representation $\{\delta, \pi\}$ as

$$
\pi_{\omega}\left(\mathcal{L}^{\prime}\right)=\left(\begin{array}{cc}
\pi(\mathcal{L}) & 0 \\
0 & \pi(\mathcal{L})
\end{array}\right)
$$

It easily follows that

$$
\pi_{\omega}(ฆ)^{\prime \prime}=\left(\begin{array}{cc}
\pi(ฆ)^{\prime \prime} & 0 \\
0 & \pi(2)^{\prime \prime}
\end{array}\right),
$$

so the von Neumann algebras $\pi_{\omega}(\mathscr{L})^{\prime \prime}$ and $\pi(2)$ " are ${ }^{*}$-isomorphic. The representations $\left\{\mathcal{S}_{\omega}, \pi_{\omega}\right\}$ and $\{\mathcal{S}, \pi\}$ are therefore quasi-equivalent, by Theorem 1.34. This means that the set of states of $\mathcal{\&}$ that can be expressed in terms of the trace of a density operator in either of the two representations coincide. Since $\omega$ is a vector state in $\left\{\delta_{\omega}, \pi_{\omega}\right\}$, it can be expressed in terms of the trace of a density operator in $\{\boldsymbol{\delta}, \pi\}$. So we might as well work in the irreducible representation $\{\boldsymbol{S}, \pi\}$, returning to the Traditional Approach.

The C*-algebra that corresponds to an infinite system usually admits an infinite number of unitarily inequivalent irreducible
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representations. In Chapter 2 we shall show that this is true for the C*-algebra that corresponds to an infinite spin system and in Chapter 3 we shall show that this is true for the $\mathrm{C}^{*}$-algebra that corresponds to an infinite Bose gas. When this occurs we must work with the $\mathrm{C}^{*}$-algebra, since it provides an underlying link between all these different representations.
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## QUANTUM SPIN SYSTEMS

In this chapter we will explicitly illustrate the main results of Chapter 1 by discussing the algebraic description of Quantum Spin Systems. The $\mathrm{C}^{*}$-algebra corresponding to a single spin will be constructed and analyzed. The G.N.S. representation corresponding to the canonical equilibrium state will be constructed, following the procedure given in the proof of Theorem 1.25. We will then generalize to a two spin system, a multi spin system, and finally to a system consisting of an infinite number of spins. We shall find, among other things, that the G.N.S. representations corresponding to different finite temperatures are unitarily equivalent, as long as the system remains finite, while for the infinite system these representations become unitarily inequivalent.

### 2.1 SINGLE SPIN SYSTEMS

Consider a system consisting of a single spin ( $\mathrm{s}=1 / 2$ ) with no other degrees of freedom. The $\mathrm{C}^{*}$-algebra corresponding to this system is generated by the four abstract elements $\sigma_{0}, \sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ equipped with the composition laws

$$
\begin{array}{ll}
\sigma_{0}=\left(\sigma_{0}\right)^{2}=\left(\sigma_{i}\right)^{2} & i=1,2,3, \\
\sigma_{0}=\sigma_{i} & i=1,2,3, \tag{2.1b}
\end{array}
$$

and

$$
\begin{gather*}
\sigma_{1} \sigma_{2}=i \sigma_{3}, \text { similarly for cyclic permutations }  \tag{2.1c}\\
\text { of } 1,2 \text { and } 3 .
\end{gather*}
$$
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Latin indices ( $i, j, k$ ) will run from 1 to 3 while Greek indices $(\mu, \nu, \eta)$ will run from 0 to 3 . We begin by defining the algebra $\mathbb{2}$ to be the set of all polynomials in $\sigma_{\mu}$ of finite degree with complex coefficients. Using (2.1) it is obvious that 2 consists simply of the linear combinations of the four $\sigma$ 's,

$$
\begin{equation*}
\mathscr{U}=\left\{A=\alpha^{\mu} \sigma_{\mu}: \alpha^{\mu} \in \mathbb{C}\right\} . \tag{2.2}
\end{equation*}
$$

Note that $\sigma_{0}$ is an identity for $\mathscr{Q}$ and the product of $A=\alpha^{\mu} \sigma_{\mu}$ and $B=\beta^{\mu} \sigma_{\mu}$ is

$$
\begin{equation*}
A B=\alpha^{\mu} \beta^{\nu} \sigma_{\mu} \sigma_{v} \tag{2.3}
\end{equation*}
$$

An involution of $2($ can be defined as

$$
\begin{equation*}
\left(\alpha^{\mu} \sigma_{\mu}\right)^{*} \equiv \bar{\alpha}^{\mu} \sigma_{\mu} \tag{2.4}
\end{equation*}
$$

To show that the mapping defined in (2.4) is indeed an involution of $\mathbb{\ell}$ we first note that $A^{*} \in \mathbb{Z}$ if $A \in \mathcal{Q}$. Then
i) $\left(A^{*}\right)^{*}=A$; this is easily verified by inspection of (2.4),
ii) $(A B)^{*}=B^{*} A^{*}$; since the $\sigma_{\mu}$ are self adjoint we have $(A B)^{*}=\left(\alpha^{\mu} \beta^{\nu} \sigma_{\mu} \sigma_{\nu}\right)^{*}=\bar{\alpha}^{\mu} \bar{\beta}^{\nu}\left(\sigma_{\mu} \sigma_{v}\right)^{*}=\bar{\alpha}^{\mu} \bar{\beta}^{\nu} \sigma_{v} \sigma_{\mu}=B^{*} A^{*}$,
iii) $(\gamma A+\delta B)^{*}=\bar{\gamma} A^{*}+\bar{\delta} B^{*}$; this is easily verified by inspection of (2.4).

This shows that (2.4) does define an involution of $\mathbb{Q}$, and $\mathbb{\ell}$ is therefore a*-algebra.

To define a $C^{*}$-norm on $\mathbb{Q}$ we first determine the spectrum of an arbitrary $A \in \Omega$ and then use the fact that $\|A\|=\rho\left(A^{*} A\right)^{1 / 2}$. As is evident from (2.1b) the element $\sigma_{0}$ is an identity for $\mathcal{N}$. It is easy to demonstrate, by direct multiplication, that the inverse of $A \in \mathbb{Z}$ is

$$
\begin{equation*}
A^{-1}=\left(\alpha^{\mu} \sigma_{\mu}\right)^{-1}=\frac{\left(\alpha^{0} \sigma_{0}-\alpha^{i} \sigma_{i}\right)}{\left(\alpha^{0}\right)^{2}-\left(\alpha^{1}\right)^{2}-\left(\alpha^{2}\right)^{2}-\left(\alpha^{3}\right)^{2}} \tag{2.5}
\end{equation*}
$$

So $A^{-1}$ exists if and only if $\left(\alpha^{0}\right)^{2} \neq\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}$. Using this condition for invertibility it is easy to see that the spectrum of a general $A \in \ell$ is (no confusion should arise from using the symbol $\sigma$ to denote the spectrum and $\sigma_{\mu}$ to denote the generators of $\mathscr{\&}$ )

$$
\begin{equation*}
\sigma(\mathrm{A})=\sigma\left(\alpha^{\mu} \sigma_{\mu}\right)=\left\{\lambda=\alpha^{0} \pm \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}\right\} . \tag{2.6}
\end{equation*}
$$

E.g., $\sigma\left(\sigma^{0}\right)=\{1,1\}, \sigma\left(\sigma^{i}\right)=\{1,-1\}, \sigma\left(\sigma_{0}+\sigma_{3}\right)=\{1 \pm \sqrt{1}\}=\{0,2\}$.

Using the spectrum we then define the norm of an arbitrary $A \in \mathbb{Q}$ as

$$
\begin{align*}
& \|A\|=\left\|\alpha^{\mu} \sigma_{\mu}\right\| \equiv \rho\left(A^{*} A\right)^{1 / 2}=\left[\operatorname{Sup}\left\{|\lambda|: \lambda \in \sigma\left(A^{*} A\right)\right\}\right]^{1 / 2} . \\
& =\left\{\alpha^{\mu} \bar{\alpha}^{\mu}+2 \sqrt{\left[\begin{array}{c}
{\left[\operatorname{Re}\left(\alpha^{0} \bar{\alpha}^{1}-i \alpha^{2} \bar{\alpha}^{3}\right)\right]^{2}+\left[\operatorname{Re}\left(\alpha^{0} \bar{\alpha}^{2}-i \alpha^{3} \bar{\alpha}^{1}\right)\right]^{2}} \\
+\left[\operatorname{Re}\left(\alpha^{0} \bar{\alpha}^{3}-i \alpha^{1} \bar{\alpha}^{2}\right)\right]^{2}
\end{array}\right\}^{1 / 2}}\right. \tag{2.7}
\end{align*}
$$

E.g., $\left\|\sigma_{\mu}\right\|=1,\left\|\sigma_{\dot{\alpha}}+\sigma_{3}\right\|=(\operatorname{Sup}\{|\lambda|: \lambda=1 \pm \sqrt{1}\})^{1 / 2}=\sqrt{2}$.

In demonstrating the connection between the norm and spectral radius of a $C^{*}$-algebra ( $\|A\|^{2}=\rho\left(A^{*} A\right)$ ) one assumes that a $C^{*}$-norm exists. This means that we must demonstrate that (2.7) really does define a
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C*-norm for $\mathcal{\ell}$, for it may happen that our *-algebra $\mathcal{\&}$ does not admit a C*-norm (not every *-algebra will). To demonstrate that (2.7) satisfies the properties in Definition 1.4 is rather difficult (it is very messy to demonstrate that (2.7) satisfies the triangle and product inequalities) so we will instead demonstrate that the *-algebra $\mathcal{\&}$ possesses a $C^{*}$-norm (with respect to which it is complete) and then use Theorem 1.6 to conclude that this $\mathrm{C}^{*}$-norm is unique and hence given by (2.7). To this end we define a norm on 2 L through the faithful representation of 2 L as the set of two by two matrices with complex entries acting on $\mathbb{C}^{2}$. The elements $\sigma_{i}$ are represented by the familiar Pauli spin matrices while $\sigma_{0}$ is represented by the two by two unit matrix,

$$
\pi\left(\sigma_{0}\right)=\binom{10}{01}, \pi\left(\sigma_{1}\right)=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \pi\left(\sigma_{2}\right)=\binom{01}{10}, \pi\left(\sigma_{3}\right)=\left(\begin{array}{l}
0-i \\
i
\end{array} 0\right)
$$

A norm on $\pi(2 \mathrm{C})$ is now defined as

$$
\begin{align*}
\|\pi(A)\| & =\left\|\pi\left(\alpha^{\mu} \sigma_{\mu}\right)\right\| \equiv \operatorname{Sup}\left\{\|\pi(A) \underline{\lambda}\|: \lambda \in \mathbb{C}^{2},\|\underline{\lambda}\|=1\right\} \\
& =\operatorname{Sup}\left\{\left\|\left(\begin{array}{cc}
\alpha^{0}+\alpha^{3} & \alpha^{1}-i \alpha^{2} \\
\alpha^{1}-i \alpha^{2} & \alpha^{0}-\alpha^{3}
\end{array}\right)\binom{\lambda_{1}}{\lambda_{2}}\right\|:\left|\lambda_{1}\right|^{2}+\left|\lambda_{2}\right|^{2}=1\right\} \tag{2.8}
\end{align*}
$$

We now use the fact that the norm of a complex vector satisfies
(a) $\|\lambda\| \geq 0,\|\lambda\|=0$ if and only if $\lambda=0$,
(b) $\|\alpha \lambda \lambda\|=|\alpha|\|\lambda\|$ for all $\alpha \in \mathbb{C}$,
(c) $\left\|\lambda_{1}+\lambda_{2}\right\| \leq\left\|\lambda_{1}\right\|+\left\|\lambda_{2}\right\|$,
and
(d)' (Cauchy inequality) $I(\underline{\lambda}, \delta) \mid \leq\|\lambda\|\| \| \|$,
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to show that (2.8) satisfies the conditions in Definition 1.4,
i) $\|\pi(A)\| \geq 0,\|\pi(A)\|=0$ if and only if $\pi(A)=0$; the first part is obvious. The second part follows from (a) and the fact that $\pi(A) \lambda=0$ iff and only if $\pi(A)=0$,
ii) $\|\alpha \pi(A)\|=|\alpha|\|\pi(A)\|$ for all $\alpha \in \mathbb{C}$; this follows from (b),
iii) $\|\pi(A+B)\| \leq\|\pi(A)\|+\|\pi(B)\|$; using (c) and knowing that $\pi$ is a representation we have

$$
\begin{aligned}
\|\pi(A+B)\| & =\operatorname{Sup}\left\{\|\pi(A) \lambda+\pi(B) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& \leq \operatorname{Sup}\left\{\|\pi(A) \underline{\lambda}\|+\|\pi(B) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& \leq \operatorname{Sup}\left\{\|\pi(A) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\}+\operatorname{Sup}\left\{\|\pi(B) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\|\pi(A)\|+\|\pi(B)\|,
\end{aligned}
$$

iv) $\|\pi(A B)\| \leq\|\pi(A)\|\|\pi(B)\|$; using (b) and the fact that $\pi$ is a representation we have (we may, without loss of generality, assume that $B \neq 0$ )

$$
\begin{aligned}
\|\pi(\mathrm{AB})\| & =\operatorname{Sup}\left\{\|\pi(\mathrm{A}) \pi(\mathrm{B}) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\operatorname{Sup}\left\{\|\pi(\mathrm{A})\| \pi(\mathrm{B}) \lambda \boldsymbol{\lambda}\left\|\frac{\pi(\mathrm{B}) \underline{\lambda}}{\|\pi(\mathrm{B}) \boldsymbol{\lambda}\|}\right\|: \lambda \in \mathbb{C}^{2} ;\|\lambda\|=1\right\} \\
& =\operatorname{Sup}\left\{\|\pi(\mathrm{A}) \delta\|\|\pi(\mathrm{B}) \lambda\|: \underline{\lambda}, \delta \in \mathbb{C}^{2},\|\lambda\|=\|\delta\|=1\right\} \\
& \leq \operatorname{Sup}\left\{\|\pi(\mathrm{A}) \delta\|: \delta \in \mathbb{C}^{2},\|\delta\|=1\right\} \operatorname{Sup}\left\{\|\pi(\mathrm{B}) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\|\pi(\mathrm{A})\|\|\pi(\mathrm{B})\|, \\
(\text { note }: \bar{\delta}= & \left.\frac{\pi(\mathrm{B}) \underline{\lambda}}{\|\pi(\mathrm{B}) \lambda\|}\right) \\
& \left.v^{\prime}\right)\|\pi(\mathrm{A})\|^{2}=\left\|\pi\left(\mathrm{A}^{*} \mathrm{~A}\right)\right\| ; \text { denote the adjoint of } \pi(\mathrm{A}) \text { by } \\
\pi(\mathrm{A})^{\dagger}=\pi\left(\mathrm{A}^{*}\right) . & \text { Using (d) we have }
\end{aligned}
$$
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$$
\begin{aligned}
\|\pi(\mathrm{A})\|^{2} & =\operatorname{Sup}\left\{\|\pi(\mathrm{A}) \lambda\|^{2}: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\operatorname{Sup}\left\{(\pi(\mathrm{A}) \lambda, \pi(\mathrm{A}) \lambda): \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\operatorname{Sup}\left\{(\lambda, \pi(\mathrm{A}) \dagger \pi(\mathrm{A}) \lambda): \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& \leq \operatorname{Sup}\left\{\|\pi(\mathrm{A}) \dagger \pi(\mathrm{A}) \lambda\|: \lambda \in \mathbb{C}^{2},\|\lambda\|=1\right\} \\
& =\left\|\pi\left(\mathrm{A}^{*} \mathrm{~A}\right)\right\| \\
& \leq\left\|\pi\left(\mathrm{A}^{*}\right)\right\|\|\pi(\mathrm{A})\|, \\
\text { so } \quad & \|\pi(\mathrm{A})\| \leq\left\|\pi\left(\mathrm{A}^{*}\right)\right\| .
\end{aligned}
$$

By interchanging $A$ and $A^{*}$ in the previous argument, it follows that $\left\|\pi\left(A^{*}\right)\right\| \leq\|\pi(A)\|$, so $\left\|\pi\left(A^{*}\right)\right\|=\|\pi(A)\|$. If we now use this identity in the previous argument we have

$$
\|\pi(A)\|^{2} \leq\left\|\pi\left(A^{*} A\right)\right\| \leq\left\|\pi\left(A^{*}\right)\right\|\|\pi(A)\|=\|\pi(A)\|^{2},
$$

so $\|\pi(A)\|^{2}=\left\|\pi\left(A^{*} A\right)\right\|$.

We have shown that (2.8) defines a $C^{*}$-norm for $\pi(\mathbb{2})$. Since the representation is faithful (i.e., $\pi(A)=0$ if and only if $A=0$ ), $\|A\| \equiv\|\pi(A)\|$ is a $C^{*}$-norm for $\mathcal{\ell}$. To show that $\mathscr{\&}$ is a $C^{*}$-algebra we must demonstrate that $\mathcal{2}$ is complete with respect to this $C^{*}$-norm. Specifically, we must show that the sequence $\left\{\alpha_{m}^{\mu} \sigma_{\mu}\right\}$ converges to an element of $\mathcal{U}$ if it is a Cauchy sequence, i.e., if

$$
\lim _{m, n \rightarrow \infty}\left\|\alpha_{m}^{\mu} \sigma_{\mu-} \alpha_{n}^{\mu} \sigma_{\mu}\right\|=0
$$

We have

$$
\begin{aligned}
\left\|\alpha_{m}^{\mu} \sigma_{\mu}-\alpha_{n}^{\mu} \sigma_{\mu}\right\|^{2} & \equiv\left\|\alpha_{m}^{\mu} \pi\left(\sigma_{\mu}\right)-\alpha_{n}^{\mu} \pi\left(\sigma_{\mu}\right)\right\|^{2} \\
& =\operatorname{Sup}\left\{\left\|\left(\alpha_{m}^{\mu}-\alpha_{n}^{\mu}\right) \pi\left(\sigma_{\mu}\right) \lambda\right\|^{2}: \lambda_{\epsilon} \in \mathbb{C}^{2},\|\lambda\|=1\right\}
\end{aligned}
$$

Letting $\lambda=\binom{1}{0}$ gives

$$
\left\|\alpha_{m}^{\mu} \sigma_{\mu}-\alpha_{n}^{\mu} \sigma_{\mu}\right\|^{2} \geqq l\left(\alpha_{m}-\alpha_{n}^{0}\right)+\left.\left(\alpha_{m}^{3}-\alpha_{n}^{3}\right)\right|^{2}+\left|\left(\alpha_{m}^{1}-\alpha_{n}^{1}\right)+i\left(\alpha_{m-}^{2}-\alpha_{n}^{2}\right)\right|^{2},
$$

while $\underline{\lambda}=\binom{0}{1}$ gives

$$
\left\|\alpha_{m}^{\mu} \sigma_{\mu}-\alpha_{n}^{\mu} \sigma_{\mu}\right\|^{2} \geq\left|\left(\alpha_{m}^{0}-\alpha_{n}^{0}\right)-\left(\alpha_{m-}^{3}-\alpha_{n}^{3}\right)\right|^{2}+\left|\left(\alpha_{m}^{1}-\alpha_{n}^{1}\right)-i\left(\alpha_{m}^{2}-\alpha_{n}^{2}\right)\right|^{2}
$$

Using these inequalities we see that $\lim _{m, n \rightarrow \infty}\left\|\alpha_{m}^{\mu} \sigma_{\mu-} \alpha_{n}^{\mu} \sigma_{\mu}\right\|=0$ implies that $\lim _{m, n \rightarrow \infty} \cdot\left(\left(\alpha_{m}^{\mu}-\alpha_{n}^{\mu}\right) l=0\right.$ for $\mu=0,1,2$, and 3, i.e., the sequences of complex numbers $\left\{\alpha_{m}^{\mu}\right\}$ are Cauchy. Since the complex numbers are complete, $\left\{\alpha_{m}^{\mu}\right\}$ converges for $\mu=0,1,2$, and 3. Let $\left\{\alpha_{m}^{\mu}\right\} \rightarrow \alpha^{\mu}$, we then see that $\left\{\alpha_{m}^{\mu} \sigma_{\mu}\right\} \rightarrow \alpha^{\mu} \sigma_{\mu} \in \mathcal{L}$. We have shown that $\mathcal{Q}$ is complete and hence is a $\mathrm{C}^{*}$-algebra. We can now conclude that (2.7) is the unique $\mathrm{C}^{*}$ norm for $2 .{ }^{1}$

The real and self adjoint elements $A \in \mathcal{Q}$ will now be classified. Since $A=\alpha^{\mu} \sigma_{\mu}$ is completely determined by the $\alpha^{\mu}$, this classification is in terms of them.

[^0]
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Proposition 2.9 A general element $A=\alpha^{\mu} \sigma_{\mu} \in \mathbb{Z}$ is:
i) Self adjoint if and only if the coefficients $\alpha^{\mu}$ are real,
ii) positive if and only if the coefficients $\alpha^{\mu}$ are real and satisfy $\alpha^{0} \geq \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}$.

Proof: i) Follows trivially from $A^{*}=\bar{\alpha}^{\mu} \sigma_{\mu}$.
ii) Recall that $A$ is positive if it is self adjoint and $\sigma(A) \in[0, \infty]$; the above condition then follows from the relation

$$
\sigma\left(A=\alpha^{\mu} \sigma_{\mu}\right)=\left\{\lambda=\alpha^{0} \pm \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}\right\}
$$

Now that we have characterized the positive elements we can go on to construct the states over $थ$. Since $A=\alpha^{\mu} \sigma_{\mu}$ is completely determined by the coefficients $\alpha^{\mu}$, any functional $f$ over $\mathcal{2}$ must be of the form $f(\mathrm{~A})=\mathrm{F}\left(\alpha^{\mu}\right)$, where F is a complex valued function. In order for the $f$ to be a linear functional it must satisfy $f(A+B)=f(A)+f(B)$. With $B=\beta^{\mu} \sigma_{\mu}$ this condition implies that

$$
F\left(\alpha^{\mu}+\beta^{\mu}\right)=F\left(\alpha^{\mu}\right)+F\left(\beta^{\mu}\right),
$$

so F must be of the form $\mathrm{F}\left(\alpha^{\mu}\right)=x_{\mu} \alpha^{\mu}$. Since $f\left(\mathrm{~A}^{*}\right)=\overline{f(\mathrm{~A})}$ if $f$ is a linear functional, the coefficients $x_{\mu}$ must be real. These results are summarized in the following proposition.

Proposition 2.10 The most general linear functional $f$ over $\mathscr{\&}$ is of the form $f\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \alpha^{\mu}$, with the real coefficients $x_{\mu}$.
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A linear functional $f$ is positive if it takes on positive values for positive elements of $\mathscr{E}$. Using the general form for a positive element of $\mathfrak{2}$, given in Proposition 2.9, along with the previous result we see that $f$ is positive if and only if $f\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \alpha^{\mu} \geq 0$ for all $\alpha^{\mu}$ satisfying

$$
\alpha^{0} \geq \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}
$$

with the coefficients $x_{\mu}$ real. In particular note that $\sigma_{0}>0$ implies $f\left(\sigma_{0}\right)=x_{0}>0$. We can now prove the following.

Claim 2.11 A necessary and sufficient condition for a linear functional $f\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \mathrm{a}^{\mu}$, with $\mathrm{x}^{\mu}$ real, to be positive on the positive cone

$$
\alpha^{0} \geq \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}
$$

is $x_{0} \geq \sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}$.

Proof: We first show that the condition is sufficient. Given $x_{0} \geq \sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}$ we must show that $x_{\mu} \alpha^{\mu} \geq 0$ for all real $\alpha^{\mu}$ satisfying $\alpha^{0} \geq \sqrt{\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}}$. Combining these two conditions we have

$$
\left(\alpha^{0}\right)^{2}\left(x_{0}\right)^{2} \geq\left[\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}\right]\left[\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}\right] .
$$

If we form the vectors $A=\left(\alpha^{1}, \alpha^{2}, \alpha^{3}\right)$ and $\underline{X}=\left(x_{1}, x_{2}, x_{3}\right)$ we can use the Cauchy-Schwartz inequality to obtain

$$
\begin{aligned}
{\left[\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2}\right]\left[\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}\right] } & =\|\underline{A}\|\left\|^{2}\right\| \underline{x} \|^{2} \\
& \geq|\underline{A} \cdot \underline{x}|^{2} \\
& =\left(\alpha^{1} x_{1}+\alpha^{2} x_{2}+\alpha^{3} \dot{x}_{3}\right)^{2} .
\end{aligned}
$$
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Combining the above inequalities we conclude that $x_{\mu} \alpha^{\mu} \geq 0$, and hence the condition is sufficient.

To show that the condition is necessary we assume that $x_{0}<\sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}$, i.e., the condition fails, and construct a positive $A$ such that $f(A)<0$. Let $\alpha^{0}=\sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}, \alpha^{1}=-x_{1}, \alpha^{2}=-x_{2}, \alpha^{3}=-x_{3}$, and consider the element $A=\alpha^{\mu} \sigma_{\mu}$. Since $\left(\alpha^{0}\right)^{2}=\left(\alpha^{1}\right)^{2}+\left(\alpha^{2}\right)^{2}+\left(\alpha^{3}\right)^{2} A$ is positive. Now $f(A)=x_{\mu} \alpha^{\mu}=x_{0} \sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}-\left(x_{1}\right)^{2}-\left(x_{2}\right)^{2}-\left(x_{3}\right)^{2}<0$, where the last inequality follows from the assumption $x_{0}<\sqrt{\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}}$. So we have constructed a positive $A$ such that $f(A)<0$, and the condition is necessary.

The following "geometrical" interpretation of the condition in the previous claim will prove to be useful. Consider a linear functional $f\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \alpha^{\mu}$, with $x_{0}>0, x_{1}, x_{2}$, and $x_{3}$ real. We imagine that the $x_{1}, x_{2}$, and $x_{3}$ form a vector $\underline{X}=\left(x_{1}, x_{2}, x_{3}\right)$ in $\mathbb{R}^{3}$, and that $x_{0}$ is the radius of a sphere in $\mathbb{R}^{3}$. We then have, from the previous claim, that $f$ is positive if and only if $\underline{X}$ lies in or on the sphere of radius $x_{0}$.

A state $\omega$ over 2 is a positive linear functional with unit norm. Since $\mathbb{2}$ possesses an identity, namely $\sigma^{0}$, we have $\|\omega\|=\omega\left(\sigma^{0}\right)=x_{0}=1$. This immediately gives

Proposition 2.12 The most general state $\omega$ over $\mathcal{X}$ is of the form $\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \alpha^{\mu}$, with $x_{0}=1 \geq\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}$.

In terms of our geometrical interpretation we have that a linear functional $\omega$ is a state if and only if the corresponding vector X lies in or on the unit sphere.

Finally we characterize the pure states over $\mathcal{R}$. Recall from Definition 1.28 that a state $\omega$ is pure if it is not possible to decompose $\omega$ as $\omega=\lambda \omega_{1}+(1-\lambda) \omega_{2}$ with $\omega_{1}$ and $\omega_{2}$ states and $0<\lambda<1$. In terms of the vector $\underline{X} \omega$ is pure if it is not possible to decompose $\underline{X}$ as $\underline{X}=\lambda \underline{X}_{1}+(1-\lambda) \underline{X}_{2}$ with $\left\|\underline{X}_{1}\right\| \leq 1,\left\|\underline{X}_{2}\right\| \leq 1$ and $0<\lambda<1$. So $\omega$ is pure if it is not possible to express the corresponding vector $X$ as a non-trivial convex combination of two vectors lying in or on the unit sphere. Since $X$ lies in or on the unit sphere this is the case only when $X$ actually lies on the unit sphere. In terms of $\omega$ itself we then have the following proposition.

Proposition 2.13 The most general pure state $\omega$ over $\mathcal{M}$ is of the form $\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=x_{\mu} \alpha^{\mu}$, where the coefficients $x_{\mu}$ are real and satisfy $x_{0}=1=\left(x_{1}\right)^{2}+\left(x_{2}\right)^{2}+\left(x_{3}\right)^{2}$.

Suppose that we place our system in a uniform magnetic field in the 3 - direction, so that the Hamiltonian is $\mathrm{H}=-\mathrm{Bo} \sigma_{3}$. In the concrete Hilbert space approach, the canonical density matrix is then

$$
\rho=\frac{\exp \left(\beta B \sigma_{3}\right)}{\operatorname{Tr} \exp \left(\beta B \sigma_{3}\right)}
$$

where $\left(\beta=(k T)^{-1}\right)$. We shall assume that this is also the case in the Algebraic Approach, with $\operatorname{Tr}(A) \equiv\left\{\sum \lambda: \lambda \in \sigma(A)\right\}$. This gives rise to the state
$\omega(A)=\operatorname{Tr}(A \rho)$. Using the properties of the spectrum in Theorem 1.13 we have

$$
\begin{aligned}
\operatorname{Tr}\left(\exp \left(\beta B \sigma_{3}\right)\right) & =\left\{\sum \lambda: \lambda \in \sigma\left(\exp \left(\beta B \sigma_{3}\right)\right)\right\} \\
& =\left\{\sum \lambda: \lambda \in \exp \left(\sigma\left(\beta B \sigma_{3}\right)\right)\right\} \\
& =\exp (\beta B)+\exp (-\beta B) \\
& =2 \cosh \beta B,
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Tr}\left(A \exp \left(\beta B \sigma_{3}\right)\right)= & \operatorname{Tr}\left(\alpha^{\mu} \sigma_{\mu} \exp \left(\beta B \sigma_{3}\right)\right) \\
= & \operatorname{Tr}\left(\alpha^{\mu} \sigma_{\mu}\left(\cosh \beta B \sigma_{0}+\sinh \beta B \sigma_{3}\right)\right) \\
= & \left(\alpha^{0} \cosh \beta B+\alpha^{3} \sinh \beta B\right) \operatorname{Tr} \sigma_{0} \\
& +(X) \operatorname{Tr} \sigma_{1}+(Y) \operatorname{Tr} \sigma_{2}+(Z) \operatorname{Tr} \sigma_{3}
\end{aligned}
$$

where $X, Y$, and $Z$ depend on the $\alpha^{\mu}$ and $\cosh \beta B$, sinh $\beta B$. Since $\operatorname{Tr} \sigma_{0}=2$ and $\operatorname{Tr} \sigma_{1}=\operatorname{Tr} \sigma_{2}=\operatorname{Tr} \sigma_{3}=0$ we have

$$
\begin{align*}
& \operatorname{Tr}\left(\alpha^{\mu} \sigma_{\mu} \exp \left(\beta B \sigma_{3}\right)\right)=2\left(\alpha^{0} \cosh \beta B+\alpha^{3} \sinh \beta B\right) . \\
& \text { Therefore } \quad \omega\left(\alpha^{\mu} \sigma_{\mu}\right)=\operatorname{Tr}\left(\alpha^{\mu} \sigma_{\mu} \rho\right)=\frac{\alpha^{0} \cosh \beta B+\alpha^{3} \sinh \beta B}{\cosh \beta B}, \\
& \text { or } \quad \omega(A)=\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0}+\alpha^{3} t, \quad t=\tanh \beta B(0 \leq|t| \leq 1) \tag{2.14}
\end{align*}
$$

or

This equilibrium state was obtained by using the canonical density matrix $\rho$ from the concrete Hilbert space approach. If we are true disciples of the Algebraic Approach we should demand an algebraic characterization of this equilibrium state. We only mention here that this
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might be possible following the methods of Hagg/Trych-Pohlmeyer ([Haag1]).

We now make the following observations. Since $|t| \leq 1, \omega(A)$ is a state by Proposition 2.12. From Proposition 2.13 we conclude that $\omega(A)$ is pure only when $t= \pm 1$. Denote these states by $\omega_{ \pm}(A)$ (i.e., $\omega_{+}\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0}+\alpha^{3}$ and $\left.\omega_{-}\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0}-\alpha^{3}\right)$. The state $\omega_{+}(A)$ corresponds to the zero temperature case. Finally a mixed state $\omega(A)$ can be decomposed in terms of the pure states $\omega_{ \pm}$as

$$
\begin{equation*}
\omega(A)=u^{2} \omega_{+}(A)+v^{2} \omega_{-}(A) \tag{2.15}
\end{equation*}
$$

with $u^{2}=(1+t) / 2$ and $v^{2}=(1-t) / 2$.

The G.N.S. representations associated with these states will now be constructed. First consider the state $\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0}+\alpha^{3} t, 0 \leq|t|<1$. We begin by constructing the left ideal $\mathbb{S}_{\omega}=\left\{A \in \mathbb{Z}: \omega\left(A^{*} A\right)=0\right\}$. A simple calculation shows that

$$
\begin{aligned}
& \Im_{\omega}=\left\{\alpha^{\mu} \sigma_{\mu} \in 民:\left|\alpha^{0}\right|^{2}+\left|\alpha^{1}\right|^{2}+\left|\alpha^{2}\right|^{2}+\left|\alpha^{3}\right|^{2}+t\left(\alpha^{0} \bar{\alpha}^{3}+\bar{\alpha}^{0} \alpha^{3}+i \bar{\alpha}^{1} \alpha^{2}-i \alpha^{1} \bar{\alpha}^{2}\right)=0\right\} \\
& =\left\{\alpha^{\mu} \sigma_{\mu \in \mathcal{K}}:\left[\left|\alpha^{0}\right|^{2}+\left|\alpha^{3}\right|^{2}+t\left(\alpha^{0} \bar{\alpha}^{3}+\bar{\alpha}^{0} \alpha^{3}\right)\right]+\left[\left|\alpha^{1}\right|^{2}+\left|\alpha^{2}\right|^{2}+t\left(\bar{\alpha}^{1} \alpha^{2}-i \alpha^{1} \bar{\alpha}^{2}\right)\right]=0\right\} .
\end{aligned}
$$

Now $\left|\alpha^{0}+\alpha^{3}\right|^{2} \geq 0$ implies $\left|\alpha^{0}\right|^{2}+\left|\alpha^{3}\right|^{2} \geq-\alpha^{0} \bar{\alpha}^{3}-\bar{\alpha}^{0} \alpha^{3} \geq \mathrm{t}\left(\alpha^{0} \bar{\alpha}^{3}+\bar{\alpha}^{0} \alpha^{3}\right)$, where the last inequality follows from $\mid \mathrm{tl}<1$ and is an equality only when $\alpha^{0}=\alpha^{3}=0$. So we see that
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$$
\left[\left|\alpha^{0}\right|^{2}+\left|\alpha^{3}\right|^{2}+t\left(\alpha^{0} \bar{\alpha}^{3}+\bar{\alpha}^{0} \alpha^{3}\right)\right] \geq 0,
$$

equality only for $\alpha^{0}=\alpha^{3}=0$. In a similar fashion we have

$$
\left[\left|\alpha^{1}\right|^{2}+\left|\alpha^{2}\right|^{2}+t\left(\bar{\alpha}^{1} \alpha^{2}-i \alpha^{1} \bar{\alpha}^{2}\right)\right] \geq 0,
$$

equality only for $\alpha^{1}=\alpha^{2}=0$. Since equality occurs in the above expression only when all the $\alpha^{\mu}$ vanish, we conclude that

$$
\begin{equation*}
\Im_{\omega}=\{A \in \mathbb{Q}: A=0\} . \tag{2.16}
\end{equation*}
$$

The pre-Hilbert space $H_{\omega}$ is the span of the set $\left\{\Psi_{A}: A \in \mathcal{E}\right\}$, where $\psi_{A}$ is the equivalence class $\psi_{A}=\left\{A+I: I \in \boldsymbol{S}_{\omega}\right\}$. A scalar product over $H_{\omega}$ is then defined using the state $\omega,\left(\Psi_{\mathrm{A}}, \Psi_{\mathrm{B}}\right)=\omega\left(\mathrm{A}^{*} \mathrm{~B}\right)$. We now show that $\mathrm{H}_{\omega}$ is four-dimensional by demonstrating that the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \Psi_{\sigma_{2}}, \Psi_{\sigma_{3}}\right\}$ is linearly independent while the set $\left\{\Psi_{\sigma_{0}}, \psi_{\sigma_{1}}, \Psi_{\sigma_{2}}, \Psi_{\sigma_{3}}, \psi_{B}\right\}$ is not for arbitrary $\mathrm{B} \in \mathbb{\&}$. Recall that $\Psi_{\mathrm{A}}=0$ if and only if $\mathrm{A} \in \mathfrak{S}_{\omega}$, i.e., if and only if $A=0$. Now

$$
\alpha^{0} \psi_{\sigma_{0}}+\alpha^{1} \psi_{\sigma_{1}}+\alpha^{2} \psi_{\sigma_{2}}+\alpha^{3} \psi_{\sigma_{3}}=\psi_{\alpha^{\mu}} \sigma_{\sigma_{\mu}}
$$

so that a linear combination of the $\psi_{\sigma_{\mu}}$ vanishes if and only if the coefficients $\alpha^{\mu}$ are identically zero, hence the set $\left\{\psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \psi_{\sigma_{2}}, \psi_{\sigma_{3}}\right\}$ is linearly independent. Now consider the linear combination $\alpha^{0} \psi_{\sigma_{0}}+\alpha^{1} \psi_{\sigma_{1}}+\alpha^{2} \psi_{\sigma_{2}}+\alpha^{3} \psi_{\sigma_{3}}+\beta \psi_{B}$ for arbitrary $B=\beta^{\mu} \sigma_{\mu} \neq 0$. We have

$$
\begin{aligned}
\alpha^{0} \psi_{\sigma_{0}}+\alpha^{1} \psi_{\sigma_{1}}+\alpha^{2} \psi_{\sigma_{2}}+\alpha^{3} \psi_{\sigma_{3}}+\beta \psi_{B} & =\psi_{\alpha^{\mu}} \sigma_{\mu}+\beta \beta^{\mu} \sigma_{\mu} \\
& =\psi_{\left(\alpha^{\mu}+\beta \beta^{\mu}\right) \sigma_{\mu}}
\end{aligned}
$$

so that this linear combination of the $\psi_{\sigma_{\mu}}, \psi_{B}$ vanishes if the coefficients are chosen to be $\beta=1$ and $\alpha^{\mu}=-\beta^{\mu}$, hence the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \Psi_{\sigma_{2}}, \Psi_{\sigma_{3}}, \Psi_{B}\right\}$ is not linearly independent for arbitrary $B \neq 0$. This shows that the preHilbert space $H_{\omega}$ is four-dimensional.

To obtain an orthonormal basis for $\mathrm{H}_{\omega}$ we apply the Gram-Schmidt process to the linearly independent set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \Psi_{\sigma_{2}}, \Psi_{\sigma_{3}}\right\}$. This produces the orthonormal set $\left\{\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right\}$, where

$$
\begin{aligned}
& \psi_{1}=\psi_{\sigma_{0}} \\
& \left.\psi_{2=\left(-t \psi_{\sigma_{0}}+\psi_{\sigma_{3}}\right.}\right) / \sqrt{1-t^{2}} \\
& \psi_{3}=\psi_{\sigma_{1}} \\
& \left.\psi_{4=\left(-i t \psi_{\sigma_{1}}+\psi_{\sigma_{2}}\right)}\right) / \sqrt{1-t^{2}}
\end{aligned}
$$

and

Since the set $\left\{\Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{4}\right\}$ is an orthonormal basis for a fourdimensional space we let

$$
\psi_{1}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right), \psi_{2}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right), \psi_{3}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right) \text {, and } \psi_{4}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) .
$$

Now the representatives $\pi_{\omega}(A)$ are defined by $\pi_{\omega}(A) \psi_{B}=\psi_{A B}$, so $\pi_{\omega}(A)_{i j}=\left(\Psi_{i}, \pi_{\omega}(A) \Psi_{j}\right)$. For example

$$
\begin{aligned}
\pi_{\omega}\left(\sigma_{3}\right)_{34} & =\left(\Psi_{3}, \pi_{\omega}\left(\sigma_{3}\right) \Psi_{4}\right) \\
& =\frac{\left(\Psi_{\sigma_{1}}, \pi_{\omega}\left(\sigma_{3}\right)\left[-i t \Psi_{\sigma_{1}}+\Psi_{\sigma_{2}}\right]\right)}{\sqrt{1-t^{2}}} \\
& =\frac{\left(\Psi_{\sigma_{1}}, t \Psi_{\sigma_{2}}\right)}{\sqrt{1-t^{2}}}+\frac{\left(\Psi_{\sigma_{1}},-i \Psi_{\sigma_{1}}\right)}{\sqrt{1-t^{2}}} \\
& =t \frac{\omega\left(\sigma_{1} \sigma_{2}\right)}{\sqrt{1-t^{2}}}-i \frac{\omega\left(\sigma_{1} \sigma_{1}\right)}{\sqrt{1-t^{2}}} \\
& =\frac{\left(i t^{2}-1\right)}{\sqrt{1-t^{2}}} \\
& =-i \sqrt{1-t^{2}} .
\end{aligned}
$$

Continuing in this manner we find

$$
\begin{aligned}
& \pi_{\omega}\left(\sigma_{0}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \pi_{\omega}\left(\sigma_{1}\right)=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & i \\
1 & 0 & 0 & 0 \\
0 & -i & 0 & 0
\end{array}\right) \\
& \pi_{\omega}\left(\sigma_{2}\right)=\left(\begin{array}{cccc}
0 & 0 & -i t & \sqrt{1-t^{2}} \\
0 & 0 & -i \sqrt{1-t^{2}} & -t \\
i t & i \sqrt{1-t^{2}} & 0 & 0 \\
\sqrt{1-t^{2}} & -t & 0 & 0
\end{array}\right) \\
& \pi_{\omega}\left(\sigma_{3}\right)=\left(\begin{array}{cccc}
t & \sqrt{1-t^{2}} & 0 & 0 \\
\sqrt{1-t^{2}} & -t & 0 & 0 \\
0 & 0 & -t & -i \sqrt{1-t^{2}} \\
0 & 0 & i \sqrt{1-t^{2}} & t
\end{array}\right)
\end{aligned}
$$

Since the pre-Hilbert space $H_{\omega}$ is equal to $\mathbb{C}^{4}$, it is already complete, so $\boldsymbol{S}_{\omega}=\mathbb{C}^{4}$. The cyclic vector $\Omega_{\omega}$ is given by $\Omega_{\omega} \equiv \Psi_{\sigma_{0}}=\Psi_{1}$. At this point we should have a cyclic representation $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ such that $\omega(\mathrm{A})=\left(\Omega_{\omega}, \pi_{\omega}(\mathrm{A}) \Omega_{\omega}\right)$ for all $\mathrm{A} \in \boldsymbol{\ell}$. To demonstrate that this is the case we first put $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ in a more convenient form by diagonalizing $\pi_{\omega}\left(\sigma_{3}\right)$. The solutions to the secular equation $0=\left|\pi_{\omega}\left(\sigma_{3}\right)-\lambda I\right|=\left(\lambda^{2}-1\right)^{2}$ are $\lambda=1,1,-1,-1$ (I is the four by four unit matrix). The corresponding eigenvectors are found to be

$$
v_{\lambda=1}^{1}=\left(\begin{array}{l}
u \\
v \\
0 \\
0
\end{array}\right), v_{\lambda=1}^{2}=\left(\begin{array}{c}
0 \\
0 \\
v \\
-i u
\end{array}\right), v_{\lambda=-1}^{1}=\left(\begin{array}{c}
v \\
-u \\
0 \\
0
\end{array}\right) \text {, and } v_{\lambda=-1}^{2}=\left(\begin{array}{c}
0 \\
0 \\
u \\
i v
\end{array}\right)
$$

where $u=\sqrt{\frac{1+t}{2}}$ and $v=\sqrt{\frac{1-t}{2}}$. The matrix $U$ that diagonalizes $\pi_{\omega}\left(\sigma_{3}\right)$ is therefore

$$
U=\left(\begin{array}{cccc}
u & v & 0 & 0 \\
0 & 0 & u & i v \\
0 & 0 & v & -i u \\
v & -u & 0 & 0
\end{array}\right)
$$

Applying $U$ to our representation $\left\{S_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ gives rise to the equivalent representation $\left\{\xi_{\omega}^{\prime}, \pi_{\omega}^{\prime}, \Omega_{\omega}^{\prime}\right\}$, where

$$
\begin{aligned}
& \boldsymbol{S}_{\omega}=\mathrm{U} \boldsymbol{S}_{\omega}=\boldsymbol{S}_{\omega}=\mathbb{C}{ }^{4}, \\
& \pi_{\omega}^{\prime}\left(\sigma_{0}\right)=U \pi_{\omega}\left(\sigma_{0}\right) U^{\dagger}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \\
& \pi_{\omega}^{\prime}\left(\sigma_{1}\right)=U \pi_{\omega}\left(\sigma_{1}\right) U^{\dagger}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right), \\
& \pi_{\omega}^{\prime}\left(\sigma_{2}\right)=U \pi_{\omega}\left(\sigma_{2}\right) U^{\dagger}=\left(\begin{array}{cccc}
0 & -i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & i & 0
\end{array}\right), \\
& \pi_{\omega}^{\prime}\left(\sigma_{3}\right)=U \pi_{\omega}\left(\sigma_{3}\right) U^{\dagger}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \\
& \Sigma_{\omega}=U \Omega_{\omega}=\left(\begin{array}{l}
u \\
0 \\
0 \\
v
\end{array}\right) \text {. }
\end{aligned}
$$

and

Dropping the primes, we arrive at our final form for the G.N.S. representation corresponding to the state $\omega, \omega(\mathrm{A})=\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0}+\alpha^{3}$ :

$$
\left\{\delta_{\omega}=\mathbb{C}^{4}, \pi_{\omega}\left(\alpha^{\mu} \sigma_{\mu}\right)=\left(\begin{array}{cc}
\pi_{0}\left(\alpha^{\mu} \sigma_{\mu}\right) & 0 \\
0 & \pi_{0}\left(\alpha^{\mu} \sigma_{\mu}\right)
\end{array}\right) ; \pi_{0}\left(\alpha^{\mu} \sigma_{\mu}\right)=\left(\begin{array}{c}
\alpha^{0}+\alpha^{3} \alpha^{1}-\mathrm{i} \alpha^{2} \\
\alpha^{1}+\mathrm{i} \alpha^{2}
\end{array} \alpha^{0}-\alpha^{3}\right), \Omega_{\omega}=\left(\begin{array}{l}
\mathrm{u} \\
0 \\
0 \\
v
\end{array}\right)\right\} .
$$

where $u=\sqrt{\frac{1+t}{2}}, v=\sqrt{\frac{1-t}{2}}$, and $t=\tanh \beta B$.

We now make the following observations about the above representation (it is easy to verify that it is indeed a representation of $\&$ ). Let $\Psi$ be an arbitrary vector in $\boldsymbol{S}_{\boldsymbol{\omega}}$. Then by direct multiplication it is easy to show that

$$
\Psi \equiv\left(\begin{array}{l}
\alpha \\
\beta \\
\gamma \\
\delta
\end{array}\right)=\pi_{\omega}\left(\frac{1}{2}\left[\frac{\alpha}{u}+\frac{\delta}{v}\right] \sigma_{0}+\frac{1}{2}\left[\frac{\beta}{u}+\frac{\gamma}{v}\right] \sigma_{1}-\frac{i}{2}\left[\frac{\beta}{u}-\frac{\gamma}{v}\right] \sigma_{2}+\frac{1}{2}\left[\frac{\alpha}{u}-\frac{\delta}{v}\right] \sigma_{3}\right)\left\{\begin{array}{l}
u \\
0 \\
0 \\
v
\end{array}\right\}
$$

so $\Omega_{\omega}$ is a cyclic vector and the representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ is cyclic. Furthermore, it is easy to show that the vector state $\left(\Omega_{\omega}, \pi_{\omega}(\mathrm{A}) \Omega_{\omega}\right)$ is equal to the state $\omega$ (i.e., $\left.\left(\Omega_{\omega}, \pi_{\omega}\left(\alpha^{\mu} \sigma_{\mu}\right) \Omega_{\omega}\right)=\alpha^{0}+t \alpha^{3}=\omega\left(\alpha^{\mu} \sigma_{\mu}\right)\right)$.

The representation is obviously reducible, as is to be expected since the state $\omega$ is mixed (Theorem 1.28). Since the representation is reducible, there must exist a non-zero $\Psi \in \boldsymbol{S}_{\omega}$ that is not cyclic, by Lemma 1.22. An example of such a vector is

$$
\Psi=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right), \quad \pi_{\omega}\left(\alpha^{\mu} \sigma_{\mu}\right) \Psi=\left(\begin{array}{c}
\alpha^{0}+\alpha^{3} \\
\alpha^{1}+\mathrm{i}^{2} \\
0 \\
0
\end{array}\right) .
$$

For example, it is not possible to obtain the cyclic vector $\Omega_{\omega}$ by applying $\pi_{\omega}(\mathcal{L})$ to $\Psi$ (although there exists an $A \in \mathcal{Q}$ such that $\Psi=\pi_{\omega}(\mathrm{A}) \Omega_{\omega}$; this A is not invertible).
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The dependence of the representation on temperature is entirely contained in the cyclic vector $\Omega_{\omega}$, so that representations corresponding to different (nonzero) temperatures are unitarily equivalent (the representing matrices are in fact identically equal). The representation $\left\{\delta_{\omega}, \pi_{\omega}\right\}$ will be referred to as the finite temperature representation. We will discuss what happens to the cyclic representations $\left\{\mathscr{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ as the temperature goes to zero after we have constructed the G.N.S. representation corresponding to the zero temperature state $\omega_{+}$.

The G.N.S. construction for the pure states $\omega_{ \pm}\left(\alpha^{\mu} \sigma_{\mu}\right)=\alpha^{0} \pm \alpha^{3}$ is basically the same as that for the mixed state $\omega$, only now the left ideals $\Im_{\omega \pm}$ are not trivial:

$$
\begin{aligned}
\mathfrak{S}_{\omega \pm}= & \left\{A \in \mathcal{R}: \omega_{ \pm}\left(A^{*} A\right)=0\right\} \\
& =\left\{\alpha^{\mu} \sigma_{\mu} \in \mathcal{Q}:\left|\alpha^{0} \pm \alpha^{3}\right|^{2}+\left|\alpha^{1} \pm \alpha^{2}\right|^{2}=0\right\} \\
& =\left\{\alpha\left(\sigma_{0} \pm \sigma_{3}\right)+\beta\left(\sigma_{1} \pm i \sigma_{2}\right): \alpha, \beta \in \mathbb{C}\right\} .
\end{aligned}
$$

The pre-Hilbert spaces $H_{\omega \pm}=\operatorname{span}\left\{\Psi_{A}: A \in \mathcal{M}\right\}$, where $\Psi_{A}$ is the equivalence class $\psi_{A}=\left\{A+\alpha\left(\sigma_{0} \pm \sigma_{3}\right)+\beta\left(\sigma_{1} \pm i \sigma_{2}\right): A \in \mathcal{M} ; \alpha, \beta \in \mathbb{C}\right\}$, are now two-dimensional. To show this we demonstrate that the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}\right\}$ is linearly independent while the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \Psi_{\mathrm{B}}\right\}$ is not for arbitrary nonzero $\Psi_{\mathrm{B}}$. Recall that the zero vector is any element of $\mathfrak{S}_{\omega \pm}$, the equivalence class corresponding to $A=0$, so that the linear combination $\gamma \psi \sigma_{0}+\delta \Psi_{\sigma_{1}}=\Psi \gamma \sigma_{0}+\delta \sigma_{1}$ vanishes if and only if $\Psi \gamma \sigma_{0}+\delta \sigma_{1} \in \Im_{\omega \pm}$. This is the case only when $\gamma=\delta=0$, so the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}\right\}$ is linearly independent.

Now let $\psi_{\beta^{\mu}} \sigma_{\mu}$ be an arbitrary non-zero vector (i.e., $\beta^{0} \neq \pm \beta^{3}$ and $\beta^{1} \neq \pm i \beta^{2}$ ) and consider the linear combination

$$
\gamma^{\Psi} \sigma_{0}+\delta \Psi_{\sigma_{1}+\varepsilon} \Psi_{\beta}^{\mu} \sigma_{\mu}=\Psi_{\gamma \sigma_{0}+\delta \sigma_{1}+\varepsilon \beta^{\mu} \sigma_{\mu}}
$$

This linear combination vanishes if $\varepsilon=1, \gamma=\beta^{0} \pm \beta^{3}(\neq 0)$, and $\delta=\beta^{1} \pm i \beta^{2}(\neq 0)$, so the set $\left\{\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}, \Psi_{\mathrm{B}}\right\}$ is not linearly independent for arbitrary non-zero $\psi_{\mathrm{B}}$, and the pre-Hilbert spaces $\mathrm{H}_{\omega \pm}$ are therefore two-dimensional. We in fact have $\mathrm{H}_{\omega \pm}=\mathbb{C}^{2}$, so the $\mathrm{H}_{\omega \pm}$ are already complete and therefore $\delta_{\omega \pm}=\mathbb{C}^{2}$.

Since the linearly independent set $\left\{\Psi_{\sigma_{0}}, \Psi_{\left.\sigma_{1}\right\}}\right.$ is orthonormal $\left(\left(\Psi_{\sigma_{0}}, \Psi_{\sigma_{1}}\right)=\omega_{ \pm}\left(\sigma_{0} \sigma_{1}\right)=0,\left\|\Psi_{\sigma_{0}}\right\|^{2}=\omega_{ \pm}\left(\sigma_{0} \sigma_{0}\right)=1\right.$, and $\left.\left\|\Psi_{\sigma_{1}}\right\|^{2}=\omega_{ \pm}\left(\sigma_{1} \sigma_{1}\right)=1\right)$, we choose it for a basis, $\left\{\Psi_{1}=\Psi_{\sigma_{0}}, \Psi_{2}=\Psi_{\sigma_{1}}\right\}$. Since the $\boldsymbol{\delta}_{\omega \pm}$ are twodimensional let

$$
\psi_{1}=\binom{1}{0}, \quad \text { and } \quad \psi_{2}=\binom{0}{1}
$$

With this choice of basis, the representatives $\pi_{\omega \pm}$ and cyclic vectors $\Omega_{\omega \pm}$ are

$$
\begin{aligned}
& \omega_{+}: \pi_{\omega_{+}}\left(\sigma_{0}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \pi_{\omega_{+}}\left(\sigma_{1}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \pi_{\omega_{+}}\left(\sigma_{2}\right)=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \pi_{\omega_{+}}\left(\sigma_{3}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) ; \\
& \quad \text { and } \Omega_{\omega_{+}}=\psi_{1}=\binom{1}{0} . \\
& \omega_{-}: \pi_{\omega_{-}}\left(\sigma_{0}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \pi_{\omega_{-}}\left(\sigma_{1}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \pi_{\omega_{-}}\left(\sigma_{2}\right)=\left(\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right), \pi_{\omega_{-}}\left(\sigma_{3}\right)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \\
& \quad \text { and } \Omega_{\omega_{-}}=\psi_{1}=\binom{1}{0} .
\end{aligned}
$$
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Using the unitary transformation $U\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ we see that the $\omega_{-}$ representation is unitarily equivalent to

$$
\begin{aligned}
& \omega_{-}^{\prime}: \pi_{\omega_{-}}\left(\sigma_{0}\right)^{\prime}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \pi_{\omega_{-}( }\left(\sigma_{1}\right)^{\prime}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \pi_{\omega_{-}-}\left(\sigma_{2}\right)^{\prime}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \pi_{\omega_{-}}\left(\sigma_{3}\right)^{\prime}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \\
& \quad \text { and } \Omega_{\omega_{-}}=\binom{0}{1} .
\end{aligned}
$$

Our final form for the G.N.S. representations corresponding to the pure states $\omega_{ \pm}$are then (dropping the prime from the $\omega_{\text {_ representation) }}$

$$
\begin{aligned}
& \omega_{+}:\left\{\delta_{\omega_{+}}=\mathbb{C}^{2}, \pi_{\omega_{+}}\left(\alpha^{\mu} \sigma_{\mu}\right)=\left(\begin{array}{cc}
\alpha^{0}+\alpha^{3} & \alpha^{1}-\mathrm{i} \alpha^{2} \\
\alpha^{1}+\mathrm{i} \alpha^{2} & \alpha^{0}-\alpha^{3}
\end{array}\right), \Omega_{\omega_{+}}=\binom{1}{0}\right\} \\
& \underline{\omega_{-}}:\left\{\delta_{\omega_{-}}=\mathbb{C}^{2}, \pi_{\omega_{-}}\left(\alpha^{\mu} \sigma_{\mu}\right)=\left(\begin{array}{c}
\alpha^{0}+\alpha^{3} \\
\alpha^{1}-\mathrm{i} \alpha^{2} \\
\alpha^{1}+\mathrm{i} \alpha^{2}
\end{array} \alpha^{0}-\alpha^{3} .\right), \Omega_{\omega_{-}}=\binom{0}{1}\right\}
\end{aligned}
$$

We now make some observations about the above representations (it is easy to verify that they are both representations of $\mathcal{M})$. Let $\Psi$ be an arbitrary vector in $\mathbb{C}^{2}$, then

$$
\begin{aligned}
\Psi \equiv\binom{\gamma}{\delta} & =\pi_{\omega_{+}}\left(\gamma \sigma_{0}+\delta \sigma_{1}\right)\binom{1}{0} \\
& =\pi_{\omega}\left(\delta \sigma_{0}+\gamma \sigma_{1}\right)\binom{0}{1},
\end{aligned}
$$

so the vectors $\Omega_{\omega_{+}}$and $\Omega_{\omega_{-}}$are cyclic for their respective representations, and hence both representations are cyclic. Both representations are also irreducible, as is to be expected since the
states $\omega_{ \pm}$are pure. Since the two representations differ only in their cyclic vectors, we will concentrate on the representation corresponding to the zero temperature state $\omega_{+}$. To demonstrate the irreducibility we use Schur's Lemma (Lemma 1.24), specifically we show that any two by two matrix that commutes with all the representatives $\pi_{\omega_{+}}(\mathscr{L})$ is necessarily a multiple of the unit matrix. Let $M$ be an arbitrary two by two matrix. Then

$$
\begin{aligned}
& M \pi_{\omega_{+}}\left(\alpha^{0} \sigma_{0}+\alpha^{1} \sigma_{1}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
\alpha^{0} & \alpha^{1} \\
\alpha^{1} & \alpha^{0}
\end{array}\right)=\left(\begin{array}{l}
a \alpha^{0}+b \alpha^{1} b \alpha^{0}+a \alpha^{1} \\
c \alpha^{0}+d \alpha^{1} \\
d \alpha^{0}+c \alpha^{1}
\end{array}\right), \\
& \pi_{\omega_{+}}\left(\alpha^{0} \sigma_{0}+\alpha^{1} \sigma_{1}\right) M=\left(\begin{array}{lll}
\alpha^{0} & \alpha^{1} \\
\alpha^{1} & \alpha^{0}
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
a \alpha^{0}+c \alpha^{1} & b \alpha^{0}+d \alpha^{1} \\
c \alpha^{0}+a \alpha^{1} & d \alpha^{0}+b \alpha^{1}
\end{array}\right)
\end{aligned}
$$

This shows that $M$ will commute with $\pi_{\omega_{+}}\left(\alpha^{0} \sigma_{0}+\alpha^{1} \sigma_{1}\right)$ only when $a=d$ and $b=c$. We now require $M$ to also commute with $\pi_{\omega_{+}}\left(\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right)$,

$$
\begin{aligned}
& M \pi_{\omega_{+}}\left(\alpha^{2} \cdot \sigma_{2}+\alpha^{3} \sigma_{3}\right)=\left(\begin{array}{ll}
a & b \\
b & a
\end{array}\right)\left(\begin{array}{cc}
\alpha^{3} & -i \alpha^{2} \\
i \alpha^{2} & -\alpha^{3}
\end{array}\right)=\binom{a \alpha^{3}+i b \alpha^{2}-b \alpha^{3}-i a \alpha^{2}}{b \alpha^{3}+i a \alpha^{2}-a \alpha^{3}-i b \alpha^{2}}, \\
& \pi_{\omega_{+}}\left(\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right) M=\left(\begin{array}{cc}
\alpha^{3} & -i \alpha^{2} \\
i \alpha^{2} & -\alpha^{3}
\end{array}\right)\left(\begin{array}{ll}
a & b \\
b & a
\end{array}\right)=\left(\begin{array}{cc}
a \alpha^{3}-i b \alpha^{2} & b \alpha^{3}-i a \alpha^{2} \\
-b \alpha^{3}+i a \alpha^{2} & -a \alpha^{3}+i b \alpha^{2}
\end{array}\right)
\end{aligned}
$$

and

We have now reached the desired result, for $M$ will commute with $\pi_{\omega_{+}}\left(\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right)$ and $\pi_{\omega_{+}}\left(\alpha^{0} \sigma_{0}+\alpha^{1} \sigma_{1}\right)$ only when $b=0$, i.e., when $M$ is a multiple of the unit matrix. Schur's Lemma then allows us to conclude that the representation corresponding to the state $\omega_{+}$is irreducible (since
$\pi_{\omega_{+}}(A)=\pi_{\omega_{-}}(A)$ for all $A \in \mathscr{\mathcal { L }}$, the representation corresponding to the state $\omega_{-}$is also irreducible).

The irreducibility of the representation $\left\{\mathcal{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$implies that every non-zero vector $\Phi \in S_{\omega_{+}}$is cyclic, and every vector state $\phi(A)=\left(\Phi, \pi_{\omega_{+}}(A) \Phi\right)$ is pure. To demonstrate this, consider an arbitrary nonzero vector $\Phi \in S_{\omega_{+}}, \Phi=\binom{\alpha}{\beta}$. We may assume, without loss of generality, that $\Phi$ is normalized to unity. The following result shows that $\Phi$ is cyclic. Let $\Psi$ be an arbitrary vector in $S_{\omega_{+}}$, then

$$
\Psi \equiv\binom{a}{b}=\pi_{\omega_{+}}\left(\alpha^{2} \sigma_{2}+\alpha^{3} \sigma_{3}\right)\binom{\alpha}{\beta}
$$

Next we consider the vector state $\phi(A)=\left(\Phi, \pi_{\omega_{+}}(A) \Phi\right)$,

$$
\left.\begin{array}{l}
\phi\left(\alpha^{\mu} \sigma_{\mu}\right)=(\bar{\alpha}, \bar{\beta})\left(\begin{array}{c}
\alpha^{0}+\alpha^{3} \\
\alpha^{1}-i \alpha^{2} \\
\alpha^{1}+i \alpha^{2}
\end{array} \alpha^{0}-\alpha^{3}\right.
\end{array}\right)\binom{\alpha}{\beta} .
$$

Now the state $\omega\left(\alpha^{\mu} \sigma_{\mu}\right)=x^{\mu} \alpha^{\mu}$ is pure if and only if $x^{0}=1=\sqrt{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}}$ (Proposition 2.13). We have $x^{0}=|\alpha|^{2}+|\beta|^{2}=1, x^{1}=\bar{\alpha} \beta+\alpha \bar{\beta}=2 \operatorname{Re}[\alpha \bar{\beta}]$, $x^{2}=\alpha \bar{\beta}-i \bar{\alpha} \beta=2 \operatorname{Re}[i \alpha \bar{\beta}]$, and $x^{3}=|\alpha|^{2}-|\beta|^{2}$, so

$$
\begin{aligned}
\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2} & =\left(|\alpha|^{2}|\beta|^{2}\right)^{2}+4 \operatorname{Re}[\alpha \bar{\beta}]^{2}+4 \operatorname{Re}[i \alpha \bar{\beta}]^{2} \\
& =\left(|\alpha|^{2}|\beta|^{2}\right)^{2}+4|\alpha|^{2}|\beta|^{2} \\
& =\left(|\alpha|^{2}+|\beta|^{2}\right)^{2} \\
& =1 .
\end{aligned}
$$
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The vector state $\phi(A)$ is therefore a pure state. This was to be expected from the general theory of $C^{*}$-algebras. The $C^{*}$-algebra $\mathbb{2}$ has the additional property that all pure states are vector states in the representation $\left\{\delta_{\omega_{+}}, \pi_{\omega_{+}}\right\}$.

Theorem 2.17 Let $\phi$ be an arbitrary pure state over \&. Then there exists a cyclic vector $\Phi \in \mathcal{S}_{\omega_{+}}$such that $\phi(A)=\left(\Phi, \pi_{\omega_{+}}(A) \Phi\right)$ for all $A \in \mathbb{Z}$.

Proof: An arbitrary pure state $\phi$ over 21 is of the form $\phi\left(\alpha^{\mu} \sigma_{\mu}\right)=x^{\mu} \alpha^{\mu}$ with $x^{0}=1=\sqrt{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}}$, and the $x^{\mu}$ real. We first consider the general case in which $x^{0}=\sqrt{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}}$. If we assume that $x_{3} \neq-x_{0}$, then the vector

$$
\Phi=\sqrt{\frac{x^{0}+x^{3}}{2}}\binom{1}{\frac{x^{1}+i x^{2}}{x^{0}+x^{3}}}
$$

is well defined and

$$
\begin{aligned}
& \quad 2\left(\Phi, \pi_{\omega}\left(\alpha^{\mu} \sigma_{\mu}\right) \Phi\right)=\left(x^{0}+x^{3}\right)\left(1, \frac{x^{1}-i x^{2}}{x^{0}+x^{3}}\right)\left(\begin{array}{c}
\alpha^{0}+\alpha^{3} \\
\alpha^{1}+i \alpha^{2}-i \alpha^{2} \\
\alpha^{0}-\alpha^{3}
\end{array}\right)\binom{1}{\frac{x^{1}+i x^{2}}{x^{0}+x^{3}}} \\
& =\left(\alpha^{0}+\alpha^{3}\right)\left(x^{0}+x^{3}\right)+\left(\alpha^{1}-i \alpha^{2}\right)\left(x^{1}+i x^{2}\right)+\left(\alpha^{1}+i \alpha^{2}\right)\left(x^{1}-i x^{2}\right)+\left(\alpha^{0}-\alpha^{3}\right)\left(\frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{x^{0}+x^{3}}\right) \\
& =\alpha^{o} \frac{\left(x^{0}\right)^{2}+\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}+2 x^{0} x^{3}}{x^{0}+x^{3}}+2 \alpha^{1} x^{1}+2 \alpha^{2} x^{2} \\
& \\
& +\alpha^{3} \frac{\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}+2 x^{0} x^{3}}{x^{0}+x^{3}} \\
& =2\left(x^{\mu} \alpha^{\mu}\right) \quad\left(\text { since }\left(x^{0}\right)^{2}=\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}\right), \\
& =2 \phi\left(\alpha^{\mu} \sigma_{\mu}\right) \quad
\end{aligned}
$$

So $\left(\Phi, \pi_{\omega}(A) \Phi\right)=\phi(A)$ for all $A \in \mathbb{Z}$. A pure state has the further property that $x^{0}=1$, so the above vector will work for all pure states that have $x^{3} \neq-1$. The case $x^{3}=-1$ corresponds to the state $\omega_{-}$, which we have seen is produced by the vector $\Omega_{\omega_{-}}=\binom{0}{1}$ in the representation $\left\{S_{\omega_{-},} \pi_{\omega-}\right\}$. Finally $\Phi$ is cyclic because the representation $\left\{\boldsymbol{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$is irreducible. This completes the proof.

Corollary 2.18 Every G.N.S. representation $\left\{\boldsymbol{S}_{\phi}, \pi_{\phi}, \Omega_{\phi}\right\}$ arising from a pure state $\phi$ is unitarily equivalent to the representation $\left\{\boldsymbol{\delta}_{\omega_{+}}, \pi_{\omega_{+}}, \phi\right\}$, for some cyclic vector $\phi \in \boldsymbol{S}_{\omega_{+}}$. In particular the representation $\left\{\boldsymbol{S}_{\phi}, \pi_{\phi}\right\}$ is unitarily equivalent to $\left\{\delta_{\omega_{+}}, \pi_{\omega_{+}}\right\}$.

Proof: From Theorem 2.17 we know that there is a cyclic $\Phi \in \boldsymbol{\delta}_{\omega_{+}}$such that $\phi(A)=\left(\Phi, \pi_{\omega_{+}}(A) \Phi\right)$ for all $A \in \mathbb{Q}$. The cyclic representations $\left\{\mathcal{S}_{\phi}, \pi_{\phi}, \Omega_{\phi}\right\}$ and $\left\{\mathcal{S}_{\omega_{+}}, \pi_{\omega_{+}}, \Phi\right\}$ are therefore unitarily equivalent by Theorem 1.25. In particular the representations $\left\{\mathscr{S}_{\phi}, \pi_{\phi}\right\}$ and $\left\{\mathscr{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$ are unitarily equivalent.

Corollary 2.19 The representation $\left\{\boldsymbol{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$of the $\mathrm{C}^{*}$-algebra 2 Q is the only irreducible representation of $\mathscr{\ell}$ (up to unitary equivalence).

Proof: Let $\{\boldsymbol{S}, \pi\}$ be an irreducible representation and $\Phi \in \mathcal{S}$ be an arbitrary non-zero vector. Since the representation $\{\delta, \pi\}$ is irreducible $\Phi$ is a cyclic vector, and the representation $\{\mathcal{S}, \pi, \Phi\}$ is cyclic. Also the vector state $\phi(\mathrm{A})=(\Phi, \pi(\mathrm{A}) \Phi)$ is pure. The cyclic representation $\{\mathscr{S}, \pi, \Phi\}$ is therefore unitarily equivalent to the cyclic G.N.S. representation
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$\left\{\delta_{\left.\phi, \pi_{\phi}, \Omega_{\phi}\right\}}\right.$ by Theorem 1.25. It then follows that the representation $\left\{\delta_{, ~ \pi}\right\}$ is unitarily equivalent to the G.N.S. representation $\left\{\boldsymbol{S}_{\phi}, \pi_{\phi}\right\}$, which in turn is unitarily equivalent to $\left\{\delta_{\left.\omega_{+}, \pi_{\omega_{+}}\right\}}\right\}$by Corollary 2.18. The representation $\{\boldsymbol{S}, \pi\}$ is therefore unitarily equivalent to $\left\{\delta_{\left.\omega_{+}, \pi_{\omega_{+}}\right\}}\right\}$.

The following discussion is intended to illustrate the unitary equivalence of representations mentioned in Theorem 1.27. The mixed state $\omega$ for finite temperatures can be decomposed into the pure states $\omega_{ \pm}, \omega=\mathrm{u}^{2} \omega_{+}+\mathrm{v}^{2} \omega_{-}$, so the representation $\left\{S_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ should be a direct sum of the representations $\left\{\mathcal{S}_{\omega \pm}, \pi_{\omega \pm}, \Omega_{\omega \pm}\right\}$. Inspection of the respective representations shows that this is indeed the case, with $\Omega_{\omega}=u \Omega_{\omega_{+}} \oplus v \Omega_{\omega_{-}}$. We first examine the physical meaning of this. Introduce the parameter $\eta=-\frac{1}{T}$. Then $\eta$ goes from $-\infty$ to $\infty$ as $T$ goes from 0 to $\infty$, jumps to $-\infty$ and increases to -0 . The values $\eta=-\infty$ and $\eta=\infty$ correspond to $\mathfrak{t}=1$ and $\mathfrak{t}=-1$, respectively. So we see that $\mathrm{t}=-1$ corresponds to the negative zero temperature state. This is the pure state corresponding to the spin being anti-aligned with the magnetic field. Every finite temperature state is then a statistical mixture of these two pure states (the spin aligned with the magnetic field and the spin antialigned with the magnetic field). Note that the probability of obtaining the value 1 when measuring the z-component of the spin in the state $\omega=u^{2} \omega_{+}+v^{2} \omega_{-}$is $u^{2}$ while the probability of measuring the value -1 for the $z$-component of the spin is $\mathrm{v}^{2}$.

Now consider what happens to the representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ as the temperature goes to zero, i.e., as $t \rightarrow 1$ and $\omega \rightarrow \omega_{+}$. The dependence
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of the representation $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ on temperature is entirely contained in $\Omega_{\omega}$. As $t \rightarrow 1, u \rightarrow 1$ and $v \rightarrow 0$, so that

$$
\Omega_{\omega \rightarrow} \rightarrow\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right) .
$$

In this limit $\left\{\mathcal{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ is still a representation of $\mathcal{\ell}$, and $\left\{\mathcal{S}_{\omega}, \pi_{\omega}\right\}$ is still a direct sum of the representations $\left\{S_{\omega \pm}, \pi_{\omega \pm}\right\}$, with $\Omega_{\omega}=\Omega_{\omega_{+}} \oplus 0 \Omega_{\omega_{-}}$. Furthermore, $\omega$ is still the vector state $\omega(\mathrm{A})=\left(\Omega_{\omega}, \pi_{\omega}(\mathrm{A}) \Omega_{\omega}\right)$. Despite this, the representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right.$ \} is not, in the limit $t \rightarrow 1$, unitarily equivalent to the G.N.S. zero temperature representation $\left\{\boldsymbol{S}_{\omega_{+}}, \pi_{\omega_{+}}, \Omega_{\omega_{+}}\right\}$ (one is four-dimensional and the other is two-dimensional). The reason for this is that, even though the representation $\left\{\boldsymbol{S}_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ produces the correct vector state in the limit $t \rightarrow 1$, the vector $\Omega_{\omega}=\Omega_{\omega_{+}} \oplus 0 \Omega_{\omega_{-}}$is not cyclic in this limit, and so the conditions of Theorem 1.25 do not hold.

The representations $\left\{\mathcal{S}_{\omega}, \pi_{\omega}\right\}$ and $\left\{\mathcal{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$are both faithful and so they are physically equivalent ( $\operatorname{Ker} \pi_{\omega}=\operatorname{Ker} \pi_{\omega_{+}}=0$ ). Every state $\phi$ over $\mathcal{Q}$ is a state over $\pi_{\omega}(\mathcal{K})$ and $\pi_{\omega_{+}}(\mathscr{\mu})$ by the definitions $\phi_{\omega}\left(\pi_{\omega}(A)\right) \equiv \phi(A)$ and $\phi_{\omega_{+}}\left(\pi_{\omega_{+}}(A)\right) \equiv \phi(A)$. The set $\pi_{\omega_{+}}(\mathcal{L})$ consists of all two by two matrices with complex entries. This set is irreducible to that $\pi_{\omega_{+}}(\mathcal{L})^{\prime}$ consists of only multiples of the two by two unit matrix. The bicommutant $\pi_{\omega_{+}}(\mathcal{L})^{\prime \prime}$ is then equal to the set of all two by two matrices with complex entries so $\pi_{\omega_{+}}(थ)=\pi_{\omega_{+}}(2)^{\prime \prime}$, and the set $\pi_{\omega_{+}}(\mu)$ is therefore a von Neumann algebra. The set $\pi_{\omega}(\mathcal{L})$ is also equal to its bicommutant $\pi_{\omega}(\mu) "$ and therefore a von Neumann algebra. To see this
we note that every element of $\pi_{\omega}(2)$ is of the form $\left(\begin{array}{cc}M & 0 \\ 0 & M\end{array}\right)$ with $M$ an arbitrary complex two by two matrix. Writing an arbitrary complex four by four matrix as $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$, where $A, B, C$, and $D$ are complex two by two matrices, gives

$$
\begin{aligned}
& \left(\begin{array}{cc}
M & 0 \\
0 & M
\end{array}\right)\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\left(\begin{array}{ll}
M A & M B \\
M C & M D
\end{array}\right), \\
& \left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)\left(\begin{array}{ll}
M & 0 \\
0 & M
\end{array}\right)=\left(\begin{array}{l}
A M \\
C M \\
C M
\end{array}\right)
\end{aligned}
$$

So an arbitrary matrix $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ will commute with every $\left(\begin{array}{cc}M & 0 \\ 0 & M\end{array}\right)$ if and only if each of the two by two matrices $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D commute with every two by two matrix $M$. As we have seen above the set of complex two by two matrices are irreducible so that the matrices $A, B, C$, and $D$ must each be a multiple of the two by two unit matrix I. So the commutant is $\pi_{\omega}(\mathcal{H})^{\prime}=\left\{\left(\begin{array}{ll}\alpha \mathrm{I} & \beta \mathrm{I} \\ \gamma \mathrm{I} & \delta \mathrm{I}\end{array}\right): \alpha, \beta, \gamma, \delta \in \mathbb{C}\right\}$. We now require an arbitrary complex four by four matrix $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ to commute with all members of $\pi_{\omega}(\mathscr{H})^{\prime}$. We have

$$
\left.\begin{array}{l}
\left(\begin{array}{ll}
\alpha I & \beta I \\
\gamma I & \delta I
\end{array}\right)\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)=\left(\begin{array}{ll}
\alpha A+\beta C & \alpha B+\beta D \\
\gamma A+\delta C & \gamma B+\delta D
\end{array}\right) \\
\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\left(\begin{array}{ll}
\alpha I & \beta I \\
\gamma I & \delta I
\end{array}\right)=\left(\begin{array}{l}
\alpha A+\gamma B
\end{array}\right]+\delta B \\
\alpha C+\gamma D
\end{array}\right) .
$$

and

So the two matrices will commute if and only if $\mathrm{B}=\mathrm{C}=0$ and $\mathrm{A}=\mathrm{D}$. The bicommutant is then $\pi_{\omega}(\mathcal{R})=\left\{\left(\begin{array}{ll}A & 0 \\ 0 & A\end{array}\right)\right\}=\pi_{\omega}(\mathcal{R})$ and the set $\pi_{\omega}(\mathcal{X})$ is therefore a von Neumann algebra. Now every element of
$\pi_{\omega_{+}}(\mathscr{L})=\pi_{\omega_{+}}(\mathscr{K})^{\prime \prime}$ or $\pi_{\omega}(\mathscr{L})=\pi_{\omega}(\mathscr{L})$ " has finite trace and is therefore a density matrix. Assume that the state $\phi$ over $\mathscr{\Omega}$ is a $\pi_{\omega_{+}}-$normal state, i.e., there exists a density matrix $\rho \in \pi_{\omega_{+}}(\mathscr{\ell})$ such that $\phi(A)=\frac{\operatorname{Tr} \rho \pi_{\omega_{+}}(A)}{\operatorname{Tr} \rho}$ for all $A \in \mathcal{L}$. The element $\rho \oplus \rho \in \pi_{\omega}(\mathscr{H})$ is a density matrix and

$$
\begin{aligned}
\frac{\operatorname{Tr}(\rho \oplus \rho) \pi_{\omega}(\mathrm{A})}{\operatorname{Tr}(\rho \oplus \rho)} & =\frac{\operatorname{Tr}(\rho \oplus \rho)\left(\pi_{\omega_{+}}(\mathrm{A}) \oplus \pi_{\omega_{+}}(\mathrm{A})\right)}{\operatorname{Tr}(\rho \oplus \rho)} \\
& =\frac{2 \operatorname{Tr} \rho \pi_{\omega_{+}}(\mathrm{A})}{2 \operatorname{Tr} \rho}
\end{aligned}
$$

$$
=\phi(\mathrm{A})
$$

for all $A \in \mathscr{2}$. The state $\phi$ is therefore $\pi_{\omega}$-normal. In a similar fashion we can show that every $\pi_{\omega_{+}}$-normal state is a $\pi_{\omega}$-normal state so the two representations are quasi-equivalent. We could have reached this conclusion by observing that the sets $\pi_{\omega_{+}}(2)^{\prime \prime}=\pi_{\omega_{+}}(2)$ ) and $\left.\pi_{\omega}(\mathscr{L})\right)^{\prime \prime}=\pi_{\omega}(\mathscr{L})$ are ${ }^{*}$-isomorphic.

For completeness we briefly review how this system is treated in the Traditional Approach. The Hilbert space corresponding to a single spin ( $s=112$ ) system is a two-dimensional complex space, $\mathbb{C}^{2}$. The observables of the system correspond to the set of real two by two matrices, which are linear transformations on $\mathbb{C}^{2}$. This set is generated by the Pauli spin matrices $s_{1}, s_{2}, s_{3}$ and the identity $I\left(\equiv s_{0}\right)$. If we work in a basis that diagonalizes $s_{3}$ and $s^{2}=s_{1}^{2}+s_{2}^{2}+s_{3}^{2}$ then the Pauli spin matrices are the same as the matrices representing the elements $\sigma_{\mu} \in$ थ in the G.N.S. representation for the states $\omega_{ \pm}\left(s_{\mu}=\pi_{\omega \pm}\left(\sigma_{\mu}\right)\right.$, etc.). $A$
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general element of this set is a real linear combination of the Pauli spin matrices, $a=x^{\mu}{ }_{S}$.

If we now place the system in a uniform magnetic field in the 3direction the Hamiltonian is $\mathrm{H}=-\mathrm{Bs}_{3}$ and the canonical density matrix is $\rho=\frac{e^{\beta B s_{3}}}{\operatorname{Tr}\left(e^{\beta B s_{3}}\right)}$. We will denote the state that $\rho$ produces (<a>=Tr(ap)) by the same symbol $\rho$. The density matrix $\rho$ is now an operator on the concrete Hilbert space $\mathbb{C}^{2}$. Working with the orthonormal basis $\mathrm{e}_{1}=\binom{1}{0}$ and $e_{2}=\binom{0}{1}$ (which are the normalized eigenvectors of $s^{2}$ and $s_{3}$ ) we have

$$
\begin{aligned}
e^{\beta B s_{3}} & =e^{\beta B\binom{10}{0-1}} \\
& =\cosh \beta B\binom{10}{01}+\sinh \beta B\left(\begin{array}{ll}
1 & 0 \\
0-1
\end{array}\right),
\end{aligned}
$$

and

$$
\operatorname{Tr} e^{\beta B s_{3}}=2 \cosh \beta B,
$$

therefore

$$
\begin{aligned}
\rho & =\frac{1}{2}\binom{10}{01}+\frac{t}{2}\left(\begin{array}{ll}
1 & 0 \\
0-1
\end{array}\right) \\
& =\frac{1+t}{2}\binom{10}{00}+\frac{1-t}{2}\binom{00}{01} .
\end{aligned}
$$

The matrix $\binom{10}{00}$ is a projection operator onto the vector $e_{1}$ while the matrix $\binom{00}{01}$ is a projection operator onto the vector $e_{2}$. The decomposition of $\rho$ into projection operators allows us to express the
expectation value of an operator $a=x^{\mu} s_{\mu}$ as a linear combination of vector states,

$$
\begin{aligned}
\operatorname{Tr}(a \rho) & =\left(e_{1}, a \rho e_{1}\right)+\left(e_{2}, a \rho e_{2}\right) \\
& =\frac{1+t}{2}\left(e_{1}, a e_{1}\right)+\frac{1-t}{2}\left(e_{2}, a e_{2}\right) .
\end{aligned}
$$

It is now easy to see that the state $\rho$ is pure only in the zero temperature case $(t=1)$, in which case it is the vector state $\left(e_{1}, e_{1}\right)$.

In the Traditional Approach one is working in the unique irreducible representation of the $\mathrm{C}^{*}$-algebra $\& \&$. This is the same representation that arises, via the G.N.S. construction, from the pure states $\omega_{ \pm}$. The mathematical structure of the Traditional and Algebraic Approaches is therefore the same in the zero temperature case. For finite temperatures the mathematical structure is different for the two approaches. In the Traditional Approach one is still working in the same irreducible representation. The state $\rho$ is a linear combination of vector states in this representation. In the Algebraic Approach the state $\rho$ is a vector state in a reducible representation. This reducible representation is a direct sum of the above irreducible representation with itself.

Despite the mathematical differences between the two approaches they give the same physical predictions (i.e., the expectation values of observables and the probability to observe a given eigenvalue of an observable are the same). We illustrate this by calculating the probability that the value 1 will be obtained when the 3 -component of the
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spin is measured when the system in a finite temperature state. In the Traditional Approach the eigenvector of $\mathrm{s}_{3}$ corresponding to the eigenvalue 1 is $e_{1}$. The probability of finding the value 1 when measuring the 3 -component is then the expectation value of the projection operator onto $\mathrm{e}_{1}, \mathrm{P}_{\mathrm{e}_{1}}=\binom{10}{00}$,

$$
\begin{aligned}
\operatorname{Prob}\left(s_{3}=1\right) & =\operatorname{Tr}\left(P_{e_{1}} \rho\right)=\frac{1+t}{2}\left(e_{1}, P_{e_{1}} e_{1}\right)+\frac{1-t}{2}\left(e_{2}, P_{e_{1}} e_{2}\right) \\
& =\frac{1+t}{2}
\end{aligned}
$$

In the Algebraic Approach the eigenvalue 1 of $\pi_{\omega}\left(\sigma_{3}\right)$ is doubly degenerate, with corresponding eigenvectors

$$
\Psi_{1}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right) \text { and } \Psi_{2}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right)
$$

The probability to find the value 1 when measuring the 3 -component of the spin is then the expectation value of the projection operator onto the subspace spanned by $\Psi_{1}$ and $\Psi_{2}$,

$$
P_{\left\{\Psi_{1}, \Psi_{2}\right\}}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

(this corresponds to the direct sum $\mathrm{P}_{\mathrm{e}_{1}} \oplus \mathrm{P}_{\mathrm{e}_{1}}$ ). We have

$$
\begin{aligned}
\operatorname{Prob}\left(\pi_{\omega}\left(\sigma_{3}\right)\right) & =\left(\Omega_{\omega}, P_{\left\{\Psi_{1}, \Psi_{2}\right\}} \Omega_{\omega}\right) \\
& =(u, 0,0, v)\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
u \\
0 \\
v
\end{array}\right) . \\
& =u^{2}=\frac{1+t}{2} .
\end{aligned}
$$

### 2.2 MANY SPIN SYSTEMS

The algebraic description of systems which consist of arrays of spins will now be considered. We will begin with a system that contains two spins and then generalize first to a finite array of spins, and then to an infinite array of spins.

The first step is to construct the appropriate $\mathrm{C}^{*}$-algebra. To each spin corresponds a copy of the $C^{*}$-algebra $\mathcal{U}$. The $C^{*}$-algebra corresponding to the entire system is the direct product $\mathscr{\varkappa}^{2} \equiv \mathbb{\mathcal { U }} \otimes \mathcal{Z}$. A general element of $\ell^{2}$ is of the form $A=\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{\nu}$.

Let $A=\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{\nu}$ and $B=\beta \eta{ }^{\kappa} \sigma_{\eta} \otimes \sigma_{\kappa}$, then the following operations are defined in $\mathfrak{K}^{2}$ :
i) $A+B=\left(\alpha^{\mu v}+\beta \mu v\right) \sigma_{\mu} \otimes \sigma_{v}$,
ii) $A B=\alpha^{\mu \nu} \beta^{\eta \kappa} \sigma_{\mu} \sigma_{\eta} \otimes \sigma_{\nu} \sigma_{\kappa}$,
iii) $A^{*}=\bar{\alpha}^{\mu \nu} \sigma_{\mu} \otimes \sigma_{\nu}$.

So $\mathfrak{K l}^{2}$ is a ${ }^{*}$-algebra. To show that $\mathfrak{\ell}^{2}$ is a $\mathrm{C}^{*}$-algebra we must demonstrate the existence of a $\mathrm{C}^{*}$-norm with respect to which $\mathscr{L}^{2}$ is complete. To do this we turn to the faithful two-dimensional representation $\left\{\mathscr{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$of $\mathcal{K}$ and define the norm of a general element of 2l as

$$
\left\|\alpha \mu v \sigma_{\mu} \otimes \sigma_{v}\right\| \equiv \sup \left\{\left\|\alpha^{\mu v} \pi_{\omega_{+}}\left(\sigma_{\mu}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{v}\right) \lambda\right\|\left\|: \lambda \in \boldsymbol{S}_{\omega_{+}} \otimes S_{\omega_{+}} ;\right\| \lambda \|=1\right\} \text { (2.20) }
$$

The representation $\{\boldsymbol{S}, \pi\}$, with $\boldsymbol{S} \equiv \boldsymbol{S}_{\omega_{+}} \otimes \boldsymbol{S}_{\omega_{+}}$and

$$
\left.\pi\left(\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{\nu}\right) \equiv \alpha^{\mu v} \pi_{\omega_{+}}\left(\sigma_{\mu}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{v}\right)\right)
$$

is faithful so we know that (2.20) defines a $C^{*}$-norm for $\boldsymbol{\mathcal { L }}^{2}$. It is also possible to show that the sequence $\left\{\alpha_{n}^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}\right\}$ is Cauchy (with respect to the above norm) if and only if the sequences $\left\{\alpha_{n}^{\mu \nu}\right\}$ of complex numbers are Cauchy for all $\mu, \nu=0,1,2,3$. Thus the sequence $\left\{\alpha_{n}^{\mu \nu} \sigma_{\mu} \otimes \sigma_{\nu}\right\}$ converges to $\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}$, where $\alpha^{\mu \nu}=\lim _{n \rightarrow \infty} \alpha_{n}^{\mu \nu}=\alpha^{\mu \nu}$. $\mathfrak{K}^{2}$ is therefore complete with respect to the above norm, and hence $\mathfrak{Q}^{2}$ is a $\mathrm{C}^{*}$-algebra.

Place the system in a uniform magnetic field in the 3-direction. The Hamiltonian $\mathrm{H}^{2}$ and canonical density matrix $\rho^{2}$ are then

$$
H^{2}=-B\left(\sigma_{0} \otimes \sigma_{3}+\sigma_{3} \otimes \sigma_{0}\right),
$$

and

$$
\begin{align*}
\rho^{2} & =\frac{e^{\beta B\left(\sigma_{0} \otimes \sigma_{3}+\sigma_{3} \otimes \sigma_{0}\right)}}{\operatorname{Tr}^{\beta B\left(\sigma_{0} \otimes \sigma_{3}+\sigma_{3} \otimes \sigma_{0}\right)}} \\
& =\frac{\cosh ^{2} \beta B \sigma_{0} \otimes \sigma_{0}+\sinh ^{2} \beta B \sigma_{3} \otimes \sigma_{3}+\sinh \beta B \cosh \beta B\left(\sigma_{0} \otimes \sigma_{3}+\sigma_{3} \otimes \sigma_{0}\right)}{\operatorname{Tr}\left[\cosh ^{2} \beta B \sigma_{0} \otimes \sigma_{0}+\sinh ^{2} \beta B \sigma_{3} \otimes \sigma_{3}+\sinh \beta B \cosh \beta B\left(\sigma_{0} \otimes \sigma_{3}+\sigma_{3} \otimes \sigma_{0}\right)\right]} \\
& =\frac{\left(\cosh \beta B \sigma_{0}+\sinh \beta B \sigma_{3}\right) \otimes\left(\cosh \beta B \sigma_{0}+\sinh \beta B \sigma_{3}\right)}{\operatorname{Tr}\left[\cosh \beta B \sigma_{0}+\sinh \beta B \sigma_{3}\right] \operatorname{Tr}\left[\cosh \beta B \sigma_{0}+\sinh \beta B \sigma_{3}\right]} \\
& =\frac{e^{\beta B \sigma_{3} \otimes e^{\beta B \sigma_{3}}}}{\operatorname{Tr}^{\beta B \sigma_{3} T r} \mathrm{Tr}^{\beta B \sigma_{3}}} \\
& =\rho \otimes \rho, \tag{2.21}
\end{align*}
$$

where $\rho$ is the canonical density matrix for the single spin system. $\rho^{2}$ gives rise to the state $\omega^{2}$ over $\mathscr{\ell}^{2}$,

$$
\begin{align*}
\omega^{2}\left(\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}\right) & =\operatorname{Tr}\left[\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v} \rho^{2}\right]=\alpha^{\mu v} \operatorname{Tr}\left[\sigma_{\mu} \rho\right] \operatorname{Tr}\left[\sigma_{v} \rho\right] \\
& =\alpha^{\mu v} \omega\left(\sigma_{\mu}\right) \omega\left(\sigma_{v}\right) \\
& =\alpha^{00}+t\left(\alpha^{03}+\alpha^{30}\right)+t^{2} \alpha^{33}, \quad t=\omega\left(\sigma_{3}\right) \tag{2.22}
\end{align*}
$$

We can then write the state $\omega^{2}$ as $\omega^{2}=\omega \otimes \omega$ where $\omega \otimes \omega\left(\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}\right) \equiv \alpha^{\mu \nu} \omega\left(\sigma_{\mu}\right) \omega\left(\sigma_{v}\right)$. We have referred to $\omega^{2}$ as a state but this really must be shown. We need to demonstrate that $\omega^{2}$ is a positive linear functional over $\mathscr{E}^{2}$ with unit norm. It is obviously a linear functional
over $\mathfrak{K}^{2}$. The following calculation shows that it is positive. Consider an arbitrary element $A=\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v} \equiv B^{\nu} \otimes \sigma_{v}$, where $B^{\nu} \equiv \alpha^{\mu \nu} \sigma_{\mu}$, then

$$
\begin{align*}
& \omega^{2}\left(A^{*} A\right)=\omega^{2}\left(B^{\mu^{*}} B^{v} \otimes \sigma_{\mu} \sigma_{v}\right) \\
= & \omega\left(B^{\mu^{*}} B^{v} \omega\left(\sigma_{\mu} \sigma_{v}\right)\right. \\
= & \omega\left(\left[B^{B^{*}} B^{0}+t B^{0^{*}} B^{3}+t B^{3^{*}} B^{0}+B^{3 *} B^{3}\right]+\left[B^{1 *} B^{1}+i t B^{1 *} B^{2} i t B^{2 *} B^{1}+B^{2^{*}} B^{2}\right]\right) \\
= & \omega\left(\left[B^{0}+t B^{3}\right]\left[B^{0}+t B^{3}\right]^{*}+\left(1-t^{2}\right) B^{3 *} B^{3}+\left[B^{1}+i t B^{2}\right]\left[B^{1}+i t B^{2}\right]^{*}+\left(1-t^{2}\right) B^{2 *} B^{2}\right) \\
= & \omega\left(\left[B^{0}+t B^{3}\right]\left[B^{0}+\mathrm{tB}^{3}\right]^{*}\right)+\left(1-t^{2}\right) \omega\left(B^{3 *} B^{3}\right) \\
& +\omega\left(\left[B^{1}+i t B^{2}\right]\left[B^{1}+i t B^{2}\right]^{*}\right)+\left(1-t^{2}\right) \omega\left(B^{2 *} B^{2}\right) . \tag{2.23}
\end{align*}
$$

Now $\omega$ is a state over $2\left(\right.$ and $\left(1-t^{2}\right) \geq 0$ so each of the above terms is nonnegative; $\omega^{2}$ is therefore positive. Since $\omega^{2}$ is positive, its norm is given by its value on the identity, $\left\|\omega^{2}\right\|=\omega^{2}\left(\sigma_{0} \otimes \sigma_{0}\right)=1$. So $\omega^{2}$ is normalized and therefore a state over $\mathrm{L}^{2}$.

We now consider the G.N.S. representation of $\boldsymbol{\Omega}^{2}$ associated with the state $\omega^{2}$, for different temperatures. Instead of constructing these representations from the G.N.S. prescription, as was done in the single spin case, we will postulate a cyclic representation that produces the correct vector state over $\mathrm{QL}^{2}$, and use Theorem 1.27 to conclude that this representation is unitarily equivalent to the G.N.S. representation.

First consider the case $t \neq 1$ (i.e., the finite temperature case). The representation $\left\{\mathscr{S}_{\omega} \otimes \mathscr{S}_{\omega}, \pi_{\omega} \otimes \pi_{\omega}, \Omega_{\omega} \otimes \Omega_{\omega}\right\}$ produces the correct vector state over $\mathfrak{\ell l}^{2}$,

$$
\begin{align*}
\left(\Omega_{\omega} \otimes \Omega_{\omega}, \alpha \mu \nu \pi_{\omega}\left(\sigma_{\mu}\right) \otimes \pi_{\omega}\left(\sigma_{\nu}\right) \Omega_{\omega} \otimes \Omega_{\omega}\right) & =\alpha^{\mu \nu}\left(\Omega_{\omega}, \pi_{\omega}\left(\sigma_{\mu}\right) \Omega_{\omega}\right)\left(\Omega_{\omega}, \pi_{\omega}\left(\sigma_{v}\right) \Omega_{\omega}\right) \\
& =\alpha^{\mu \nu} \omega\left(\sigma_{\mu}\right) \omega\left(\sigma_{\nu}\right) \\
& =\omega^{2}\left(\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}\right) \tag{2.24}
\end{align*}
$$

Since $\Omega_{\omega}$ is cyclic for $\mathcal{S}_{\omega}, \Omega_{\omega} \otimes \Omega_{\omega}$ is cyclic for $\mathscr{S}_{\omega} \otimes \mathcal{S}_{\omega}$. So the representation $\left\{S_{\omega} \otimes S_{\omega}, \pi_{\omega} \otimes \pi_{\omega}, \Omega_{\omega} \otimes \Omega_{\omega}\right\}$ is unitarily equivalent to the
 reducible, as it is the direct product of two reducible representations.

For the zero temperature case, $t=1$, the representation $\left\{S_{\omega_{+}} \otimes S_{\omega_{+}}, \pi_{\omega_{+}} \otimes \pi_{\omega_{+},} \Omega_{\omega_{+}} \otimes \Omega_{\omega_{+}}\right\}$is unitarily equivalent to the G.N.S. representation $\left\{S \omega_{+}^{2}, \pi \omega_{+}^{2}, \Omega \omega_{+}^{2}\right)$ corresponding to the state $\omega_{+}^{2}\left(\alpha^{\mu \nu} \sigma_{\mu} \otimes \sigma_{v}\right)=\alpha^{00}+\alpha^{03}+\alpha^{30_{+}} \alpha^{33}$. We can use Schur's Lemma to show that this representation is irreducible if we can show that an arbitrary element $A=\alpha^{\mu \nu} \pi_{\omega_{+}}\left(\sigma_{\mu}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{v}\right)$ that commutes with all elements of $\pi_{\omega_{+}}(民) \otimes \pi_{\omega_{+}}(\ell)$ is a multiple of the identity $\pi_{\omega_{+}}\left(\sigma_{0}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{0}\right)$. We can write such an element as $A=\pi_{\omega_{+}}\left(B^{\nu}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{v}\right)$ (with $\left.B^{\nu}=\alpha^{\mu \nu} \sigma_{\mu}\right)$. We now require $A$ to commute with elements of the form $\pi_{\omega_{+}}\left(A^{1}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{0}\right)$. Since the set $\pi_{\omega_{+}}$( $\left.\mathbb{Q}\right)$ is irreducible this is only possible if $B_{V}$ is a multiple of the identity $\sigma_{0}, B^{\nu}=\alpha^{\mu \nu} \sigma_{\mu}=\beta^{\nu} \sigma_{0}$. This means the coefficients $\alpha^{\mu \nu}$ must be of the form $\alpha^{\mu \nu}=\delta^{\mu} 0 \beta^{\nu}$, and $A=\beta^{\nu} \pi_{\omega_{+}}\left(\sigma_{0}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{v}\right)$. If we also require $A$ to
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commute with elements of the form $\pi_{\omega_{+}}\left(\sigma_{0}\right) \otimes \pi_{\omega_{+}}\left(\mathrm{A}^{2}\right)$ we can conclude that $\beta^{v}=\beta \delta^{v o}$, and therefore $A=\beta \pi_{\omega_{+}}\left(\sigma_{0}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{0}\right)$. This shows that the representation is irreducible.

We now generalize to a system consisting of a finite number of spins. Since the spins do not interact with one another, the geometry of the system is not important. Denote the spins by the parameter i , whose range is Z (=set of integers). The $\mathrm{C}^{*}$-algebra corresponding to the spin at the site $\mathfrak{i}$ is a copy of $\mathcal{E}$, which we will denote by $\boldsymbol{\mathcal { E }}_{\boldsymbol{i}}$. The $\mathrm{C}^{*}$-algebra corresponding to a finite collection of spins $\zeta=[k, k+1, \ldots, l-1,1\}(1>k)$ is then $\mathfrak{N}_{\zeta} \equiv \otimes_{i \in \zeta}^{\otimes} \mathfrak{N}_{i}$. A general element of $\mathfrak{N}_{\zeta}$ is of the form

$$
\begin{equation*}
\dot{A}=\alpha \mu_{k} \mu_{k+1} \ldots \mu_{l} \sigma_{\mu_{k}}^{k} \otimes \sigma_{\mu_{k+1}}^{k+1} \otimes \ldots \sigma_{\mu}^{\prime}, \mid-k+1=\text { number of sites in } \zeta . \tag{2.25}
\end{equation*}
$$

As in the two-spin case, we define a norm on $\boldsymbol{\mathcal { M }}_{\zeta}$ using the faithful two- dimensional representation $\left\{\mathcal{S}_{\omega_{+}}, \pi_{\omega_{+}}\right\}$of $\mathcal{E}$,

$$
\begin{align*}
& \left\|\alpha \mu_{k} \mu_{k+1} \ldots \mu_{l} \sigma_{\mu k}^{k} \otimes \sigma_{\mu k+1}^{k+1} \otimes \ldots \sigma_{\mu l}^{1}\right\| \\
& \left.\equiv \sup \left\{\left\|\alpha \mu \mu \mu_{+1}+\ldots \mu_{k} \pi_{\omega_{+}}\left(\sigma_{\mu_{k}}^{k}\right) \otimes \pi_{\omega_{+}}\left(\sigma_{\mu_{k+1}}\right) \otimes \ldots \pi_{\omega_{+}}\left(\sigma_{\mu l}^{\prime}\right) \lambda\right\|\left\|: \lambda \in \otimes_{i \in \zeta}^{\otimes} \delta_{\omega_{+}} ;\right\|\|\lambda\|=1\right\}\right\} \tag{2.26}
\end{align*}
$$

The representation $\left\{\otimes_{i \in \zeta}^{\otimes} S_{\omega_{+}},{ }_{i \in \zeta}^{\otimes} \pi_{\omega_{+}}\right\}$is faithful so that (2.26) is a $C^{*}$-norm for $\boldsymbol{थ}_{\zeta}$. In a similar fashion to the two-spin case we may conclude that $\mathfrak{थ}_{\zeta}$ is complete with respect to this norm and therefore a C*-algebra.
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If we place this system in a uniform magnetic field in the 3direction then a generalization of the arguments used in the two-spin case shows that the canonical density matrix for this system is $\rho_{\zeta} \equiv{\underset{i}{i \in \zeta} \zeta}_{\otimes} \rho_{i}$, where $p_{i}$ is the canonical density matrix for the single spin at the site $i$. This canonical density matrix gives rise to the state (at natural
 $\rho_{i}$ (at natural temperature $\beta$ ). Again we must show that $\omega_{\zeta}$ defines a state over $\mathfrak{2}_{\zeta}$. Since $\omega_{\zeta}$ is linear and $\omega_{\zeta}\left(\otimes_{i \in \zeta} \otimes_{0} \sigma_{0}\right)=1$ we only need to show that $\omega_{\zeta}$ is positive. We will prove that the linear functional $\omega_{n} \equiv \stackrel{{ }_{i=1}^{\otimes}}{\otimes_{1}} \omega_{i}$ over $\mathcal{E}_{n} \equiv{ }_{i=1}^{\otimes_{1}} \mathcal{N}_{i}$ is positive for arbitrary $n$ by induction ( $\mathscr{E}_{i}$ and $\omega_{i}$ are copies of the single spin algebra and state). For $n=1$ we are in the single spin case and the linear functional is positive. We now prove that it is positive for $n+1$ if it is positive for $n$ by following the method used to show that the two spin state $\omega^{2}$ is positive. An arbitrary element of $A \in \Omega_{n+1}$ can be written as $A=B^{v} \otimes \sigma_{v}$ with each $B^{\nu} \in \mathbb{Q}_{n}$. As in the two spin case, we can show that

$$
\begin{align*}
\omega_{n+1}\left(A^{*} A\right) & =\omega_{n+1}\left(B^{\mu^{*}} B^{\nu} \otimes \sigma_{\mu} \sigma_{v}\right) \\
& =\omega_{n}\left(B^{\mu^{*}} B^{v}\right) \omega\left(\sigma_{\mu} \sigma_{v}\right) \\
& =\omega_{n}\left(\left[B^{0}+t B^{3}\right]\left[B^{0}+t B^{3}\right]^{*}\right)+\left(1-t^{2}\right) \omega_{n}\left(B^{3^{*}} B^{3}\right) \\
& +\omega_{n}\left(\left[B^{1}+t B^{2}\right]\left[B^{1}+i t B^{2}\right]^{*}\right)+\left(1-t^{2}\right) \omega_{n}\left(B^{2^{*}} B^{2}\right) \\
& \geq 0, \tag{2.27}
\end{align*}
$$

where the last inequality follows from the assumption that $\omega_{n}$ is positive. So $\omega_{n}$ is positive for arbitrary $n$ by induction, and $\omega_{\zeta}$ is therefore a state over $\mathfrak{N}_{\zeta}$.

The G.N.S. representation corresponding to $\omega_{\zeta}$ is unitarily equivalent to the representation $\{\mathcal{S}, \pi, \Omega\}$ with
where $\left\{S_{i}, \pi_{i}, \Omega_{i}\right\}$ is the G.N.S. representation corresponding to the single spin state $\omega_{i}$. At this point we should mention that the dependence of the representation on temperature is still entirely contained in the cyclic vector $\Omega$ : In particular, representations $\{\mathcal{S}, \pi\}$ corresponding to different finite temperatures are still unitarily equivalent.

We now construct the quasi-local C*-algebra corresponding to the infinite system. Let $\Sigma$ denote the set of all finite collections $\zeta$ of sites $i$ in $Z$, and equip $\Sigma$ with the ordering of set theoretic inclusion. This ordering is a partial ordering. Also, for any pair of elements $\zeta_{1}$ and $\zeta_{2}$ in $\Sigma$ there exists a $\zeta_{3}$ in $\Sigma$ such that $\zeta_{1} \leq \zeta_{3}$ and $\zeta_{2} \leq \zeta_{3}$, so that the set $\Sigma$ is a directed set. Now consider the family $\left\{\mathcal{M}_{\zeta}: \zeta \in \Sigma\right\}$ of $\mathrm{C}^{*}$-algebras. The elements of any pair $\zeta_{1}, \zeta_{2}$ satisfying $\zeta_{1} \leq \zeta_{2}$ (with $\zeta_{1}$ containing $n$ sites, $\zeta_{2}$ containing $m$ sites and $n \leq m$ ) are of the form

$$
A_{1}=\alpha \mu k \mu_{k+1} \ldots \mu_{l} \sigma_{\mu k}^{k} \otimes \sigma_{\mu k+1}^{k+1} \otimes \ldots \sigma_{\mu 1}^{\prime} \quad \text { with } n=1-k+1,
$$

and

$$
\begin{equation*}
A_{2}=\alpha \mu_{p} \mu_{p+1} \ldots \mu_{q} \sigma_{\mu_{p}}^{p} \otimes \sigma_{\mu_{p+1}}^{p+1} \otimes \ldots \sigma_{\mu_{q}}^{q} \text { with } m=q-p+1, q \geq 1 \text {, and } p \leq k \text {. } \tag{2.29}
\end{equation*}
$$
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Let $i_{2,1}$ denote the mapping from $\mathfrak{\bigotimes}_{\zeta_{1}}$ into $\mathfrak{U}_{\zeta_{2}}$ defined as
$i_{2,1}\left(\alpha \mu_{k} \mu_{k+1} \ldots \mu_{\mu} \sigma_{\mu_{k}}^{k} \otimes \sigma_{\mu_{k+1}}^{k+1} \otimes \ldots \sigma_{\mu_{1}}^{\prime}\right)$
$\left.\equiv \stackrel{k}{\otimes}\left(\sigma_{0}^{i}\right) \otimes\left[\alpha \mu_{k} \mu_{k+1} \ldots \mu_{i} \sigma_{\mu_{k}}^{k} \otimes \sigma_{\mu_{k+1}}^{k+1} \otimes \ldots \sigma_{\mu_{1}}^{1}\right)\right]_{i=1}^{q}\left(\sigma_{0}^{i}\right)$,
The mapping $\boldsymbol{i}_{2,1}$ is a ${ }^{*}$-homomorphism from $\boldsymbol{\varkappa}_{\zeta_{1}}$ into $\boldsymbol{\Omega}_{\zeta_{2}}$ with the properties
i) $i_{2,1}\left(\mathbb{D}_{1}\right)=\mathbb{N}_{2}$, where $\mathfrak{N}_{1}$ and $\mathbb{1}_{2}$ are the identities of $\mathfrak{Q}_{\zeta_{1}}$ and $\mathfrak{Q}_{\zeta_{2}}$, respectively,
and
ii) $i_{3,1}=i_{3,2} i_{2,1}$ whenever $\zeta_{1} \leq \zeta_{2} \leq \zeta_{3}$.

The above mapping shows that the family of $C^{*}$-algebras $\left\{\mathbb{Q}_{\zeta}: \zeta \in \Sigma\right\}$ satisfies the postulate of isotony and therefore admit a $\mathrm{C}^{*}$-inductive limit (see section 1.5). Recall that this is a $\mathrm{C}^{*}$-algebra $\mathrm{El}^{\infty}$ with identity $\mathbb{1}^{\infty}$ that has the property that for every $\zeta \in \Sigma$ there exists a *-homomorphism i $\zeta$ from $\mathfrak{Q}_{\zeta}$ into $\mathscr{\bigotimes}^{\infty}$ that satisfies
i) i $\zeta\left(\mathbb{(}_{\zeta}\right)=\mathbb{1}^{\infty}$, where $\mathbb{Z}_{\zeta}$ is the identity for $\mathbb{Q}_{\zeta}$,
ii) $i_{\zeta_{2}}\left(\mathscr{R}_{\zeta_{2}}\right) \supset i_{\zeta_{1}}\left(\mathscr{N}_{\zeta_{1}}\right)$, whenever $\zeta_{2} \geq \zeta_{1}$,
and
iii) $\overline{\zeta \in \Sigma \Sigma\left(\sum_{\zeta}\right)}=\mathscr{U}^{\infty}$, where the bar denotes the uniform closure.

This mapping is given by $i \zeta(A) \equiv\left({ }_{i<k}^{\otimes} \sigma_{0}^{i}\right) \otimes A \otimes\left({ }_{i>1}^{\otimes} \sigma_{0}^{j}\right)$ for all $A \in \boldsymbol{\mathcal { M }}_{\zeta}$, where $\zeta=[k, 1]$. We will denote this $C^{*}$-inductive limit by ${\underset{i}{i} \in \mathrm{Z}}_{\otimes}^{\mathcal{A}_{i}}$ and refer to it as the infinite direct product of the $\mathrm{C}^{*}$-algebras $\left\{\mathcal{U}_{\zeta}: \zeta \in \Sigma\right\}$. It is the quasilocal algebra corresponding to our infinite lattice of spins. An arbitrary
element of ${ }_{i \in Z}^{\otimes} \mathcal{N}_{i}$ can be approximated, in the norm, to any degree by linear combinations of elements of the form ${\underset{i}{i} \in Z}_{\otimes} A_{i}$, where $A_{i} \in \boldsymbol{\Omega}_{i}$ and all but a finite number of the $A_{i}$ are equal to $\sigma_{o}^{j}$ (this is the content of condition (iii) above). Given an element $A$ of ${\underset{i}{i} \in Z}_{\otimes}^{\mathcal{M}_{i}}$, we define its projection onto $i_{\zeta}\left(\AA_{\zeta}\right), \zeta=[k, 1]$, as the element one obtains by replacing all of its components before the $\mathrm{k}^{\text {th }}$ spot and beyond the $\mathrm{I}^{\text {th }}$ spot with the identity $\sigma_{0}$, and denote it by $\mathrm{P}_{\zeta}(\mathrm{A})$. We will refer to the element of $\mathfrak{Q}_{\zeta}$ that is mapped, via i $\mathrm{i}_{\text {, into }} \mathrm{P}_{\zeta}(\mathrm{A})$ as the projection of A onto $\mathfrak{2}_{\zeta}$. This element will be denoted by $A \zeta$.

The canonical equilibrium state for the infinite system of spins will now be constructed following the procedure outlined in chapter 1 , section 1.5. Define the subset $\Sigma_{0}$ of $\Sigma$ as $\Sigma_{0} \equiv\left\{\zeta_{n} \in \Sigma: \zeta_{n}=[-n,-n+1, \ldots, 0, \ldots, n-1, n]\right\}$. An arbitrary element $\zeta=[k, k+1, \ldots, l]$ in $\Sigma$ is contained in each $\zeta_{n}$ for all $n \geq \max \{|k|,|I|\}$. For example, $[-9,-8, \ldots, 4,5]$ is contained in each $\zeta_{n}$ for all $n \geq 9$. For arbitrary $A \in \mathcal{U}_{\zeta_{n}}$, the canonical equilibrium state $\omega_{\zeta_{n}}$ over $\mathfrak{\bigotimes}_{\zeta_{n}}$ is given by

$$
\omega_{\zeta_{n}}(A)=\left[\begin{array}{c}
n  \tag{2.31}\\
\stackrel{\otimes}{\otimes}-n \\
\omega_{i}
\end{array}\right](A) .
$$

Let $A$ be an arbitrary element of ${\underset{i}{i \in Z}}_{\otimes} \mathcal{U}_{i}$ and let $A_{\zeta_{n}}$ denote its projection onto $\mathfrak{N}_{\zeta_{n}}$. Note that $\lim _{n \rightarrow \infty} i \zeta\left(A_{\zeta_{n}}\right)=A$. We then define the equilibrium state $\omega^{\infty}$ for the infinite spin system as

$$
\begin{equation*}
\omega^{\infty}(A) \equiv \lim _{n \rightarrow \infty} \omega_{\zeta_{n}}\left(A_{\zeta_{n}}\right), \text { for all } A \in{\underset{l i Z}{ } \mathcal{M}_{1} . . . ~}_{\text {. }} \tag{2.32}
\end{equation*}
$$

In order to demonstrate that this limit is well defined we must show that $\omega^{\infty}$ is bounded with unit norm. This follows from the fact that $\omega^{\infty}\left(\eta^{\infty}\right)=1$
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where $\mathbb{1}^{\infty}$ is the identity for ${\underset{i}{i} \in \mathrm{Z}}_{\otimes}^{\mathcal{Q}_{\mathrm{i}}}$. To show this we note that the projection of $\mathbb{1}^{\infty}$ onto $\boldsymbol{\Omega}_{\zeta_{n}}$ is the identity $\mathbb{1}_{\zeta_{n}}$ for $\boldsymbol{Q}_{\zeta_{n}}$, so that $\left\|\omega^{\infty}\right\|=\omega^{\infty}\left(1^{\infty}\right)=\lim _{n \rightarrow \infty} \omega_{\zeta_{n}}\left(\square_{\zeta_{n}}\right)=1$. So $\omega^{\infty}$ is normalized to unity. This of course implies that $\omega^{\infty}$ is bounded. Explicitly we have

$$
1=\left\|\omega^{\infty}\right\|=\operatorname{Sup}\left\{\frac{\left|\omega^{\infty}(A)\right|}{\|A\|}: A \in \in_{i \in Z}^{\otimes} \mathfrak{N}_{i}, A \neq 0\right\} \Rightarrow\left|\omega^{\infty}(A)\right| \leq\|A\| \text { for all } A \in \underset{i \in Z}{\otimes} \mathfrak{N}_{i}
$$

We have proven by induction that each $\omega_{\zeta_{n}}$ is a positive linear functional over $\mathcal{U}_{\zeta_{n}}$ for arbitrary $\mathrm{n} . \omega^{\infty}$ is therefore a positive linear functional with unit norm over $\underset{i \in Z}{\otimes} \mathcal{E}_{i}$, i.e., $\omega^{\infty}$ is a state over $\underset{i \in Z}{\otimes} \mathscr{\Omega}_{i}$.

For example, consider the element $\rho(E)$ in ${ }_{i \in Z}^{\otimes} \mathcal{N}_{i}$ corresponding to the average energy per site. The projection of $\rho(E)$ onto $\mathcal{N}_{\zeta_{n}}$ is given by

$$
\begin{equation*}
\rho_{\zeta_{n}}(E)=-\frac{B}{2 n+1} \sum_{i=-n}^{n}\left[\sigma_{0}^{-n} \otimes \sigma_{0}^{-n+1} \otimes \ldots \sigma_{3}^{i} \otimes \ldots \sigma_{0}^{n}\right] \tag{2.33}
\end{equation*}
$$

where $\sigma_{0}$ is replaced by $\sigma_{3}$ in the $\mathrm{ith}^{\text {th }}$ spot. This gives

$$
\begin{align*}
\omega^{\infty}(\rho(E)) & =\lim _{n \rightarrow \infty} \omega_{\zeta_{n}}\left(\rho_{\zeta_{n}}(E)\right) \\
& =\lim _{n \rightarrow \infty}\left[\stackrel{N}{i=-n}_{\otimes}^{\otimes} \omega_{i}\right]\left(-\frac{B}{2 n+1} \sum_{i=-n}^{n}\left[\sigma_{0}^{-n} \otimes \sigma_{0}^{n+1} \otimes \ldots \sigma_{3}^{i} \otimes \ldots \sigma_{0}^{n}\right]\right) \\
& =\lim _{n \rightarrow \infty}\left(-\frac{B}{2 n+1} \sum_{i=-n}^{n}\left[\omega_{-n}\left(\sigma_{0}^{-n}\right) \omega_{-n+1}\left(\sigma_{0}^{-n+1}\right) \ldots \omega_{i}\left(\sigma_{3}^{i}\right) \ldots \omega_{n}\left(\sigma_{0}^{n}\right)\right]\right) \\
& =\lim _{n \rightarrow \infty}\left(-\frac{B}{2 n+1} \sum_{i=-n}^{n} t\right)=-B t=-B \tanh \beta B . \tag{2.34}
\end{align*}
$$

Note that the expectation value of $\rho(E)$ in the state $\omega^{\infty}$ is the same as the expectation value of the single spin Hamiltonian in the single spin state $\omega$. This is to be expected since the spins are non-interacting.

We will now construct a cyclic representation $\{S, \pi, \Omega\}$ of $\underset{i \in Z}{\otimes} \mathscr{M}_{i}$ with the property $(\Omega, \pi(A) \Omega)=\omega(\mathrm{A})$ for all $A \in \mathbb{X}_{i \in \mathcal{Z}}^{\otimes} \mathbb{Q}_{\mathrm{i}}$. This representation will therefore be unitarily equivalent to the G.N.S representation $\left\{S_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$. This representation will be obtained as the infinite direct product of the single spin G.N.S. representations. The infinite direct product of a family of Hilbert spaces was originally defined by von Neumann [Neum1]. For our purposes it is more convenient to follow the definition used in [Emch], which can be shown to be equivalent to von Neumann's definition.

Consider a family of complex vector spaces $\left\{\mathrm{V}_{\mathrm{i}} \mathrm{i}: \mathrm{Z}\right\}$ (what follows is valid for an arbitrary directed index set $\Gamma$ ). Define the infinite direct product ${ }_{i \in Z}^{\otimes} V_{i}$ in analogy with the finite case. To every family $\left\{x_{i}: i \in Z_{;} ; x_{i} \in V_{i}\right\}$ corresponds the element ${ }_{i \in Z} \in X_{i}$ in,$\otimes_{i \in Z} V_{i}$, and every element of ${ }_{i \in}^{\otimes} V_{i}$ is a linear combination of such elements. Let $a=\left\{a_{i}: i \in Z ; a_{i} \in V_{i} ; a_{i} \neq 0\right\}$ be an arbitrary family. Consider all vectors ${ }_{i \in Z} X_{i}$ of ${ }_{i \in Z} V_{i}$ that have $x_{i}=a_{i}$ for all but a finite number of $i \in Z$. Then define a subspace $\otimes_{i \in Z} V_{i}$ of $\otimes_{i \in Z}^{\otimes} V_{i}$ that consists of all finite linear combinations of these vectors just defined.

We now consider the case where the vector spaces $V_{i}$ are separable Hilbert spaces $\boldsymbol{S}_{i}$. It is not possible to obtain a Hilbert space from the entire infinite direct product $\mathbb{i}_{\mathrm{E}}^{\mathrm{Z}} \mathcal{S}_{\mathrm{i}}$. This follows since, by
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definition, the norm of a Hilbert space must be related to the scalar product in the usual way. The scalar product between two elements of ${ }_{i \in}^{\otimes} Z^{S} S_{i}$ is

$$
\begin{equation*}
\left(\otimes_{i \in Z}^{\otimes} x_{i},,_{i \in Z}^{\otimes} y_{i}\right) \equiv \prod_{i \in Z}\left(x_{i} y_{i}\right), \tag{2.35}
\end{equation*}
$$

and this infinite product may diverge. We can, however, define subsets of ${ }_{i \in}^{\otimes} Z_{i} \mathcal{S}_{i}$ that are Hilbert spaces. Let $a=\left\{a_{i}: i \in Z ; a_{i} \in \mathcal{S}_{;} ;\left\|a_{i}\right\|=1\right\}$ be an arbitrary family and define the subspace ${ }_{i \in Z}^{\otimes} Z^{a} H_{i}$ as above. We can define a scalar product on ${\underset{i}{\in} \in Z}_{\otimes_{Z}} \mathrm{aH}_{\mathrm{i}}$ as

$$
\begin{equation*}
\left(i \in Z^{\otimes} x_{i}, \otimes_{i \in Z}^{\otimes} y_{i}\right) \equiv \prod_{i \in Z}\left(x_{i}, y_{i}\right) . \tag{2.36}
\end{equation*}
$$

Since $x_{i}=a_{i}$ and $y_{i}=a_{i}$ for all but a finite number of $i \in Z$ the above is well defined (all but a finite number of terms in the product have the value one). At this point $\otimes_{i \in Z} Z^{a} H_{i}$ is a pre-Hilbert space which we can complete with respect to the norm obtained from this scalar product. We will denote this Hilbert space by the ${ }_{i \in Z}^{\otimes} Z^{a} \mathscr{S}_{i}$. In his original paper von Neumann has shown that ${ }_{i \in Z}^{\otimes} a S_{i}$ is a separable Hilbert space, i.e., it has a countable orthonormal basis. If $\left\{e_{k}^{i}\right\}$ is an orthonormal basis for $\boldsymbol{S}_{i}$, then one such basis may be obtained by enumerating the set
$\left\{_{i} \in Z^{2} x_{i}: x_{i}=a_{i} \text { for all but a finite number of } i \in Z \text { and } x_{i}=e_{k}^{i} \text {, for some } k \text {, if } x_{i} \neq a\right\}^{i}$.

Denote the resulting basis by $\left\{e_{j}\right\}$. Each of these basis vectors is of the product form $e_{j}==_{i \in Z} X_{i}^{j}$, as opposed to being a linear combination of such
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vectors. We will refer to such a basis as a product basis. Note that not every basis is a product basis.

We now return to the quasi-local algebra and consider the state $\omega^{\infty}(A) \equiv \lim _{n \rightarrow \infty} \omega_{\zeta_{n}}\left(A_{\zeta_{n}}\right)=\lim _{n \rightarrow \infty}\left[\begin{array}{c}n \\ \otimes=-n\end{array} \omega_{i}\right]\left(A_{\zeta_{n}}\right)$, for all $A \in \underset{i \in Z}{\otimes} \boldsymbol{Q}_{i}$. Denote the G.N.S. representation corresponding to $\omega_{i}$ by $\left\{\boldsymbol{S}_{\omega_{i}}, \pi_{\omega_{i}}, \Omega_{\omega_{i}}\right\}$ and form the Hilbert space $\mathcal{S}_{\omega} \equiv \otimes_{i \in Z}^{\otimes} \Omega \mathcal{S}_{i}$ associated with the family $\Omega=\left\{\Omega_{\omega_{i}}: \dot{i} \in Z\right\}$. Let $\left\{e_{j}=\|_{i \in Z}^{\otimes} x_{i}^{j}\right\}$ be an orthonormal product basis for $S_{\omega}$. For all $A \in \underset{i \in Z}{\otimes} \mathcal{R}_{i}$ of the form $\underset{i \in Z}{\otimes} A_{i}$, where $A_{i} \in \boldsymbol{\varkappa}_{i}$ and all but a finite number of the $A_{i}$ are equal to $\sigma_{0}^{i}$, we define

$$
\begin{equation*}
\left[\pi _ { \omega } \infty \left({\left.\left.\underset{i \in Z}{\otimes} A_{i}\right)\right] e_{j} \equiv \equiv_{i \in Z}^{\otimes} \pi_{\omega i}\left(A_{i}\right) x_{i}^{j} . . . . ~}_{\text {. }}\right.\right. \tag{2.38}
\end{equation*}
$$

Because all but a finite number of the $A_{i}$ are equal to $\sigma_{0}^{i}$ and all but a finite number of the $x_{i}^{j}$ are equal to $\Omega_{\omega_{i}}$, all but a finite number of the the $\pi_{\omega_{i}}\left(A_{i}\right) x_{i}^{j}$ are equal to $\Omega_{\omega_{i}}$. The vector ${ }_{i \in Z}^{\otimes} \pi_{\omega_{i}}\left(A_{i}\right) x_{i}^{j}$ is therefore an element $\otimes_{i \in Z}{ }^{\Omega} S_{i}$. We can therefore extend this mapping by linearity to a bounded mapping from $\otimes_{i \in Z}{ }^{\Omega} \xi_{i}$ into itself by defining

$$
\begin{equation*}
\left.\left.\left.\left.\left[\pi_{\omega} \infty\left(\underset{i \in Z}{\otimes} A_{i}\right)\right]\left(\sum_{j} \alpha_{j} \otimes_{i \in Z} x_{i}^{j}\right)\right] \equiv \sum_{j} a_{j}\left[\pi_{\omega}\right)_{i \in Z}^{\otimes} A_{i}\right)\right]\left(\otimes_{i \in Z}\right) x j\right] \tag{2.39}
\end{equation*}
$$

Finally we can extend the definition of this operator by continuity to all of

 $\mathrm{i}_{\zeta_{n}}\left(A_{\zeta_{n}}\right)$ is a finite linear combination of elements of the form ${ }_{i \in Z}^{\otimes} A_{i}$ where
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$A_{i} \in \mathscr{U}_{i}$ and $A_{i}$ is equal to $\sigma_{0}^{i}$ for all $i$ such that lil>n. Denote this linear combination by $\sum_{i \in Z} \otimes A_{i}$. We then define

$$
\begin{equation*}
\left.\pi_{\omega} \infty(A) \equiv \lim _{n \rightarrow \infty}\left[\pi_{\omega} \infty\left(i_{\zeta_{n}}\left(A_{\zeta_{n}}\right)\right)\right] \equiv \lim _{n \rightarrow \infty}\left[\sum \pi_{\omega} \infty()_{i \in Z}^{\otimes} A_{i}\right)\right] \tag{2.40}
\end{equation*}
$$

for all $A \in \underset{i \in Z}{\otimes} \mathbb{Q}_{i}$.

The vector $\Omega_{\omega \infty} \equiv{ }_{i \in Z}^{\otimes} \Omega_{\omega_{i}}$ in $\mathcal{S}_{\omega^{\infty}}$ is obviously cyclic for the representation $\pi_{\omega}^{\prime}$, so that $\left\{\mathscr{S}_{\omega^{\infty}, \pi_{\omega},}, \Omega_{\omega^{\infty}}\right\}$, is a cyclic representation of $\underset{i \in Z}{\otimes} \boldsymbol{थ}_{\boldsymbol{i}}$. Again let $A_{\zeta_{n}}$ denote the projection of $A \in \underset{i \in Z}{\otimes} \boldsymbol{थ}_{i}$ onto $\boldsymbol{थ}_{\zeta_{n}}$. We then have

$$
\begin{align*}
\left(\Omega_{\omega}, \pi_{\omega}{ }^{\infty}\left(i_{\zeta_{n}}\left(A_{\zeta_{n}}\right)\right) \Omega_{\omega^{\infty}}\right) & =\left(\Omega_{\omega^{\infty}}, \sum\left[\sum_{i \in Z}^{\otimes} \pi_{\omega_{i}}\left(A_{i}\right)\right] \Omega_{\omega^{\infty}}\right) \\
& =\prod_{j \in Z}\left(\Omega_{\omega_{i} ;} \pi_{\omega_{i}}\left(A_{i}\right) \Omega_{\omega_{i}}\right) \\
& =\sum \prod_{i=-n}^{n} \omega_{i}\left(A_{i}\right) \\
& =\omega_{n}\left(A_{\zeta_{n}}\right) . \tag{2.41}
\end{align*}
$$

This then gives

$$
\begin{align*}
\left(\Omega_{\omega^{\infty}, \pi_{\omega}}(A) \Omega_{\omega^{\infty}}\right) & =\lim _{n \rightarrow \infty}\left(\Omega_{\left.\omega^{\infty}, \pi_{\omega^{\infty}}\left(i_{\zeta_{n}}\left(A_{\zeta_{n}}\right)\right) \Omega_{\omega^{\infty}}\right)}\right. \\
& =\lim _{n \rightarrow \infty} \omega_{n}\left(A^{\zeta_{n}}\right) \\
& \equiv \omega^{\infty}(A) \tag{2.42}
\end{align*}
$$

for all $A \in \underset{i \in Z}{\otimes} \mathcal{U}_{\mathfrak{i}}$. So the representation $\left\{\mathcal{S}_{\omega^{\infty}, \pi_{\omega}, \Omega_{\omega}}\right\}$ produces the correct vector state over $\underset{i \in Z}{\otimes} \mathcal{Z}_{i}$ and is therefore unitarily equivalent to the G.N.S. representation arising from the state $\omega^{\infty}$ over $\underset{i \in Z}{\otimes} \boldsymbol{\mathcal { H }}_{\mathbf{i}}$.

Finally we show that the representations $\left\{5 \omega^{\infty}, \pi_{\omega} \infty\right\}$ corresponding to different temperatures are unitarily inequivalent. Let $\left\{\delta_{\omega_{1}}, \pi_{\omega_{1}}, \Omega_{\omega_{1}}\right\}$ and $\left\{\mathcal{S}_{\omega_{2}}, \pi_{\omega_{2}}, \Omega_{\omega_{2}}\right\}$ be the representations corresponding to natural temperature $\beta_{1}$ and $\beta_{2}$, respectively, with $\beta_{1} \neq \beta_{2}$ (we now drop the superscript $\infty$ from the state $\left.\omega^{\infty}\right)$. Our problem is this. Fix a basis $\left\{e_{j}\right\}$ in $S_{\omega_{1}}$. For each $A \in \mathbb{i}_{i \in Z}^{\otimes} \mathbb{K}_{i}$ we can determine the matrix elements of $\pi_{\omega_{1}}(A)$ with respect to the basis $\left\{\mathrm{e}_{\mathrm{j}}\right\}$. Given an orthonormal basis $\left\{\mathfrak{f}_{j}\right\}$ in $\delta_{\omega_{2}}$ we can determine the matrix elements of $\pi_{\omega_{2}}(A)$ with respect to the basis $\left\{f_{j}\right\}$. In order to demonstrate the unitary inequivalence of the two representations we must show that there does not exist a basis $\left\{f_{j}\right\}$ in $S_{\omega_{2}}$ such that these two matrices are identical.

Let $\left\{e_{j}=\mathcal{i}_{i \in Z_{i}}^{j}\right\}$ be an orthonormal product basis for $\boldsymbol{S}_{\omega_{1}}$ such that $e_{1}==_{i \in Z}^{\otimes} \Omega_{\omega_{1 i}}$. Consider the set of elements $\left\{A_{i}\right\} \in \in_{i \in Z}^{\otimes} \mathcal{Q}_{i}$ of the form

$$
\begin{equation*}
A_{i}=\sigma_{0}^{1} \otimes \sigma_{0}^{2} \cdots \sigma_{0}^{i-1} \otimes \sigma_{3}^{i} \otimes \sigma_{0}^{i+1} \cdots \tag{2.43}
\end{equation*}
$$
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The diagonal matrix elements of $\pi_{\omega_{1}}\left(A_{i}\right)$ between the basis element $e_{1}$ are

$$
\begin{gather*}
\left(e_{1}, \pi_{\omega_{1}}\left(A_{i}\right) e_{1}\right)=\left(\Omega_{\omega_{1 i}}, \pi_{\omega_{1 i}}\left(\sigma_{3}^{i}\right) \Omega_{\omega_{1 i}}\right) \\
=\left(u_{1}\right)^{2}\left(v_{1}\right)^{2}=t_{1} \tag{2.44a}
\end{gather*}
$$

for all $i$. The diagonal matrix elements of $\mathbb{1} \equiv \sigma_{0}^{1} \otimes \sigma_{0}^{2} \cdots \otimes \sigma_{0}^{i} \otimes \cdots$ between the basis element $e_{1}$ is

$$
\begin{equation*}
\left(e_{1}, \pi_{\omega_{1}}(\eta) e_{1}\right)=\left(e_{1}, e_{1}\right)=1 \tag{2.44b}
\end{equation*}
$$

We now must show that there does not exist a basis $\left\{\mathrm{f}_{j}\right\}$ of $\boldsymbol{S}_{\omega_{2}}$ such that $\left(f_{j}, \pi_{\omega_{2}}\left(A_{i}\right) f_{j}\right)=\left(e_{1}, \pi_{\omega_{1}}\left(A_{i}\right) e_{1}\right)$ and $\left(f_{j}, \pi_{\omega_{2}}(i) f_{j}\right)=\left(f_{j}, f_{j}\right)=1$ for some $j$ and all $i$. To show this it is sufficient to show that there does not exist a single normalized vector g in $\boldsymbol{S}_{\omega_{2}}$ such that

$$
\begin{equation*}
\left(g, \pi_{\omega_{2}}\left(A_{i}\right) g\right)=\left(e_{1}, \pi_{\omega_{1}}\left(A_{i}\right) e_{1}\right)=t_{1}, \tag{2.45}
\end{equation*}
$$

for all $i$. One way to convince yourself that this is so will be outlined.

First, let us choose an orthonormal product basis $\left\{h_{j}=\mathcal{E}_{i} \mathcal{Z}_{i}^{j}\right\}$ for $\boldsymbol{S}_{\omega_{2}}$. Note that for each $\mathfrak{j}, z_{i}^{j}=\Omega_{\omega_{2 i}}$ for all but a finite number of $i$. We will first argue that a vector $g$ that satisfies (2.45) cannot be one of the basis elements $h_{j}$ and that it cannot be a finite linear combination of the basis elements $\left\{h_{j}\right\}$. Finally, we will use these results along with the fact that
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the set of finite linear combinations of the basis vectors is dense in $\boldsymbol{S}_{\omega_{2}}$ to show that there does not exist a vector g in $\boldsymbol{S}_{\omega_{2}}$ that satisfies (2.45).

First assume that $g=h_{j}$ for some $\mathfrak{j}$. Then $g$ is of the form $g=\mathcal{i}_{i \in Z_{i}}^{Z_{i}}$, where $z_{i}^{j}=\Omega_{\omega_{2 i}}$ for all but a finite number of $i$. Suppose that $z_{k}^{j}=\Omega_{\omega_{2 k}}$, then

$$
\begin{align*}
\left(g, \pi_{\omega_{2}}\left(A_{k}\right) g\right) & =\left(z_{1}^{j}, z_{1}^{j}\right)\left(z_{2}^{j}, z_{2}^{j}\right) \cdots\left(z_{k-1}^{j}, z_{k-1}^{j}\right)\left(z_{k}^{j}, \pi_{\omega_{2 k}}\left(\sigma_{3}^{k}\right) z_{k}^{j}\right)\left(z_{k+1}^{j}, z_{k+1}^{j}\right) \cdots \\
& =\left(z_{k}^{j}, \pi_{\omega_{2 k}}\left(\sigma_{1}^{k}\right) z_{k}^{j}\right)=\left(\Omega_{\omega_{2 k}}, \pi_{\omega_{2 k}}\left(\sigma_{3}^{k}\right) \Omega_{\omega_{2 k}}\right) \\
& =t_{2}, \tag{2.46}
\end{align*}
$$

which does not agree with (2.45) for $i=k$. Therefore $g$ cannot be one of the basis elements $h_{j}$.

Now assume that g is a finite linear combination of the basis elements $\left\{h_{j}==_{i \in}^{\otimes} Z_{i}^{j}\right\}$. Since, for each $j, z_{i}^{j}=\Omega_{\omega_{2 i}}$ for all but a finite number of $i$, such a finite linear combination is of the form

$$
\begin{equation*}
g=\Sigma \otimes \Omega_{\omega_{2 m}} \otimes \Omega_{\omega_{2 m+1}} \otimes \Omega_{\omega_{2 m+2}} \cdots, \tag{2.47}
\end{equation*}
$$

where $\Sigma$ is a finite linear combination of vectors of the form $\mathrm{x}_{1} \otimes \mathrm{x}_{2} \otimes \cdots \otimes \mathrm{x}_{\mathrm{m}-1}$, where $\mathrm{x}_{\mathrm{i}} \in \boldsymbol{S}_{\omega_{2 i}}$ Now for all $\mathrm{k}>\mathrm{m}$ we have

$$
\begin{align*}
\left(\mathrm{g}, \pi_{\omega_{2}}\left(A_{k}\right) \mathrm{g}\right) & =\left(\Omega_{\omega_{2 k}} \pi_{\omega_{2 k}}\left(\sigma_{3}^{\mathrm{k}}\right) \Omega_{\omega_{2 k}}\right) \\
& =\mathrm{t}_{2}, \tag{2.48}
\end{align*}
$$
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which does not agree with $(2,27)$ for $i=k$ (we have used the fact that $g$ is normalized). Therefore $g$ cannot be a finite linear combination of the basis elements $\left\{h_{j}\right\}$.

Finally, let us consider the possibility that $g$ is an arbitrary element of $\boldsymbol{S}_{\omega_{2}}$. Since the set of finite linear combinations of the basis vectors is dense in $\delta_{\omega_{2}}$ there must exist a sequence $\left\{g_{n}\right\}$ of vectors in $S_{\omega_{2}}$ that converges to $g$ in the norm, where each vector $g_{n}$ is a finite linear combination of the basis vectors $\left\{h_{j}\right\}$. The convergence of the sequence $\left\{g_{n}\right\}$ to $g$ implies that we can make

$$
\begin{equation*}
\left|\left(g_{n}, \pi_{\omega_{2}}\left(A_{i}\right) g_{n}\right)-\left(g, \pi_{\omega_{2}}\left(A_{i}\right) g\right)\right| \tag{2.49}
\end{equation*}
$$

as small as we want (for all $i$ ) by choosing $n$ sufficiently large. The argument for finite linear combinations implies that there exists an $m$ such that $\left(g_{n}, \pi_{\omega_{2}}\left(A_{k}\right) g_{n}\right)=t_{2}$ for all $k>m$. Furthermore we have ( $g, \pi_{\omega_{2}}\left(A_{k}\right) g$ ) $=t_{1}$ for all $k$ by assumption. So for all $k>m$ we have

$$
\begin{equation*}
\left|\left(g_{n}, \pi_{\omega_{2}}\left(A_{k}\right) g_{n}\right)-\left(g, \pi_{\omega_{2}}\left(A_{k}\right) g\right)\right|=\left|t_{2}-t_{1}\right|, \tag{2.50}
\end{equation*}
$$

which contradicts the fact that we can make $\left|\left(g_{n}, \pi_{\omega_{2}}\left(A_{k}\right) g_{n}\right)-\left(g, \pi_{\omega_{2}}\left(A_{k}\right) g\right)\right|$ as small as we want by choosing n sufficiently large. Therefore g cannot be an arbitrary element of $S_{\omega_{2}}$.

We have now shown that there does not exist a vector $\mathrm{g} \in \boldsymbol{S}_{\omega_{2}}$ that satisfies (2.45). The representations $\left\{\mathcal{S}_{\omega_{1}}, \pi_{\omega_{1}}\right\}$ and $\left\{\mathcal{S}_{\omega_{2}}, \pi_{\omega_{2}}\right\}$ are therefore unitarily inequivalent.

The previous result shows that the $\mathrm{C}^{*}$-algebra for the infinite spin system admits an infinite number of inequivalent representations, which are labeled by temperature, a macroscopic parameter. In the finite case the cyclic vector in the G.N.S. representation is a finite direct product of the cyclic vector for the single-spin system. This cyclic vector generates the entire representation space, which is a finite direct product of the single-spin representation space. Thus, there is only one G.N.S. representation. When we pass to the infinite system, the corresponding cyclic vector does not generate the entire infinite direct product space, but generates only a subspace, called by von Neumann an incomplete direct product space. Representations over different subspaces are unitarily inequivalent.
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## INFINITE BOSE GAS

### 3.1 THE ALGEBRA OF THE CANONICAL COMMUTATION RELATIONS

The goal of this section is to construct the $\mathrm{C}^{*}$-algebra which is appropriate for the description of a system of non-interacting bosons. This $C^{*}$-algebra is the C.C.R. (canonical commutation relations) algebra. The elements of this algebra will be labeled by the elements of an arbitrary vector space. Different vector spaces will correspond to different physical systems. We will proceed in three steps. In section 3.1a, a set of elements which are labeled by the elements of a vector space and satisfy the C.C.R.'s will be introduced. These elements will be used to construct the $C^{*}$-algebra corresponding to a single point particle in section 3.1b. At this point the Weyl form of the C.C.R.'s will be introduced. Finally, the $C^{*}$-algebra corresponding to an arbitrary system of bosons (finite or infinite) will be constructed in section 3.1c.

## 3.1a THE CANONICAL COMMUTATION RELATIONS

We begin by considering the abstract elements $\Psi(x)$ and $\Psi^{*}(x)$, labeled by a parameter $\mathbf{x} \in \mathbf{R}^{3}$, that satisfy

$$
\begin{equation*}
\left[\psi(x), \psi^{*}(y)\right]=\delta(x-y) \tag{3.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
[\psi(x), \Psi(y)]=\left[\psi^{*}(x), \Psi^{*}(y)\right]=0 \tag{3.1b}
\end{equation*}
$$

where the commutator $[A, B] \equiv A B-B A$. These elements will be used to construct a general $\mathrm{C}^{*}$-algebra, that is appropriate for the description of a (finite or infinite) Bose system of point particles. The presence of the delta function in (1) implies that these relations are to be interpreted in terms of distributions. This motivates the definitions

$$
\begin{equation*}
\Psi(f) \equiv \int \overline{f(x)} \Psi(x) d x \tag{3.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{*}(f) \equiv \int f(x) \psi^{*}(x) d x, \tag{3.2b}
\end{equation*}
$$

for suitably vanishing $f(x)$. The set of functions $f(x)$ will be referred to as the space of test functions. It is easy to see that the "smeared" fields $\psi(\mathrm{f})$ and $\psi^{*}$ (f) satisfy the following commutation relations:

$$
\begin{gather*}
{\left[\psi(f), \Psi(g)^{*}\right]=(f, g) ; \quad(f, g) \equiv \int \overline{f(x)} g(x) d x,}  \tag{3.2c}\\
{[\psi(f), \Psi(g)]=\left[\psi^{*}(f), \psi^{*}(g)\right]=0 .} \tag{3.2d}
\end{gather*}
$$

These commutation relations depend solely on the inner product $(\mathrm{f}, \mathrm{g})$. We now replace the test functions with vectors in an arbitrary Hilbert space $\overline{5}$, and work with the commutation relations

$$
\begin{equation*}
\left[\Psi(\mathrm{f}), \Psi(\mathrm{g})^{*}\right]=\langle\mathrm{f}, \mathrm{~g}\rangle, \tag{3.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
[\psi(\mathrm{f}), \psi(\mathrm{g})]=\left[\psi^{*}(\mathrm{f}), \psi^{*}(\mathrm{~g})\right]=0, \tag{3.3b}
\end{equation*}
$$
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for all $f, g \in \boldsymbol{S}$, where $\langle f, g\rangle$ is the scalar product in $\boldsymbol{S}$. This will allow us to describe two different "types" of systems, one which contains a fixed finite number of particles and one which contains an arbitrary (finite or infinite) number of particles. The first case will result when $\mathscr{S}$ is $\mathbb{C}^{3}$. The second case will occur when $\delta$ is the Hilbert space appropriate for the description (in the Traditional Approach) of a single particle of the system (see [Emch] section 3.1.c). We will justify the above interpretations by examining two familiar representations of the C.C.R. algebra, the Schrödinger and Fock representations. We will find that the onedimensional Schrödinger representation is a representation of the C.C.R. algebra corresponding to $\boldsymbol{S}=\mathbb{C}$, and the Fock representation is a representation of the C.C.R. algebra corresponding to the case when 5 is the Hilbert space appropriate for the description of a single particle of the system.

It is often convenient to work with the elements
and
that satisfy

$$
\begin{equation*}
[\phi(\mathrm{f}), \pi(\mathrm{g})]=\mathrm{i} \mathrm{Re}[\langle f, g>], \tag{3.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
[\phi(\mathrm{f}), \phi(\mathrm{g})]=[\pi(\mathrm{f}), \pi(\mathrm{g})]=\mathrm{ilm}[<\mathrm{f}, \mathrm{~g}>], \tag{3.5b}
\end{equation*}
$$

One is more accustomed to the commutation relations $[\phi(f), \pi(g)]=i<f, g>$, and $[\phi(\mathrm{f}), \phi(\mathrm{g})]=[\pi(\mathrm{f}), \pi(\mathrm{g})]=0$, which are the same as (3.5) when $\boldsymbol{S}$ is a real Hilbert space. Since this restriction seems unnecessary, we will assume that $\bar{\delta}$ is complex and work with the commutation relations in (3.5). Note that if the set $\left\{h_{j}\right\}$ is an orthonormal basis for $\boldsymbol{S}$, and we define $p_{j} \equiv \pi\left(h_{j}\right)$, $q_{i} \equiv \phi\left(h_{j}\right)$, we recover the familiar canonical commutation relations

$$
\begin{equation*}
\left[q_{j}, p_{k}\right]=i \delta_{j, k}, \tag{3.6a}
\end{equation*}
$$

$$
\mathrm{j}, \mathrm{k}=1,2,3, \ldots
$$

and

$$
\begin{equation*}
\left[q_{j}, q_{k}\right]=\left[p_{j}, p_{k}\right]=0 \tag{3.6b}
\end{equation*}
$$

## 3.1b SINGLE PARTICLE IN ONE DIMENSION

We will begin by discussing the algebraic description of a single point particle. Although this case is interesting in itself, it will turn out to be needed also in constructing the very important Fock representation of a general C*-algebra. This representation will be constructed from a representation of the $\mathrm{C}^{*}$-algebra corresponding to a single particle in one dimension. The $C^{*}$-algebra corresponding to a point particle in one dimension is constructed from the commutation relations (3.6) with $\mathfrak{j}=\mathrm{k}=1$ (i.e., when $\boldsymbol{S}=\mathbb{C}$ ). The number 1 forms a basis for $\mathbb{C}$, so we have two elements, $q=\phi(1)$ and $p=\pi(1) \equiv \phi(i)$, that satisfy

$$
\begin{equation*}
[q, p]=i . \tag{3.7}
\end{equation*}
$$

We initially consider the algebra $\&$ consisting of all polynomials in $p$ and $q$ with complex coefficients. Using (3.6) it is clear that $\mathcal{Q}$ is simply given by

$$
\begin{equation*}
\mathfrak{\mathscr { U }}=\left\{\mathrm{A}=\sum_{\mathrm{n}, \mathrm{~m}=0}^{\mathrm{N}, \mathrm{M}} \alpha_{\mathrm{nm}} \mathrm{p}^{\mathrm{n}} \mathrm{q}^{\mathrm{m}}: \alpha_{\mathrm{mn}} \in \mathbb{C}\right\} . \tag{3.8}
\end{equation*}
$$

We note that the number 1 is an identity for $\mathfrak{\ell}$. Furthermore,

$$
\begin{equation*}
\left(\sum_{n, m=0}^{N, M} \alpha_{n m} p^{n} q^{m}\right)^{*} \equiv \sum_{n, m=0}^{N, M} \alpha_{n m} q^{m} p^{n} \tag{3.9}
\end{equation*}
$$

defines an involution on $\mathcal{\mu}$, so that $\mathcal{\ell}$ is a*-algebra. This algebra, however, does not admit a *-norm.

Theorem 3.10 If two elements $p$ and $q$ of an algebra satisfy the relation (3.6) then the spectrum of at least one of the two elements $p$ and $q$ is necessarily unbounded.

Proof: The proof is the same as in the case when $p$ and $q$ are operators on a Hilbert space (see, for example, [Put] page 2). The proof is by contradiction. Assume that the spectra of both $p$ and $q$ are bounded, and hence the spectrum of pq is bounded. We may assume, without loss of generality, that $q$ is invertible. If $q$ is not invertible we can define $q^{\prime} \equiv q-\lambda\left(\left[q^{\prime}, q\right]=[p, q]\right)$, for some $\lambda \notin \sigma(q)$. Since $q$ has a bounded
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spectrum, such a $\lambda$ must exist. Since $q$ is invertible, $q p-\lambda=q[p q-\lambda] q^{-1}$, which implies $\sigma(q p)=\sigma(p q)$. Consider the following.

$$
p q-\mu=(q p-i)-\mu
$$

$$
=q p-(\mu+i)
$$

This shows that $\mu \in \sigma(\pi(f) \phi(f))$ implies $(\mu+i) \in \sigma(\phi(f) \pi(f))=\sigma(\pi(f) \phi(f))$. This then implies that $(\mu+i n) \in \sigma(q p)=\sigma(p q)$ for arbitrary $n \geq 0$, and hence $\sigma(p q)$ is unbounded, which is a contradiction. This completes the proof.

Theorem 3.10 allows us to conclude that it is not possible to define a $C^{*}$-norm for $\mathfrak{2}$, for we know that such a norm is related to the spectrum through the spectral radius, which does not exist for an element whose spectrum is unbounded. To avoid these problems we define

$$
\begin{equation*}
U(t) \equiv e^{\text {itq }}, \tag{3.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
V(s) \equiv e^{i s p} \tag{3.11b}
\end{equation*}
$$

where $t$ and $s$ are arbitrary real numbers. By explicitly writing out the power series in (3.11) and using the commutation relations (3.7) it is possible to show that

$$
\begin{equation*}
\mathrm{U}\left(\mathrm{t}_{1}\right) \mathrm{U}\left(\mathrm{t}_{2}\right)=\mathrm{U}\left(\mathrm{t}_{1}+\mathrm{t}_{2}\right), \tag{3.12a}
\end{equation*}
$$

$$
\begin{equation*}
V\left(s_{1}\right) V\left(s_{2}\right)=V\left(s_{1}+s_{2}\right), \tag{3.12b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{U}(\mathrm{t}) \mathrm{V}(\mathrm{~s})=\mathrm{e}^{\mathrm{its} V}(\mathrm{~s}) \mathrm{U}(\mathrm{t}) . \tag{3.12c}
\end{equation*}
$$

This form of the canonical commutation relations is known as the Weyl form. We now consider the algebra \& consisting of all finite polynomials in $U(t)$ and $V(s)$ with complex coefficients. Using (3.12) we see that 2 N is simply given by

$$
\begin{equation*}
\mathscr{U}=\left\{A=\sum_{n, m=0}^{N, M} \alpha_{n m} U\left(t_{n}\right) V\left(\dot{s}_{m}\right): \alpha_{n m} \in \mathbb{C} ; t_{n}, S_{m} \in \mathbb{R}\right\} . \tag{3.13}
\end{equation*}
$$

An involution of 2 L is defined as

$$
\begin{equation*}
\left(\sum_{n, m=0}^{N, M} \alpha_{n m} U\left(t_{n}\right) V\left(s_{m}\right)\right)^{*} \equiv \sum_{n, m=0}^{N, M} \bar{\alpha}_{n m} V\left(-s_{m}\right) U\left(-t_{n}\right) \tag{3.14}
\end{equation*}
$$

It is easy to verify that (3.14) defines an involution of $\mathbb{2}$, so that $\boldsymbol{\ell l}$ is a *-algebra. We note that $U(t) U(t)^{*}=U(t)^{*} U(t)=1$ and $V(s) V(s)^{*}=V(s) * V(s)=1$, which imply that $U(t)$ and $V(s)$ are unitary for all $t, s$.

A faithful representation $\left\{\delta_{h}, \pi_{h}\right\}$ for $A$, the harmonic oscillator or Schrödinger representation; is described in Appendix A. Apart from the language in which this representation is described here, the
representation is well known from all quantum mechanics texts. For all $\mathrm{A} \in \mathfrak{2}$ we define

$$
\begin{equation*}
\|A\| \equiv \operatorname{Sup}\left\{\frac{\left\|\pi_{h}(A) \Psi\right\|}{\|\Psi\|}: \Psi \in S_{h} ; \Psi \neq 0\right\} \tag{3.15}
\end{equation*}
$$

Since $\left\{\mathscr{S}_{h}, \pi_{h}\right\}$ is a faithful representation of $\mathfrak{\mathcal { L }},(3.15)$ defines a $C^{*}$-norm for $\mathcal{U l}^{(1)}$ We can then complete $\&$ with respect to the uniform topology defined by this norm. We denote the resulting $\mathrm{C}^{*}$-algebra by $\mathfrak{N ( \mathbb { C } ) \text { , and }}$ refer to it as the C*-algebra of the C.C.R.'s for a single degree of freedom.

The vector 10$\rangle$, see Appendix $A$, is cyclic for the set $\left\{\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right), \pi_{\mathrm{h}}(\mathrm{a})\right\}$, and therefore for the set $\left\{\pi_{h}(q), \pi_{h}(\mathrm{p})\right\}$. Since any element of this set may be approximated to any degree by elements of $\pi_{\mathrm{h}}(\mathcal{\mu}(\mathbb{C}))$, the vector $10>$ is cyclic for $\pi_{h}(\mathscr{\ell}(\mathbb{C}))$, i.e., the representation $\left\{\boldsymbol{\delta}_{h}, \pi_{h}, 10>\right\}$ is cyclic. This representation is also irreducible. To show this, assume that there exists a bounded linear operator M on $\boldsymbol{S}_{\mathrm{h}}$ that commutes with every element of $\pi_{\mathrm{h}}(\mathscr{\mu}(\mathbb{C}))$. Such an element must commute with $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)$ and $\pi_{\mathrm{h}}(\mathrm{a})$ (on $D\left(N^{1 / 2}\right)$. The matrix elements of $M$, with respect to the basis $\left.\ln \right\rangle$, are

$$
\begin{align*}
(\langle m l)(M|n\rangle) & =\langle 0| \frac{\pi(a)^{n}}{\sqrt{n!}} M \frac{\pi\left(a^{*}\right)^{m}}{\sqrt{m!}}|0\rangle \\
& =\left\langle 0 \left\lvert\, M \frac{\pi(a)^{n}}{\sqrt{n!}} \frac{\pi\left(a^{*}\right)^{m}}{\sqrt{m!}} 0\right.\right\rangle \\
& =\left\langle\left. 0 \frac{\pi(a)^{n}}{\sqrt{n!}} \frac{\pi\left(a^{*}\right)^{m}}{\sqrt{m!}} M \right\rvert\, 0\right\rangle=\delta_{n m}\langle 0| M|0\rangle, \tag{3.16}
\end{align*}
$$

where the last equality follows from (A.9). This implies that $M$ is a multiple of the identity, and hence the representation $\{H, \pi\}$ is irreducible, by Schur's lemma.

In Appendix A we have shown that the harmonic oscillator or Schrödinger representation is a faithful representation of the C.C.R. algebra $\mathbb{2}(\mathbb{C})$. It is a well known result that it is the unique, up to unitary equivalence, faithful representation of $\mathfrak{U}(\mathbb{C})$ (this result is originally due to von Neumann [Neum2]). Since the Schrödinger representation is the representation that one uses for the description of a single particle in the Traditional Approach, our assumption that the C.C.R. algebra $\mathcal{Q}(\mathbb{C})$ is the C*-algebra corresponding to a single point particle in one dimension seems reasonable.

## 3.1c ARBITRARY BOSE SYSTEM

The C.C.R. algebra $\mathscr{\ell}(\mathbb{C})$ developed in the last section corresponds to a system consisting of a single particle in one dimension. We now repeat the construction carried out in 3.1.b for an arbitrary Hilbert space $\boldsymbol{K}$. This $\mathrm{C}^{*}$-algebra will correspond to a system of particles whose single particle Hilbert space (in the Traditional Approach) is $\boldsymbol{5}$. Fix an orthonormal basis $\left\{\mathrm{h}_{\mathrm{i}}\right\}$ in $\mathcal{S}$ and consider the algebra $\mathscr{N}(\mathcal{S})$ generated by the $\phi(f)$ and $\pi(g)$. The elements in (3.3) satisfy, for $\alpha, \beta \in \mathbb{C}$ and $f=\sum_{i} \alpha^{i} h_{i}$,

$$
\begin{equation*}
\Psi(f)=\psi\left(\sum_{i} \alpha^{i} h_{i}\right)=\sum_{i} \psi\left(\alpha^{i} h_{i}\right)=\sum_{i} \bar{\alpha}^{i} \Psi\left(h_{\mathfrak{i}}\right), \tag{3.17a}
\end{equation*}
$$
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and

$$
\begin{equation*}
\psi^{*}(f)=\psi^{*}\left(\sum_{i} \alpha^{i} h_{i}\right)=\sum_{i} \alpha^{i} \psi^{*}\left(h_{i}\right), \tag{3.17b}
\end{equation*}
$$

i.e., $\psi$ and $\psi^{*}$ are antilinear and linear in the smeared functions, respectively. However, the linear combinations (3.4), $\phi$ and $\pi$, are neither linear nor antilinear. We can only go as far as

$$
\begin{align*}
& \phi(f)=\phi\left(\sum_{i} \alpha^{i} h_{i}\right)=\sum_{i} \phi\left(\alpha^{i} h_{i}\right),  \tag{3.17c}\\
& \pi(f)=\pi\left(\sum_{i} \alpha^{i} h_{i}\right)=\sum_{i} \pi\left(\alpha^{i} h_{i}\right) . \tag{3.17d}
\end{align*}
$$

The following relations are also useful.

$$
\begin{align*}
\phi(\alpha f) & =\operatorname{Re}(\alpha) \phi(f)+\operatorname{lm}(\alpha) \phi(\mathrm{f}) \\
& =\operatorname{Re}(\alpha) \phi(f)+\operatorname{Im}(\alpha) \pi(f),  \tag{3.18a}\\
\pi(\alpha f) & =\operatorname{Re}(\alpha) \pi(f)+\operatorname{Im}(\alpha) \phi(-f) . \tag{3.18b}
\end{align*}
$$

As in the case of a single degree of freedom, the spectrum of at least one of $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$ must be unbounded, so we define
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$$
\begin{gather*}
U(\mathrm{f}) \equiv \mathrm{e}^{\mathrm{i} \phi(\mathrm{f})},  \tag{3.19a}\\
\mathrm{V}(\mathrm{~g}) \equiv \mathrm{e}^{\mathrm{i} \pi(\mathrm{~g})=\mathrm{U}(\mathrm{ig}) .} \tag{3.19b}
\end{gather*}
$$

As before we construct a $C^{*}$-algebra from the elements $U(f)$ and $\mathrm{V}(\mathrm{g})$. Using the commutation relations (3.5) along with (3.18) and the relation $e^{A B}=e^{A+B} e^{[A, B] / 2} \quad([A, B]=$ complex number), we can easily deduce the following.

$$
\begin{gather*}
U\left(f_{1}\right) U\left(f_{2}\right)=U\left(f_{1}+f_{2}\right) e^{\frac{-1}{2} \ln \left[<f_{1}, f_{2}>\right]},  \tag{3.20a}\\
V\left(g_{1}\right) V\left(g_{2}\right)=V\left(g_{1}+g_{2}\right) e^{-\frac{1}{2} m\left[<g_{1}, g 2>\right]},  \tag{3.20b}\\
U(f) V(g)=V(g) U(f) e^{-\operatorname{iRe}(f, g)} \tag{3.20c}
\end{gather*}
$$

We can summarize these relations by introducing the element $W(f)$, $W(f) \equiv U(f)$ and $W(i f) \equiv U(i f)=V(f)$, that satisfies

$$
\begin{align*}
W(f) W(g) & =W(f+g) e^{\frac{-i}{2} \operatorname{lm}[\langle; g\rangle]}, \\
& =W(g) W(f) e^{-i m[\langle, g\rangle]} . \tag{3.21}
\end{align*}
$$

The algebra $\mathcal{Q}(\mathcal{S})$ is then given by

$$
\begin{equation*}
\mathscr{M}(\mathscr{S})=\left\{A=\sum_{i=1}^{N} \alpha^{i} W\left(f_{i}\right): \alpha_{i} \in \mathbb{C}, f_{i} \in S\right\} \tag{3.22}
\end{equation*}
$$

From (3.22) we see that $W(0)=1$ is an identity for $\mathscr{\ell}(5)$. An involution of $\boldsymbol{2}(5)$ is defined as

$$
\begin{equation*}
A^{*}=\left[\sum_{i=1}^{N} \alpha^{i} W\left(f_{i}\right)\right]^{*} \equiv \sum_{i=1}^{N} \bar{\alpha}^{i} W\left(-f_{i}\right) . \tag{3.23}
\end{equation*}
$$

It is easy to verify that (3.23) defines an involution of $\boldsymbol{\ell}(5)$. We have to show that (3.23) satisfies the following (Definition 1.3) with $A=\sum_{i=1}^{N} \alpha^{i} W\left(f_{i}\right)$ and $B=\sum_{j=1}^{M} \beta j W\left(g_{j}\right)$ :
i) $\left(A^{*}\right)^{*}=A$; this follows immediately from (3.23),
ii) $(A B)^{*}=B^{*} A^{*} ;(A B)^{*}=\left[\sum_{i, j=1}^{N, M} \alpha^{i} \beta j W\left(f_{i}\right) W\left(g_{j}\right)\right]^{*}$

$$
=\left[\sum_{i, j=1}^{N, M} \alpha^{i} \beta j W\left(f_{i}+g_{j}\right) e^{\frac{-i}{2} \ln [\langle i, g j>]}\right]^{*}
$$

$$
=\sum_{i, j=1}^{N, M} \overline{\alpha^{i} \beta j} W\left(-f_{i}-g_{j}\right) e^{\frac{-i}{2} \operatorname{lm}\left[<g_{j}, f_{i}>\right]}
$$

$$
=\sum_{j=1}^{M} \bar{\beta}^{i} W\left(-g_{j}\right) \sum_{i=1}^{N} \bar{\alpha}^{i} W\left(-f_{i}\right)=B^{*} A^{*}
$$

iii) $(\alpha A+\beta B)^{*}=\bar{\alpha} A^{*}+\bar{\beta} B^{*}$; this follows immediately from (3.23).

So (3.22) does define an involution of $\mathfrak{Q}(\mathcal{S})$, and $\mathscr{\mathscr { R }}(\boldsymbol{\mathcal { S }})$ is therefore a *algebra.

To define a norm for $\mathscr{M}(\mathcal{S})$ we first construct a faithful representation of $\mathcal{Q}(\mathcal{S})$, the so-called Fock representation. The first step is the definition of the representation space $\boldsymbol{S}_{\mathrm{F}}$. The definition uses the representation $\left.\left\{\delta_{h}, \pi_{h}, \Psi_{0} \equiv 10\right\rangle\right\}$ developed for the case of a single degree of freedom. Let $\left\{h_{i}\right\}$ be a basis for $\mathcal{S}$. With each $h_{i}$, associate a copy of the representation $\left\{\boldsymbol{S}_{h}, \pi_{h}, \Psi_{o}\right\}$ denoted $\left\{\boldsymbol{S}_{h_{i}}, \pi_{h i}, \Psi_{0 i}\right\}$. The representation space $\boldsymbol{S}_{F}$ is then defined to be the Hilbert space $\boldsymbol{S}_{F} \equiv \otimes_{i} \Psi \boldsymbol{S}_{\text {hi }}$ associated with the family $\Psi=\left\{\Psi_{0 i}\right\}$ (see page 71 ). The set

$$
\begin{equation*}
\left.\left\{\left|n_{1}, n_{2}, \ldots, n_{i}, \ldots\right\rangle \equiv\left|n_{1}\right\rangle \otimes\left|n_{2}\right\rangle \otimes \ldots \otimes \ln _{i}\right\rangle \otimes \ldots: \sum_{i=1}^{\infty} n_{i}<\infty\right\} \tag{3.24}
\end{equation*}
$$

forms an orthonormal basis for $\mathcal{S}_{F}$. Note that the condition $\sum_{i=1}^{\infty} n_{1}<\infty$ implies that $n_{i}=0$ for all but a finite number of the i's (i.e., each basis vector is an element of the family $\Psi$ ). Using this basis, $\mathscr{S}_{F}$ may be expressed as
$S_{F}=\left\{\Psi=\sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle: \alpha\left(n_{1}, n_{2}, ..\right) \in \mathbb{C} ; \sum_{n_{1}, n_{2}, \ldots=0}^{\infty}\left|\alpha\left(n_{1}, n_{2}, \ldots\right)\right|^{2}<\infty\right\}$.

For $W\left(h_{i}\right)$ and $\alpha^{i}=a^{1}+i b^{i}, a^{i}$ and $b^{1}$ real, define

$$
\begin{equation*}
\pi\left(W\left(\alpha^{\mathrm{i}} h_{i}\right)\right) \mathrm{F} \equiv 1 \otimes 1 \otimes \ldots \otimes \pi_{i}\left(U\left(a^{\mathrm{i}}\right) V\left(b^{\mathrm{i}}\right)\right) \otimes 1 \otimes \ldots \tag{3.26}
\end{equation*}
$$

For arbitrary $f \in \mathcal{S}$, with $f=\sum_{i} \alpha^{d} h_{i}=\sum_{i}\left(a^{i}+i b^{i}\right) h_{i}$, we then have

$$
\begin{align*}
\pi_{F}(W(f)) & =\pi_{F}\left(W\left(\sum_{i} \alpha^{i} h_{i}\right)\right)=\pi_{F}\left(\prod_{i} W\left(\alpha^{i} h_{i}\right)\right. \\
& \equiv \prod_{i} \pi_{F}\left(W\left(\alpha^{i} h_{i}\right)\right) \\
& =\pi_{1}\left(U\left(a^{1}\right) V\left(b^{1}\right)\right) \otimes \pi_{2}\left(U\left(a^{2}\right) V\left(b^{2}\right)\right) \otimes \ldots \otimes \pi_{i}\left(U\left(a^{i}\right) V\left(b^{i}\right)\right) \otimes \ldots \tag{3.27}
\end{align*}
$$

It is easy to verify that the pair $\left\{\mathcal{S}_{F}, \pi F\right\}$ form a faithful representation of $\mathscr{E}(\mathcal{S})$, the Fock representation, and that the representatives $\pi_{F}(W(f))$ are unitary operators on $\mathscr{S}_{F}$. Furthermore, since the $\pi_{h_{i}}\left(U\left(a^{i}\right) V\left(b^{i}\right)\right)$ are irreducible in $\mathscr{S}_{h i}$, the set $\pi_{F}(\mathcal{H})$ is irreducible on $\boldsymbol{S}_{\mathrm{F}}$. This implies that the vector $\Psi_{F_{0}} \equiv \Psi_{01} \otimes \Psi_{02} \otimes \ldots$ is cyclic for $\pi_{F}(\ell)$, which is to be expected since the $\Psi_{o i}$ is cyclic for $\pi_{\mathrm{hi}}\left(\mathrm{U}\left(\mathrm{a}^{\mathrm{i}}\right) \vee\left(\mathrm{b}^{\mathrm{i}}\right)\right)$. The definition

$$
\begin{equation*}
\|A\| \equiv \operatorname{Sup}\left\{\frac{\|\pi(A) \Psi\|}{\|\Psi\|}: \Psi \in S_{F} ; \Psi \neq 0\right\} \tag{3.28}
\end{equation*}
$$
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is then a $C^{*}$-norm for $\mathscr{Q}(\mathcal{S})$. Completing $\mathscr{\ell}(\mathcal{S})$ with respect to the uniform topology defined by this norm makes $\mathcal{2}(\mathcal{S})$ a $C^{*}$-algebra, which we will denote by the same symbol. We will refer to this $\mathrm{C}^{*}$-algebra as the C.C.R. algebra, relative to the Hilbert space 5 .

### 3.2 STATES AND REPRESENTATIONS OF THE C.C.R. ALGEBRA

We initially attempted to construct a $\mathrm{C}^{*}$-algebra from the elements $\phi(\mathrm{f})$ and $\pi(\mathrm{g})=\phi(\mathrm{ig})$. Since it was not possible to define a $\mathrm{C}^{*}$-norm for these elements, we introduced the elements $W(f)=e^{i \phi(f)}$ and used them to construct a C*-algebra, the C.C.R. algebra. The elements $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$ are formally given by

$$
\begin{align*}
& \phi(f)=\left.\frac{1 d}{i d t}(W(t f))\right|_{t=0}=-\frac{1}{i} \lim _{k \rightarrow 0} \frac{1}{k}(W(k f)-W(0))  \tag{3.29}\\
& \pi(g)=\left.\frac{1 d}{i d t}(W(i t g))\right|_{t=0}==\frac{1}{i} \lim _{k \rightarrow 0} \frac{1}{k}(W(i k g)-W(0)), \tag{3.30}
\end{align*}
$$

but are not elements of the C.C.R. algebra. It is possible for one of them to have a finite norm and be an element of the C.C.R. algebra, but it is not possible for both to have a finite norm.

Although it is not possible for the C.C.R. algebra to contain both the elements $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$ (Theorem 3.10), there might exist a set of
unbounded linear operators on the Hilbert space of a representation of the C.C.R. algebra that forms a representation of the $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$. Representations of these elements in a representation of the C.C.R. algebra are of physical; interest because with them one can form a number operator ( or a density operator in the infinite case). For example, consider the Fock representation $\left\{\mathcal{S}_{\mathrm{F}, \pi \mathrm{F}}\right\}$ of $\mathcal{H}(\mathcal{S})$, and the operator $\pi_{F}\left(W\left(h_{i}\right)\right)$, where $\left\{h_{i}\right\}$ is an orthonormal basis for $\boldsymbol{\xi}$. From (3.26) we have, for real $k$,

$$
\begin{align*}
\pi_{F}\left(W\left(k h_{i}\right)\right)=1 & \otimes 1 \otimes \ldots \otimes \pi_{i}(U(\mathrm{U})) \otimes 1 \otimes \ldots \\
& =1 \otimes 1 \otimes \ldots \otimes \pi_{1}\left(\mathrm{e}^{\mathrm{ikg}}\right) \otimes 1 \otimes \ldots, \tag{3.31}
\end{align*}
$$

so that

$$
\begin{align*}
\pi_{F}\left(\phi\left(h_{i}\right)\right) & =\frac{1}{i} \lim _{k \rightarrow 0} \frac{1}{k}\left(\pi_{F}\left(W\left(k h_{i}\right)\right)-\pi_{F}(W(0))\right) \\
& =1 \otimes 1 \otimes \ldots \otimes \pi_{i}(q) \otimes 1 \otimes \ldots \tag{3.32a}
\end{align*}
$$

In a similar fashion, we have

$$
\begin{equation*}
\pi_{F}\left(\pi\left(h_{i}\right)\right) \equiv 1 \otimes 1 \otimes \ldots \otimes \pi_{i}(p) \otimes 1 \otimes \ldots \tag{3.32b}
\end{equation*}
$$

The operators $\pi_{1}(p)$ and $\pi_{1}(q)$ are copies of the representatives of the elements $p$ and $q$ in the harmonic oscillator representation developed in Appendix A. We use these to define

$$
\begin{equation*}
\pi_{F}\left(\Psi\left(h_{i}\right)\right)=\frac{\pi F\left(\phi\left(h_{i}\right)\right)+i \pi_{F}\left(\pi\left(h_{i}\right)\right)}{\sqrt{2}} \tag{3.33a}
\end{equation*}
$$

$$
\begin{equation*}
\pi_{F}\left(\Psi\left(h_{i}\right)^{*}\right) \cong \frac{\pi_{F}\left(\phi\left(h_{\mathrm{i}}\right)\right)-\mathrm{i} \pi_{\mathrm{F}}\left(\pi\left(\mathrm{~h}_{\mathrm{i}}\right)\right)}{\mathrm{i} \sqrt{2}} \tag{3.33b}
\end{equation*}
$$

and, for arbitrary $f \in S$, with $f=\sum_{i} \alpha^{i} h_{i}$,

$$
\begin{gather*}
\pi_{F}(\Psi(f)) \equiv \sum_{i} \bar{\alpha}^{i} \pi_{F}\left(\Psi\left(h_{i}\right)\right),  \tag{3.33c}\\
\pi_{F}\left(\Psi(f)^{*}\right) \equiv \sum_{i} \alpha^{i} \pi_{F}\left(\Psi\left(h_{i}\right)^{*}\right), \tag{3.33d}
\end{gather*}
$$

with domains to be described. The action of the $\pi_{F}\left(\Psi\left(h_{i}\right)\right)$ and $\pi_{F}\left(\Psi\left(h_{i}\right)^{*}\right)$ on the basis vectors $\left.\left.\left.\left\{\ln _{1}, n_{2}, \ldots, n_{1}, \ldots\right\rangle \equiv\left|n_{1}\right\rangle \otimes \ln _{2}\right\rangle \otimes \ldots \otimes \ln _{1}\right\rangle \otimes \ldots: \sum_{i=1}^{\infty} n_{i}<\infty\right\}$ is

$$
\begin{equation*}
\pi F\left(\Psi\left(h_{i}\right)\right)\left|n_{1}, n_{2}, \ldots, n_{i}, \ldots\right\rangle \equiv \sqrt{n_{i} \mid}\left|n_{1}, n_{2}, \ldots, n_{i}-1, \ldots\right\rangle \tag{3.34a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\pi_{F}\left(\Psi^{*}\left(h_{i}\right)\right)\left|n_{1}, n_{2}, \ldots, n_{i}, \ldots\right\rangle \equiv \sqrt{n_{i}+1 \mid} n_{1}, n_{2}, \ldots, n_{i}+1, \ldots\right\rangle \tag{3.34b}
\end{equation*}
$$

If we interpret the basis vectors in the usual manner, where $\left|n_{1}, n_{2}, \ldots, n_{1}, \ldots\right\rangle$ corresponds to the state in which there are $n_{1}$ particles in the state $h_{i}$, then $\pi F\left(\Psi^{*}\left(h_{i}\right)\right)$ and $\pi F\left(\Psi\left(h_{i}\right)\right)$ create and destroy a particle in the state $h_{i}$, respectively. The domains of $\pi_{F}\left(\Psi(f)^{*}\right)$ and $\pi_{F}(\Psi(f))$ are

$$
\begin{align*}
& D\left(\pi_{F}\left(\Psi(f)^{*}\right)\right)=\left\{\Psi \in H_{F}:\left\|\pi F\left(\Psi(f)^{*}\right) \Psi\right\|<\infty\right\} \\
& =\left\{\Psi=\sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle: \sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \mid \alpha\left(n_{1}, n_{2}, \ldots\right) \sum_{i} a_{i} \sqrt{n_{i}+\left.1\right|^{2}}<\infty\right\},(; \tag{3.35a}
\end{align*}
$$

and $D\left(\pi_{F}(\Psi(f))\right)=\left\{\Psi \in H_{F}:\left\|\pi_{F}(\Psi(f)) \Psi \Psi^{\prime}\right\|<\infty\right\}$

$$
\begin{equation*}
=\left\{\Psi=\sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle: \sum_{n_{1}, n_{2}, \ldots=0}^{\infty}\left|\alpha\left(n_{1}, n_{2}, \ldots\right) \sum_{i} a_{i} \sqrt{n_{i}}\right|^{2}<\infty\right\} . \tag{3.35b}
\end{equation*}
$$

These domains may be different for different functions f. For example, $D\left(\pi_{F}\left(\Psi\left(h_{i}\right)\right)\right) \neq D\left(\pi_{F}\left(\Psi\left(h_{j}\right)\right)\right)$ for $i \neq j$. To see this, note that the vector

$$
\left.\sum_{n_{i}=1}^{\infty} \frac{1}{n_{i}} 10,0, \ldots, 0, n_{i}, 0, \ldots\right\rangle
$$

is in $D\left(\pi_{F}\left(\Psi\left(h_{j}\right)\right)\right)$, but not in $D\left(\pi_{F}\left(\Psi\left(h_{i}\right)\right)\right)$. This motivates us to determine the common domain of definition of the annihilation and creation operators. Consider the number operator

$$
\begin{equation*}
N \equiv \sum_{i} \pi F\left(\Psi\left(h_{i}\right)^{*}\right) \pi F\left(\Psi\left(h_{i}\right)\right) \tag{3.36}
\end{equation*}
$$

For arbitrary $\Psi \in H F$ we have

$$
\begin{equation*}
N \Psi=N \sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle \tag{3.37}
\end{equation*}
$$
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so that the domain $D(N)$ of $N$ is

$$
\begin{equation*}
D(N)=\left\{\Psi=\sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle: \sum_{n_{1}, n_{2}, \ldots=0}^{\infty}\left|\alpha\left(n_{1}, n_{2}, \ldots\right) \sum_{i} n_{1}\right|^{2}<\infty\right\},( \tag{3.38a}
\end{equation*}
$$

and the domain $D\left(N^{1 / 2}\right)$ of $N^{1 / 2}$ is
$D\left(N^{1 / 2}\right)=\left\{\Psi=\sum_{n_{1}, n_{2}, \ldots=0}^{\infty} \alpha\left(n_{1}, n_{2}, \ldots\right)\left|n_{1}, n_{2}, \ldots\right\rangle: \sum_{n_{1}, n_{2}, \ldots=0}^{\infty}\left|\alpha\left(n_{1}, n_{2}, \ldots\right) \sum_{i} \sqrt{n_{i}}\right|^{2}<\infty\right\}$.

The common domain of definition of the set $\left\{\pi_{\mathrm{F}}\left(\Psi(\mathrm{f})^{*}\right), \pi_{\mathrm{F}}(\Psi(\mathrm{g})): \mathfrak{f}, \mathrm{g} \in \boldsymbol{S}\right\}$, and therefore of the set $\left\{\pi_{F}(\phi(f)\rangle, \pi_{F}(\pi(g)): f, g \in S\right\}$, contains $D\left(N^{1 / 2}\right)$. Since $D\left(N^{1 / 2}\right)$ contains all finite linear combinations of the basis vectors, it is dense in $H_{F}$. On this common, dense domain of definition, the $\pi_{F}(\phi(f))$ and $\pi_{F}(\pi(g))$ satisfy

$$
\begin{align*}
& {\left[\pi_{\mathrm{F}}(\phi(\mathrm{f})), \pi_{\mathrm{F}}(\pi(\mathrm{~g}))\right] \Psi=\mathrm{i} \operatorname{Re}[<f, g>] \Psi,}  \tag{3.39a}\\
& {\left[\pi_{\mathrm{F}}(\phi(\mathrm{f})), \pi_{\mathrm{F}}(\phi(\mathrm{~g}))\right] \Psi=\mathrm{ilm}[<f, g>] \Psi,}  \tag{3.39b}\\
& {\left[\pi \mathrm{F}(\pi(\mathrm{f})), \pi_{\mathrm{F}}(\pi(\mathrm{~g}))\right] \Psi=\mathrm{ilm}[<\mathrm{f}, \mathrm{~g}>] \Psi,} \tag{3.39c}
\end{align*}
$$

and
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i.e., they form a representation of the $\phi(f)$ and $\pi(\mathrm{g})$. Furthermore, $\pi_{\mathrm{F}}\left(\Psi(\mathrm{f})^{*}\right)$ is the Hermitian adjoint of $\pi_{F}(\Psi(\mathrm{f}))$, and the $\pi_{\mathrm{F}}(\phi(\mathrm{f}))$ and $\pi_{\mathrm{F}}(\pi(\mathrm{g}))$ are therefore self-adjoint.

The previous discussion shows that in the Fock representation there exist densely defined, self-adjoint operators that form a representation of the $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$. The following version of Stone's Theorem ([Riesz] page 385) allows us to formulate conditions that an arbitrary representation must satisfy in order to have this property.

Theorem 3.40 (Stone's Theorem) Every weakly continuous 1-parameter group of unitary transformations $\left\{U_{t}\right\}$ on a Hilbert space $\boldsymbol{S}$ is generated by an infinitesimal transformation A. A is a densely defined, self-adjoint transformation, which in general is not bounded, and which satisfies

$$
U_{t}=e^{i t A}, \quad A=\frac{1}{i} \lim _{k \rightarrow 0} \frac{1}{k}\left(U_{k}-\mathbb{I}\right) .
$$

note: the unitary transformations $U_{t}$ are weakly or strongly continuous in the real parameter $t$ if the sequence $\left\{\mathrm{U}_{\mathrm{t}_{n}}\right\}$ converges weakly or strongly, respectively, to $U_{t}$ whenever $t_{n}$ converges to $t$. See Definition 1.31 for a definition of weak and strong continuity.

Now, in an arbitrary representation $\{H, \pi\}$ of the C.C.R. algebra $2(\mathcal{S}), \pi(W(f))$ is a unitary operator on $H$. The set $\{\pi(W(t f)) ; t \in \mathbb{R}\}$ is therefore a 1-parameter group of unitary transformations, for each fixed f . If we require the operators $\pi(W(t f))$ to be weakly continuous in the real
parameter $t$, for all $f$, then Theorem 3.40 implies that there exist densely defined, self-adjoint transformations $\pi(\phi(f))$ that satisfy

$$
\begin{equation*}
\pi(\mathrm{W}(\mathrm{ff}))=\mathrm{e}^{\mathrm{i} t \pi(\phi(\mathrm{f})),} \tag{3.41a}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi(\phi(f))=\frac{1}{i} \lim _{k \rightarrow 0} \frac{1}{k}(\pi(W(k f))-\pi(W(0))) \tag{3.41b}
\end{equation*}
$$

With $\pi(\pi(\mathrm{g})) \equiv \pi(\phi(\mathrm{ig}))$, it is easy to verify (using the commutation relations (3.21) of the $\mathrm{W}(\mathrm{f})$ ) that the $\pi(\phi(\mathrm{f}))$ and $\pi(\pi(\mathrm{g}))$ satisfy the commutation relations (3.5), i.e., they form a representation of the $\phi(\mathrm{f})$ and $\pi(\mathrm{g})$. The condition we seek is that the unitary operators $\pi(\mathrm{W}(\mathrm{tf}))$ be weakly continuous in the real parameter t . Since weak and strong continuity coincide for unitary operators we make the following definition.

Definition 3.42 A representation $\{H, \pi\}$ of the C.C.R. algebra $\mathfrak{\ell}(\mathcal{F})$ with the property that the unitary operators $\pi(\mathrm{W}(\mathrm{tf}))$ are strongly continuous in the real parameter t , for fixed $\mathrm{f} \in \boldsymbol{\mathcal { S }}$, is said to be a regular representation.

Thus, a regular representation of $A(h)$ allows for a representation of the operators $f(f)$ and $p(f)$ and for the existence of a number or density operator.

One of the reasons a relatively simple discussion of spin systems was possible in Chapter 2 was the simple characterization of a state in Proposition 2.12. An arbitrary state $\omega$ over the C.C.R. algebra $\mathcal{\&}(\mathcal{S})$ is determined by its values on the $W(f)$. We will denote these values by
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$E_{\omega}(\mathrm{f}) \equiv \omega(\mathrm{W}(\mathrm{f})) . \quad \mathrm{E}_{\omega}(\mathrm{f})$ is a functional on the set of vectors $\{\mathrm{f}: \mathrm{f} \in \boldsymbol{\delta}\}$. The following conditions characterize functionals $\mathrm{E}(\mathrm{f})$ that define a state over $\mathcal{2}(5)$.

Proposition 3.43 A functional $E(f)$ defined for all $f \in \mathcal{S}$ that satisfies

$$
\begin{aligned}
& \text { i) } E_{\omega}(0)=1, \\
& \text { ii) } \overline{E_{\omega}(f)}=E_{\omega}(-f), \\
& \text { iii) } \sum_{i_{i}, \bar{\alpha}^{1}} \alpha^{j} \exp \left[\frac{-1}{2} \ln \left(\left\langle f_{j}, f_{i}\right\rangle\right)\right] E_{\omega}\left(f_{j}-f_{i}\right) \geq 0 \\
& \text { for all }\left\{\left\{_{i}\right\} \in S \text { and }\left\{\alpha^{i}\right\} \in \mathbb{C}, i=1,2, \ldots, n,\right.
\end{aligned}
$$

and is continuous defines a state over the C.C.R. algebra $\mathcal{\ell}(\mathcal{S})$. This state is obtained by defining

$$
\begin{equation*}
\omega(W(f)) \equiv E(f), \tag{3.43a}
\end{equation*}
$$

and then extending this definition to all of $\boldsymbol{\mathscr { L }}(\boldsymbol{\delta})$ by linearity.

Proof: First note that it is possible to extend (3.43a) to all of $\mathcal{E}(\mathcal{S})$ since $\mathrm{E}_{\omega}(\mathrm{f})$ is continuous. By definition, $\omega$ is a linear functional over $\boldsymbol{\mu}(\boldsymbol{S})$. Condition i) guarantees that $\omega$ is normalized, condition ii) guarantees that the $\omega$ is real and condition iii) guarantees that $\omega$ is positive.

Araki and Woods constructed representations of the C.C.R. algebra which they claimed were appropriate for the description of the infinite Bose gas ([Arak]). They worked solely with functionals over the algebra, and never introduced the concept of a state. They give the conditions of Proposition 3.43 as being necessary and sufficient for a functional to define a cyclic representation of the C.C.R. algebra. By dealing with states we obtain a simple proof of this claim (just use Proposition 3.43 and the G.N.S. construction) along with a physical interpretation of these conditions. Note that Araki and Woods actually dealt with the case when $\boldsymbol{\xi}$ is a pre-Hilbert space and so did not require the functional to be continuous. They showed that it is possible to extend (in the strong operator topology) a representation of $\mathcal{U}(\mathcal{S})$ to a representation of $2\left(\mathscr{S}_{1}\right)$, where $\boldsymbol{S}_{1}$ is a subset of the completion $\overline{\boldsymbol{S}}$ of 5. This subset contains all vectors $f \in \overline{\mathcal{S}}$ for which there exists a sequence $\left\{f_{n}\right\} \in \overline{\mathscr{S}}$ such that $\lim _{n, m \rightarrow \infty} E_{\omega}\left(f_{n}-f_{m}\right)=0$. If $E_{\omega}(f)$ is continuous then $\boldsymbol{S}_{1}=\overline{\mathcal{S}}$. Since the functionals that we shall postulate are continuous our methods and results are the same as Araki and Woods. We extend the algebra to the completed Hilbert space $\overline{\mathcal{S}}$ and work with a $C^{*}$-algebra while they extend the representations of the algebra to the completed Hilbert space $\overline{5}$ and never use the concept of a $C^{*}$-algebra. We should also note that the inequality of two functionals implies that the corresponding cyclic G.N.S. representations are unitarily inequivalent. It does not imply that the corresponding G.N.S. representations are unitarily inequivalent. For example, consider a representation $\{\boldsymbol{S}, \pi\}$ and two cyclic vectors $\Psi_{1}, \Psi_{2} \in \mathcal{S}$. The cyclic representations $\left\{\boldsymbol{S}, \pi, \Psi_{1}\right\}$ and $\left\{5, \pi, \Psi_{2}\right\}$ are the cyclic G.N.S. representations corresponding to the functionals $E_{1}(f)=\left(\Psi_{1}, \pi(W(f)) \Psi_{1}\right)$ and $E_{2}(f)=\left(\Psi_{2}, \pi(W(f)) \Psi_{2}\right)$. In general
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$\mathrm{E}_{1}(\mathrm{f}) \neq \mathrm{E}_{2}(\mathrm{f})$, but $\{\boldsymbol{S}, \pi\}$ is the G.N.S. representation corresponding to both functionals. At the end of this chapter a proof will be suggested to show that the G.N.S. representations corresponding to states of an infinite Bose gas with different densities are unitarily inequivalent. this claim goes beyond the statement that the corresponding cyclic representations are unitarily inequivalent.

A state $\omega$ over $\mathbb{C l}(\mathcal{S})$ is said to be regular if the corresponding G.N.S. representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ is regular (see [Brat2] section 5.2.3. for a discussion of regular states). It is possible to formulate a condition on the functional $E_{\omega}(f)$ in order for the state $\omega$ to be regular. In the representation $\left\{\delta_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ one has

$$
\begin{align*}
\left\|\left(\pi_{\omega}(W(t f))-\mathbb{I}\right) \pi_{\omega}(W(g)) \Omega_{\omega}\right\| & =2-e^{-i t} I m<1, g>\omega(W(t f))-e^{i t} I m<f, g>\omega(W(-t f)) \\
& =2-e^{-i t} I m<f, g>E_{\omega}(t f)-e^{i t} I m<f, g>E \omega(-t f) \cdot(3.44) \tag{3.44}
\end{align*}
$$

This leads to the following Proposition.

Proposition 3.45 A state $\omega$ over the C.C.R. algebra $\mathcal{Q}(\mathcal{S})$ is regular if and only if $E_{\omega}(\mathrm{ff})=\omega(\mathrm{W}(\mathrm{tf}))$ is continuous in the real parameter t , for all $\mathrm{f} \in \mathcal{S}$.

Proof: The proof follows immediately from (3.44).

For example, consider the Fock representation $\left\{H_{F}, \pi_{F}, \Psi_{F o}\right\}$. We can use the cyclic vector $\Psi_{\text {Fo }}$ to define the vector state $\phi F_{0}(A)=\left(\Psi_{F_{0}}, \pi_{F}(A) \Psi_{F o}\right)$, which we refer to as the Fock ground state. The

Fock representation is unitarily equivalent to the G.N.S. representation corresponding to the Fock ground state $\phi$ Fo. The linear functional $\mathrm{E}_{\mathrm{Fo}_{0}(\mathrm{f})=\phi_{\mathrm{Fo}}(\mathrm{W}(\mathrm{f})) \text { is calculated as follows. It is possible to show that (see }}$ equation (4.6c) in the fourth section of this chapter)

$$
W(f)_{F}=e^{-\|f\|^{2} / 4} \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{F}^{*}\right] \exp \left[\frac{i}{\sqrt{2}} \psi(f) F\right],
$$

so that

$$
\begin{align*}
E_{F O}(f)= & =-\| \| \|^{2} / 4\left(\Psi_{F o}, \exp \left[\frac{i}{\sqrt{2}} \Psi(f)_{F}^{*}\right] \exp \left[\frac{i}{\sqrt{2}} \Psi(f) F\right] \Psi_{F o}\right) \\
& =e^{-\| \| \|^{2} / 4\left(\exp \left[\frac{i}{\sqrt{2}} \Psi(f) F\right] \Psi_{F o}, \exp \left[\frac{i}{\sqrt{2}} \Psi(f) F\right] \Psi_{F o}\right)} \\
& =e^{-\| \| \|^{2} / 4} . \tag{3.46}
\end{align*}
$$

It is obvious that $\mathrm{E}_{\mathrm{Fo}}(\mathrm{tf})$ is continuous in the real parameter t , for each fixed $f \in \boldsymbol{S}$. This.implies that the Fock ground state $\phi_{F o}$ is a regular state, and hence the Fock representation is a regular representation. This, of course, is the reason why we were able to recover the infinitesimal generators $\pi_{F}(\phi(f))$ of the unitary operators $\pi_{F}(W(f))$ in the Fock representation (Stones Theorem 3.40 guarantees that these infinitesimal generators exist).

When $\mathcal{S}$ is the Hilbert space appropriate for the description of a single point particle, the C.C.R. algebra $\mathcal{\ell}(\mathcal{S})$ corresponds to a system containing an arbitrary, finite or infinite, number of these point particles. The number of particles in the system depends upon the state the system is in. Different representations will then correspond to different particle numbers. For example, every state that is a vector state in the Fock
representation is a finite particle state. To see this, let $\Psi$ be an arbitrary vector in the densely defined domain of the number operator N on $\boldsymbol{S}_{\mathrm{F}}$ (see (3.36)). The expectation value $(\Psi, N \Psi)=\left(N^{1 / 2} \Psi, N^{1 / 2} \Psi\right)$ of the number operator gives the average number of particles in the state $\Psi$. Equation (3.38) guarantees that this number is finite.

### 3.3 QUASI-LOCAL C.C.R. ALGEBRAS

We now analyze the quasi-local structure of the C.C.R. algebra $\mathscr{2}(\mathcal{S})$ over the Hilbert space $\boldsymbol{S}=\mathcal{L}^{2}\left(\mathbb{R}^{3}\right)$. This is the C.C.R. algebra corresponding to an infinitely extended system of bosons. We will denote it by $\mathbf{~}_{\mathbb{R}^{3}}$. For an arbitrary bounded region $\mathbf{Z}$ in $\mathbb{R}^{3}$, denote the subspace of $\boldsymbol{\xi}$ formed by the functions whose support is in $Z$ by $H_{Z}$, and the corresponding C.C.R. algebra $\mathscr{U}^{( }\left(\mathrm{H}_{z}\right)$ by $\boldsymbol{\Omega}_{z}$. The collection $\Sigma$ of all finite regions $Z$, ordered by inclusion, is a directed set. If $Z_{1} \leq Z_{2}$, then an arbitrary element $f_{1} \in H_{Z_{1}}$ is an element of $H_{Z_{2}}$, and we can construct the following mapping $i_{2,1}$ from $\mathscr{U}_{Z_{1}}$ into $\mathscr{U}_{Z_{2}}$. For arbitrary $W_{1}\left(f_{1}\right) \in \mathscr{U}_{Z_{1}}$ define

$$
\begin{equation*}
i_{2,1}\left(W_{1}\left(f_{1}\right)\right) \equiv W_{2}\left(f_{1}\right) . \tag{3.47}
\end{equation*}
$$

This mapping may be extended to all of $\mathfrak{\Omega}_{Z_{1}}$. The resulting mapping is a ${ }^{*}$-homomorphism from $\mathscr{\varkappa}_{Z_{1}}$ into $\mathscr{\varkappa}_{Z_{2}}$ that satisfies
i) $i_{2,1}\left(\mathbb{d}_{1}\right)=\mathbb{T}_{2}$, where $\mathbb{1}_{1}=W_{1}(0)$ and $\mathbb{T}_{2}=W_{2}(0)$,
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ii) $i_{3,2} i_{2,1}=i_{3,1}$ whenever $Z_{1} \leq Z_{2} \leq Z_{3}$.

The family of $C^{*}$-algebras $\left\{\mathscr{R}_{Z}: Z \in \mathbb{R}^{3}\right\}$ satisfies the postulate of isotony (see pg. 25), and therefore admits a $\mathrm{C}^{*}$-inductive limit $\mathcal{Q}$. Recall that this is a $C^{*}$-algebra with identity $\mathbb{1}$ that has the property that for every $Z \in \Sigma$ there exists a *-homomorphism iz from $\mathbb{\Perp}_{Z}$ into $\mathbb{2}$ that satisfies
i) $i z\left(1_{z}\right)=1$, where $1_{z}$ is the identity for $\mathscr{\bigotimes}_{Z}$,
ii) $i_{Z_{2}}\left(\mathscr{U l}_{Z_{2}}\right) \supset i_{Z_{1}}\left(\mathscr{U}_{Z_{1}}\right)$, whenever $Z_{2} \supset Z_{1}$,
and
iii) $\overline{Z_{E} \in i_{z}\left(\varkappa_{Z}\right)}=\Omega$, where the bar denotes the uniform closure.

Any element of 5 may be approximated to any degree by functions with bounded support. This result suggests that $S=\overline{\bigcup_{Z \in \Sigma}^{\cup} H Z}$. Hence this $C^{*}$-inductive limit is equal to $\mathscr{U}_{R^{3}}$, so that the set $\left\{\mathscr{\ell}_{\left.\mathbb{R}^{3} ; \mathbb{U}_{Z}, Z \in \Sigma\right\}}\right.$ is a quasi-local algebra (see section 1.5). Since every element of $\mathbb{U}_{Z_{1}}$ is also an element of $\mathbb{\ell}_{\mathbb{R}^{3}}$, the ${ }^{*}$-homomorphism $i_{Z}$ from $\mathfrak{U}_{Z}$ into $\mathbb{U}_{\mathbb{R}^{3}}$ is simply given by $i z(A)=A$ for all $A \in \mathbb{Z} Z$.

Let $\omega$ be a regular state over the quasi-local algebra $\left\{\mathcal{R}_{\mathbb{R}^{3} ;} \mathcal{N}_{Z, Z \in \Sigma\}}\right.$ and $\left\{S_{\omega}, \pi_{\omega}, \Omega_{\omega}\right\}$ the corresponding G.N.S. representation. Let $\left\{h_{z i}\right\}$ be an orthonormal basis for $\mathrm{Hz}_{z}$. We formally define an operator $N_{Z}$ for the region $Z$ as

$$
\begin{equation*}
N_{z} \equiv \sum_{i} \pi_{\omega}\left(\Psi^{*}\left(h_{i}\right) \Psi\left(h_{i}\right)\right) . \tag{3.48}
\end{equation*}
$$

If this operator exists we interpret it as the number operator for the region Z. Although we are not guaranteed that $N_{z}$ exists, we expect that it will for states which correspond to an infinite system with finite density (see [Brat2] section 5.2.3). If a density operator exists in $\mathbb{Q}_{\mathbb{R}^{3}}$ it will be given by

$$
\begin{equation*}
\rho_{\mathrm{op}}=\lim _{\mathrm{Z} \rightarrow \mathbb{R}^{3}} \frac{\mathrm{~N}_{\mathrm{z}}}{\mathrm{~V}_{\mathrm{z}}} \tag{3.49}
\end{equation*}
$$

where $V_{Z}$ is the volume of the region $Z$.

### 3.4 THE INFINITE FREE BOSE GAS

In this section we examine the algebraic description of an infinite Bose gas of finite density, when all particles are in the zero momentum state. The $\mathrm{C}^{*}$-algebra corresponding to this system is the quasi-local algebra $\left\{\mathscr{\ell}_{\left.\mathbb{R}^{3} ; \mathcal{U}_{Z}, Z \in \Sigma\right\} \text {. The state } \omega_{\rho} \text { corresponding to a given density } \rho ; ~}^{\rho}\right.$ of particles in the zero momentum state will be constructed in terms of its generating functional $E_{\rho}(f)$, following the methods of Araki and Woods ([Arak]). The generating functional $\mathrm{E}_{\rho}(\mathrm{f})$ will be dependent on the density $\rho$. This causes Araki and Woods to conclude that different densities give rise to unitarily inequivalent representations. From the discussion following Proposition 3.43 we know that this conclusion is not necessarily true, so we will explicitly show that different densities give rise to unitarily
inequivalent representations. We will also find (following Araki and Woods) that the G.N.S representation corresponding to a fixed density is reducible, and express the representation as a direct integral of unitarily inequivalent irreducible representations. This shows, among other things, that the C.C.R. algebra $\mathbb{\mu}(\mathbb{C})$ admits an infinite number of unitarily inequivalent irreducible representations.

Let $\Lambda^{L}$ denote the cube in $\mathbb{R}^{3}$ centered on the origin with sides of length $L$ (and volume $L^{3}$ ). The restriction $E_{\text {restL }}(f)$ of $E_{\rho}(f)$ to the local algebra $\mathscr{U}_{\Lambda} L$ is obtained by restricting the functions $f$ to the set of functions whose support lies in $\Lambda^{L}$, i.e., we define

$$
\begin{equation*}
E_{\text {restL }}(f) \equiv E_{\rho}(f) \text { for all } f(x) \text { with Supp }(f) \text { in } \Lambda L \text {. } \tag{3.50}
\end{equation*}
$$

The generating functional $E_{\rho}$ is then given by $E_{\rho}(f)=\lim _{L \rightarrow \infty} E_{\text {rest } L}(f)\left(f_{\Lambda} L\right)$, where $f_{\Lambda} L$ is the restriction of $f$ to the region $\Lambda^{L}$,

$$
f_{\Lambda} L(x)=\left\{\begin{array}{ll}
f(x) & \text { if } x \in \Lambda^{L}  \tag{3.51}\\
0 & \text { if } x \notin \Lambda^{L} .
\end{array} .\right.
$$

To determine $E_{\rho}$ we could postulate a form for $E_{L}$ and then use $E_{\rho}(f)=\lim _{L \rightarrow \infty} E_{\text {restL }}(f)\left(f_{\Lambda} L\right)$. The problem with this, of course, is how does one determine $\mathrm{E}_{\text {restL }}(\mathrm{f})$ without knowing $\mathrm{E}_{\rho}$. For this reason we will follow Araki and Woods and postulate that the functional $E_{\rho}$ is the limit of the functionals $E_{L}$ that describe a system of $N$ bosons in the box $\Lambda^{L}$ such that $\frac{V_{L}}{N}=\rho$, where $V_{L}$ is the volume of $\Lambda^{L}$. Note that the description of a gas in
a finite box is not the same as the description of a finite portion of an infinite gas; after $E_{\rho}$ has been calculated we will find that $E_{\text {rest }} \neq E_{L}$.".

Consider $N$ particles in the box $\Lambda^{L}$. Let all particles be in the zero momentum state and let the system have a mean particle density $\rho=\frac{V_{L}}{N}$, where $V_{L}$ is the volume of $\Lambda^{\mathrm{L}}$. In section 3.2, equation (3.46), we calculated the Fock space functional $\mathrm{E}_{\mathrm{Fo}}$ (f). It corresponds to the no particle case (zero density). Now we are interested in calculating the functional $E_{L}(f)$ which corresponds to the $N$-particle case, although we are taking the special case when all particles have zero momentum. To calculate $\mathrm{E}_{\mathrm{L}}(\mathrm{f})$ we use the Fock representation $\left\{\boldsymbol{S}_{\left.\mathrm{F}, \pi_{F}, \Omega_{\mathrm{Fo}}\right\}}\right.$ of the local algebra $\mathscr{N}_{\Lambda^{L}}$. To simplify notation we will denote the element $\pi_{\mathrm{F}}(\mathrm{A})$ by AF. For example $\pi_{F}(W(f))=W(f) F$ and $\pi_{F}\left(\Psi(f)^{*}\right)=\Psi(f)^{*}$. The functional $E_{L}(f)$ is the given by

$$
\begin{equation*}
E_{L}(f) \equiv \omega(W(f))=\left(\Omega_{N}, W(f) F \Omega_{N}\right), \tag{3.52}
\end{equation*}
$$

where $\Omega_{N}$ is the vector in the Fock representation corresponding to the state which contains $N=\rho L^{3}=\rho V$ particles in the zero momentum state in $\Lambda^{L}$. This vector is given by

$$
\begin{equation*}
\Omega_{N}=(N!)^{-1 / 2}\left(\Psi(f v)_{\mathrm{F}}^{*}\right)^{N_{\Omega}} \Omega_{\mathrm{FO}} \tag{3.53a}
\end{equation*}
$$

where

$$
\begin{equation*}
f v(x)=V^{-1 / 2}=\left(\frac{\rho}{N}\right)^{112}, x \in \Lambda^{L} \tag{3.53b}
\end{equation*}
$$
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i.e., we create N particles in the state f V , which is the zero momentum state for a single particle in a box of volume V . This gives

$$
\begin{equation*}
\left.E_{L}(f)=(N!)^{-1}\left(\Psi(f v)_{F}^{*}\right)^{N} \Omega_{\mathrm{Fo}}, W(f) F\left(\Psi(f \mathrm{fV})_{F}^{*}\right)^{N} \Omega_{\mathrm{Fo}}\right) . \tag{3.54}
\end{equation*}
$$

To evaluate (3.54) we need the following results.

$$
\begin{gather*}
\left\|\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F 0}\right\|^{2}=\|f\| \|^{2 N} N I,  \tag{3.55a}\\
\exp \left[\Psi(f)_{F}\right]\left[\Psi(g)_{F}^{*}\right]^{N} \exp \left[\Psi(-f)_{F}\right]=\left[\Psi(g)_{F}^{*}+(f, g)\right]^{N},  \tag{3.55b}\\
W(f)_{F}=E_{F o}(f) \exp \left[\frac{i}{\sqrt{2}} \Psi(f)_{F}^{*}\right] \exp \left[\frac{i}{\sqrt{2}} \Psi(f) F\right] \tag{3.55c}
\end{gather*}
$$

where $E_{F O}(f)=\exp \left[-\frac{1}{4}\|f\|^{2}\right]$ is the generating functional for the Fock ground state, (3.46). To show (3.55a), we note that the commutation relations $\left[\Psi(f) F, \Psi(f)_{F}^{*}\right]=\|f\| 2$ imply

$$
\begin{equation*}
\left[\left(\Psi(f) F,(\Psi(f))_{F}^{*}\right)^{N}\right]=N\|f\|^{2}\left(\Psi(f)_{F}^{*}\right)^{N-1} . \tag{3.56}
\end{equation*}
$$

Using this along with the result that $\psi(\mathrm{f}) \mathrm{F}^{2} \mathrm{Fo}_{\mathrm{o}}=0$ we obtain the following

$$
\begin{align*}
(\Psi(f) F)^{N}\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F 0} & =(\Psi(f) F)^{N-1}\left\{\left(\Psi(f)_{F}^{*}\right)^{N} \Psi(f) F+N\| \| \| 2\left(\Psi(f)_{F}^{*}\right)^{N-1}\right\} \Omega_{F o} \\
& =N\|f\| \|^{2}(\Psi(f) F)^{N-1}\left(\Psi(f)_{F}^{*}\right)^{N-1} \Omega_{F o} . \tag{3.57}
\end{align*}
$$

Repeated application of (3.57) gives

$$
\begin{equation*}
(\Psi(f) F)^{N}(\Psi(f) *)^{*} \Omega_{\Omega_{\mathrm{Fo}}}=\mathrm{N}!\|f\| \|^{2} \mathrm{~N}_{\mathrm{F}_{\mathrm{Fo}}} . \tag{3.58}
\end{equation*}
$$

Using (3.58) we have

$$
\begin{align*}
\left\|\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F_{0}}\right\|^{2} & =\left(\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F o},\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F o}\right) \\
& =\left(\Omega_{F o},(\Psi(f) F)^{N}\left(\Psi(f)_{F}^{*}\right)^{N} \Omega_{F o}\right) \\
& =N!\|f\| 2 N \tag{3.55a}
\end{align*}
$$

(3.55b) follows from the commutation relations of the $\psi(f)_{F}^{*}$ and $\Psi(f) F$ and the relation $\theta^{A} B^{N} e^{-A}=\left[\theta^{A} B \theta^{-A}\right]^{N}=[B+[A, B]]^{N}$, valid when $[A, B]$ is a constant. ( 3.55 c ) follows from the relation $\mathrm{e}^{\mathrm{A}+\mathrm{B}}=\mathrm{e}^{-1 / 2[\mathrm{~A}, \mathrm{~B}]_{e} \mathrm{~A}} \mathrm{e}^{\mathrm{B}}$ and the commutation relations of the $\psi(f) \neq$ and $\psi(\mathrm{f}) \mathrm{F}$,

$$
\begin{align*}
W(f)_{F} & =\exp [i \phi(f) F]=\exp \left[\frac{1}{\sqrt{2}} \psi(f)_{F}^{*} \frac{1}{\sqrt{2}} \psi(f) F\right] \\
& =\exp \left[-\frac{1}{2}\left[\psi(f)_{F}^{*}, \psi(f) F\right]\right] \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{F}^{*}\right] \exp \left[\frac{1}{\sqrt{2}} \psi(f) F\right] \\
& =\exp \left[-\frac{1}{4}\|f\|[2] \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{F}^{*}\right] \exp \left[\frac{1}{\sqrt{2}} \psi(f) F\right] .\right. \tag{3.55c}
\end{align*}
$$

We can now evaluate (3.54).
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$\left.E_{L}(f)=(N!)^{-1}\left(\Psi(f v)_{F}^{*}\right)^{N} \Omega_{F o}, W(f) F\left(\Psi(f v)_{F}^{*}\right)^{N} \Omega_{F o}\right)$
(using (3.55c))

$$
\begin{align*}
& =E_{F o}(f)(N!)^{-1}\left(\left(\Psi(f v)_{F}^{*}\right)^{N} \Omega_{\mathrm{Fo}}, \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{\mathrm{F}}^{*}\right] \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{\mathrm{F}}\right]\left(\Psi(\mathrm{fv})_{\mathrm{F}}^{*}\right)^{N} \Omega_{\mathrm{Fo}}\right) \\
& \left.=E_{\mathrm{Fo}}(f)(N!)^{-1}\left(\exp \left[\frac{i}{\sqrt{2}} \psi(-f)_{\mathrm{F}}\right]\left(\Psi(f \mathrm{f})_{\mathrm{F}}^{*}\right)\right)^{N} \Omega_{\mathrm{Fo}}, \exp \left[\frac{i}{\sqrt{2}} \psi(f)_{\mathrm{F}}\right]\left(\Psi(f \mathrm{f})_{\mathrm{F}}^{*}\right)^{N} \Omega_{\mathrm{Fo}}\right), \tag{3.59}
\end{align*}
$$

where the last equality follows from the relation

$$
\exp \left[\frac{i}{\sqrt{2}} \psi(f)_{f}^{*}\right] t=\exp \left[-\frac{i}{\sqrt{2}} \psi(f) F\right]=\exp \left[\frac{i}{\sqrt{2}} \Psi(-f) F\right] .
$$

We now put the right hand side of this scalar product into a more convenient form. Since $\exp \left[\frac{1}{\sqrt{2}} \psi(-f) F\right] \Omega{ }_{F o}=\Omega$ Fo, we have
$\left.\exp \left[\frac{i}{\sqrt{2}} \psi(f) \mathrm{F}\right]\left(\Psi(\mathrm{fv})_{\mathrm{F}}^{*}\right)^{N} \Omega_{\mathrm{Fo}}=\exp \left[\frac{i}{\sqrt{2}} \psi(\mathrm{f})\right)_{\mathrm{F}}\right]\left(\Psi(\mathrm{fV})_{\mathrm{F}}^{*}\right)^{N} \exp \left[\frac{1}{\sqrt{2}} \psi(-\mathrm{f}) \mathrm{F}\right] \Omega_{\mathrm{Fo}}$,
(using (3.55b)

$$
\begin{align*}
& =\left[\Psi(f v)_{F}^{*}-\frac{i}{\sqrt{2}}(f, f v)\right)^{N} \Omega_{\mathrm{Fo}} . \\
& =\sum_{r=0}^{N}(-1)^{r}\left(\frac{N!}{r!(N-r)!}\right)\left(\Psi(f v)_{F}^{*}\right)^{N-r}\left[-\frac{1}{\sqrt{2}}(f, f v)\right]^{r} \Omega_{F O}(f \tag{3.60a}
\end{align*}
$$

where the last equality follows from the binomial theorem. In a similar fashion we find

$$
\exp \left[\frac{i}{\sqrt{2}} \Psi(-f)_{F}\right]\left(\Psi(f V)_{F}^{*}\right)^{N} \Omega_{F o}=\sum_{r=0}^{N}(-1)^{r}\left(\frac{N!}{r!(N-r)!}\right)\left(\Psi(f V)_{F}^{*}\right)^{\left.N-r\left[\frac{1}{\sqrt{2}}(f, f v)\right]^{r} \Omega_{F o} .(3.60 b)\right) .}
$$

Substituting (3.60) into (3.59) gives

$$
\begin{align*}
& E_{L}(f)=E_{F o}(f)(N!)^{-1} \\
& N
\end{align*} \sum_{r, s=0}^{N}\left\{\begin{array}{c}
(-1)^{\left.r(-1)^{s}\left(\frac{N!}{r!(N-r)!}\right)\left(\frac{N!}{s!(N-s)!}\right)\left[-\frac{1}{\sqrt{2}}(f, f v)\right]^{r-}-\frac{i}{\sqrt{2}} \overline{(f, f v)}\right]^{s}}  \tag{3.61}\\
\left.X\left(\Psi(f v)_{F}^{*}\right)^{N-s} \Omega_{F o},\left(\Psi(f v)_{F}^{*}\right)^{N-r} \Omega_{F o}\right)
\end{array}\right\} .
$$

Using (3.55a) and the result $\|f \mathrm{f}\|=1$ we have

$$
\begin{align*}
\left(\Psi(f \mathrm{f})_{\mathrm{F}}^{*}\right)^{\left.N-s_{\mathrm{Fo}},\left(\Psi(f \mathrm{f})_{\mathrm{F}}^{*}\right)^{N-r} \Omega_{\mathrm{Fo}}\right)}= & =\delta_{\mathrm{r}, \mathrm{sl}} \|\left(\Psi(\mathrm{f})_{\mathrm{F}}\right)^{N-r_{\mathrm{F}} \Omega_{\mathrm{Fo}} \|^{2}} \\
& =\delta_{\mathrm{r}, \mathrm{~s}}(\mathrm{~N}-\mathrm{r})!. \tag{3.62}
\end{align*}
$$

Substituting (3.62) into (3.61) gives

$$
\begin{align*}
E_{L}(f) & =E_{F o}(f)(N!)^{-1} \sum_{r=0}^{N}(-1)^{r}\left(\frac{N!}{r!(N-r))^{2}}\right)^{2}(N-r)\left[\frac{|(f, f v)|^{2}}{2}\right]^{r} \\
& =E_{F o}(f) \sum_{r=0}^{N}(-1)^{r} \frac{N!}{(r!)^{2}(N-r)!}\left[\frac{|(f, f v)|^{2}}{2}\right]^{r} . \tag{3.63}
\end{align*}
$$

We can put the above expression into a more convenient form by noting that the $\mathrm{N}^{\text {th }}$ Laguerre polynomial is given by the power series
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$$
\begin{equation*}
L_{N}(x)=\sum_{r=0}^{N}(-1) r \frac{N!}{(r!)^{2}(N-r)!} x^{r} . \tag{3.64}
\end{equation*}
$$

This allows us to write $\mathrm{E}_{\mathrm{L}}(\mathrm{f})$ as

$$
\begin{equation*}
E_{L}(f)=E_{F_{0}}(f) L_{N}\left(\left.\frac{1}{2} l(f, f v)\right|^{2}\right) . \tag{3.65}
\end{equation*}
$$

Since the support of $f$ is contained in $\Lambda^{\mathrm{L}}$ we can write the scalar product $(f, f v)$ as

$$
(f, f v)=\frac{1}{(V)^{1 / 2}} \int_{\mathbb{R}^{3}} \overline{f(x)} d x=\frac{\rho}{N} \widetilde{f}(0),
$$

where $\tilde{f}(0)$ is the Fourier transform $\tilde{f}(k)=\int_{\mathbb{R}^{3}} \overline{f(x)} e^{i k \cdot x} d x$ of $f(x)$ evaluated at $\mathbf{k}=0$. The quantity $|(f, f \mathrm{f})|^{2}$ may therefore be written as

$$
\begin{equation*}
|(f, f v)|^{2}=\frac{\rho}{N}|\widetilde{f}(0)|^{2}, \tilde{f}(0)=\int_{R^{3}} f(x) d x . \tag{3.66}
\end{equation*}
$$

Substituting (3.66) into (3.65) gives

$$
\begin{equation*}
E_{L}(f)=E_{F_{0}}(f) L_{N}\left(\frac{1}{2} \frac{\rho}{N}|\tilde{f}(0)|^{2}\right) . \tag{3.67}
\end{equation*}
$$

The limit $V$ and $N \rightarrow \infty$ is now taken, holding the density $\rho=N / V$ constant. The Laguerre polynomials have the property (see [Szeg] Theorem 8.1.3)

$$
\begin{equation*}
\lim _{N \rightarrow \infty} L_{N}(z / N)=J_{0}\left(2 z^{1 / 2}\right), \tag{3.68a}
\end{equation*}
$$

where $J_{0}(x)$ is the zero order Bessel function,

$$
\begin{equation*}
J_{0}(x)=\sum_{n=0}^{\infty} \frac{\left[\left[\frac{x}{2}\right]^{2}\right]^{n}}{(n!)^{2}} \tag{3.68b}
\end{equation*}
$$

Using this property we have

$$
\begin{align*}
E_{\rho}(f) & =E_{F O}(f) \lim _{N \rightarrow \infty} L N\left(\frac{1}{2} \frac{\rho}{N}|\widetilde{f}(0)|^{2}\right) \\
& \left.=\exp \left[\left.-\frac{1}{4} \right\rvert\,\| \| \|\right]\right]_{0}\left((2 \rho)^{1 / 2}|\widetilde{f}(0)|\right) . \tag{3.69}
\end{align*}
$$

Note that $\mathrm{E}_{\text {restL }}(\mathrm{f})$ is simply obtained by restricting the functions $f$ to the region $L L$, and this does not give the functional $E_{L}(f)$.

Equation $(4,20)$ is the expression that we postulate for the functional corresponding to the ground state of the infinite bose gas with density $\rho$. At this point we should demonstrate that this functional satisfies the conditions of Proposition 3.43 and hence defines a state of $\mathfrak{2}_{\mathbb{R}^{3}}$. Since it is quite difficult to show that this functional satisfies condition iii) of Proposition 3.43 we we first proceed to construct a cyclic representation. In terms of this representation this proof will be easy.
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The G.N.S. representation corresponding to the functional $E_{\rho}(f)$ will now be constructed. The functional $E_{\rho}(f)$ is a product of the Fock functional with another functional. This suggests that the representation that we are looking for is the direct product of two representations, one of which is the Fock representation. We first define the representation space $\delta_{\rho}$ to be

$$
\begin{equation*}
S_{\rho}=S_{F} \otimes \mathcal{L}^{2}\left(S^{1}\right) \tag{3.70a}
\end{equation*}
$$

where $\mathscr{S}_{F}$ is the Fock space and $\mathcal{L}^{2}\left(S^{1}\right)$ is the space of square integrable functions on the unit circle with respect to the Lebesgue measure ( $\mathrm{d} \theta / 2 \pi$ ). The representatives $\pi_{\rho}(W(\mathrm{f})$ ) are then defined to be

$$
\begin{equation*}
\pi_{\rho}(W(f))=W(f) f \otimes \exp \left\{i(2 \rho)^{1 / 2}|\tilde{f}(0)| A\right\} \tag{3.70b}
\end{equation*}
$$

where $A$ is the operator

$$
\begin{equation*}
(\mathrm{Aff})(\theta)=\cos \theta f(\theta) \tag{3.70c}
\end{equation*}
$$

defined on $\mathcal{L}^{2}\left(S^{1}\right)$. It is easy to verify that the pair $\left\{\mathscr{S}_{\rho}, \pi_{\rho}\right\}$ forms a representation of the C.C.R. algebra. Next consider the vector

$$
\begin{equation*}
\Omega_{\mathrm{p}}=\Omega_{\mathrm{Fo}} \otimes 1 \tag{3.70d}
\end{equation*}
$$

The vector 1 is cyclic for $\AA^{2}\left(S^{1}\right)$ with respect to the algebra generated by A and $\Omega_{\text {Fo }}$ is cyclic for the Fock representation. This implies that the
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vector $\Omega_{\rho}$ is cyclic for the representation $\left\{\mathscr{S}_{\rho}, \pi_{\rho}\right\}$, hence $\left\{S_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ is a cyclic representation. Now

$$
\begin{align*}
\left(\Omega_{\rho}, \pi_{\rho}(W(f)) \Omega_{\rho}\right) & \left.=\left(W_{F o}, W(f)\right)_{F} W_{F o}\right)\left(1, \exp \left\{(2 \rho)^{1 / 2}|\widetilde{f}(0)| A\right\} 1\right) \\
& =E_{F o}(f) \int_{0}^{2 \pi} \exp \left\{i(2 \rho)^{1 / 2}|\widetilde{f}(0)| \cos \theta\right\}(d \theta / 2 \pi) \\
& =\exp \left[\left.-\frac{1}{4}\|f\| \right\rvert\, \|^{2}\right] J_{0}\left((2 \rho)^{1 / 2}|\widetilde{f}(0)|\right) \\
& =E_{\rho}(f) \tag{3.71}
\end{align*}
$$

where we have used a standard integral formula for $J_{0}$ that may be found in most texts on mathematical physics (see, for example, [Arfk\} page 580). So the representation $\left\{\mathcal{S}_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ produces the correct state over the C.C.R. algebra. Since $J_{0}(0)=1, E_{\rho=0}=E_{\text {Fo }}$.

At this point we should mention we have yet to show that this functional satisfies the conditions of Proposition 3.43 and hence defines a state of $\mathscr{U}_{\mathbb{R}}$. It is quite difficult to show directly that the functional $\mathrm{E}_{\rho}(\mathrm{f})$ satisfies condition iii) of Proposition 3.43. Now that we have written the functional in the form $E_{\rho}(f)=\left(\Omega_{\rho}, \pi_{\rho}(W(f)) \Omega_{\rho}\right)$, it is trivial to verify that it satisfies the conditions of Proposition 3.43. Furthermore, since the representation $\left\{\mathscr{S}_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ is cyclic we may use Theorem 1.25 to conclude that $\left\{反_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ is unitarily equivalent to the G.N.S. representation arising from the state that corresponds to the functional $E_{\rho}(f)$.
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The functional $E_{\rho}(t f)$ is continuous in the real parameter $t$ and therefore defines a regular state. The infinitesimal generator $\pi_{\rho}(\phi(f))$ is given by

$$
\begin{align*}
\pi_{\rho}(\phi(f)) & =\frac{d}{d t}\left[\pi_{\rho}(W(t f))\right]_{t=0} \\
& =\frac{d}{d t}\left[W(t f) F \otimes \exp \left\{i(2 \rho)^{1 / 2 t \mid \widetilde{f}}(0) \mid A\right\}\right]_{t=0} \\
& =\phi(f) F \otimes 1+1 \otimes i(2 \rho)^{1 / 2}|\tilde{f}(0)| A . \tag{3.72}
\end{align*}
$$

The annihilation and creation operators are then given by

$$
\begin{align*}
\pi_{\rho}(\Psi(f)) & =\frac{1}{\sqrt{2}}\left[\pi_{\rho}(\phi(f))+i \pi_{\rho}(\phi(i f))\right] \\
& =\Psi(f)_{F} \otimes 1+1 \otimes(i-1)(\rho)^{1 / 2}|\widetilde{f}(0)| A \tag{3.73a}
\end{align*}
$$

and

$$
\begin{align*}
\pi_{\rho}\left(\Psi(f)^{*}\right) & =\frac{1}{\sqrt{2}}\left[\pi_{\rho}(\phi(f))-\mathrm{i} \pi_{\rho}(\phi(i f))\right] \\
& =\Psi(f)^{*} \mathrm{~F} \otimes 1+1 \otimes(i+1)(\rho)^{1 / 2}|\widetilde{f}(0)| \mathrm{A} \tag{3.73b}
\end{align*}
$$

Let $\left\{h_{z i}\right\}$ be an orthonormal basis for $H_{z}$, where Z is an arbitrary bounded region in $\mathbb{R}^{3}$ with volume $V_{Z}$ (recall that the Hilbert space $H_{Z}$ is the subspace of $\AA^{2}\left(\mathbb{R}^{3}\right)$ formed by functions Whose support lies in $Z$. The number operator $N_{Z}$ for the region $Z$ is

$$
\begin{align*}
N_{z} & =\sum_{i} \pi_{\rho}\left(\Psi^{*}\left(h_{z i}\right) \Psi\left(h_{z i}\right)\right) \\
& =\sum_{i}\left[\begin{array}{l}
\Psi\left(h_{z i}\right)^{*} F \Psi\left(h_{z i}\right) F \otimes 1+\Psi\left(h_{z i}\right)^{*} F \otimes(i-1)(\rho)^{1 / 2}\left|\tilde{h_{z i}}(0)\right| A \\
+\Psi\left(h_{z i}\right) F \otimes(i+1)(\rho)^{1 / 2}\left|\tilde{h_{z i}}(0)\right| A+1 \otimes 2 \rho\left|\tilde{h_{z i}}(0)\right|^{2} A^{2}
\end{array}\right] \tag{3.74}
\end{align*}
$$

We now evaluate $\left(\Omega_{\rho}, N_{z} \Omega_{\rho}\right)$.

$$
N_{z} \Omega_{\rho}=N_{z} W_{F_{0}} \otimes 1
$$

$$
=\sum_{i}\left[\begin{array}{c}
0 \otimes 1+\Psi\left(\mathrm{h}_{\mathrm{Zi}}\right)^{*} \mathrm{~F} \Omega_{\mathrm{Fo}} \otimes(i-1)(\rho)^{1 / 2}|\tilde{\mathrm{zi}}(0)| \cos \theta \\
0 \otimes(i+1)(\rho)^{1 / 2}\left|\tilde{h_{\mathrm{zi}}}(0)\right| \cos \theta+\Omega_{\mathrm{Fo}} \otimes 2 \rho\left|\tilde{\mathrm{~h}_{\mathrm{zi}}}(0)\right|^{2} \cos ^{2} \theta
\end{array}\right],
$$

so

$$
\left(\Omega_{p}, N_{z} \Omega_{p}\right)=\sum_{i}\left(\Omega_{1}, \Omega_{0},(1)\left(1,2 p\left|\tilde{h}_{z i}(\theta)\right|\right)^{2} \cos ^{2} \theta\right)
$$

$$
=\sum_{i} 2 \rho\left|\tilde{h}_{z_{i}}(0)\right|^{2} \int_{0}^{2 \pi} \cos ^{2} \theta(\mathrm{~d} \theta / 2 \pi)
$$

$$
\begin{equation*}
=\rho \sum_{i}\left|\tilde{h}_{z i}(0)\right|^{2} \tag{3.75}
\end{equation*}
$$

Consider the function $f(x)$ that takes on the constant value 1 for $\mathbf{x} \in \mathrm{Z}$ and vanishes for $\mathrm{x} \notin \mathrm{Z}$. The expansion of $f(x)$ in terms of the basis $\left\{h_{z i}\right\}$ is

$$
\begin{equation*}
f(x)=\sum_{i} \tilde{h_{z i}}(0) h_{z i} . \tag{3.76}
\end{equation*}
$$

We can then use Parseval's formula to conclude

$$
\begin{equation*}
\sum_{i}\left|\tilde{h}_{z i}(0)\right|^{2}=\|f(x)\|^{2}=V_{z} \tag{3.77}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{Z}}$ is the volume of the region Z . Now the number density operator in the representation $\left\{S_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ is given by

$$
\begin{equation*}
\rho_{o p}=\lim _{\mathrm{z} \rightarrow \mathbb{R}^{3}} \frac{\mathrm{~N}_{\mathrm{z}}}{\mathrm{~V}_{\mathrm{z}}} . \tag{3.78}
\end{equation*}
$$

In the representations used here $\rho_{o p}$ is a constant. Thus it is clear that this limit exists. The expectation value of $\rho_{o p}$ is then (using (3.75) and (3.78))

$$
\begin{equation*}
\lim _{z \rightarrow \mathbb{R}^{3}}\left(\Omega_{\rho}, \frac{N_{z}}{V_{z}} \Omega_{\rho}\right)=\rho, \tag{3.79}
\end{equation*}
$$

so the representation $\left\{\delta_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ has the correct particle density.

We now discuss the inequivalence of the representations $\left\{\mathscr{S}_{\rho}, \pi_{\rho}\right\}$ corresponding to different densities $\rho$. The dependence of the representation on density is entirely contained in the second factor of the direct product

$$
\pi_{\rho}(W(f))=W(f)_{F} \otimes \exp \left\{i(2 \rho)^{1 / 2}|\widetilde{f}(0)| A\right\}
$$
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Since the representations are all faithful they are physically equivalent. If a bounded linear operator commutes with $\pi_{\rho 1}(W(f))$ then it will obviously commute with $\pi_{\rho 2}(W(f))$. This implies that the von Neumann algebras $\left\{\pi_{\rho 1}(W(f))\right\} "$ and $\left\{\pi_{\rho 2}(W(f))\right\} "$ are equal and the representations are quasiequivalent. They are not, however, unitarily equivalent. This is suggested by the fact that the operators $\exp \left\{i(2 \rho)^{1 / 2}|\widetilde{f}(0)| A\right\}$ on $\mathcal{L}^{2}\left(S^{1}\right)$ are unitarily inequivalent for different values of $\rho$. The eigenvalue equation for this operator is

$$
\begin{equation*}
\exp \left\{i(2 \rho)^{1 / 2}|\tilde{f}(0)| A\right\} \delta(\theta-\lambda)=\exp \left\{i(2 \rho)^{1 / 2}|\tilde{f}(0)| \cos \lambda\right\} \delta(\theta-\lambda) . \tag{3.80}
\end{equation*}
$$

This allows us to conclude that the eigenvalue $\exp \left\{i\left(2 \rho_{1}\right)^{1 / 2 \mid \tilde{f}}(0) \mid\right\}$ of $\exp \left\{i\left(2 \rho_{1}\right)^{1 / 2}|\widetilde{f}(0)| A\right\}$ is not an eigenvalue of $\exp \left\{i\left(2 \rho_{2}\right)^{1 / 2|\widetilde{f}(0)| A\}}\right.$ if $\rho_{1} \neq \rho_{2}$. Since the operators $\exp \left\{i\left(2 \rho_{1}\right)^{1 / 2}|\tilde{f}(0)| A\right\}$ and $\exp \left\{i\left(2 \rho_{2}\right)^{1 / 2 \mid}|\widetilde{f}(0)| A\right\}$ have different eigenvalues they cannot be unitarily equivalent. These eigenvalues do not seem to admit any physical interpretation. As we shall see below, however, they may be used to label the irreducible constituents of the representation $\left\{\boldsymbol{S}_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$. Note that when the system is finite we are working in the Fock representation for all densities. .

For any operator $T$ on $\AA^{2}(S)$ that commutes with $A, 1 \otimes T$ is an element of the commutant $\left\{\pi_{\rho}\left(\mathscr{M}\left(\mathbb{R}^{3}\right)\right)\right\}$, so the representation $\left\{\mathscr{S}_{\rho}, \pi_{\rho}, \Omega_{\rho}\right\}$ is reducible. Araki and Woods have shown that it is a direct integral of irreducible representations. They write
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$$
\begin{equation*}
\mathcal{L}^{2}(S)=\int_{0}^{2 \pi \oplus} M(\theta) d \theta / 2 \pi \tag{3.81}
\end{equation*}
$$

where $\operatorname{dim} M(\theta)=1$. They then use the result [Dixm2])

$$
\begin{equation*}
S_{F} \oplus \int_{0}^{2 \pi} M(\theta) d \theta / 2 \pi=\int_{0}^{2 \pi \oplus} S_{F} \oplus M(\theta) d \theta / 2 \pi \tag{3.82a}
\end{equation*}
$$

to decompose the representation space $\boldsymbol{\delta}_{\rho}$. With respect to this decomposition, the operators $\pi_{\rho}(\mathrm{W}(\mathrm{f}))$ are decomposed as

$$
\begin{equation*}
\pi_{\rho}(W(f))=\int_{0}^{2 \pi \oplus} \pi_{\theta}(W(f)) d \theta / 2 \pi \tag{3.82b}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi_{\theta}(W(f))=W(f) F \otimes \exp \left\{i(2 p)^{1 / 2}|\widetilde{f}(0)| \cos \theta\right\} . \tag{3.82c}
\end{equation*}
$$

The Fock representation is irreducible. Since $\operatorname{dim} M(\theta)=1$, it follows that the set $\left\{\pi_{\theta}(W(f))\right\}$ is irreducible in $\boldsymbol{S}_{F} \otimes \mathrm{M}(\theta)$. The representation $\left\{S_{\mathrm{F}} \otimes \mathrm{M}(\theta), \pi_{\theta}(\mathrm{W}(\mathrm{f}))\right\}$ is therefore irreducible. We may use the eigenvalues of the operator $\exp \left\{i(2 p)^{1 / 2 \mid}|\tilde{f}(0)| A\right\}$ to label these irreducible representations. Since the operators $\exp \left\{i(2 \rho)^{1 / 2}|\widetilde{f}(0)| \cos \theta\right\}$ are simply complex numbers, they are unitarily inequivalent for different values of $\theta$. This implies that the irreducible representations $\left\{\mathcal{S}_{\mathrm{F}} \otimes \mathrm{M}(\theta), \pi_{\theta}(\mathrm{W}(\mathrm{f}))\right\}$ are unitarily inequivalent. This shows, among other things, that the C.C.R. algebra $\mathcal{U}_{\mathbb{R}^{3}}$ admits an infinite number of unitarily inequivalent irreducible representations.

## INFINITE BOSE GAS

Araki and Woods also consider then case when the density is a function of momentum, $\rho=\rho(k)$. Once again the representation they construct is a direct integral of irreducible representations, which they demonstrate are unitarily inequivalent. More recently Lewis and Pulé [Lewi] and Cannon [Cann] have calculated the canonical and grand canonical equilibrium states over $\mathscr{\Omega}_{\mathbb{R}^{3}}$. The form that they obtain for the generating functional reduces to our $\mathrm{E}_{\mathrm{L}}(\mathrm{f})$ when the temperature goes to zero. We expect that the representations corresponding to different temperatures (and chemical potentials in the grand canonical case) are unitarily inequivalent, although neither of these papers shows this.
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## APPENDIX A

## THE HARMONIC OSCILLATOR REPRESENTATION

In this Appendix we construct a faithful representation of the C.C.R. algebra $\mathscr{\Omega}(\mathbb{R})$ corresponding to a system with one degree of freedom. This representation is is constructed with the aid of the annihilation and creation operators, familiar from most modern Quantum Mechanics texts,
and

$$
\begin{align*}
& a=\frac{q+i p}{\sqrt{2}}  \tag{A.1a}\\
& a^{*}=\frac{q-i p}{\sqrt{2}} . \tag{A.1b}
\end{align*}
$$

They satisfy

$$
\begin{equation*}
[a, a]=\left[a^{*}, a^{*}\right]=0, \tag{A.1c}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[a, a^{*}\right]=1 \text {. } \tag{A.1d}
\end{equation*}
$$

Consider the abstract vector $\mathrm{In}>$, where n is an arbitrary nonnegative integer. These vectors will form a basis for the representation space $\boldsymbol{S}_{\mathrm{h}}$. We initially define $E$ to be the set of all finite linear combinations of the In>, so that $E$ is a complex vector space. We define linear transformations $\pi_{\mathrm{h}}(\mathrm{a})$ and $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)$ on E by defining their action on the basis vectors,
and

$$
\begin{gather*}
\pi_{h}(a)|n\rangle \equiv \sqrt{n|n-1\rangle},  \tag{A.2a}\\
\pi_{h}\left(a^{*}\right)|n\rangle \equiv \sqrt{n+1}|n+1\rangle . \tag{A.2b}
\end{gather*}
$$

Note that $\pi_{\mathrm{h}}(\mathrm{a}) \pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)|\mathrm{n}\rangle=(\mathrm{n}+1)|\mathrm{n}\rangle$ and $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right) \pi_{\mathrm{h}}(\mathrm{a})|\mathrm{n}\rangle=\mathrm{n}|\mathrm{n}\rangle$, so that $\left.\left[\pi_{\mathrm{h}}(\mathrm{a}), \pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)\right][\mathrm{n}\rangle=\ln \right\rangle$, i.e., $\pi_{\mathrm{h}}(\mathrm{a})$ and $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)$ satisfy the commutation relations (A.1).

It is apparent that any basis vector $\ln >$ can be obtained by repeated application of $\pi_{h}\left(\mathrm{a}^{*}\right)$ to 10 ,

$$
\begin{equation*}
|n\rangle=\frac{\pi h\left(a^{*}\right)^{n}}{\sqrt{n!}}|0\rangle . \tag{A.3}
\end{equation*}
$$

To define a scalar product for E we introduce the conjugate vectors. For the basis vectors we define

$$
\begin{aligned}
|n\rangle^{\dagger} & =\left(\frac{\pi h\left(a^{*}\right)^{n}}{\sqrt{n!}}|0\rangle\right)^{\dagger} \\
& \equiv\left\langle 0 \frac{\pi h(a)^{n}}{\sqrt{n!}}\right.
\end{aligned}
$$

$$
\begin{equation*}
\equiv\langle\mathrm{nl}, \tag{A.4a}
\end{equation*}
$$

and for arbitrary $\Psi=\sum_{i=0}^{N} \alpha_{n} \ln >$ in $E$

$$
\begin{equation*}
\Psi^{\dagger} \equiv \sum_{i=0}^{N}<n \mid \bar{\alpha}_{n} . \tag{A.4b}
\end{equation*}
$$

The action of $\pi_{h}\left(a^{*}\right)$ and $\pi_{h}(a)$ on the conjugate basis vectors $<\mathrm{nl}$ is found to be
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$$
\begin{equation*}
<n\left|\pi_{h}(a)=<n+1\right| \sqrt{n+1} . \tag{A.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
<n \mid \pi_{h}\left(a^{*}\right)=<n-11 \sqrt{n} . \tag{A.5b}
\end{equation*}
$$

The conjugate vectors $\langle\mathrm{nl}$ can be obtained by repeated application of $\pi_{h}(a)$ to $<01$,

$$
\begin{equation*}
<\mathrm{nl}=<01 \frac{\pi_{\mathrm{h}}(\mathrm{a})^{\mathrm{n}}}{\sqrt{\mathrm{n}!}} . \tag{A.6}
\end{equation*}
$$

To define a scalar product for the basis vectors we define

$$
\begin{equation*}
\langle 0 \mid 0\rangle \equiv 1, \tag{A.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
(|n\rangle,|m\rangle) \equiv\langle n \mid m\rangle . \tag{A.7b}
\end{equation*}
$$

Using (A.4) and (A.6) we have

$$
\begin{align*}
(|n\rangle,|m\rangle) & \equiv\langle n \mid m\rangle \\
& =\langle 0| \frac{\pi_{h}(a)^{n}}{\sqrt{n!}} \frac{\pi_{h}\left(a^{*}\right)^{m}}{\sqrt{m!}}|0\rangle . \tag{A.8}
\end{align*}
$$

Now the commutation relations (A.1) imply that

$$
\frac{\pi_{h}(a)^{n}}{\sqrt{n!}} \frac{\pi_{h}\left(a^{*}\right)^{m}}{\sqrt{m!}}|0\rangle=\left\{\begin{array}{ll}
10\rangle & \text { if } n=m  \tag{A.9a}\\
0 & \text { if } n>m
\end{array}\right\},
$$

and

$$
<01 \frac{\pi_{h}(a)^{n}}{\sqrt{n!}} \frac{\pi_{h}\left(a^{*}\right)^{m}}{\sqrt{m!}}=\left\{\begin{array}{l}
<01 \text { if } n=m  \tag{A.9b}\\
0 \text { if } m>n
\end{array}\right\} .
$$

Substituting (A.9) into (A.8) then gives

$$
\begin{equation*}
(|n\rangle,|m\rangle) \equiv\langle n \mid m\rangle=\delta_{n m}, \tag{A.10}
\end{equation*}
$$

so the basis vectors are orthonormal with respect to the scalar product (A.7).

Consider the set

$$
\begin{equation*}
\left.\mathcal{S}_{n=\{\Psi}=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle: \sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2}<\infty\right\} \tag{A.11}
\end{equation*}
$$

and extend the scalar product to all of $\boldsymbol{S}_{\mathrm{h}}$ by defining

$$
\begin{align*}
(\Psi, \Phi) & =\left(\sum_{n=0}^{\infty} \alpha_{n}|n\rangle, \sum_{m=0}^{\infty} \beta_{m}|m\rangle\right) \\
& \equiv \sum_{n, m=0}^{\infty} \bar{\alpha}_{n} \beta_{m}\langle n \mid m\rangle \\
& =\sum_{n=0}^{\infty} \bar{\alpha}_{n} \beta_{n} . \tag{A.12}
\end{align*}
$$

This definition satisfies
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$$
\begin{aligned}
& \text { i) }(\Pi, \alpha \Psi+\beta \Phi)=\alpha(\Pi, \Psi)+\beta(\Pi, \Phi), \\
& \text { ii) }(\Phi, \Psi)=\overline{(\Psi, \Phi)}
\end{aligned}
$$

and
iii) $(\Psi, \Psi) \geq 0$, and $(\Psi, \Psi)=0$ only when $\Psi=0$,
for all $\Psi, \Phi, \Pi \in \mathscr{S}_{\mathrm{h}}$ and $\alpha, \beta \in \mathbb{C}$, so it does define a scalar product for $\mathscr{S}_{\mathrm{h}}$. We can use this scalar product to define a norm on $\boldsymbol{S}_{\mathrm{h}}$ as

$$
\begin{equation*}
\|\Psi, \Psi\|^{2} \equiv(\Psi, \Psi) \tag{A.13}
\end{equation*}
$$

Equipped with this norm, $S_{h}$ is a pre-Hilbert space. We now show that $\mathscr{S}_{h}$ is in fact a Hilbert space, i.e., we will show that all Cauchy sequences converge to an element of $\boldsymbol{S}_{\mathrm{h}}$. Consider a sequence $\left\{\Psi_{i}=\sum_{n=0}^{\infty} \alpha_{n}^{i} \mid n>\right\}$ in $S_{n}$. Using (A.13) we have

$$
\begin{equation*}
\left\|\Psi_{i}-\Psi_{j}\right\|^{2}=\sum_{n=0}^{\infty}\left|\alpha_{n}^{i}-\alpha_{n}^{j}\right|^{2} \tag{A.14}
\end{equation*}
$$

Assume that the sequence is Cauchy, so that for given any positive real number $\varepsilon$, there exists a positive integer $N(\varepsilon)$ such that $\left\|\Psi_{i}-\Psi_{j}\right\| \leq \varepsilon$ for all $i, j \geq N(\varepsilon)$. Using (A.14) we have

$$
\left|\alpha_{n}^{i}-\alpha_{n}^{j}\right|^{2} \leq \sum_{n=0}^{\infty}\left|\alpha_{n}^{i}-\alpha_{n}^{j}\right|^{2}
$$

$$
\begin{equation*}
\leq \varepsilon^{2} \tag{A.15}
\end{equation*}
$$

for all $i, j \geq N(\varepsilon)$. This implies that $\left|\alpha_{n}^{i}-\alpha_{n}^{j}\right| \leq \varepsilon$ for all $i, j \leq N(\varepsilon)$, i.e. the sequences of complex numbers $\left\{\alpha_{n}^{1}\right\}$ are Cauchy for each fixed $n$, and hence each $\alpha_{n}^{1}$ converges to a complex number $\alpha_{n}$. For an arbitrary finite integer $N>0$, it follows from (A.15) that

$$
\begin{equation*}
\sum_{n=0}^{N}\left|\alpha_{n}^{1}-\alpha_{n}^{j}\right|^{2} \leq \varepsilon^{2} \tag{A.16}
\end{equation*}
$$

for all $i, j \geq N(\varepsilon)$. If we then let $j \rightarrow \infty$, we obtain

$$
\begin{equation*}
\sum_{n=0}^{N}\left|\alpha_{n}^{i}-\alpha_{n}\right|^{2} \leq \varepsilon^{2} \tag{A.17}
\end{equation*}
$$

for all $\mathrm{i} \geq \mathrm{N}(\varepsilon)$. Since N is arbitrary, (A.17) implies that

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|\alpha_{n}^{i}-\alpha_{n}\right|^{2} \leq \varepsilon^{2} \tag{A.18}
\end{equation*}
$$

for all $\mathrm{i} \geq \mathrm{N}(\varepsilon)$. Now

$$
\begin{align*}
\left|\alpha_{n}\right|^{2} & =\left|\alpha_{n}-\alpha_{n}^{i}+\alpha_{n}^{i}\right|^{2} \\
& \leq 2\left(\left|\alpha_{n}-\alpha_{n}^{i}\right|^{2}+\left|\alpha_{n}^{i}\right|^{2}\right), \tag{A.19}
\end{align*}
$$

so that for all $\mathrm{i} \geq \mathrm{N}(\mathrm{e})$

$$
\sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2} \leq 2 \sum_{n 0}^{\infty}\left|\alpha_{n}-\alpha_{n}^{i}\right|^{2}+2 \sum_{n=0}^{\infty}\left|\alpha_{n}^{i}\right|^{2}
$$

$$
\begin{equation*}
<\infty \tag{A.20}
\end{equation*}
$$

where the last inequality follows from (A.18) and the fact that $\Psi_{i} \in \boldsymbol{S}_{\mathrm{h}}$. This then implies that $\Psi=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle$ is an element of $\boldsymbol{S}_{h}$. Now, for all $\mathrm{i} \geq \mathrm{N}(\varepsilon)$, (A.18) implies that

$$
\left\|\Psi-\Psi_{i}\right\|^{2}=\sum_{n=0}^{\infty}\left|\alpha_{n}-\alpha_{n}^{i}\right|^{2}
$$

$$
\begin{equation*}
<\varepsilon^{2} \tag{A.21}
\end{equation*}
$$

so that the Cauchy sequence $\left\{\Psi_{i}\right\}$ converges to $\Psi$, which is an element of $\boldsymbol{S}_{h} . \boldsymbol{S}_{h}$ is therefore complete, and hence a Hilbert space.

The action of the operators $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)$ and $\pi_{\mathrm{h}}(\mathrm{a})$ on $\boldsymbol{S}_{\mathrm{h}}$ will now be discussed. They are both linear transformations on $\boldsymbol{S}_{\mathrm{h}}$, but they are both unbounded. For example, $\left\|\pi_{h}\left(a^{*}\right) \mid n>\right\|=\sqrt{n+1}$ and $\left.\| \pi_{h}(a) \ln \right\rangle \|=\sqrt{n}$, which have no upper bound for all $n$, (note that $\|l n>\|=1$ ). Their domains are

$$
D\left(\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)\right)=\left\{\Psi \in \mathscr{S}_{\mathrm{h}}:\left\|\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right) \Psi\right\|<\infty\right\}
$$

$$
\begin{equation*}
=\left\{\Psi=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle: \sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2}(n+1)<\infty\right\}, \tag{A.22a}
\end{equation*}
$$

and

$$
D\left(\pi_{h}(a)\right)=\left\{\Psi \in S_{h}:\left\|\pi_{h}(a) \Psi\right\|<\infty\right\}
$$

$$
\begin{equation*}
=\left\{\Psi=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle: \sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2} n<\infty\right\} . \tag{A.22b}
\end{equation*}
$$

As expected, $\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)$ and $\pi_{\mathrm{h}}(\mathrm{a})$ are not defined on all of $\boldsymbol{S}_{\mathrm{h}}$. The domains $\mathrm{D}\left(\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)\right)$ and $\mathrm{D}\left(\pi_{\mathrm{h}}(\mathrm{a})\right)$ are, however, equal. It is convenient to characterize these domains in a different manner. Consider the "number" operator $N \equiv \pi_{h}\left(a^{*}\right) \pi_{h}(\mathrm{a})$. We have $\left.\left.\mathrm{N} / \mathrm{n}\right\rangle=\mathrm{nln}\right\rangle$, so the domain of $N$ is

$$
\begin{equation*}
D(N)=\left\{\Psi=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle: \sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2} n^{2}<\infty\right\}, \tag{A.23a}
\end{equation*}
$$

and the domain of $N^{1 / 2}$ is

$$
\begin{equation*}
D\left(N^{1 / 2}\right)=\left\{\Psi=\sum_{n=0}^{\infty} \alpha_{n}|n\rangle: \sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2} n<\infty\right\} . \tag{A.23b}
\end{equation*}
$$
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Comparing (A.23b) with (A.22), we see that $D\left(\pi_{h}\left(a^{*}\right)\right)=D\left(\pi_{h}(a)\right)=D\left(N^{1 / 2}\right)$. Since every finite linear combination of the basis vectors is contained in $D\left(N^{1 / 2}\right), D\left(N^{1 / 2}\right)$ is dense in $S_{h}$. Furthermore, for all $\Psi, \Phi \in D\left(N^{1 / 2}\right)$ we have

$$
\begin{equation*}
\left(\pi_{\mathrm{h}}(\mathrm{a}) \Psi, \Phi\right)=\left(\Psi, \pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right) \Phi\right), \tag{A.24}
\end{equation*}
$$

so that $\pi_{h}\left(\mathrm{a}^{*}\right)=\pi_{\mathrm{h}}(\mathrm{a})^{\dagger}$, the Hermitian adjoint of $\pi_{\mathrm{h}}(\mathrm{a})$.

We now construct a representation of $\mathcal{Q}(\mathbb{R})$ on $\boldsymbol{S}_{h}$, using $\pi_{h}\left(a^{*}\right)$ and $\pi_{\mathrm{h}}(\mathrm{a})$. For an arbitrary polynomial $\sum_{n, m=0}^{\infty} \alpha_{n m}\left(a^{*}\right)^{n}(a)^{m}$ we define

$$
\begin{equation*}
\pi_{\mathrm{h}}\left(\sum_{n, m=0}^{\infty} \alpha_{\mathrm{nm}}\left(a^{*}\right)^{\mathrm{n}}(\mathrm{a})^{m}\right)=\sum_{\mathrm{n}, \mathrm{~m}=0}^{\infty} \alpha_{\mathrm{nm}}\left(\pi_{\mathrm{h}}\left(\mathrm{a}^{*}\right)\right)^{n}\left(\pi_{\mathrm{h}}(\mathrm{a})\right)^{m} . \tag{A.25}
\end{equation*}
$$

In particular we have, using (A.1),

$$
\begin{align*}
& \pi_{h}(\mathrm{q})=\frac{\pi_{h}(\mathrm{a})+\pi_{h}\left(\mathrm{a}^{*}\right)}{\sqrt{2}},  \tag{A.26a}\\
& \pi_{h}(\mathrm{p})=\frac{\pi_{h}(\mathrm{a})-\pi_{h}\left(\mathrm{a}^{*}\right)}{i \sqrt{2}} . \tag{A.26b}
\end{align*}
$$

and

Both $\pi_{h}(q)$ and $\pi_{h}(p)$ are self adjoint, with domain $D\left(N^{1 / 2}\right)$. We now define

$$
\begin{gather*}
\pi_{h}(U(t)) \equiv e^{i t \pi_{h}(q),}  \tag{A.27a}\\
\pi(V(s)) \equiv e^{i s \pi_{h}(p),}  \tag{A.27b}\\
\pi_{h}\left(\sum_{n, m=0}^{N, M} \alpha_{n m} U\left(t_{n}\right) V\left(s_{m}\right)\right) \equiv \sum_{n, m=0}^{N, M} \alpha_{n m} \pi_{h}\left(U\left(t_{n}\right)\right) \pi_{h}\left(V\left(s_{m}\right)\right)(A .27 c)
\end{gather*}
$$

and

For arbitrary $\Psi, \Phi \in D\left(N^{1 / 2}\right)$ we have

$$
\begin{align*}
& \left(\pi_{h}(U(t)) \Psi, \pi_{h}(U(t)) \Phi\right)=\left(e^{i t \pi_{h}(q)} \Psi, e^{i t} \pi_{h}(q) \Phi\right) \\
& =\left(\Psi,\left(e^{i \mathrm{i}} \pi_{h}(\mathrm{q})\right) \dagger \mathrm{e}^{\mathrm{it}\left(\pi_{h}(\mathrm{q}) \Phi\right.}\right) \\
& =\left(\Psi, e^{-i t \pi_{h}(q)}\right)_{e^{i l} \pi_{h}(q)}(\Phi) \\
& =\left(\Psi, \pi_{h}(\mathrm{U}(-\mathrm{t})) \pi_{\mathrm{h}}(\mathrm{U}(\mathrm{t})) \Phi\right) \\
& =(\Psi, \Phi) . \tag{A.28a}
\end{align*}
$$

In a similar fashion we find

$$
\begin{align*}
\left(\pi_{\mathrm{h}}(\mathrm{~V}(\mathrm{~s})) \Psi, \pi_{\mathrm{h}}(\mathrm{~V}(\mathrm{~s})) \Phi\right) & =\left(\Psi, \pi_{\mathrm{h}}(\mathrm{~V}(-\mathrm{s})) \pi_{\mathrm{h}}(\mathrm{~V}(\mathrm{~s})) \Phi\right) \\
& =(\Psi, \Phi) \tag{A.28b}
\end{align*}
$$

This shows that $\pi_{h}(U(t))$ and $\pi_{h}(V(s))$ are well defined on $D\left(N^{1 / 2}\right)$, and are in fact bounded on $D\left(N^{1 / 2}\right)$. This, along with the fact that $D\left(N^{1 / 2}\right)$ is dense in $S_{h}$, shows that $\pi_{h}(U(t))$ and $\pi_{h}(V(s))$ are well defined on all of
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$\boldsymbol{S}_{\mathrm{h}}$. In addition,. (A.28) now holds for all $\Psi, \Phi \in \boldsymbol{S}_{\mathrm{h}}$, which implies that $\pi_{\mathrm{h}}(\mathrm{U}(\mathrm{t}))$ and $\pi_{\mathrm{h}}(\mathrm{V}(\mathrm{s}))$ are unitary operators on $\boldsymbol{S}_{\mathrm{h}}$. Since the infinitesimal generators $\pi_{h}(p)$ and $\pi_{h}(q)$ of $\pi_{h}(U(t))$ and $\pi_{h}(V(s))$ satisfy the commutations relations (1.7) (section 3.1), $\pi_{\mathrm{h}}(\mathrm{U}(\mathrm{t}))$ and $\pi_{\mathrm{h}}(\mathrm{V}(\mathrm{s}))$ satisfy the commutation relations (1.12) (section 3.1). The pair ( $\mathcal{S}_{h}, \pi_{h}$ ) therefore forms a representation of $\ell(\mathbb{R})$. Since the action of $\pi_{h}(U(t))$ and $\pi_{h}(V(s))$ on the vector l0> always produces a non-zero vector, this representation is faithful.


[^0]:    ${ }^{1}$ What we have done here is quite general. We have shown that the usual norm on the set of bounded linear operators on a Hilbert space is a $\mathrm{C}^{*}$-norm. If we know that a ${ }^{\circ}$ algebra has a faithful representation then we can conclude that it possesses a $C^{\circ}$-norm. If we can show that the "-algebra is complete with respect to this $\mathrm{C}^{\circ}$-norm then it is a $\mathrm{C}^{*}$ algebra and we can use the relation $\|A\|^{2}=\rho\left(A^{*} A\right)$ to derive a convenient expression for this $C^{\prime \prime}$-norm.

