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Abstract 

Flexible AC Transmission Systems (FACTS) devices are playing an increasingly 

important role in electrical power systems. They have been used to enhance the power 

system stability and performance. A Static VAr Compensator (SVC), one of the first 

breed of FACTS devices, is a fast controllable generator and/or absorber of reactive 

power and can contribute to improve system performance in a number of areas. 

This dissertation gives a survey of the prospective applications of SVC in power 

systems with particular emphasis on the use of SVC with supplementary adaptive 

controller to enhance system damping. The application areas are briefly outlined and the 

SVC is compared with other possible techniques. A relatively detailed description of the 

SVC, Recursive Least Squares (RLS) identification algorithm, Kalman Filter (KF) 

operating as parameters estimator algorithm and variable Pole-Shifting (PS) linear 

feedback control theory are given, supported by simulation studies to evaluate the SVC 

adaptive control performance. 
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Chapter 1 

INTRODUCTION 

1.1 Power System Interconnection and Control Systems 

Electric power interconnections and their control systems play a prominent role in 

reliable and stable operation of power systems. Growth in the interconnections such as 

the interconnections between the operating plants and distribution stations or substations, 

and the use of new technologies has increased the complexity of power systems. At the 

same time, financial and regulatory constraints have forced utility companies to operate 

the system closer than ever to its stability limits. As a result, proper analysis and design 

of controls in power systems has become very important. Adequate overall system 

performance will depend largely on the proper operation and performance of critical 

controls such as excitation systems, power system stabilizers (PSSs), static VAr 

compensators (SVCs), and the latest breed of control devices often referred to as flexible 

AC transmission systems (FACTS). The heavy reliance on controls requires a systematic 

procedure to analyze and design controls that demonstrate good performance for a wide 

range of operating conditions. 

Accompanying the above-mentioned trends has been an increasing tendency of 

power systems to exhibit oscillatory instability. For example, several instances of low 

frequency oscillations, associated with some machines in one part of the system swinging 

against machines in another part of the system, have been observed in the North 

American interconnected power systems in the past decade [1]. These phenomena are 

referred to as inter-area oscillations and have frequencies typically in the range of 0.11-1z 
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to 0.7Hz in multi machine interconnections. Those oscillations are due to the dynamics of 

inter-area power transfer and often exhibit poor damping where the aggregate power 

transfer over a corridor is high relative to the transmission strength [2]. With the growth 

of interconnections and the advent of open access and competition in the industry, inter-

area oscillations are more likely to happen, even under normal operating conditions. 

Controls once again have been the main tools used for the mitigation of inter-area 

oscillations. While power system stabilizers (PSSs) remain the main damping method, 

there is an increasing interest in using FACTS devices to aid the damping of these 

oscillations [3], especially when the damping effect from the PSSs alone is not enough. 

SVC is one of these FACTS devices where potential for damping inter-area oscillations is 

studied in this dissertation. 

1.2 Power System Damping Controller 

The primary function of introducing artificial damping is to make net damping 

positive. Even if the natural damping is already positive, there is a considerable benefit in 

increasing it to achieve stronger damping. However, if for example the natural damping 

of a power system is negative, one of the cures is to introduce artificial positive damping. 

Powerful damping decreases both the ratio of each successive swing to the preceding one 

and the amplitude of the first swing, thus enhancing the stability margin of the system. 

During the past few decades many methods have been investigated to improve the 

stability of the power systems. Generally, the damping control strategies can be divided 

into two major groups: 
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- Damping control at generation locations. 

- Damping control in the transmission path. 

1.2.1 Damping Control at Generation Locations 

Considerable effort has been devoted over many years to enhance power system 

stability in various ways such as system operating condition, configuration control [4, 5, 

6], generator input power control [7], and excitation control [8, 9]. Among the artificial 

damping methods discussed in the literature, it is found that the most economical one is 

the generator excitation control (with a supplementary signal in addition to the usual 

terminal-voltage signal), because the additional equipment required operates at a low 

power level (mW to Watts), whereas other methods (such as resistor braking and 

capacitor switching) need a much higher power level (MW or MVAr, respectively). 

Other advantages of the generator excitation control are: 

- It has much smaller time constant than the mechanical system. 

- An electrical control system is effectively a continuous acting system because of 

its small loop time constant and small sampling period. Therefore, it can give a smooth 

system response [10]. 

Effectiveness of damping produced by excitation control has been demonstrated 

both by simulation studies and by field tests. 

Several kinds of supplementary signals such as speed or frequency deviation, and 

accelerating power have been used with this type of control. 
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Generator supplementary excitation controller commonly referred to as power 

system stabilizer (PSS) has been studied since the 1950s. 

1.2.2 Damping Control in the Transmission Path 

There are two common ways used for damping control in the transmission path: 

1. High-Voltage Direct Current (HVDC) Transmission - This plays an 

important role in improving system stability [11, 12] since there is no requirement to 

maintain synchronism for HVDC. On the other hand, HVDC provides positive oscillation 

damping because an HVDC link can change its power flow, in accordance with AC 

system needs, much faster than any power plant. 

The principal disadvantage of HVDC is the cost and complexity of the 

rectification-inversion equipment. Another disadvantage is that HVDC will generate 

harmonics in the AC system [10]. 

2. Flexible AC Transmission System (FACTS) - The FACTS controllers have 

the ability to manage the interrelated parameters that constrain power system, such as 

series impedance, shunt impedance, phase angle, etc [5, 6, 13, 14]. Some FACTS 

controllers are listed below [15]: 

Static VAr Compensator (SVC) - uses thyristor valves to rapidly add or remove 

shunt-connected reactors and/or capacitors. 

Thyristor Controlled Series Capacitor (TCSC) - can vary the impedance 

continuously to levels below and up to the transmission line's natural impedance. 
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Static synchronous compensator (STATCOM) generates and/or absorbs reactive 

power and can be controlled by controlling the voltage. 

Unified power flow controller (UPFC) - obtains a net phase and amplitude voltage 

change that confers control of both active power and reactive power. 

Cost is the main drawback of FACTS controllers as well. 

1.3 Types of Power System Stabilizers 

The basic function of a PSS, supplying supplementary control through generator 

excitation system, is to extend the stability limits by modulating generator excitation to 

damp the oscillations of synchronous machine rotors relative to one another. These 

oscillations of concern typically occur in the frequency range of approximately 0.2Hz to 

2.5 Hz, and insufficient damping of these oscillations may limit the ability to transmit 

power. To provide damping, the stabilizer must produce a component of electrical torque 

on the rotor that is in phase with speed variations. The implementation details differ, 

depending upon the stabilizer input signal and control strategy employed. However, for 

any input signal the transfer function of the stabilizer must compensate for the gain and 

phase characteristics of the excitation system, the generator, and the power system, which 

collectively determine the transfer function from the stabilizer output to the component of 

electrical torque that can be modulated via excitation control. This transfer function is 

strongly influenced by voltage regulator gain, generator power level, and AC system 

strength. 
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1.3.1 Conventional Power System Stabilizers 

The first Conventional Power System Stabilizer (CPSS), proposed in the 1950s, 

was based on the use of a transfer function designed using classical control theory [16, 

17, 18]. It is the most commonly used fixed parameter analog-type device. A 

supplementary stabilizing signal derived from speed deviation, power deviation or 

accelerating power, and a lead-lag compensating network to compensate for the phase 

difference from the excitation controller input to the damping torque output, is introduced 

to the excitation controller. By appropriately tuning the phase and gain characteristics of 

the compensation network, it is possible to make a system have the desired damping 

ability [19]. The CPSS is widely used in today's excitation controls and has proved 

effective in enhancing power system dynamic stability [20, 21]. 

However, CPSSs are designed for a particular operating condition around which a 

linearized transfer function model of the system is obtained and it has its inherent 

drawbacks. Usually the operating condition where control is needed most is chosen [17]. 

The high non-linearity, very wide operating conditions and stochastic properties of the 

actual power system present the following problems to the CPSS: 

- How to choose a proper transfer function for the CPSS that gives satisfactory 

supplementary stabilizing signal covering all frequency ranges of interest? 

- Flow to effectively tune the PSS parameters? 

- How to automatically track the variation of the system operating conditions? 
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- How to consider the interaction between the various machines? 

Extensive research has been carried out to solve the above problems. Different 

CPSS transfer functions associated with different systems have been proposed [16, 17]. 

Various tuning techniques have been introduced to effectively tune PSS parameters [22, 

23]. Effective placement and mutual cooperation between the PS Ss in multi-machine 

systems have also been presented [24, 25]. To solve the parameter-tracking problem, 

variable structure control theory was introduced to design the CPSS [26]. All this 

research has resulted in great progress in understanding the operation of the PSS and 

effectively applying PSS in power systems. However, it cannot change the basic fact - the 

CPSS is a fixed-parameter controller designed for a specific operating point, which 

generally cannot maintain the same quality of performance at other operating points [27]. 

For this reason adaptive control, control that adapts its behaviour to changing system 

characteristics has so much potential to improve power system performance. The idea has 

led to the research and development of adaptive power system stabilizers (APSSs). This 

dissertation is an attempt to explore the effectiveness of an APSS, acting through a 

FACTS device, to improve power system damping. 

1.3.2 Adaptive Power System Stabilizers 

Most of above-mentioned problems relating to the CPSS can be solved practically 

by using adaptive control theories [28]. All adaptive control techniques can be classified 

in two categories [29], Direct Adaptive Control and Indirect Adaptive Control: 

1. Direct Adaptive Control - The main objective of this type of control is to 
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adjust controller parameters, so that the output coordinate of the controlled system can 

agree with that of a reference model. It is named the model reference adaptive control as 

shown in Fig. 1.1. 

Desired 

Reference 

Model 

Learning 

output Controller 

Learn 

Control 

Feed-back 

Generating 

Unit 

Fig. 1.1 Model reference adaptive control 

Plant 
Output 

The value of mismatch, Eqn. 1. 1, between the model, y,, and the controlled coordinate, 

y,,, of the system usually is used to perform parameter adjustment in the controller. 

ILVrYpII 

where c is the mismatch error. 

The derivation of an appropriate learning mechanism and the choice of a suitable 

reference model will determine the performance of this algorithm. 

2. Indirect Adaptive Control- The objective of this type of adaptive control is to 

control the system so that its behaviour has the given properties. The controller can be 
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thought in terms of two loops. The first loop, called the outer loop, consists of the 

controlled process and an ordinary linear feedback controller. The parameters of the 

controller are adjusted by the second loop, or inner loop, which is composed of an on-line 

parameter identifier. This kind of adaptive control is often referred as the self-tuning 

adaptive control shown in Fig. 1.2 

U(t) 

Controlled System 
To power system 

On-line Parameter Identification 

V 
Controller 

Fig. 1.2 Self-tuning adaptive control 

1.3.2.1 On-line Parameter Identifier 

y(t) 

On-line parameter identifier is the essence of the APSS that gives the PSS the 

ability to adapt. At each sampling instant, the input and output of the system are sampled, 

while a mathematical model is obtained by some on-line identification method to 

represent the dynamic behaviour of the system at that instant of time. For a time varying 

stochastic system, such as a power system, its dynamic behaviour varies from time to 
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time. With this on-line identifier, it is expected that the mathematical model obtained can 

track changes in the controlled system each sampling period. Obviously, the extent to 

which the identified model fits the dynamics of the actual system determines the failure 

or success of the APSS. For the above reason, the on-line identification methods have 

always been an important subject of research. 

1.3.2.2 Control Strategy 

Based on the identified model, the controller produces the control signal for the 

system. The control strategy is generally developed by assuming that the identified model 

is the true mathematical description of the system. However, since the power system is a 

high-order nonlinear stochastic continuous complex system, it is hard for the discrete 

identified model to precisely describe the dynamic behaviour of the power system. 

Consequently, it is desirable that the control strategy have good tolerance to the errors in 

the identified model. 

The above discussion on identifier and controller highlights two main points: 

Firstly, the on-line identifier should be improved to achieve an identified model 

that represents the controlled system as closely as possible. Secondly, the control strategy 

should have the ability to tolerate the identification errors. With these two parts working 

together, successful application of the APSS can be achieved. 

In the power system, the identified model of the system can be a Non-Minimum-

Phase (NMP) system, which restricts the application of some control strategies. 

Minimum Variance (MV) control strategy is one example [28, 41]. To overcome the 
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excessive control signal amplitude problem and the unstable feature of the NMP closed-

loop system, a Generalized Minimum Variance (GMV) technique has been proposed and 

widely used [42, 43, 44]. Though it is simple, its closed-loop performance does not often 

meet the needs of the controller designer. For example, stability, which is an important 

issue in control design, is not taken into consideration in the GMV control. 

Pole Assignment (PA) control strategy is also well known in adaptive control 

applications [45, 46]. It puts the emphasis on the closed-loop stability rather than the time 

domain responses. By choosing the closed-loop poles properly, the closed-loop system 

can be robust to some extent even if the identified model has some errors. However, 

selection of the proper closed-loop pole locations to meet the need of both the stability 

and time domain response requirements offers a hard task to the designer. 

Pole Shifting (PS) control strategy is a modified version of the PA control 

strategy [24, 47, 48]. In this strategy, controller parameters are selected on the basis that 

the closed-loop poles are shifted from the identified open-loop poles in a stabilizing 

direction (radially inward away from the unit circle in the z-domain). The amount of shift 

is determined by one parameter, called the pole-shifting factor, which can be adjusted to 

achieve desired damping. This control strategy simplifies the PA strategy because only 

one parameter needs to be selected. Obviously, the way to select the pole-shifting factor 

determines the behaviour of the controller. 

There are many other control strategies though not listed here individually. From 

past studies and experimental tests a fact that has been made quite clear is that the more 
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the number of controller parameters that need to be tuned manually, the more difficult it 

can be to apply in practice. A good controller not only produces satisfactory results, but it 

is also easy to use. Pole shifting control strategy exhibits such potential and thus is given 

the main attention in the dissertation. 

1.4 Applications of the Static VAr Compensator 

Static VAr compensators are shunt-connected VAr generators and/or absorbers 

whose output is varied so as to control specific parameters of the power system. 

HV bus 

8 

is 

PT 

.11 I   T ITI 

- Wi 1 
Controller 

vr-J 

TCR TSC 

Fig. 1.3 A typical SVC structure 

The term "static" is used to indicate that SVCs, unlike synchronous condensers, 

have no moving or rotating main components [49]. A typical structure of the SVC that 

consists of a thyristor-controlled reactor (TCR), a three-unit thyristor-switched capacitor 

(TSC) and a harmonic filter for filtering harmonics generated by TCR is shown in Fig. 

1.3. The TCR and TSC are connected in such a manner that the bus voltage stays at or 
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close to a constant level depending on the control scheme used. 

Since its first application in the late 1970s, the use of SVC in transmission system 

has been increasing steadily. By virtue of the ability to provide continuous and rapid 

control of reactive power and voltage, the SVC can enhance several aspects of 

transmission system performance including: 

Control of temporary overvoltages. 

Prevention of voltage collapse. 

Enhancement of transient stability. 

Increase in power transmission capability. 

The capability of the power transmission is the essential reason to locate the SVC 

and most of FACTS devices in the middle of the transmission line. The late E. W. 

Kimbark pointed out that with shunt capacitor voltage support at the mid-point of the 

transmission line (which he proved to be the optimal location) it is possible to transmit 

twice the power of the uncompensated line and to extend the steady-state stability limit 

[94]. This conclusion can be extended to the FACTS devices. 

Consider the simple two-machine power system shown in Fig. 1.4(a). in which ideal 

shunt controller is connected at the mid point of the transmission line and assuming that: 

(1.2) 
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(b) 
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Fig. 1.4 (a) Two machine power system, (b) corresponding phasor diagram and (c) 

power transmission vs. angle characteristic 

The midpoint in effect, segments the transmission line into two parts: the first segment 

with an impedance of, carries power from the sending end to the midpoint and the second 

segment also with an impedance ofY2 carries power from the midpoint to the receiving end. The 

midpoint compensator exchanges only reactive power with the transmission line in this process. 

The real power is the same at each part of the line, if lossless system is assumed. The relationship 

between voltages and currents given is shown in Fig. 1.4(b). such that: 

s,fl = 'mr = Vcos() (1.3) 

'SI,, = 'mr = I = .sin(/) (1.4) 
x 

then the transmitted real power is: 

P = V,,,rl,,,r = V,,,I511, cos(%) = Vt cos(%) (1.5) 



15 

P = 2 V2 /X(S'n Y2) 

Q = Vtsin() = 4V2/X(l—cos()) 

(1.6) 

(1.7) 

The relationship between real power P, reactive power Q and angle S for the case 

of ideal shunt compensation is shown in Fig. 1.4(c). It can be observed that the midpoint 

shunt compensation can significantly increase the transmittable power (doubling its 

maximum value) at the expense of rapidly increasing reactive power demand on the 

midpoint and also on the end-generators. 

It is also evident that for the single line system, the midpoint of the transmission 

line is the best location for the compensator and this is because the voltage along the 

uncompensated transmission line is the largest at the midpoint. Also, the compensation at 

midpoint breaks the line into two equal segments for each of which the maximum 

transmittable power is the same. For unequal segments, the transmittable power of the 

longer segment would clearly determine the overall transmission limit. The concept of 

transmission line segmentation can be expanded to the use of multiple compensators 

located at equal segments of the transmission line. The transmittable power would double 

with each doubling of the segments for the same overall length. Furthermore, with the 

increase of the number of segments, the voltage variation along the line would rapidly 

decrease approaching the ideal case of constant voltage profile. 

Fast response feature of the SVC also provides other opportunities to improve 

power system performance. By introducing a supplementary controller superimposed 

over its voltage control loop, as shown in Fig. 1.5, the SVC can be used to increase the 
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system damping for undesirable inter-area oscillations. The careful design of the 

supplementary damping controller (SDC) is again necessary for the SVC to achieve 

effective damping. 

The current industry practice for the design and analysis of controls consists of 

conventional linear analysis tools coupled with detailed nonlinear simulation of the 

designed control settings. While this procedure is practical and has served the purpose in 

the past, it lacks a systematic approach and does not guarantee robustness. Furthermore, it 

provides little insight and understanding of the parameters that have the most effect on 

robustness. Consequently, this approach offers little guidance for control design. 

VpF 

ysvc 

U(t) 

Voltage control loop 
Var output 

Damping control loop 
Control input 

Fig. 1.5 Supplementary damping scheme for SVC 

The past few decades have witnessed a significant development in control 

systems mainly directed at understanding robustness properties of control systems. The 

purpose of those efforts is to obtain closed-loop systems that are stable and meet 

performance objectives despite the presence of plant uncertainties and parameter 

variations, i.e., provide robust stability and performance. The tools that have been 

developed for robustness analysis and synthesis have the potential to positively impact 

the way power system controls are analyzed and designed. 
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1.5 Dissertation Objective 

The primary objective of this thesis is to develop and design an Adaptive Power 

System Stabilizer (APSS) based on the pole-shift linear feedback control algorithm for 

application on an SVC located at the middle of a transmission line. 

In order to achieve this goal, the following topics are studied and discussed in the 

dissertation. To be more specific, the objective of the dissertation includes the following 

four aspects: 

1- A third-order discrete auto-regressive moving average (ARMA) model is used 

to describe the power system that includes the SVC device installed on the bus 

in the middle of the system. 

2- The Recursive Least Square (RLS) and the Kaman Filter (KF) system 

identification techniques are applied to the system model to track the dynamic 

behaviour of the power system and update the controller to develop and 

design an Adaptive Power System Stabilizer (SAPSS). 

3- Variable Pole-Shifting control uses the on-line, updated regression 

coefficients to calculate the close-loop poles of the system. The unstable poles 

are shifted inside the unit circle, in the z-plane, and the control is calculated so 

as to attain the desired performance. 

4- Behaviour of the proposed adaptive controller applied to the SVC device 

under a single machine power system environment and multi-machine power 
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system environment is studied carefully with different operating conditions in 

order to investigate and verify the designed controller. 

1.6 Dissertation Contributions 

The most three important contributions of this dissertation are summarized below: 

1- Performanee of the RLS and the KF identification techniques used to track the 

behaviour of the system and estimate its parameters in order to update a linear 

11 
pole shifthg feedback controller to perform the proposed adaptive SVC 

controller, is cothpared. Although the two identification algorithms are found 

to hav,p the same accuracy, the RLS-estimator requires less convergence time 

than the KF-estimator. 

2- In order to verify the results of the controller and demonstrate that the 

adaptive SVC controller provides more effective damping than a conventional 

power system stabilizer, the proposed adaptive SVC controller is simulated on 

two systems: 

- A single machine connected to an infinite bus system with an SVC at the 

middle bus. 

- A multi-machine power system with five-machines and an SVC. This system 

exhibits local and inter-area modes of oscillations. 

3- The combination of a self-tuning adaptive controller located at the generating 

unit and an adaptive controller applied to the SVC connected to the middle 
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bus of a single machine infinite bus system are employed to enhance power 

system stability. 

1.7 Dissertation Organizations 

This thesis is composed of 6 Chapters. In addition to the introductory Chapter, 

the dissertation has five chapters as outlined below: 

A third order ARMA-model used to perform the power system simulation model 

and system identification with the feasibility of RLS and KF identification techniques are 

discussed in Chapter 2. 

In Chapter 3, basic concepts of the pole-shifting control strategy are introduced 

first. Then, a self-optimizing method to determine the pole-shifting factor for the pole-

shifting control strategy is described [50, 51]. Details of the proposed method and its 

advantages compared with the existing methods are also given. 

The simulation results of the proposed SAPSS are carried out on a single-machine 

power system in Chapter 4. Results are provided for a variety of disturbances and 

operating conditions. 

Chapter 5 presents the simulation studies of the proposed SAPS S on a multi-

machine power system environment. 

Finally, conclusions and comments on future research are given in Chapter 6. 
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Chapter 2 

SYSTEM IDENTIFICATION AND MODEL 

2.1 Introduction 

System identification is a very important research area. It is widely used in many 

disciplines, such as broadcast theory, geology, hydrology, communication, control, etc. 

The earliest used identification method is the least squares method. 

The history of the least squares method began in 1795 when the inventor of this 

approach, Karl Friedrich Gauss, formulated its concept and used it 'for astronautic 

computations [52]. Since that time the method of least squares has been applied to many 

problems. Its properties have been analyzed and numerical procedures have been 

proposed in order to obtain better results with a reasonable number of arithmetic 

operations [53, 54]. 

The problem of identification can be formulated as the evaluation of a system 

model representing the essential aspects of an existing dynamic system and representing 

the knowledge of that system in a useful form [55]. Although system identification 

includes both the parameters and model identification, only the parameters identification 

is discussed here for use in self-tuning control. 

Identification algorithms may be off-line or on-line. The off-line or non real-time 

algorithms are generally more accurate than on-line or real-time algorithms since they 

may reprocess data several times. In self-tuning control applications, on-line algorithms 

are used since all data must be processed in real time. Another important feature of on-
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line identification is that it only stresses the very important features of the system, i.e., the 

final model should represent only the essential properties of the dynamic system and 

present these properties in a suitable form. It means that it is not expected to obtain an 

exact mathematical description of the physical system and that it is preferred to have a 

model fitted for the specific application. The general requirement for a system 

identification algorithm can be summarized as follows [56]: 

o it should be mathematically tractable. 

o It should be easy to implement. 

o It should be generally applicable. 

o It should yield an optimal identification. 

o It should yield an acceptable speed of convergence. 

It is generally recognized that an appropriate mathematical model, a proper test 

input signal and a pre-selected identification scheme are the three main aspects in system 

identification [40] and all these aspects are closely connected. 

2.2 System and Model 

The system is a physical object that generates the observed output signal y(l) at 

time 1. Many systems also have a measurable input signal u1(t). For a stochastic system, 

any one or both of the system input and system output may be corrupted with noise as 

shown in Fig. 2.1. In this thesis only the single input and single output system is 
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discussed. 

(t) 

(t) 
System + 

X (t) 

(1) 

Y  

Fig. 2.1 Block diagram of a stochastic system 

Knowledge of the system properties is generally called a model. It can be given 

by any one of several forms, graphical models and/or mathematical models. In order to 

solve a power system problem, a model of the system is always necessary. For some 

purposes, the model does not need to be very sophisticated. Mathematical models, 

however, are necessary when complex design problems are treated. Although all practical 

problems are non-linear, good regulation can generally be achieved by using a linear 

model or transfer function given by local linearization around the current operating point. 

The mathematical models considered in this thesis are of the discrete form (difference 

equation) due to the digital computer application. There are two main forms of discrete 

mathematical models frequently used in adaptive control design; Auto-Regressive 

Moving-Average (ARMA) model and Auto-Regressive Moving-Average Exogenous 

(ARMAX) model. The following explanation is a brief clarification of these two models. 

2.2.1 ARMA Model 

The model takes the form: 

A(z')y(t) = z'B(z')u1(t)+C(t) (2.1) 
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where 

y(() is the system output signal 

u(t) is the system input signal 

('1) is a white noise signal 

1 is the system delay 

A(z') and B(i'), polynomials in the delay operator i, are defined as: 

A(z 1) =1+a1z' +a2z2 +...+a,,z" 

and 

(2,2) 

B(z')=b1z' +b2z2 +...+b,,hz" (2.3) 

a ≥ nb + I 

The graphic representation of this model is shown in Fig. 2.2. 

(t) 

System 
y(t) 

Fig. 2.2 Block diagram of an ARMA model 
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2.2.2 ARMAX Model 

The generalized stochastic system is shown in Fig. 2. 1, in which u1(s) and y(t) are 

observed as input and output sequences signals, respectively. These signals are corrupted 

with white noise 't,) and ('1), respectively. Then the system's input and output can be 

expressed as: 

W(t) = u(t) + (t) (2.4) 

X(t) = Y(') - (t) (2.5) 

Suppose that the system model satisfies the following linear difference equation 

A(z' )x(t) = z'B(z' )w(t) (2.6) 

where A('i') and B(Y) are defined in Eqns. 2.2 and 2.3, respectively. 

Substituting Eqns. 2.4 and 2.5 in Eqn.2.6 and re-arranging gives 

A(z' )y(t) = z'B(z 1 )w(t) + C(z 1 )(t) (2.7) 

where (t) is a white noise signal and C(z'), a polynomial in z', is 

C(z') =1+c1z' +c2z 2 +...+c,,z- I,', (2.8) 

where 

c1,(i =1,...,n) is a function of a, (j =1,...,n(,),b,(,(k ="••'b)' and 1 = 0. 

The model presented by Eqn. 2.7 is called Auto Regressive Moving Average 
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Exogenous (ARMAX) model. 

Other models, such as state space models, are generally used for the multi-input 

multi-output systems. 

The selection of the mathematical model mainly depends on the information 

known about the system. Mainly, mathematical models decide the identification 

algorithm that should be used. For this reason, a reasonably simplified mathematical 

model is sometimes necessary for practical use. 

2.2.3 Test Signal 

It is commonly recognized that in order to identify a system, the system has to be 

excited, otherwise no information can be obtained from the system [57]. It is also well 

known that significant simplification in the computations can be achieved by choosing an 

input signal of a special type, e.g., impulse function, step function, white noise, sinusoidal 

signal, pseudo-random binary noise. 

From the point of view of the proposed application it seems highly desirable to 

use techniques that do not need strict limitations on the input. But this is almost 

impossible in practice. The natural question then becomes; if the input signal can be 

chosen, how should it be done? It has been proved that the persistent excitation is a 

sufficient condition to generate consistent estimation for least squares and maximum 

likelihood identification techniques [58]. 

Two kinds of input signals, the Pseudo-Random Binary Signal (PRBS) and the 
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white noise, are commonly used in the self-tuning control. It is verified that these signals 

can satisfy the persistent excitation conditions as demonstrated in [59]. 

Many identification procedures require that the input signal be independent of the 

disturbances acting on the process. If this condition is not fulfilled it might still be 

possible to identify the parameters, but there is no guarantee that the estimated 

parameters are the correct parameters. Each specific case must, however, be analyzed in 

detail. 

Apart from persistent excitation condition, many applications require that the 

output be kept within specified limits during the experiment. In these cases, there is 

sometimes a constraint on the magnitude of disturbance to the system produced by the 

input signal. This can usually be satisfied by a constraint on the energy of the input 

signal. Design of the input signal can significantly influence the accuracy of parameter 

estimation when the observations are corrupted by noise. There have been many studies 

concerned with the selection of the best input signal [57]. 

2.3 Identification Scheme 

Different identification quality criteria will result in different identification 

schemes. As mentioned before, selection of the identification algorithm mainly depends 

on the mathematical model used, and usually it will affect the next step, i.e. control 

computation. Generally speaking, more sophisticated identification methods will require 

more computation time. For this reason, when designing an on-line identifier, a 

compromise must be made between the quality of identification and a reasonable 
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computation time among all possible identification methods. 

Several methods of recursive identification are used to identify parameters [53, 

60, 61, 62, 63], for example: 

Recursive Least Squares (RLS) identification 

Recursive Extended Least Squares (RELS) identification 

Recursive Maximum Likelihood (RML) Method 

The Bayesian Estimation 

The Square Root Filtering 

Kalman Filter as Parameter Estimator 

The above list is not exhaustive. In this dissertation, both of the recursive least 

squares identification technique and the Kalman Filter are used to track the parameters of 

the system. 

2.3.1 Recursive Least Squares Identifier 

Among different identification algorithms for on-line identification, Recursive 

Least Squares (RLS) methods have the advantages of simple calculation and good 

convergence properties. The Recursive Least Squares identification method has the 

following general features [64]: 
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• It is a central part of adaptive systems where the action is based on the most 

recent model. 

Its requirement on primary memory is relatively modest, since not all data are 

stored. 

It can be easily incorporated into real-time algorithms that are aimed at 

tracking time-varying parameters. 

The parameter estimates are computed recursively in time. Most adaptive systems 

are based on recursive identification. As shown in Fig. 2.3, the estimated model of the 

system is available all the time and is used to determine the parameters of the controller. 

In this way, the controller will be dependent on the previous behaviour of the system. If 

an appropriate principle is implemented to design the controller, then the controller 

should adapt to the changing characteristics of the system. 

System 

Regulator 

RLS 
Identifier 

.4  

.4  

Fig. 2.3 A general scheme for RLS 

Theoretically, RLS has been developed for use with time-invariant systems. 

Mainly, the RLS identification technique is used to treat linear regression models such as 
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Eqn.2.1. 

This algorithm always gives the optimal unbiased parameter estimation for an LR 

model. For this reason, the model of Eqn. 2.1 is sometimes referred to as the least squares 

model [60]. 

Equation 2.1 can be rewritten as: 

Y(t) = Or (t)(t) + (t) (2.9) 

where G'i, is the parameter vector 

0(1) = a1 a2 ... a11 b1 b2 ... b,, ]" (2.10) 

and is the measurement vector 

= II- y(/ —1) ... - y(t - n11) u, (1 - / —1) ... u, (1 - I - 'b )J' (2.11) 

A 

y(t), the predicted value of the system output, y('), is given by 

A AT 

Y(t) = 0 (1)qi(t) 

and the prediction error is defined as 

(2.12) 

e(t) = y(t) - y(t) (2.13) 

The RLS identification algorithm can be described by the following recursive set 

of equations [53]: 



30 

K(t)  P(t - 1)(t)  = 
2(1) + 9T (1)P(1 - 1)(P(t) 

(2.14) 

P(t) = P(t —1) -  K(t)fp7 (t)P(t —1)  

2(t) 

A A 

0(t) = 0(t —1) + K(t).e(t) 

(2.15) 

(2.16) 

where P is the covariance matrix, K is the gain vector and 2 is the forgetting factor. The 

criterion of the RLS identification is to determine the most likely value, 9(1), of 0(1) that 

will minimize the sum of the squares of the prediction errors: 

1N 

J= N ,%N (2.17) ie 2 (t) — 

where 2<1 

and N is the simulation sampling rate 

The purpose of using the forgetting factor is to overcome problems in the 

practical use of the RLS. Theoretically, RLS is developed for a time-invariant system. As 

can be seen from Eqn. 2.16, the estimated parameter set, 9(1), is the weighted sum of the 

last estimation and the new prediction error, e(1). For a time-invariant system, as time 

increases, 9(t) tends to converge to the true value. The prediction error, the gain vector, 

K(t) , and the covariance matrix, P(t),also tend to be zero. This means the new 

measurement will not make any contribution to the parameter estimation. This does not 

cause any serious problems for time-invariant systems because the estimated parameters 
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have reached the true value. However, the main aim of using the self-tuning control is for 

time-varying systems. When the RLS is used for this type of system, the following 

problem will arise [65]. 

As K(t), used for updating the adaptive parameters, decreases in time, the system 

model error is less taken into account and that will affect the tracking of the parameters. 

One way to overcome this problem is to periodically reset the P(t) matrix to either a fixed 

initial value or a value depending on the latest matrix. However, in this case, all the past 

information stored in the covariance matrix will be lost [64]. 

The RLS algorithm with a forgetting factor works best in real time because the 

gain matrix does not need to be reset. In addition, past errors are gradually forgotten and 

more attention is paid to recent information [37-65]. The smaller the value of 2, the 

quicker the information in the previous data will be forgotten [64]. 

A fixed forgetting factor has been used successfully in practical applications. 

Many results show that if the system is always properly excited, this algorithm will give 

good parameter tracking property for the time varying system. However, there exist 

systems which are not always properly excited. These situations can happen in power 

systems. In this kind of a system, the injected test signal cannot be too large in order to 

guarantee normal operation. The random system perturbations then become the main 

excitation sources. During the normal operating conditions, the system is poorly excited, 

whereas under the large disturbances, the system is over excited. Use of the fixed 

forgetting factor RLS identification is likely to face the following problems: 
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It is difficult to select an appropriate value of 2 that always gives the best 

estimates of the parameters. 

A small value of 2 gives good parameter tracking for the case of large 

disturbances but also makes the parameters more sensitive to the system noise. 

A large value of 2 gives smooth parameter estimation that is useful for the steady 

state operation but results in a slow parameter tracking speed. 

The so called P matrix 'blow-up' some times happens. This problem occurs when 

the fixed forgetting factor 2 is used and the slowly time-varying system operates in 

steady state for a long time. In this case, as the prediction error tends to zero, Eqn. 2.15 

can be approximately represented by [66] 

P(t) 
P(t — l)  

= 

2 
(2.18) 

This can be obtained by putting (p(t) = 0 in Eqn. 2.15. This means that the P('t) 

matrix will exponentially tend to infinity. When P(1) becomes very large, any disturbance 

from the system will result in an inappropriate parameter estimation and then a very 

undesirable control action. This sometimes makes the system unstable. 

Many methods have been proposed to solve this problem, such as [57, 67, 68, 69]: 

Putting a limit on the P(1) matrix, keeping the trace of P(t) matrix constant in each 

iteration, updating the parameters and the covariance matrix P when P'i) or q(l) are 

sufficiently small, discounting data only when new information is detected, and switching 
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)t between two values associated with two typical operating conditions (steady state and a 

certain reasonable disturbance). 

For a near deterministic system, the estimation error will tell something about the 

state of the estimator at each step. If the error is small, a reasonable strategy will be to 

retain as much old information as possible by choosing a forgetting factor close to unity. 

If, on the other hand, the error is large, the estimation sensitivity should be increased by 

choosing a smaller value for the forgetting factor. This will shorten the effective memory 

length of the estimation until the parameters are readjusted and the error becomes small. 

The forgetting factor can be updated on line using the following formula [57]: 

{i +,P  (t - 1).K(t)}e2 (t)  
=1 

where 1, a pre-selected constant, can take any value between 0 and 1 (0 ≤I≤1). 

Equation 2.19 can be explained as follows: 

(2.19) 

If the system is running at steady state, e(t) will be very small or equal to zero. 

This forces A near or equal to one which prevents the P(t) matrix from blowing up. Upon 

the occurrence of a disturbance, A. decreases as e(t) increases. This improves the 

parameter tracking property of the identifier. 

Combining Eqn. 2.19 with Eqns. 2.14 through 2.16 results in the variable 

forgetting factor recursive least squares identification. This identification ensures that the 

estimation is always based on the same amount of information. 
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2.3.2 Kalman Filler as Parameter Estimator 

Within the significant toolbox of mathematical tools that can be used for 

stochastic estimation from noisy sensor measurements, one of the most well-known and 

often used tools is what is known as Kalman Filter (KF). The Kalman Filter is named 

after Rudolph E. Kalman who in 1960 published his famous paper describing a recursive 

solution to the discrete- data linear filtering problem. Since that time, due in large part to 

advances in digital computing; the Kalman Filter has been the subject of extensive 

research and application, particularly in the area of autonomous and assisted navigation. 

Plant 

Kalman Filter 

Estimator I  

Controller 
I  

Fig. 2.4 A general scheme for kalman filter 

The Kalman Filter is simply a recursive data processing algorithm in the form of a 

set of mathematical equations that provides an efficient computational means to estimate 

the behaviour of a process, in a way that minimizes the mean of the squared error 

between the actual output and the estimated value [90]. 
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Most of the self-tuning systems are based on recursive identification. The 

parameters, using the Kalman Filter, are also computed recursively in time. As shown in 

Fig. 2.4, the model of the on-line estimation system should at all time be determining the 

system parameters and updating the controller, which always depends on the previous 

values of the estimator. 

In addition to good convergence properties and simple calculations, the Kalman 

filter as parameter estimator has the following important properties [91]: 

- The Kalman Filter is a linear, discrete- time finite dimensional system. 

The Kalman Filter gain matrix and the error covariance are independent of the 

measurement process. Thus they can be pre-computed before the estimator is 

run. This will substantially reduce the amount of the on-line computation, 

thereby making it more suitable for real- time work. 

- The error covariance matrix is unconditional associated with Kalman Filter. 

As it has been mentioned before, the linear regression model of Eqn.2. 1 is 

sometime referred to as the least square model. KF as parameters estimator algorithm is 

one of the optimal unbiased parameters estimators for the linear regression model [92, 

93]. 

Assuming that the parameters are constant, the linear regression difference 

equation shown in Eqn. 2.1 can be rewritten simply as: 

Y(t) = Or (t)(t) + C(t) (2.20) 
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where the parameter vector 0(t) is given by 

0(t) = [a1 (12 ... a,,,, b b2 

and the measurement vector ço't, is given by 

bIlb ]T (2.21) 

(p(t) = [- y(t —1) ... - y(t - n) a, (t —1-1) ... u, (t - I - 'b )]7 (2.22) 

A 

Then the predicted value y(t) for the system output y(t) is given by 

A AT 

Y(t) = 0(t)9(t) 

The prediction error is defined as 

e(t) = y(t) - y(t) 

(2.23) 

(2.24) 

The Recursive Kalman filter identification algorithm can be described by the 

following recursive set of equations [64]: 

K(t) - -  P(t - 1)9(t)  
1+VT(t)P(t - 1)9(t) 

P(t)=P(t-1) P(t —1)p(t)p'Q)P(t —1)  

[1+ p7 (t)P(t - l)p(t)J 

(2.25) 

(2.26) 

0(t) = 0(t —1) + K(t)e(t) (2.27) 

where K is the gain vector, P is the covariance matrix and R is the error covariance 
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matrix. The parameter vector 0(1) is based on minimizing the sum of the squares of the 

prediction errors. 

The matrix R is a constant diagonal matrix with the diagonal elements chosen 

by a trade-off between alertness and ability to track time variations of the parameters on 

the one hand and good convergence properties and small variance of the estimates for 

time —invariant systems on the other. 
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Chapter 3 

VARIABLE POLE-SHIFT LINEAR FEEDBACK CONTROL 

3.1 Introduction 

A general discussion on the use of the recursive least squares algorithm and 

kalman filter is given in Chapter 2. RLS and KF algorithmic methods are conceptually 

understood and have a large body of theoretical results relating to stability and 

performance. 

In this Chapter an adaptive Pole Shifting (PS) control algorithm which combines 

the advantages of Minimum Variance (MV) and Pole Assignment (PA) control 

algorithms [70, 71] is described. 

3.2 Pole-Shifting Control 

3.2.1 Background 

The MV control algorithms [30, 41, 42] optimize the system output response 

directly. They are fast, but are not easily susceptible to stability analysis of the closed-

loop system. The PA control algorithm [45] places emphasis on the stability of the 

closed-loop system rather than the system output response directly. In the PA algorithm, 

the closed-loop poles are assigned to specific locations within the unit circle in the z-

domain corresponding to the desired response and stability margin of the controlled 

system. With proper choice of the closed-loop poles it can yield satisfactory dynamic 

response. The algorithm can always assure closed-loop stability as long as the identified 
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parameters converge to their true values and there are no control limits. However, it is not 

easy to choose suitable closed-loop pole locations, especially if the system operates over 

a wide range. Also, there is a conflict between the response speed and the stability of the 

closed-loop system. 

Both MV and PA algorithms have their unique strengths and weaknesses as 

shown by studies performed on the relationship between these algorithms [72]. 

Additional control algorithms have been developed in recent years to obtain more 

effective and flexible adaptive controllers. Among them, the Pole-Shifting control 

algorithm described in [34, 57, 73] has a special characteristic that makes it suitable for 

APSS application. 

The variable pole-shift control algorithm self-searches the optimal value of the 

pole shift factor according to the minimization of the performance index. The 

performance index employs the MV criterion. Also, during optimization, the closed-loop 

poles are restricted to be within the unit circle in the z-domain for the stability of the 

closed-loop system. Since no coefficients need to be tuned manually in this control 

algorithm, manual parameter tuning (which is a drawback of the CPSS) is minimized. 

3.2.2 Concepts 

Consider the system, shown in Fig. 3. 1, is modeled by 

A(z' )y(t) = B(z )u (t) +C(t) (3.1) 

where y(4), u(t), ') are system output, system input and white noise respectively. A (1'), 
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B(z 1) take the form 

A(z')=1+a1z' +...+a,z'+...+a,,z"" (3.2) 

B(z')=b1z' +...+b1z' +...+b,,z (3.3) 

where n, ≥ nb + 1. 

Fig. 3.1 A general system model with a feed-back control 

Suppose the system parameters a,, b, are fixed or obtained on-line using a system 

parameter identifier (RLS algorithm). The computation of the control signal u'1, using the 

PS algorithm [73, 74] is briefly described below. 

Assume the feedback loop has the form 

u(t) - G(z')  

y(t) - F(z') 

where 

F(z')=1+f1z +...+f1z'+...+f,,1z" 

G(z 1) = g0 +g1z' +...+g1z' +...+g,,gz_lI 

and 

(3.4) 

(3.5) 

(3.6) 
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= 11b — 1 51 11g = "a - 
(3.7) 

From Eqns. 3.1 and 3.4 the closed-loop characteristics polynomial T(i1) can be 

derived as 

T(z') =A(z')F(z)+B(z')G(z') (3.8) 

Unlike the PA control algorithm in which T(1') is prescribed, the PS control 

algorithm makes T(i1) take the form of A(i1) but the pole locations are shifted by a 

factor a, i.e. 

A(z')F(z')+B(z')G(z')=A(az') (3.9) 

Expanding both sides of Eqn. 3.9 and comparing the coefficients gives 

0 b1 

0 b2 

0 0 

b1 0 

b2 

a,,,, 1 b,,b . . bi 

0 a,, a1 0 b,,b . b7 

0 0. 

0 0 . a,, 0 0 . b,, - 

or in a matrix form 

1 

fill 

90 

- a1(a-1) - 

a2 (a' —1) 

a,,, (a" —1) 

0 

0 

(3.10) 

M.w(a) = L(a) (3.11) 

Since the system parameters ai and bi are determined by the on-line identifier, the 

control parametersfij and g, can be solved in order to calculate the control signal u(1) if the 
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shifting factor a is fixed. In this case, the pole shifting control algorithm falls into a 

special case of the pole assignment control algorithm [73]. It is evident that the rule 

determining the pole shifting factor is very important. It is desirable, for optimum 

performance, to modify the pole shifting factor on-line according to the operating 

conditions of the controlled system. 

It is clear from Eqn. 3.10 that the control signal u(t) at time I is a function of the 

pole shifting factor a at that time. Expanding Eqn 3.4 and using Eqn 3.11, the control 

signal as a function in I and a can be written as: 

11(t, a) = X'(t)w(a,) = X'(t)M'L(a) (3.12) 

where 

X (t) = [- n(t —1) ... - u(t - flf ) -y(t) - y(t —1) ... - y(t -- flg )] (3.13) 

is the measurement variable vector. 

3.2.3 Taylor Series Expansion of Control Signal u(t) in Terms of a 

The control signal u("t, a), can be expressed in a Taylor series in terms of the 

factor a as 

CO 

u(t,a) = u(t,a0)+ 1 Ia'u(t,a)l 
i!L  a=a, 

(a = 

The i'1' order differential of u(I, a) with respect to a becomes 

(3.14) 
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ra'u(t,a)i XT(t)M-1 I aaa'L(a)l Xa'  (t)M 1L (a0) (3.15) 
[  

From Eqn. 3.11 and for simplicity, let a0 = 0, L(0) becomes 

0 i!a1 0 ... of (3.16) 

where i/a1 is the it/i term, and 

L'(0) = [o ... O ]T > ,"a (3.17) 

Defining the it/i order sensitivity constant s, as 

X(t)M'L(0) = pjaj 
'L Oa 

i ≤ n(, (3.18) 

where pi is the ith term of the row vector X T(t)Ml, Eqn. 3.14 can be written in a simpler 

form as 

u(t,a) = u(t,O) + Y , s, a (3.19) 

A 

3.2.4 System Output Prediction, y(t + 1) 

A 

1=1 

At time t, the predicted system output y(t + 1) at time (1+ 1) can be obtained if it is 

assumed that the control a) at time I is known. 

The explicit form of y(t +1) is: 



where 

A 

y(t +1) = XT(t)I1+biu(t,a)+biUrej 
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(3.20) 

X1 (t) = u1 (t —1) ... - u (t - - Y(t) - y(t —1) ... - y(t - 'g )]T 

(3.21) 

is the measurement vector, u('t-L) is the system input, y(t-D is the system output, 

= b - b3 ... - b,,b a1 a2 a (3.22) 

is an identified parameter vector, and Ur?J' is the steady state system input reference. 

A 

Substituting Eqn. 3.19 into Eqn. 3.20, system output predicted value y(t +1) can 

be expressed as a function of a as given below: 

;(t + 1) = X (t)fl + b1 [u(t,0) + + U, 1] (3.23) 
1=1 

3.2.5 Performance Index and Constraints 

Taking the idea of MV control, the performance index is expressed as 

minJ(t +1,a) = E[ At +1) - yrej (t +1)] (3.24) 

where Y,.e/1+l, is the system output reference. 

Substituting Eqn. 3.23 into Eqn. 3.24 and considering the independence between 

the white noise and other variables, the minimization of .J(t+ 1, a) in terms of u(1, a) is: 
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II', 

minJ(t + 1,a) = [xl (t)fl + b1 {u(tO) + s1a ' + } - Yre1(t + 1) (325) a, 

or equivalent to the minimization problem of a quadratic, function: 

mm Jt +1, 11(t, a)) = (t)/3 + b1 Urej + b u(t, a) - Yrej (r + 1)12 (3.26) 
1,(1,a) 

In order to get a reasonable controller, when minimizing .JI +1, a) with respect 

to a, it should be noted that a would be subject to some constraints. First of all, the 

controller should keep the closed-loop system stable. It implies that all roots of the closed 

loop polynomial T(Y) = A'az') should be within the unit circle in the z-domain. 

Supposing 2 is the absolute value of the largest characteristic root of Az'), then aA., is 

the absolute value of the largest characteristic root of T'z'). To assure the stability of the 

closed-loop system a ought to satisfy the following inequality (stability constraint): 

1 1 
--<a<— (3.27) 

Another constraint that should be taken into account in controller design is the 

control limit. If u,,111, and Ufliax are the lower and upper control limits respectively, the 

optimal solution of a should also satisfy the following inequality (control constraint: 

Is" 

ul11II1 <u(t,O)+>s1ai <a 
- — max 

i=I 

(3.28) 
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Equations 3.23, 3.24 and 3.25 constitute the optimization of PS-control algorithm. 

The optimization idea is schematically illustrated in Fig. 3.2. 

U 

-l/2 cxopt 

Fig. 3.2 Schematic diagram of optimization 

3.2.6 Properties of the PS Algorithm 

u(t,(X) 

References [34, 73, 74] describe the properties of the PS-control algorithm in 

detail. Some of the key issues are highlighted here. 

3.2.6.1 Pole-Shift Factor, a 

Figure 3.3 shows the pole-shifting process. The essence of the PS-control 

algorithm lies in the fact that the nearer the closed-loop poles are moved to the center of 

the unit circle in the z-plan, the more stable is the system. The pole shift factor a achieves 

this goal, i.e., in closed-loop the open-loop poles are shifted radially towards the center of 
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the unit circle without violating the control limits. 

z-plane 

Unit Circle  

/ 
/ 
/ 
/ 
I 
I 

ii 

\ 

-ji 

) 

/ 

A(z)/A(i1) 

Fig. 3.3 Pole-shifting process 

In the PS algorithm, the varying range of the pole-shifting factor a is (-1/2, 1/2c). 

For different conditions, it acts in the following way: 

• The open-loop system is unstable (2>J). When this control strategy is applied, it 

first behaves as a PA controller, places the largest closed-loop poles within the 

unit circle to assure closed-loop stability and then optimizes its performance. 

• The open-loop system is stable (1<1). The range of (-1/2c, 1/2) is larger than (0, 

1). It thus provides a more feasible area for performance optimization. 

Theoretically, it will result in a better performance. 
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3.2.6.2 Optimization Function 

i'(t+ 1,u(t)) 

C 

0 Umax 

Fig. 3.4 Illustration of performance index 

A 

U(t) 

The performance index, i.e., J[1 +1, u(t, a)], Eqn. 3.26 is a quadratic function of 

the control u(1, ). There are only three possible locations for the control obtained by 

A 

optimizing J{t + 1, u(t, a)] with only the stability constraint, for instance, points a, b, c 

shown in Fig. 3.4 When the control constraint is considered, the control at point a is 

within the control limits and thus can be applied to the controlled system directly. But the 

controls at points b and c are outside the control limits and cannot be achieved by the 

controller. It is also evident from Fig. 3.4 that the controls at points b'(11 ... i'd  and C('Uj,,a,.) 

are the optimal substitutions for the controls at points b and c respectively. 

A set of control versus pole-shifting factor curves at different sampling times is 

shown in Fig. 3.5 All control curves pass the a-axis at the point of a = 1.0 where the 

control is zero, which indicates the fact of no pole shifting and thus no control signal. 

Consider that the open-loop system is stable (1/2> 1.0) and no optimal value of the pole 
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A 

shifting factor a01,t is obtained by optimizing J[t + 1,u(t,a)] with the stability constraint 

only (obviously —l/2 < a,, < 1.0 or 1.0 < aop, < 1/2). If the control u(t, c,,) is outside 

the limits [u('t, a0,/< u,,, 111 < 0 or 0 < u,,, < u't, as,,,)], when the control limit (it ,,,11, or U,,,ax) 

is applied to the system there must be a pole-shifting factor alij,jil corresponding to the 

control. From Eqn. 3.19 the control u(t, a) is a continuous, single-valued function in terms 

of the pole-shifting factor a. With the mean-value theorem of continuous functions, a1,,,1, 

must satisfy 

umax 

Fig. 3.5 Illustration of control signal 

- --- <a 111131, <1.0 or 1.O(a,11131, Ka0, 21 (3.29) 

which indicates that a111731, is within the range (-l/2, l/2c,. and thus assures the closed-loop 

stability of the controlled system. The explanation is the same for the case of unstable 

open-loop system except that there needs to be a basic control effort to move the unstable 
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poles into the unit circle in the z-domain and the control limits must be larger than this 

basic control effort. 

The above strategy simplifies the optimization scheme and reduces the 

optimization time. It indicates that if the control signal has to reach its limit, the best 

control signal for this situation is the control limit itself and more importantly the closed-

loop system will not lose its stability under this condition. 
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Chapter 4 

APPLICATION OF SAPSS IN A SINGLE-MACHINE INFINITE-BUS SYSTEM 

4.1 Introduction 

Power systems are non-linear systems and operate over a wide range. They are 

subject to random load changes that can be considered as a white noise disturbance. It is 

desired to develop a stabilizer that has the ability to adjust its own parameters on-line 

according to the environment it works in to yield satisfactory control performance. For a 

successful use of an adaptive stabilizer in power systems, the flexibility of the controller 

is a major advantage as it determines its applicability to different conditions. It is also 

desirable that dependence on the outside interference in its execution be kept to the 

minimum. The larger the number of controller coefficients that need to be tuned 

manually, the more difficult it is to apply to practical situations. 

In this chapter, the proposed SVC adaptive power system stabilizer (SAPSS) 

employing a self-optimizing pole-shifting control strategy and its application to a Single-

Machine Infinite-Bus power system is described. Based on an identified model of the 

system, the control is computed by an algorithm that shifts the closed loop poles of the 

system to some optimal locations inside the unit circle in the z-domain. The amount of 

the shift is determined, by a pole-shifting factor calculated on line to minimize a given 

performance criterion. If the system parameters are identified accurately, there will be no 

need for any coefficients to be tuned manually. 

System's parameters identification is very important for the successful application 
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of the adaptive controller. Fast parameter tracking ability is preferred especially for time-

varying systems. In this dissertation, a comparative study of the RLS-Identifier with a 

variable forgetting factor and the KF as parameters estimator is used to show the 

performance of each identifier to track the system parameters. A comparison is made 

between them in order to employ the most suitable identification technique to track the 

system parameters and update a controller using a self-optimizing pole-shifting control 

strategy to damp the oscillations. 

The traditional PSS is also used to design a SVC conventional power system 

stabilizer (SCPSS) to control the output of the SVC. A comparison of the damping 

effectiveness of the proposed SAPSS and the SCPSS is made for different operating 

conditions. 

4.2 Self-Tuning Control 

Self-tuning concepts have received much attention in recent years. Based on the 

certainty equivalence principle, the set of system parameters is identified as shown in Fig. 

4.1 and the control is calculated using a pre-selected strategy [77]. 

Different identification techniques can be used for sysiem parameter 

identification. For simplicity, the recursive least squares (RLS) identification technique is 

commonly used in an identification routine. To improve the parameter identification, the 

old data is discounted by a forgetting factor. For small variations in operating point its 

value should be almost unity but for large excursions, as during transients, it should be 

less than one. For improved tracking of system operating conditions, the identification 
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routine used in this study incorporates a varying forgetting factor. 

The kalman filter identification technique can also be considered an optimal 

solution to solve the problem of determining the optimal estimate for parameters vector 

when the measurement vector is given [64]. Kalman filter as parameters estimator 

minimizes the expected value of the squared estimation error. 

INPUT 
PROCESS 

OUTPUT 

ADAPTIVE CONTROLLER 

PROCESS MODEL 

MODEL PARAMETR 
IDENTIFICATIN 

CONTRLLER 

Fig. 4.1 Block diagram of a self-tuning adaptive controller 

A self-tuning controller based on pole-zero assignment is very simple, and 

produces a smooth control action. Pole-shifting control simplifies the calculation 

algorithm. Instead of considering both the poles and the zeros of the system, pole-shifting 

control considers only the poles of the system and allows the zeros to be configured 

according to design algorithm. This simplification is very significant for on-line 

implementation [78]. 
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In the pole-shifting control strategy, the closed-loop poles of the system are 

shifted radially towards the center of the unit circle in the z-domain by a factor less than 

one. Selection of a suitable value for the pole-shifting factora, has been a problem 

because of its dependence on the operating condition. Under dynamic conditions, pole-

shifting factor can be close to zero, i.e., the poles can be shifted very close to the center. 

However, under transient conditions this factor can not be taken so small because of the 

practical limits on the control. Therefore, the value of this factor is chosen such that it 

achieves the best compromise between small and large system disturbances [79]. 

The full procedure is carried out during each sampling interval such that various 

steps of the complete algorithm can be written as [10]: 

(i) Sample plant input and output signals. 

(ii) Update system parameter estimates in a model of the plant using a recursive 

algorithm. Employ latest input and output signals in addition to a certain number 

of previous sampled values of the input and output signals. 

(iii) Obtain a set of new controller values based on the updated plant-model 

synthesis. 

(iv) Calculate and apply the new control input based on the new controller values. 

(v) Prepare for the next recursion. 

(vi) Wait for the next sampling clock pulse before cycling to the first step. 
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4.3 System Configuration and Model 

To study the performance of the self-tuning regulator as a supplementary 

controller to the SVC, this study has been performed on a single machine connected to a 

constant voltage bus through a long ac transmission line, with SVC at the middle of the 

line as shown in Fig. 4.2. The machine is equipped with IEEE type 1 excitation system. 

Static VAr compensator is modeled by a susceptance in the same manner as for power 

flow calculation, but varying within limits depending on the control provided by the 

voltage regulator of the SVC. 

TL TL  

svc 

Infinite 
 YBus 

Fig. 4.2. System model 

A supplementary adaptive stabilizer is connected to the summing junction of the 

voltage regulator of the SVC, with transient signals derived from the system. The 

variable susceptance Bsvc is used to update the admittance matrix. The voltage of the 

controlled bus is measured and compared with its reference value, which is assumed to be 

its value at time zero minus. The voltage error is amplified and used to change the 

susceptance of a reactor unit at the controlling bus [79]. 

Parameters of the generator, governor, exciter, AVR, transmission line and SVC, 
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equations and all operating conditions of the system are given in Appendix A. 

Simulation of the system model including the SVC is done using Matlab Sirnulink 

toolbox. The system model is identified as a third order discrete model of the form: 

A(z')y(t) = B(z')u(t)+(t) (4.1) 

where A(z ) and B(z-1) are polynomials in the backward shift operator 11 and are defined 

as 

A(z 1) = 1+ a1z' + a2z2 +a IZ 3  (4.2) 

B(z') =b1z ' +b2z2 +b3z3 (4.3) 

and the variables y(t), u(t) and (t) are the system output, system input and white noise, 

respectively. 

The continual re-estimation of the plant model parameters, a, and b,, is called 

recursive parameter estimation such that, at the commencement of each sampling 

interval, the estimations obtained during the previous recursion are made available and 

form a startup point ready to be updated. 

The SVC with firing control system is represented, for simplicity, by a first order 

model, characterized by a gain and a time constant as shown in Fig. 4.3. The dynamic 

equations representing SVC action for variation in the SVC susceptance are given by 

[79]: 

BSVC = " Ts ) Vsvc(ref) + Vaux) - (1 /Tsve VC (4.4) 
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Bsvc = B5 Bsvc(ref) 

V111x = 11(t) 

Vsvc -

Vsvc(ref) Main Control 

Adaptive 
Controller 

svc 

Supplementary 

J Control 

Bmax 

Bmin Bsvc(reO 

(4.5) 

(4.6) 

Fig. 4.3 Block diagram of SVC with adaptive control 

The discretization interval used for the computations is 1 ms. The mathematical 

model and parameters of the generating unit, AVR, governor, transmission line, SVC and 

operating conditions are given in Appendix A. 

4.4 System Identification 

Control is computed based on the identified model parameters. Thus, to compute 

the control appropriate to the operating conditions, system parameters have to be 

estimated on-line. Correctness of the identification determines the preciseness of the 

identified model that tries to reflect the system. For a time-varying system, good tracking 

ability of the identification method is very desirable. 

Several methods of identification can be used to obtain an estimate for the model 

parameters. In this work, two commonly techniques, RLS-Identifier and KF-Identifier, 

are used to achieve the continuous tracking of the system behaviour. 
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Rewrite Eqn. 4.1 in the following form suitable for identification: 

Y(t) = (t)q,(t) + C(t) 

0(t) = [a a2 a1 b1 b2 b3 J' 

(4.7) 

(4.8) 

o(t) = [- y(t —1) - y(t —2) - y(t —3) u(t —1) u(t —2) u(t - 3)JT (49) 

where O('t) is the parameter vector and q'i) is the measurement vector. 

The system parameter vector 0(t) is calculated by using one of the recursive 

methods described in Chapter 2. 

Simulation studies of the identified system using the two identification techniques 

are given in the following sections. 

4.4.1 On-line Identification Using RLSAlgoritIim 

In this study, the RLS-Identifier is applied to the plant to track the parameters and 

the output of the system. For a sampling rate of 20 Hz, the response of the RLS-Identifier 

is compared to the actual system output for various disturbances under different operation 

conditions. 

Figures 4.4 through 4.7 show typical curves for the identification output signal 

tracking the output of the system, the convergence of the identified A and B parameters 

and forgetting factor variation when the generator with only a CPSS applied to the 

governor, shown in Fig. 4.2 operating at power of 0.7p.u. 0.9 power factor lag, undergoes 

a three phase to ground short circuit applied at the middle of one transmission line 
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between the generator and the SVC bus at time 0.5s and cleared 1 OOms later by 

disconnection of the faulted line. The line is successfully reclosed after 6.5s. It can be 

seen that the RLS identifier can not only track the dynamic response of the system, but it 

can also track the transient response of the system very well. 
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Fig. 4.4 Generator angular speed deviation and RLS output 
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4.4.2 On-line Identification Using KFAigoritlirn 

In this sub-section, the KF identification technique is applied to the model of the 

system shown in Fig. 4.2 as parameters estimator, and then tested for the same system 

operating initial conditions and the same types of disturbances as used with the tests of 

the RLS identifier. The output of the estimator is compared to the output of the system. 

Figures 4.8 through 4.10 show typical curves for the identification output signal 

tracking the output of the system and the convergence of the identified A and B 

parameters when system model shown in Fig. 4.2 undergoes a three phase to ground short 

circuit applied at the middle of one transmission line between the generator and the SVC 

bus at time 0.5s and cleared 1 00ms later by disconnection of the faulted line. The line is 
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successfully reclosed after 6.5s. The results show perfect tracking is accomplished using 

the KF-Identifier. 
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4.4.3 Discussion 

In order to find the differences and similarities between the methods of RLS-

Identifier and KF-Identifier to estimate the parameters of the system, many simulation 

studies have been conducted for different operating conditions and different disturbances. 

The results show that the RLS and KF identifiers provide high quality tracking properties 

for the parameters of the system. Both techniques are suitable for on-line estimation and 

have the same performance and level of accuracy when their outputs are compared to the 

output of the actual system. In addition, both of them have relatively simple structures 

that make them desirable to be applied in practice. 

In order to know which of the two identifiers used in the simulation has the 

smallest convergence time, an additional test is made to find the mean square error of 

multiple runs for each identifier while the white nose is the input of the system. 

It can be seen from Fig. 4.1 that the parameters of the RLS-Identifier converge in 

only 6 samples which means its convergence time is 0.006 s. while Fig. 4.12 shows that 

the parameters of the KF-Identifier converge at time 0.017 s. According to analysis of the 

convergence time of each identifier, it can be seen that the parameters convergence time 

with the RLS-Identifier is much less than the parameters convergence time with the KF-

Identifier. It leaves more time for performing other functions. Therefore, the RLS-

Identifier has been used to update the controller described in the following sections. 
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4.5 Control Strategy 

Once the system model parameters are identified, the control signal can be 

calculated based on the discrete model shown in Eqn. 4.1 Assume the feedback loop has 

the form 

where 

u(t) G(z')  

Y(t) - F(z) 
(4.10) 

F(z')=l+f1' +12z 2 (4.11) 

G(z')=g0 +g1z'+g2z2 (4.12) 

In the PS control algorithm, the characteristic polynomial of the closed-loop 

system is assumed to have the same form as that of the open-loop system. Also in the 

closed-loop, the open-loop poles are shifted radially towards the center of the unit circle 

in the z-plane by a factor a. This implies the use of the following equation: 

T(z') = A(z' )F(z') + B(z' )G(z') = A(a z') (4.13) 

Expanding both sides of Eqn. 4.13 and comparing the coefficients gives [34]: 

1 0 b1 0 0 

a1 1 b2 b1 0 

a2 a1 b3 '2 b1 

ll 3 a., 0 b3 b2 

0 a3 0 0 b3 

a, (a — - 

a2(a 2-1) 

= a3(a3 —1) 

0 

0 

(4.14) 
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or in matrix form 

M.w(a) =L(a) (4.15) 

If the pole-shift factor a is fixed, the PS control algorithm degenerates into a 

special case of the pole-assignment control algorithm. It is evident that the rule 

determining the pole-shifting factor is very important. For optimum performance a is 

modified on-line according to the operating conditions of the controlled system. 

From Eqns. 4.10 and 4.15, the control signal u( can be expressed as a function of 

the pole-shifting factor a as: 

U(t) = XT(t)W(a) = X T(t)M'L(a) (4.16) 

where 

X(t) = [- u(t-1) - ii(/ —2) - y(t) - y(t —1) - y(t - 2)]T (4.17) 

Full details of the control technique in addition to its properties and constrains are 

given in Chapter 3. 
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4.5.1 Controller Start-Up: 

New control is computed each sampling interval on the assumption that the 

updated system parameter estimate obtained by the system identifier is 'accurate'. This is 

carried out in the same way as an off-line procedure. However, in a self-tuning controller 

it is carried out recursively on-line [10]. This means that while the model parameter 

estimates are good, the controller output is good, whereas if the model parameter 

estimates are bad then almost surely the computed control will be bad. This point is 

particularly important on controller start-up, in that the self-tuning control algorithm will 

work even if fairly arbitrary initial estimates are entered for the model parameter 

estimates. This may provide pretty violent control; however, the estimates will converge 

to their true values in a short space of time. 

4.6 Simulation Studies 

To illustrate the above, some studies were performed on the system given in Fig. 

4.2. A self-tuning controller with an identifier and variable pole-shifting control was 

applied to an SVC connected to the middle bus of the transmission, Fig. 4.2. 

The active angular speed deviation is sampled at the rate of 50flz for 

parameter identification and control computation. Sampling frequencies above 1 OO1-Iz 

provide no practical benefit and the performance deteriorates for sampling rates under 

20Hz. A sampling period of 20ms is chosen to make sure that there is enough time 

available for updating the RLS algorithm and control computation [10]. The absolute 

limits for the control output are limited to ± 0. 1p.u. and the absolute limits for the SVC 
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output are limited to ± 0.15p.u. [80]. 

4.6 .1 Normal Load Conditions 

The normal operating condition of the single machine power system is set at P=07 

p.u., power factor 0.9 lag. In the simulation, a 0.15 step increase in the mechanical torque 

of the generator is applied at 0.5 s. To clarify the behaviour of the system, comparison is 

done between the proposed SVC adaptive power system stabilizer (SAPSS), the SVC 

conventional power system stabilizer (SCPSS) and without any supplementary control on 

the SVC (NO SPSS). Response of the angular speed deviation of the generator, the output 

of the SVC controller, the voltage variation at the middle bus and the voltage variation of 

the generator bus are shown in Figs. 4.8 - 4.11, respectively. Outputs of the 

supplementary controllers are shown in Fig. 4.12. 

It can be seen from Fig. 4.8 that the proposed SVC controller can effectively 

damp the system oscillations. Although there is no difference between the three cases, 

NO SPSS, SCPSS and SAPSS in the first peak, it can be seen that, after the first peak, the 

SVC adaptive controller damps out the oscillations more effectively. For example, the 

generator speed deviation in the subsequent swing with SAPSS is —0.065 rad/sec, with 

SCPSS is —0.085 and with no PSS is —1.15 rad/sec. In contrast, the voltage of the system 

without using SCPSS or SAPSS is almost constant, especially at the middle bus. 

However, the voltage variation with the SAPSS is the largest compared to the voltage 

variation with the SCPSS as demonstrated in Figs 4.10, 4.11. 
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Fig. 4.8 Generator angular speed deviation in response to a 0.15 p.u. step increase in 

mechanical torque at 0.5 s. initial condition, P= 0.7 p.ti., p.f.= 0.9 lag. 
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4.6.2 Light Load Conditions 

At light load initial conditions, P = 0.2 p.u. and 0.8 power factor lag, a disturbance 

of 0.15 p.u. step increase in input torque is applied at 0.5 s. The system response is shown 

in Figs. 4.13 —4.15. 

From the response of the generator angular speed deviation in Fig. 4.13 it is again 

seen that starting with second swing the proposed SVC controller provides better 

damping of the system oscillations. 
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Fig. 4.13 Generator angular speed deviation in response to a 0.15 p.u. step increase 

in mechanical torque at 0.5 s., initial condition P= 0.2 p.u., p.f. 0.8 lag 
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4.6.3 Leading Power Factor Load Conditions 

The situation with system operating at a leading power factor load condition is 

much more difficult because the stability margin is reduced [81]. However, in order to 

absorb the capacitive charging current in high voltage power system, it might become 

necessary to sometimes operate the generator at a leading power factor. The behavior of 

the system in this situation is shown in Figs. 4.16 - 4.18 when the initial operating 

conditions are P = 0.7 p.u. and 0.9 lead power factor and a 0.15 p.u. step increase in the 

input torque reference of the generator is applied at time 0.5 s. 

The results in Fig. 4.16 show the effectiveness of the proposed SVC controller to 

damp the system oscillations. The generator speed does not settle faster with SAPSS. 
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Fig. 4.16 Angular speed deviation in response to a 0.15 p.u. step increase in 

mechanical torque at time 0.5 s., initial condition P= 0.7 p.u., p.f.= 0.9 lead 
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4.6.4 Change in Voltage Reference of the Generator Bus 

In this test, a 5% step increase in the generator voltage reference is applied at 0.5 s 

when the system is operating at normal load operating condition of P = 0.7 p.u. and 0.9 

power factor lag and then back again to the initial condition at 6.5 s. Behaviour of the 

system is shown in Figs. 4.19 through 4.21.. 

The response of the generator angular speed variation in Fig 4.19 shows that both 

the SCPSS and the SAPSS have the same ability to improve the system stability, because 

the disturbance in this test is not considered as a major disturbance, but it can be seen that 

the proposed SVC controller provides slightly improved damping when the system 

returns again to its initial operating conditions. With the SAPSS, the generator speed 

deviation goes to zero in about 7.5 s, whereas with the SCPSS and no PSS it goes to zero 

at about 8.0 s. Meddle bus voltage settles to the new value with SAPSS almost 

immediately and earlier than with SCPSS and no PSS. On return to the initial conditions, 

middle bus voltage with the SAPSS also settles almost 2 s earlier than with the SCPSS. 
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Fig. 4.21 Middle bus voltage in response to a 5% step increase in the terminal 

voltage reference and back to the initial condition 

4.6.5 Voltage Reference Change of the Middle Bus 

When the system is operating at normal load operating conditions P = 0.7 p.u. and 

0.9 power factor lag, a 5% step increase in the middle bus voltage reference is applied at 

0.5 s and then back again to the initial condition at 6.5 s. The responses in this case are 

shown in Figs. 4.22 through 4.24. 

It can be seen from Fig. 4.22 that the proposed SVC controller damps the system 

oscillations and reduces the overshoot of the angular speed deviation much better than the 

conventional one, 0.034 versus 0.042 Pu. Furthermore, it can be seen there is not much 

difference in the middle bus voltage at the time of applying the step increase. 
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4.6.6 The Effectiveness of changing the Sampling Rate and Test of the coordination 

with the Generator PSS 

In order to compare the system behaviour to the same disturbance, three different 

sampling periods for controller and identifier, 10 ms, 20 ms and 50 ms, have been used 

with the adaptive PSS applied in the following three configurations: 

• APSS applied on the generator automatic voltage regulator (GAVR). 

• APSS applied on the SVC. 

• APSS applied on both locations, i.e. GAVR and SVC at the same time. 

At the normal operating condition of the single machine system, P = 0.7 p.u. and 
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0.9 lag power factor, a 0.15 p.u. step increase in the torque reference is applied at time 

0.5 s. and then return back to the initial condition at 6.5s .The system responses are 

shown in Figs. 4.25 - 4.27. 

Sampling time less than lOms provides no practical benefit and the performance 

deteriorates for sampling time above lOOms [10]. From the results of this test, it can be 

seen that 20 ms of sampling time is the best one and it gives good results with SVC and 

generator. Furthermore, it can be seen from Fig 4.27 that the proposed controller can 

coordinate with another PSS on the generator in the system and work together to make 

the system oscillation damping more efficient. 

Another conclusion that can be drawn from this test is that generator speed 

deviation can be damped much more effectively by applying the APSS on the SVC than 

on the generator. 
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Fig. 4.25 Angular speed deviation in response to a 0.15 p.u. step increase in 

mechanical torque at 0.5 s. and back to initial condition, P= 0.7 p.u., p.L= 0.9 lag, for 

different sampling periods and the APSS on the generator only 
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4.6 .7 Three-Phase to Ground Short Circuit 

To verify the behaviour of the proposed SVC adaptive controller under transient 

conditions, a three phase to ground short circuit is applied with the system operating at 

normal operating condition P= 0.7 p.u. and 0.9 power factor lag. The fault is applied at 

0.5 s to the middle of one transmission line between the generator and the SVC bus and 

cleared 50 ms later by disconnection of the faulted line and successful reclosure at 6.5 s. 

The response of this test is shown in Figs. 4.28 - 4.30. 

Results in Fig. 4.28 show that the performance of the proposed SVC controller to 

damp the system oscillation quickly is still the best after the first peak. 
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Fig. 4.28 Angular speed deviation in response to a three phase to ground fault at the 

middle of one transmission line and successful reclosure 
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Fig. 4.29 SVC controller output in response to a three phase to ground fault at the 

middle of one transmission line and successful reclosure 
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4.6.8 Comparison between Using the Output ofSVC (Bsvc) and the Generator Speed 

Deviation as Supplementary Stabilizing Signal to the Identifier and the 

Controller 

In order to verify the best supplementary stabilizing signal to be used as input 

signal to the SAPSS to improve the damping of the system oscillations, this test provides 

a comparison between two different input signals to the proposed SAPSS. The output of 

the SVC signal (Bsvc) and the signal of the generator angular speed deviation (AO)) are 

supplied as input to the APSS and their response is compared to the system response in 

case of only the CPSS applied on the generator. At the normal operating condition of the 

single machine power system, P=07 p.u. and power factor 0.9 Jag, a 0.15 step increase in 

the mechanical torque of the generator is applied at 0.5 s. It can be seen from Fig. 4.31 

that to get the best damping of the system oscillations, the generator speed deviation as 

the input to the APSS provides the best results. 

4.6.9 Dynamic Stability 

In this test the system is initially working at 1.5 p.u. power at a unity power 

factor. A ramp of i& p.u. slope is added to the mechanical torque reference at Os. 

Response of the generator speed deviation is shown in Fig. 4.32. The three lines in Fig. 

4.32 indicate the time at which the generator loses synchronism in the three cases. As 

shown in Table 4. 1, the proposed SVC adaptive controller (SAPSS) enhances the stability 

margin of the system by approximately 0.35 Pu power over the SCPSS. 
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Fig. 4.32 Loss of synchronism in the stability margin test 
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Table 4.1 Maximum values of the torque applied to the system in the stability 

margin test 

Test case NO SPSS SCPSS SAPSS 

Torque(p.u.) 3.0111 3.3558 3.7912 

4.7 Summary 

A comparison between the RLS-Identifier and the KF-Identifier is made in this 

Chapter in order to choose a suitable identifier that gives better performance of 

parameters estimation and updating the controller to develop an adaptive controller. The 

proposed SVC adaptive controller employing a self-optimizing pole-shifting control 

strategy and its application to a Single-Machine Infinite-Bus power system is described. 

The following conclusions can be drawn from the results. For real-time control, use of a 

third order system model to represent the controlled system is acceptable. In order to 

track the controlled system, using a varying forgetting factor in parameter identification 

is recommended. The proposed control strategy based on a pole-shifting approach 

combines the advantages of pole-assignment control algorithm and minimum variance 

control algorithm. Test results of various conditions show that the proposed SVC 

adaptive controller can provide good damping over a wide range and improve the 

dynamic performance of the power system. It is preferable to apply the SAPSS on the 

SVC than on the generator. The dynamic and transient stability margin is also increased 

with the proposed SAPSS. 
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Chapter 5 

APPLICATION OF SAPSS IN A MULTI-MACHINE SYSTEM 

5.1 Introduction 

Multi-modal oscillations appear in a multi-machine power system in which the 

interconnected generating units have quite different inertia constants and are weakly 

connected by transmission lines. These oscillations are generally analyzed in three main 

oscillation modes, i.e. local, inter-area and inter-machine modes. Depending upon their 

location in the system, some generators participate in only one oscillation mode, while 

others participate in more than one mode [82]. 

Advances in power electronics have enabled the introduction of powerful tools 

namely, FATCS devices. Although originally FACTS devices were introduced to 

improve power system operation, such as transmission line loading, voltage control, etc., 

they can also help in improving power system dynamic stability and damping low 

frequency oscillations if provided a suitable supplementary control. 

One of the important FACTS devices is the SVC. Angular speed deviation, 

frequency deviation, transmission line active and reactive power deviation are used as 

supplementary signals to improve damping through the SVC control concept [83]. In this 

chapter, the proposed SAPSS is used to provide an auxiliary power deviation signal to the 

SVC to damp multi-mode oscillations in a multi-machine system. 
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5.2 System Configuration and Model 

A five machine power system without infinite bus, shown in Fig. 5.1, is used to 

evaluate the performance of the proposed SAPSS in the multi-machine system. Five 

generating units are connected through a transmission network. Generators G, G2 and G4 

have much larger capacities than G3 and G5. All generators are equipped with governors, 

exciters, AVRs and governors include CPSSs. 

Fig. 5.1 A five machine power system model including the SVC 

The generating units are modeled by five first order differential equations. 

Generators G2, G3 and G5 may be considered to form one area and generators G1 and G4 a 

second area. The two areas are connected through a tie-line connecting buses #6 and #7. 

Under normal conditions, each area serves its own load and is almost fully loaded with a 

small load flow over the tie-line [10]. 
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Stabilizer is modeled as described in Chapter 4. Figure 4.3 in chapter 4 shows the 

block diagram of the SVC with the supplementary Adaptive Control and Eqns 4.4 - 4-6 

represent the dynamicSVC action for variation in the SVC susceptance. Parameters of all 

generators, governors, exciters, AVRs, transmission lines, SVC, loads and operating 

conditions are given in Appendix B. 

The simulation of the system model containing the SVC is done using Matlab!s 

Simulink toolbox. The system model is identified as a third order discrete model of the 

form described in Eqns 4.1- 4.3 in Chapter 4. 

5.2.1 Placement of SVC 

Allocating the SVC in the multi-machine system plays an important role for low 

frequency oscillation damping. Literature [84] describes several steps for a technique to 

determine the best location for the SVC to have a good damping performance. It 

describes an approach developed to define SVC location for small signal stability 

enhancement. 

In this study, by observation of the results of an extensive series of tests 

performed on the system model, it has been found that, to get good damping, the best 

choice is to install the static VAr compensator at bus #6 of the multi-machine system. 

The comparison is done between all buses in the system, but performance for only 

the best three buses, 6, 7, and 8 for the location of the SVC is shown in Fig. 5.2. This 

figure shows that bus #6 is the best location for the SVC in the multi-machine model 

system. Speed deviation of generator #3 and the deviation of power flow of the tie line 6-
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7 are used as alternate input signals to the damping loop of the SVC controller, and their 

performance is compared. 

 SVConBUS 0.15 .  SVCon BUS 7 
 SVCon BUS 6 

0.1 

c'j 0.05 

0 

0 

:s.. 
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Time (s) 

Fig. 5.2 Response of speed deviation of GI-G2 

5.3 System Identification 

The recursive least squares identification method, described in chapters 2 and 4 

with varying forgetting factor, is also used for the design of the self-tuning controller for 

application on the multi-machine system. 

In order to verify the performance of the RLS identification algorithm during a 

large disturbance, a three- phase line to ground short circuit was applied at the middle of 

one of the transmission lines between bus #3 and bus #6 of the multi- machine system at 

Is, while the system was operating at the operating point given in Appendix B without 

any PSS. The fault was cleared 50 ms later by the disconnection of the faulted line and it 

was successfully reclosed after 16s. Figures 5.3 through 5.6 show typical curves for the 
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identification output signal tracking the output of the system, the forgetting factor 

variation, and the convergence of the identified A and B parameters of the system given 

in Fig. 5.1 when the supplementary stabilizing signal to the identifier and the controller is 

the speed deviation of generator #3. Figures 5.7 through 5.10 show typical curves for the 

identification output signal tracking the output of the system, the forgetting factor 

variation, and the convergence of the identified A and B parameters of the system given 

in Fig. 5.1 when the power deviation of the tie-line 6-7 is the supplementary stabilizing 

signal to the identifier and the controller. 

It can be seen from the results in Figs. 5.3 through 5.10 that the use of power 

deviation of the tie-line 6-7 as the signal to track the output of the system is much better 

than the use of the speed deviation of generator #3. 

Fig. 5.3 Response of the angular speed deviation of G3 and RLS output 
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5.4 Control Strategy 

As mentioned before, the control strategy designed for the self-tuning control is 

based on the assumption that the parameters of the system model are known. Once the 

system model is identified, the control signal can be calculated based on the identified 

model. In this study, the pole-shifting control algorithm is employed in the SVC 

controller and applied on the multi-machine system to increase the damping of the system 

oscillation. 

The characteristics and equations that explain the algorithm of the PS control are 

described in chapters 3 and 4. 
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5.5 Simulation Studies 

A non-linear fifth-order model is used to simulate the dynamic behavior of the 

multi-machine power system. The differential equations used to simulate the synchronous 

generators and the parameters used in simulation studies are given in Appendix B. The 

AVRlExciter and CPSS refer to IEEE Standard 421.5 Type ST1A AVR and Exciter 

Model and an IEEE Standard 421.5 PSS1A Type CPSS [85]. Active dynamic signal from 

the system sampled at the rate of 50Hz is used as the input for the identification and 

control computation. Most of the tests in this study are done using the power deviation of 

the tie-line 6-7. The absolute limits for the control output are set at ± 0. 1p.u. and the 

absolute limits for the SVC output are set at ± 0.15p.u. [80]. 

Due to the different sizes of the generators and system configuration, multi-mode 

oscillations occur when the system experiences a disturbance. In order to observe this 

fact, a three phase to ground fault was applied at the middle of one transmission line 

between buses 3 and 6 at is, while the system was operating without any PSS at the 

operating point given in Appendix B, and cleared 50ms later by removing the faulted 

line. At 16s, the faulted transmission line was restored successfully and the system 

returned to its initial condition. 

Oscillations in Figs.5.11- 5-13 show the local and the inter-area modes. These two 

frequencies differ significantly due to the large difference in the inertias of the generators. 

The response of speed difference between G1 and G2 in Fig. 5.11 shows the inter-area 
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mode oscillations, while the response of speed difference between G2 and G3 in Fig. 5.12 

exhibits mainly the local mode oscillations in the first part. 

Time (s) 

Fig. 5.11 Response of speed deviation of G1-G2 
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Fig. 5.13 Response of speed deviation of G3-GI. 

5.5.1 Change of the Input Reference Torque 

5.5.1.1 Speed Deviation of Generator #3 as Supplementary Stabilizing Signal 

In order to verify the performance of the proposed SAPSS during disturbances on 

the multi-machine system when the identification and controller use the speed deviation 

of generator #3 as the supplementary stabilizing signal, a 0. ipu step decrease in input 

torque reference of G3 is applied at is with the system working at the operating point 

given in Appendix B. From the results shown in Figs 5.14 through 5.16, it can be seen 

that the SAPSS damps out the inter-area mode oscillations in Fig 5.14, but there is hardly 

any effect on the local mode oscillations, Fig. 1.15. 
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5.5.1.2 Power Deviation of the Tie-Line 6-7as Supplementary Stabilizing Signal 

In order to verify the performance of the proposed SAPSS during disturbances on 

the multi-machine system when the identification and controller use the power deviation 

of tie-line 6-7 as the supplementary stabilizing signal, a 0.lpu step decrease in input 

torque reference of G3 is applied at is while the system was working at the operating 

point given in Appendix B. As shown in Figs 5.17 through 5.19, the proposed SAPSS 

damps out the inter-area mode oscillations effectively, Fig 5.17, than in Fig. 5.14 with 

speed deviation as input signal. However, the same influence on the local mode 

oscillations as seen in Fig 5.18 is still negligible. This is because the supplementary 

stabilizing signal is derived from the power oscillations in the line between buses 6 and 7 

connecting the two areas. 
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5.5.2 Three-Phase to Ground Short Circuit 

With the power system operating at the same operating conditions, a three phase 

to ground fault was applied at the middle of one transmission line between buses 3 and 6 

at is and cleared 50ms later by removing the faulted line. At 16s, the faulted transmission 

line was restored successfully. Response of the system under this large disturbance with 

NO PSS, with SCPSS and with the proposed SAPSS, using power deviation of the tie-

line 6-7 as the supplementary stabilizing signal, is shown in Figs 5.20 - 5-22. It can be 

seen that the proposed SAPSS damps out the oscillations effectively. 
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This chapter has demonstrated the effectiveness of the proposed SAPSS in 

damping the inter-area mode of oscillation in multi-machine power system. The test 

results indicate that the proposed SAPSS using the supplementary stabilizing signal 

derived from the power oscillations in the line between buses 6 and 7 has more influence 

on damping the system oscillations, especially on damping the inter-area mode 

oscillations, than the SAPSS using the supplementary stabilizing signal from the speed 

deviation of generator #3. That is because the power deviation signal is derived from the 

point where the inter-area oscillations mode appear. It affects the response of the system 

much better than the generator #3 speed deviation in general. 
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Chapter 6 

CONCLUSIONS 

6.1 Conclusions 

It has been proven early that power system stabilizers are very effectiveness in 

enhancing the stability of the power system. Numerous theoretical studies and 

experimental tests have been conducted to better understand the behaviour of the PS S and 

to make it more applicable in practice. 

The flexible ac transmission system (FACTS) is one of two main systems used to 

damp system oscillations. It also demonstrates good performance in damping oscillations 

for a wide rang of operating conditions. The most commonly used of the FACTS devices 

is static var compensator (SVC). It was almost the first kind of reactive power and 

voltage control device. It is especially suitable for voltage control of long distance bulk 

power transmission lines, but can also be used to improve the dynamic and transient 

stability of power systems. To enhance the performance of an SVC, in addition to the 

voltage control, a supplementary control, either conventional or adaptive, is required. The 

importance of using different types of PSSs in power systems is discussed in Chapter 1. 

Due to the nonlinear time varying characteristics of the power system, the 

conventional fixed-parameter controllers (CPSSs) pose operational challenges to the 

operator. The performance of a CPSS is inadequate at different operating conditions. The 

power quality and stability margin is sacrificed when the CPSS is not able to improve the 
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performance at all operating conditions. This indicates the need for some type of 

adaptive stabilizer that tracks the operating conditions of the system. 

This dissertation focuses on the following primary issues: 

1. First, investigate the development of a controller that can draw the attention in 

the control engineering area. Control engineers are often faced with 

conflicting issues. The conventional controllers are inadequate in terms of 

performance and the required manual tuning of the parameters. This issue has 

been addressed in this study by choosing a compromise solution such as 

applying the self-tuning concept that employs a recursive identification 

method for obtaining a model of the plant to the level necessary and applies a 

PS-Control as a linear feedback controller [34, 57, 73] because of its 

simplicity and acceptance. 

2. Second, focusing on determining a suitable identification technique to 

represent the dynamic characteristics of the power system. Although the 

techniques for on line adaptation are becoming fairly standard, in a real power 

system environment the demands placed upon adaptive estimation and control 

techniques can be extremely severe. Based on a comparison of the 

performance of the two identification techniques, RLS and KF, it has been 

found that the RLS with variable forgetting factor is more appropriate for this 

application. 

3. Third, focusing on the PS-Control algorithm. A pole-shift factor a is 

introduced in the closed-loop polynomial. The optimal value of a is found 
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based on performance index minimization. The upper and lower bounds on a 

are also found by restricting the closed-loop poles within the unit circle in the 

z-domain for stability. Once the value of a is realized based on the above two 

criteria, it is substituted in the feedback control equations to find the control 

signal to be applied as a supplementary control signal every sampling interval. 

The number of coefficients required to be tuned in the PS-control is nil. Hence 

the self-tuning property is achieved to its fullest extent [73]. 

4. Fourth, apply the proposed adaptive SVC controller with its supplementary 

adaptive control signal in the single-machine power system and multi-

machine power system to verify the performance of the proposed SAPSS on 

the two systems under different operating conditions. The simulation results 

show that the proposed SAPSS has high effectiveness for damping the system 

oscillations on both systems. The self-coordination ability of the proposed 

SAPSS with other SCPSS is also demonstrated. 

6.2 Future Work 

Power system stability still requires mach work in order to achieve the suitable 

threshold of operating systems. This study opens lots of new ways that need to be 

investigated in the area of self-tuning control. However, the following points are 

suggested for further research in the near future: 

1. The proposed SVC adaptive controller is required to be realized physically first in 

a laboratory environment to verify the effectiveness of the identification and the 
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control theories on a physical system. 

2. Replace the SVC with one of the new brand of FACTS devices and design a self 

tuning controller to damp system oscillations, for example, Thyristor-Controlled 

Series Capacitor (TCSC), or Unified Power Flow Controller (UPFC). 

3. Apply another identification algorithm instead of the RLS to make comparison 

between them in identifying and tracking the system parameters, such as genetic 

algorithm or fuzzy logic. 

4. Apply another control technique instead of the PS to make comparison between 

them in damping the system oscillations, for example, neural networks. 
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APPENDIX A 

SINGLE MACHINE POWER SYSTEM 

The structural diagram of the single machine infinite bus power system model is 

shown in Fig. 4.2. The generating unit is modeled by seven first order differential 

equations. 

A.I. Generator Model 

The generator is modeled by seven first order differential equations [86]. 

Now (A.1) 

1 (A.2) 

2H 

2d =e +1i+a)0(Ø+l)2(/ (A.3) (, (, 

i%q =eq +r(,iq — Coo (co -i-l),%, (A.4) 

2j =e1 —rfif 

2hd r,((,i ft(, 

A'kq = 1 q1kq 
(A.7) 



124 

where: 

c00: Nominal rotational speed, 

H. Inertia constant, 

Kd: damping coefficient, 

r: Armature resistance, 

r1 Field resistance, 

r/: Direct-axis resistance, 

rkq: Quadrature-axis resistance. 

The generator parameters are given in Table A. 1. 

Table A.I. Generator parameters used in simulation studies 

1a = 0.007 H = 3.46 rj0.00089 rkdO.023 

1k,,0.023 Xci = 1.24 X1 1.33 Xkl= 1.15 

Xmcil.126 Xq =0.743 XkqO.652 Xnzq O.626 

Kci =-0.0027 

All resistances and reactances are in pu and time constants in seconds. 

A.2. Governor Model 

The governor used in the system has the following transfer function. 

g=I[ 1. a+ IS [ l+bSTgj 
(A.8) 

The Governor parameters used in the simulation studies are given in Table A.2. 
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Table A.2. Governor parameters used in simulation studies 

a=-O.001328 b-O.17 Tg=O.25 

A.3. AVR and Exciter Models 

The AVR and exciter combination used in the system are from the IEEE Standard 

P421.5-1992, Type ST1A shown in 

Fig. A.1 [85]. The parameter values are given in Table A.3. 

Table A.3. AVR and exciter parameters used in simulation studies 

R0.0 Xc0.0 Tn0.04 K4— 190 

Kc0.08 Kp0.0 K,j0.0 

TB1O.0 Tc1.00 T4 O.01 TpO.0 

T13, = 0.0 TC1 = 0.0 VoliL, = 999 = -999 

VIAIAX =  999 V,A,I,N = -999 VAMAX = 999 V,JM/,V = -999 

= 7.8 VRM/N = -6.7 

The AVR control action is determined by the lead lag compensator with time 

constants T11, T, T,31 and TC, and by the voltage regulator of proportional integral action 

of time constant T4 and gain K4. The local control loop is closed by the proportional 

derivative action block time constant Tp and gain K. 

Excitation systems with high gain and fast response times greatly aid transient 

stability but at the same time tend to reduce small signal stability [87]. Consequently, to 

increase the system stability an additional controller is needed which is called the power 

system stabilizer. 
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Fig. A.I. AVR and excitation model type STJA, IEEE standard P421.5-1992 

A.4. SVC 

According to [88], the SVC can be represented as a voltage source behind a 

step up transformer. The voltages along the d and q axes are a function of the magnitude 

and angle of the DC voltage. The value of "m" can be controlled to adjust the output of 

the SVC. 

as: 

e,1 =(i+rn)!'c,cos(qi) 

eq = (i + m)Vd sin(ii) 

(A.9) 

(A. 10) 

From the SVC voltage resource to the middle bus, the SVC unit can be expressed 

V,fld = (3<, + - (A.11) 

v11,q = eq + 1'p1sq - XylVd (A. 12) 

The SVC parameters used in the simulation studies are given in Table A.4. 
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= 2.5 

0.04 

Table A.4. SVC parameters used in simulation studies 

0.15 s 

B,,,ax = 0.15 B,11in = 0.15 

A.5. CPSS for Generator AND SVC 

The CPSS Parameters used in the simulation studies are shown in Table A.5. 

Table A.5. CPSS parameter used in simulation studies 

T,=0.2 T2=0.05 T3=0.2 T,=0.05 

0.01 VSTMAX = 0.1 Vs7M/N = -0.1 

A.6. Transmission System 

From the generator bus to the middle bus, the system can be written as: 

v 91 = V,, + Te1d - Xeq (A. 1 3) 

vgq = Vmq + reiq - X e d (A. 14) 

From the middle bus to the infinite bus, the system can be written as: 

Vilid = v sin 15 + r, (id + i, )- Xe (iq + icq) (A.15) 

v,,,q = Vb cos 15 + ra(iq + isd )- Xe (d + sq (A.16) 

Table A.6. Transmission line parameters used in simulation studies 

r0.0 X = 0.6 

All resistances and reactances are in pu and time constants in seconds. 
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APPENDIX B 

MULTI-MACHINE POWER SYSTEM 

B.l. Generator Model 

The generating units shown in Fig. 5.1 are modeled by five first order differential 

equations (Equations (B.1) through (B.5)) [10]. 

+g+ka)—T) 
2H 

=e —(s;, —x;)i, —e +1'; q 

I. 

ed = (xq - ; )iq -e;, 

13.2. Parameters of the Power System 

(B.1) 

(B.2) 

(13.3) 

(B.4) 

(B.5) 

The parameters for the five machines power system given in Fig. 5.1 are defined 

in Table B.I. The AVR and simplified ST1A exciter parameters are defined in Table B.2. 

The governor parameters are given in Table B.3. Finally, the power grid transmission line 

parameters are given in Table B.4. 
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Xd' 

Xd" 

V 

Td0' 

Td0 ' 

H 

Table B.I. Generators parameters used in simulation studies 

GI G2 G3 G4 

0.1026 0.1026 1.0260 0.1026 1.0260 

0.0658 0.0658 0.6580 0.0658 0.6580 

0.0339 0.0339 0.3390 0.0339 0.3390 

0.0269 0.0269 0.2690 0.0269 0.2690 

0.0335 0.0335 0.3350 0.0335 0.3350 

5.6700 5.6700 5.6700 5.6700 5.6700 

0.6140 0.6140 0.6140 0.6140 0.6140 

0.7230 0.7230 0.7230 0.7230 0.7230 

80.000 80.000 10.000 80.000 10.000 

All resistances and reactances are in pu and the time constants are in seconds. 

K,1 

K 

Table B.2. AVR and ST1A exciter parameters used in simulation studies 

G1 G4 G5 

0.04 0.04 0.04 0.04 0.04 

190 190 190 190 190 

0.08 0.08 0.08 0.08 0.08 

10.0 10.0 10.0 10.0 10.0 

TC 1.00 1.00 1.00 1.00 1.00 

All time constants are in seconds. 
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Tg 

A 

Table B.3. Governor parameters used in simulation studies 

G1 G2 G3 G4 G5 

0.25000 0.25000 0.25000 0.25000 0.25000 

-0.00015 -0.00015 -0.00133 -0.00015 -0.00133 

-0.01500 -0.01500 -0.17000 -0.01500 -0.17000 

All time constants are in seconds. 

Table B.4. Transmission line parameters used in simulation studies 

Bus# R X Bus# R X 

1-7 0.00435 0.01067 4-8 0.00524 0.01184 

2-6 0.00213 0.00468 5-6 0.00711 0.02331 

3-6 0.01002 0.03122 6-7 0.04032 0.12785 

3-6 0.01002 0.03122 7-8 0.01724 0.04153 

All resistance and reactance values are in pu. 

13.3. Loads and Operating Condition 

The power system described in Fig. 5.1 contains three loads, their parameters are 

given in Table B. and tested under the power flow parameters given in Table B.6. 

L0, 

7.5-j5.0 

Table B.5. Load parameters used in simulation studies 

L02 

8.5 -j5.0 

L03 

7.0-j4.5 
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Table B.6. Power flow parameters used in simulation studies 

Gi G2 G3 G4 

P 5.1076 8.5835 0.8055 8.5670 0.8501 

Q 6.8019 4.3836 0.4353 4.6686 0.2264 

V 1.0750 1.0500 1.0250 1.0750 1.0250 

8 0.0000 0.3167 0.2975 0.1174 0.3051 

All electrical powers and voltages are expressed in pu and the power angles are in rad. 


