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Abstract 

A new algorithm is presented to reduce the number of ray-object intersection cal-

culations for ray tracing. This algorithm, called adaptive voxel subdivision, uses a 

hierarchy of uniform three dimensional grids to subdivide a scene. Rays are traced 

through the grid hierarchy and are tested for intersection with only those objects 

that lie within the voxels through which they pass. A modified uniform grid traver-

sal algorithm is used to traverse rays through the hierarchical grid structure. 

A new tool for examining scene structure, the object distribution graph, is used 

to examine the distribution of objects in a number of complex scenes. It is seen that 

the distribution of objects in these scenes is non-uniform. Despite the non-uniformity 

of object distribution, these scenes exhibit areas of local unformity, combined with 

a small number of very dense areas. 

The rendering performance of the adaptive voxel subdivision algorithm is com-

pared with octree and uniform subdivision algorithms. The adaptive voxel subdi-

vision algorithm outperforms both the octree and uniform subdivision algorithms 

when rendering large complex scenes, as it can adapt to areas of high object density, 

yet uniformly subdivides areas of local uniformity. 
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Chapter 1 

Introduction 

1.1 Statement of Thesis 

Methods for reducing the number of ray—object intersection tests required to ray 

trace an image are investigated. Voxel subdivision is argued to be the most appro-

priate method for complex scenes. A new type of voxel based spatial subdivision 

is developed to deal with scenes containing areas of varying complexity. The new 

method is a combination of uniform subdivision and octree techniques. 

A tool that combines fast grid traversal and hierarchical subdivision is used to 

implement octree, uniform, and the new adaptive voxel subdivision schemes. The 

subdivision parameters of each of these three algorithms are varied to characterize 

their performance and to find the fastest rendering time for a number of complex 

scenes. These times are compared and the following conclusions about the adaptive 

voxel subdivision algorithm are reached: 

• The algorithm has smaller subdivision tree depths than octrees, requiring fewer 

vertical traversals to trace a ray through a scene. 

• The algorithm has more adaptivity to varying scene complexity than uniform 

subdivision. 

• The algorithm has the fastest rendering times for complex scenes. 
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The main achievements presented in this thesis are: 

. A ray tracing tool that implements octree, uniform, and adaptive voxel subdi-

vision. 

• Subdivision heuristics for adaptive voxel subdivision. 

• Use of object distribution graphs to analyse the structure of a number of com-

plex scenes. 

• A comparison of the performance of octree, uniform, and adaptive voxel sub-

division algorithms when rendering complex scenes. 

• Justification for the adaptive voxel subdivision algorithm based on empirical 

results and previous theoretical analysis. 

1.2 Ray Tracing 

Ray tracing was first introduced by Appel [Appel 68] and MAGI [MAGI 68] to ren-

der engineering designs. Ray tracing did not enjoy widespread use until Whitted 

[Whitted 80] and Kay [Kay 79] incorporated it into a general illumination model. 

Object descriptions and light sources are placed into a single three dimensional 

object space. An eye point and virtual viewing screen are placed in the object space 

and an image, the projection of the scene onto the viewing screen, is calculated. 

Simple ray tracing involves firing one ray per pixel from the eye point through 

the virtual screen and into the scene. A ray is tested for intersection with all objects 

in the scene. Successful intersections are sorted by distance along the ray from its 
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origin at the virtual viewing screen. The closest intersection to the ray's origin is 

the object which is visible from the pixel. A reflectance model is used to shade the 

closest intersection point, and the resulting color is assigned to the pixel. 

1.2.1 Extending the Illumination Model 

Shadows may be incorporated into this illumination model by firing rays towards 

light sources from visible intersection points. If a shadow ray intersects an object 

before the light source, then it obscures the light and prevents it from illuminating 

the visible surface. 

A further extension of the algorithm is to fire reflected and refracted rays if a 

surface's attributes so warrant. These rays are fired through a recursive application 

of the ray tracing algorithm, and their results are incorporated into the pixel's color 

value. This process continues until a predefined shade tree depth is reached, or 

the secondary ray's contribution to the pixel's color falls below a minimal threshold 

[Glassner 89]. This revised algorithm is what is normally referred to as "ray tracing" 

(figure 1.1). 

1.2.2 Aliasing 

Aliasing, the result of a low frequency sample of a high frequency signal, is apparent 

in ray tracing due to its point sampling nature [Dippé 85] [Heckbert 89]. Aliasing 

usually manifests itself as jagged lines along the edges of visible objects or textures. 

Super-sampling, firing more than one ray per pixel and filtering the results, replaces 

aliasing with noise, a much less noticeable artifact. Super-sampling is usually done 

only in areas where large changes in pixel intensity or color are detected, and may 
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shadow ray 

reflected ray 

refracted ray 

ray 1 

viewing screen 

eye point 

Ray 1 intersects object A, which is reflective. 
A shadow ray is send towards the light source, L, and a reflected ray is fired. 

Ray 2 hits object B, which is in shadow from object A. 

Ray 3 hits transparent object C, and refracted rays are fired. 

Figure 1.1: Ray tracing. 
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require as many as sixteen rays per pixel [Mitchell 87]. 

1.2.3 Other Techniques 

Additional phenomena such as penumbra, diffuse reflections, translucency, and mo-

tion blur can be modelled using a technique known as distributed ray tracing 

[Cook 84]. Stochastic sampling, sampling using probability distributions, may be 

used to obtain more realistic images from the ray tracing method [Kajiya 86]. More 

recently, ray tracing has been used in conjunction with radiosity techniques, which 

model the interaction of light between diffusely reflecting surfaces, to create photo-

realistic images [Wallace 87] [Ward 88] [Wallace 89] [Sillion 89] [Heckbert 90]. 

1.3 The Cost of Ray Tracing 

The naive ray tracing algorithm tests each ray for intersection with every object in 

the scene, and finds the closest intersection to the ray's origin. This rapidly becomes 

impractical as scene complexity increases to hundreds of thousands of objects, and 

as image size and anti-aliasing quality increase Kingdon [Kingdon 86] performs 

an analysis of the naive algorithm and shows that for even simple scenes, image 

generation may require several days. 

Kingdon estimates the cost of rendering a single image to be: 

Cost = XYN(1+pk)  1—()b+11-pq 

where the image is of size X by Y, N is the number of objects in the scene, p 

is the probability of a ray intersecting any object, q = q3 + qt is the sum of the 

probabilities that the intersected object is reflective and refractive, Ic is the number 
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of light sources, and b is the maximum number of recursive "bounces", or maximum 

tree depth, allowed. 

Evaluating formula 1.1 for some "typical" values gives an idea of the cost of naive 

ray tracing. Let X = 512, Y = 512, p = 0.5, q = 0.5, k = 2, and b = 3. This results 

in an estimate of the rendering cost being 6.96 * 105N ray—object intersection tests. 

The ray tracing implementation used in this thesis has a ray—object intersection 

calculation time of 27.5 us (see section 5.2.1 in chapter 5). Using this figure, Kingdon's 

equation estimates that an image of a scene consisting of a single object requires 19.1 

seconds to render. A scene containing 1,000 objects requires 5.3 hours to render. This 

time increases to 53.1 hours to render 10,000 objects, and to 531 hours to render 

100,000 objects. This makes the rendering of complex scenes impractical with a 

naive ray tracing algorithm. 

1.4 Acceleration Methods 

While ray tracing in its naive form is an expensive operation, there are many tech-

niques available to improve its performance. This section examines a number of 

directions for improving the performance of the basic ray tracing algorithm. 

1.4.1 Speeding up Ray/Object Intersections 

Whitted [Whitted 80] noted that the ray—object intersection process may be sped 

up by surrounding objects with simple bounding volumes, with which rays may be 

more quickly intersected than with the actual objects. Rays which do not intersect a 

bounding volume need not be checked for intersection with the object within. This 
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technique was also used by Roth [Roth 82] to render solid models. 

1.4.2 Exploiting Parallelism 

Since the calculation of the color at each pixel is independent from the calculation of 

other pixels' colors, a parallel implementation suggests itself. The most straightfor-

ward technique is to duplicate the entire object space on a number of processors, and 

direct each processor to render a portion of the final image [Nishimura 83]. More ef-

fective use of distributed memory can be had by scattering objects among processors, 

and performing intersection calculations in parallel for each ray. 

More recent algorithms partition space into disjoint volumes, and distribute these 

volumes and the objects that lie inside them among processors. As rays are traversed 

through the scene they are passed between processors which perform ray—object inter-

section calculations for the objects in their volumes [Dippé 84] [Vatti 85] [Cleary 86] 

[Kobayashi 87] [Scherson 88]. The object space partitions may require adjustment 

during rendering to balance computational load. 

This thesis deals with single-processor algorithms, but these can often be adapted 

to parallel architectures [Nemoto 86] [Pearce 87] [Jevans 89b]. 

1.4.3 Reducing the Number of Rays 

A reduction in the number of rays required to render an image can be had by combin-

ing ray tracing with other rendering methods. A Z-buffer algorithm [Sutherland 74] 

can be used to determine the visible surface at each pixel, and ray tracing used 

only to cast shadows and calculate secondary illumination from reflective and re-

fractive surfaces [Weghorst 84]. The number of secondary rays can be reduced by 
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firing them only if their contribution to the total intensity of the pixel is significant 

[Hall 83] [Arvo 90]. 

Shadow Testing Accelerators 

Shadow ray intersection calculations can be reduced by using light buffers, voxel 

occlusion testing, or shadow object caches. 

A light buffer [Haines 86] is a cube, aligned with the scene's coordinate axes, that 

surrounds a light source. The faces of a light buffer are subdivided into a number of 

viewing frustums. Each frustum contains a list of the objects that are visible to the 

light through it. To trace a shadow ray toward a light source, the viewing frustum of 

its light buffer through which the ray will pass is determined, and the ray is tested 

for intersection with only the objects in the frustum's list. 

Voxel occlusion testing [Woo 90] is used in spatial subdivision algorithms to re-

duce the distance that shadow rays must be traced. In a pre-processing step, each 

volume of space is checked to see if it is completely, partially, or not occluded from 

each light source. When tracing a shadow ray toward a light source, the occlusion 

status of each volume through which it passes is checked. If the shadow ray enters 

a volume that is not occluded from the light, then the ray will not be occluded, 

and tracing can stop. Similarly, if the volume is completely occluded from the light 

-source, then the shadow ray will also be occluded, and tracing can stop. If the voxel 

is partially occluded from the light source, then tracing of the shadow ray must 

continue. 

Shadow caches [Haines 86] make use of the ray coherence property that adjacent 

rays will most likely be shadowed by the same object. A shadow cache is a pointer, 
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stored with each light source, to the last object that cast a shadow from the light. 

Before tracing a shadow ray toward a light, it is tested for intersection with the 

object pointed to by the light's shadow cache. If the shadow ray intersects that 

object, then a shadow is cast, and tracing is not required. If the shadow ray does 

not intersect that object, then it is traced toward the light in the usual fashion. If 

the shadow ray reaches the light without hitting an object, then the shadow cache is 

cleared. Light source shadow caches are cleared at the end of every scanline, since it 

is unlikely that the same object casts shadows that are visible to pixels at opposite 

ends of a scanline. 

Ray Coherence 

Speer, Deltose, and Barsky [Speer 85] present a technique for exploiting ray-to-ray 

coherence when ray tracing. They construct a cylindrical bounding volume around 

a ray with the radius being the distance to the nearest non-intersecting object. 

Successive rays, if they travel inside the previous ray's cylinder, need only be tested 

against the objects with which the previous ray intersected. The method degrades 

rapidly as the number of objects increases. 

Hanrahan [Hanrahan 86] extends Speer's algorithm with a revised bounding ray 

volume and a breadth-first rendering technique. As the number of objects increases, 

the algorithin provides significantly better performance than Speer's method, but the 

paper presents few results, and there has been little in the way of follow-up research. 

Joy [Joy 86] used ray coherence to reduce initialization of newton iteration pa-

rameters, which he used to intersect rays with parametric patches. 

The problem with ray-to-ray coherence algorithms is that they demand a high 
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degree of similarity between adjacent intersection trees to obtain any performance 

gain. Highly complex scenes may have a different visible surface at each pixel, with 

little similarity between ray intersection trees. Distributed ray tracing methods, 

which randomly perturb ray directions, reduce ray-to-ray coherency, limiting the 

usefulness of these techniques. Radiosity algorithms which use ray tracing to find 

form factors, the area of each surface which is visible from every other surface, may 

have little if any ray-to-ray coherence, necessitating the use of some other type of 

speedup technique. 

Other Methods 

There are a number of other methods, similar to ray tracing, that trace clusters 

of rays or sweep areas through space. Beam tracing [Heckbert 84], sweeps areas of 

space through a scene to form "beams". The first beam to be traced is the viewing 

screen, and subsequent beams are traced when objects are intersected or reflections 

are required. Cone tracing [Amanatides 84] traces cones of light rather than rays, 

enabling effects such as penumbrae and dull reflections. Firing a single cone per pixel 

can provide better anti-aliasing than tracing a large number of rays through each 

pixel and filtering the results. Pencil tracing [Shinya 87], a similar technique, traces 

clusters of rays by firing a single ray for each cluster and using paraxial approximation 

theory to approximate the paths of the untraced rays in a cluster. 

1.4.4 Reducing the Number of Ray-Object Intersections 

This thesis is concerned with accelerating the ray tracing process by reducing the 

number of ray-object intersection calculations performed per ray. Since a ray travels 
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through a small subset of the object space, a means of culling objects which are 

not near its path is desirable. Object culling methods can be classified as object 

grouping, space subdividing, or ray classifying. Chapter 2 presents a survey of these 

methods. 

1.5 Thesis Organisation 

A review of techniques for reducing the number of ray—object intersection tests re-

quired to trace a ray through a scene is presented in chapter 2. 

Chapter 3 discusses the algorithms reviewed in chapter 2 with regard to their 

performance on complex scenes. By unifying the results of previous theoretical and 

empirical analyses, voxel subdivision is argued to be the superior scheme. A number 

of scenes are examined to determine the uniformity of object distribution and object 

size. Is is shown that these scenes do not conform to the assumptions made by 

proponents of uniform subdivision. This leads to the development of a new technique 

that combines octree and uniform voxel subdivision. 

Chapter 4 describes a tool for implementing octree, uniform, and the new adap-

tive voxel subdivision algorithms. 

The performance of the octree, uniform, and adaptive voxel subdivision algo-

rithms is plotted and compared in chapter 5. 

In chapter 6, the results are summarised, and directions for future work are 

proposed. 



Chapter 2 

Reducing the Number of Ray—Object 

Intersection Tests 

Ray tracing can be made faster by reducing the number of ray-object intersection 

calculations performed per ray. Since a ray travels through a small subset of the 

object space, a means of culling objects which are not near its path is desirable. 

Object culling methods can be classified as object grouping, space subdividing, or 

ray classifying. 

2.1 Object Grouping 

Rubin [Rubin 80] determined that the majority of time in ray tracing was spent 

performing ray-object intersection calculations. Rubin and Whitted [Rubin 80] pro-

posed the idea of using a hierarchy of bounding boxes to group objects that have 

some spatial locality. The hierarchy is built in a bottom up fashion, until the entire 

scene is contained by a single bounding box. Figure 2.1 is a two dimensional example 

of a hierarchy of bounding volumes and its data structure. For the sake of clarity, 

the bounding boxes are not tight-fitting around the objects. 

When a ray is traced, it is tested for intersection with the root bounding box. If 

it intersects the box, then it must be checked for intersection with the root's children. 

This process continues recursively until the ray has been tested for intersection with 

the objects that lie inside the leaf volumes with which it intersects. These intersec-

12 



Figure 2.1: Hierarchy of bounding volumes. 
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8 1 

tions are sorted by distance along the ray to determine the closest intersection point. 

Figure 2.2 illustrates a ray traversing a bounding volume hierarchy. The bounding 

volumes and objects that are tested for intersection are shaded. 

Kay and Kajiya [Kay 86] refined the idea of bounding box hierarchies to include 

arbitrarily tight fitting bounding volumes. Their method also sorts child volume 

intersections by distance along the ray, and processes them in that order, as was 

done by Kajiya to render fractals [Kajiya 83]. Processing of a ray stops when a ray— 

object intersection is found that is closer to the ray's origin than the intersection 

of the ray with the next child volume. This can significantly reduce the number of 

intersection calculations required to trace a ray. 
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Figure 2.2: Traversal of a hierarchy of bounding volumes. 

2.1.1 Hierarchy Construction 

The performance of hierarchical bounding volume algorithms depends largely on 

the construction of the hierarchies. If a hierarchy is poorly constructed, with little 

attention to the locality of the bounding volumes as they are grouped together, it 

may be necessary to intersect a ray with every leaf volume in the tree. Another 

drawback to the hierarchical bounding volume method is that the hierarchies are 

constructed manually by the user, often requiring several days of work. 

An algorithm for automatically constructing bounding volume hierarchies was 

proposed by Goldsmith and Salmon [Goldsmith 87]. Their method builds a hierarchy 

in a top-down fashion using a heuristic tree search. A new object is inserted into the 

tree at a location that will result in the minimal surface area of the resulting parent 

bounding volume. Another approach, suggested by Kay and Kajiya [Kay 86] and 

discussed in detail by Scherson and Caspary [Scherson 87], uses a k-d tree or octree, 

described in section 2.2.1, to guide the creation of the object hierarchy. 
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2.2 Space Subdivision 

An alternative to object grouping is the space subdivision technique. Space is subdi-

vided into discrete volumes, and each volume has a list of the objects that lie wholly 

or partially inside it. Rays traverse the subdivided space, moving from volume to 

volume, and are tested for intersection only with objects that lie inside the volumes 

through which they pass. When an intersection of a ray with an object in a volume 

is found, traversal of the ray stops. 

A common form of space subdivision is voxel subdivision, where space is sub-

divided into rectangular prisms aligned with the x, y, z axes of the scene. The 

advantage of voxel subdivision is that efficient ray traversal algorithms are possible, 

due to the regular shape of the voxels and their alignment with the primary axes. 

The two main voxel methods used to accelerate ray tracing are octree and uniform 

subdivision. 

2.2.1 Octree Subdivision 

Glassner [Glassner 84] used an octree [Samet 84], a recursive subdivision of space into 

eight equal subvolumes, to hierarchically subdivide a scene. The scene is surrounded 

with a bounding box that serves as the root voxel. If the number of objects in the root 

voxel is above some pre-defined threshold, the voxel is subdivided into eight equal 

sized sub-voxels, and the objects are inserted into the sub-voxels. This continues 

recursively until there are fewer than the pre-defined threshold number of objects 

in each leaf voxel, or a maximum tree depth is reached. Figure 2.3 illustrates a 

quadtree, the two dimensional analog of the octree. Note that empty voxels are not. 
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Figure 2.3: Octree. 

stored in the data structure. 

To trace a ray through the scene, it is first tested for intersection with the root 

voxel. If the ray intersects the root, and the root is subdivided, the intersection point 

of the ray and the voxel is used to determine the sub-voxel in which to continue 

processing. If the sub-voxel is a leaf node and contains objects, the ray is tested for 

intersection with the objects that lie inside it. If the sub-voxel contains a sub-grid, 

the algorithm recurses to traverse the ray through it. 

Once a sub-voxel has been processed, and if the ray has not intersected an object, 

the ray must resume its traversal through the grid. The next sub-voxel in the ray's 

path is determined, and the process repeats until an intersection is found, or the ray 

exits the bounds of the root voxel. Figure 2.4 illustrates the order in which voxels 

and objects are visited by a ray. 

The octree method has been used to render objects modelled by constructive 
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Figure 2.4: Octree traversal. 

solid geometry [Wyvill 85] [Kunii 85] [Wyvill 86c] as well as objects modelled with 

polygons and parametric surfaces. 

k-d Trees 

Kaplan [Kaplan 85] developed an algorithm, similar to Glassner's octree algorithm, 

that uses a k-d tree [Samet 84] to recursively split a voxel in half along one of the x, 

y, or z axes at each node. MacDonald and Booth [MacDonald 89] elaborate on the 

technique and propose a set of heuristics for choosing the axis of subdivision and the 

position of the splitting plane inside each node. 

2.2.2 Uniform Subdivision 

A drawback of the octree method is the number of vertical tree traversals required 

to traverse a ray through the scene. Fujimoto [Fujimoto 86] proposed the use of 

uniform voxel subdivision, where the object space is subdivided by a regular three 
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Figure 2.5: Uniform space subdivision. 
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dimensional grid of voxels (figure 2.5). He developed an iterative algorithm, similar 

to a two dimensional line drawing algorithm [Foley 90](pages 72-81), for quickly 

traversing a ray through the voxel grid. 

To compare uniform subdivision with octree subdivision, Fujimoto extended his 

uniform grid traversal algorithm to an octree traversal algorithm. The uniform grid 

traversal algorithm is used to traverse a ray through the sub-voxel grid at each level 

of the octree. When a ray encounters a sub-voxel that is itself subdivided, the 

traversal algorithm "descends" into the sub-voxel, and the ray is traversed through 

the sub-grid. 

Fujimoto compared the performance of the uniform subdivision and octree algo-

rithms on a number of scenes and determined that the uniform subdivision algorithm 

was superior to the octree algorithm, due to its lack of vertical tree traversals. The 

validity of this claim will be explored in later chapters. 

Optimised uniform grid traversal algorithms have been developed by Cleary and 

Wyvill [Cleary 88], Amanatides [Amanatides 87], and Snyder and Barr [Snyder 87]. 
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1 

Figure 2.6: Object spans voxels. 

2.2.3 Fragmentation 

Unlike hierarchies of bounding volumes, an object may lie in more than one voxel. 

This fragmentation has two drawbacks, the first being that ray-object intersection 

points must be checked to ensure that they lie inside the current voxel. In figure 2.6, 

the ray is tested for intersection with object A in voxel 1. An intersection is found, 

but it lies outside of voxel 1, so traversal of the-ray must continue. In voxel 2 the ray 

is tested for intersection with objects A and B, and is found to hit object B before 

object A. 

The second drawback of voxel subdivision is that rays may have to be tested for 

intersection more than once with an object that spans several voxels (for example, 

object A in figure 2.6). Duplication of intersection tests can be eliminated through 

the use of ray signatures [Arnaldi 87} [Amanatides 87]. Each ray is assigned a unique 

number, called a signature. When a ray is tested for intersection with an object for 

the first time, the result of the test and the ray's signature are stored with the object. 

Subsequent intersection calculations are avoided by comparing the ray's signature 

with the one stored in the object being tested against. If they match, then the 
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intersection results stored with the object are retrieved, and a duplicate intersection 

calculation need not be performed. 

2.3 Ray Classification 

Arvo and Kirk [Arvo 87] presented a method which combines k-d tree subdivision 

and directional volumes to reduce the number of ray—object intersection calculations. 

Every node in the k-d tree has a directional volume for each of the six faces of the 

voxel. Each of these six bounding hypercubes contains a list of all objects that could 

be intersected by a ray originating in the voxel and passing through the face. Rays 

are represented by a three dimensional origin (x, y, z) and two spherical angles (u, 

v). Figure 2.7 shows an example of a two dimensional hypercube. 

A subdivision hierarchy is created, with each node being split in half along one 

of the x, y, z, u or v axes. A ray is traced by descending the tree to the leaf node 

that encloses the ray's five dimensional position. This leaf hypercube will contain a 

list of objects with which the ray may potentially intersect. The ray must be tested 

for intersection with these objects, and the successful intersection points sorted by 

distance along the ray to find the closest. - 

Ohta and Maekawa [Ohta 87] presented a similar algorithm that uses the prop-

erties of ray coherence. Every location in the scene that can be a source of rays, 

such as the eye point and reflective and refractive objects, is bounded by a sphere 

or convex hull. Each of these bounding volumes is subdivided into a number of 

viewing direction intervals. For each viewing direction interval, a bounding volume 

keeps a list of the objects in the scene that are visible to it in that direction. These 
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xy intervals 

objects in a hypercube 

Figure 2.7: 5D ray tracing. 

lists are created using ray coherence theorems presented in their paper. Rays that 

originate in one of these bounding volumes need only be tested for intersection with 

the objects that are visible in the viewing direction interval that corresponds to the 

ray's direction. 

The authors claim that this algorithm results in constant time ray tracing, inde-

pendent of the number of objects in the scene. This claim is misleading, however, 

because the rendering times do not include pre-processing time. For complex envi-

ronments with many reflective objects, or when shadows are being calculated, these 

visibility computations must be made for every object. This results in huge pre-

processing times, possibly negating the effects of the algorithm. 



Chapter 3 

Ray Tracing Complex Scenes 

Much research in computer graphics is targeted towards the generation of photo-

realistic images. This involves high quality rendering and detailed modelling. Com-

plex models can take a variety of forms, including polygonal meshes [Allan 89], 

quadric surfaces [Blinn 86], cubic splines [Bartels 87], and soft objects [Wyvill 86b]. 

If polygonized [Wyvill 86d] [VonHerzen 87], the resulting scene descriptions are ex-

tremely large. Additional complexity arises when detailed models are placed into 

larger, less complex scenes. This is typical of computer animation, which often in-

volves detailed focal objects amid backgrounds that, as in traditional film making, 

are simple façades. 

3.1 Discussion of Existing Algorithms 

This section discusses the algorithms surveyed in chapter 2 with emphasis on their 

performance when rendering complex scenes. 

3.1.1 Ray Classification 

The 5D algorithm of Arvo and Kirk [Arvo 87], while performing well on the scenes 

presented in their paper, may not be well suited to rendering complex scenes due 

to its large space requirements. Because the algorithm's space requirements depend 

not only on the number of objects, but on the visibility of the rest of the scene from 

22 
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Figure 3.1: Continued narrowing does not reduce candidate set. 

each object, its space requirements are 0(N2), where N is the number of objects in 

the scene. Another problem with the algorithm is that it may perform poorly when 

complex objects occupy a small viewing volume, as continued recursive narrowing of 

the hypercube may not reduce the number of objects in it (see figure 3.1). 

3.1.2 Octrees and Bounding Volume Hierarchies 

Scherson and Caspary [Scherson 87] compared octree subdivision and bounding vol-

ume hierarchies. They discovered that the number of ray—voxel intersections required 

to trace a ray through an octree was smaller than the number of ray—volume inter-

sections required to trace a ray through a hierarchy of bounding volumes. This is 

offset by the cost of duplicating ray—object intersection calculations for objects that 

lie in more than one leaf voxel of an octree. 

To resolve this dilemma they developed a hybrid algorithm that uses octree sub-

division to coarsely subdivide a scene, and hierarchies of bounding volumes to order 

the objects inside the octree leaf nodes. This algorithm outperforms both the octree 

and bounding volume hierarchy algorithms. 
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Amanatides and Woo [Amanatides 87] and Arnaldi [Arnaldi 87] concurrently pre-

sented the ray signature technique to avoid duplicating ray-object intersection tests 

in spatial subdivision algorithms (see section 2.2.3, chapter 2). This technique vir-

tually eliminates the overhead of fragmentation, and obviates the need for bounding 

volume hierarchies inside voxel structures. 

3.1.3 Uniform Subdivision 

Cleary and Wyvill [Cleary 88] presented and analysed a uniform voxel subdivision 

algorithm. They developed a formula, balancing the time to perform a ray-polygon 

intersection test and the time to traverse a ray through a voxel, to determine the 

optim,1 subdivision granularity, the number of voxels that ubdivide a scene, thereby 

minimising ray tracing execution time. Their analysis shows that ray tracing time can 

be reduced to about twice the irreducible time of initialising each ray, and performing 

a single intersection calculation and shading for each ray that hits a polygon. Based 

on this result, Cleary and Wyvill stated that dramatic gains cannot be expected 

from incremental improvements to ray tracing itself, and that other techniques, such 

as ray coherence, will be necessary to make further improvements in execution time. 

The Cleary and Wyvill analysis of uniform subdivision involves the mean polygon 

area and perimeter, and assumes that polygons are distributed uniformly throughout 

the scene. They do not consider the possibility that polygon area or perimeter may 

vary greatly, or that the distribution of objects in the scene may be non-uniform. In 

such cases, the calculated optimal subdivision granularity may be optimal for only 

a subset of the scene. 

The following section measures the density of polygons, mean polygon area, mean 
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polygon perimeter, and the standard deviation of these values for a number of com-

plex scenes. If the standard deviation of these values is high, then the assumptions 

necessary to Cleary and Wyvill's statement are not supported, and significant im-

provements to the ray tracing algorithm may still be possible. 

3.2 Measuring Scene Complexity 

Scherson and Caspary [Scherson 87], in their comparison of octree and bounding 

volume hierarchy methods, examined the distribution of objects for a number of 

scenes. They subdivided each scene with a uniform grid of 1000 voxels, 10 on a side, 

and counted the number of polygons in each voxel. The mean number of polygons 

per voxel and the standard deviation were computed for each scene. 

Scherson and Caspary calculated and normalized the standard deviation of the 

number of objects per voxel with respect to the mean number of objects in non-

empty voxels. This results in a measure of the uniformity of object distribution in 

non-empty areas of a scene, not the entire scene. For example, if all objects in a 

scene lie in a single voxel, thus occupying 1/1000 of the volume of the scene, their 

measurement technique will record a normalized standard deviation of 0, indicating 

a uniform distribution. This is highly misleading, as the scene is far from uniform. 

To obtain a meaningful measure of object distribution, the standard deviation 

must be calculated and measured with respect to the number of objects in all voxels. 

The formulation of the standard deviation is given in equation 3.1. 
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where: 

(3.1) 

N = the number of objects in the scene 

g = the number of voxels (g = 1000) 

x = the number of objects in a voxel 

= the average number of objects per voxel ( = N/g) 

= the standard deviation 

The following section uses formula 3.1 to measure object distribution for a number 

of scenes. The mean and standard deviation of the perimeters and areas of the objects 

are also measured. The standard deviations are divided by the means ' to normalize 

them. 

3.2.1 Object Distribution Graphs 

To visualise the distribution of object densities, an object distribution graph is plotted 

for each scene. The number of objects in a voxel is plotted logarithmically along the 

horizontal axis, and the percentage of voxels containing a given number of objects is 

plotted along the vertical axis. 

• An object distribution graph is useful in identifying areas of local uniformity in 

scenes that have a large standard deviation of object density. An object density that 

occurs in a large percentage of voxels, and thus is plotted high on the vertical axis, 

is an indication of local uniformity. Another indication is a cluster of points on the 

graph, indicating a number of voxels with similar object densities. 
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3.2.2 Test Scenes 

The largest of the scenes that Scherson and Caspary analysed was composed of 

less than 20,000 polygons. Their scenes were atypical of those commonly rendered, 

as they consisted of isolated objects with no background. The scenes that will be 

examined in this section include several test scenes, similar to those used by Scherson 

and Caspary and Cleary and Wyvill, and a number of scenes taken from animated 

films and commercial applications. The number of polygons in these scenes ranges 

from 6,000 to almost 200,000. 

The test scenes are composed entirely of planar polygons. They were modelled 

either with a polygon based modelling system, SFPG, developed at the University 

of Calgary [Wyvill 86a] or with the Alias Modeller [Ali87], which models objects as 

spline surfaces, then triangulates them prior to rendering. 
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Cubes. 1,000 randomly oriented cubes, uniformly distributed on a iO grid. The 

distribution of cubes is perfectly uniform, as is the area and perimeter of the poly-
gons. This scene conforms to the assumptions made by Cleary and Wyvill in their 

analysis of uniform subdivision. 
Number of objects = 6000, number of lights = 1, percent non-empty voxels = 100. 

0• cT/x 

no. of objects 6.0 0.0 0.0 

object perimeter 0.4 0.0 0.0 

object area 0.01 0.0 0.0 

Figure 3.2: Cubes. 
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Tree. A recursively defined tree, similar to that used by Kay and Kajiya [Kay 86] 
and Scherson and Caspary [Scherson87]. There are 1365 branches and 4096 leaves. 

Each branch is approximated by 12 polygons. This scene is much less uniform in 
object distribution than the cubes scene due to the empty spaces under and between 

the branches. It is not representative of complex scenes though, as the tree is in 

isolation with no background scenery. 

Number of objects = 20476, number of lights = 1, percent non-empty voxels = 28. 

0 cr/f 

no. of objects 20.476 75.619 3.693 

object perimeter 1.356 1.276 0.941 

object area 0.032 0.114 3.547 

Figure 3.3: Tree. 
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Lumpy. A frame from the short animated film "Lumpy's Quest for Sev" 

[Jevans 89a]. This scene is typical of entertainment oriented animation. There is 
a small detailed model, the skateboarder, amid a much larger and less detailed back-

drop. 
Number of objects = 5938, number of lights = 6, percent non-empty voxels = 27. 

or t7/X 

no. of objects 5.938 49.482 8.333 

object perimeter 10.547 33.639 3.1289 

object area 34.227 1040.278 30.393 

Figure 3.4: Lumpy. 
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Drum. A much larger model than the first three. While 95.1 percent of the volume 
of the scene is non-empty, the standard deviation of the number of objects per voxel 

is large. This is because the drum, which occupies a small part of the scene, is 
composed of many small and complex polygons, while the room, which occupies 
most of the volume of the scene, is modelled by a few large polygons. 
Number of objects = 59672, number of lights = 6, percent non-empty voxels = 95.1. 

a/x 

no. of objects 59.672 1134.040 19.004 

object perimeter 0.157 1.209 7.659 

object area 0.010 0.291 28.902 

Figure 3.5: Drum. 
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Trike. While the number of polygons is larger for the trike scene than for the drum 
scene, the standard deviation of the number of objects per voxel is lower. This is 

because the floor, modelled as several large polygons, does not occupy the large 
volume of space that the room in the drum scene does. 
Number of objects = 130398, number of lights = 5, percent non-empty voxels = 23.6. 

0 

no. of objects 130.398 1529.478 11.729 

object perimeter 0.290 0.730 2.513 

object area 0.022 0.442 19.705 

Figure 3.6: Trike. 
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Car. This scene is taken from a commercial animation sequence. As with the drum 
scene, most of the voxels are non-empty, although the standard deviation of the 
number of objects per voxel is similar to that of the trike scene. This is because the 
windows and wall, which occupy a large volume of space, are more complex models 
than the simple walls in the drum scene. 
Number of objects = 198941, number of lights = 7, percent non-empty voxels = 88.6. 

0• cr/i 

no. of objects 198.941 2255.443 11.337 
object perimeter 0.929 3.483 3.746 
object area 0.051 4.639 90.647 

Figure 3.7: Car. 



34 

3.2.3 Observations 

As evidenced by the normalised standard deviations measured in section 3.2.2, object 

distribution, area, and perimeter can vary greatly, even with scenes consisting of only 

a few thousand polygons. 

The object distribution graphs show that scenes with similar standard deviations 

of object distribution can have very different scene structures. The Trike scene of 

figure 3.6 and the Car scene of figure 3.7 have normalised standard deviations of 

object distribution of approximately 11. Both the Trike and Car scenes exhibit areas 

of local uniformity of object distribution, combined with several very dense areas. 

The Car scene, however, has a large number of uniformly dense voxels, compared 

to a large number of empty voxels in the Trike scene. 

These observations stimulate the need for an algorithm that makes use of uniform 

subdivision techniques in areas of local uniformity, yet can adapt to areas of high ob-

ject density. The remainder of this thesis describes such an algorithm, and compares 

its performance with that of the octree and uniform subdivision algorithms. 

3.3 Adaptive Voxel Subdivision 

Octree subdivision can be generalised to hierarchical 3D grid subdivisibn by varying 

the subdivision granularity at each node according to the number and size of the 

objects in the corresponding voxel (figure 3.8). Snyder and Barr [Snyder 87] used 

this technique as a modelling tool as well as to accelerate ray tracing of tessellated 

surfaces. In their ray tracer, grids could be instantiated and referenced throughout 

a scene, allowing them to model a field containing billions of blades of grass from 
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Figure 3.8: Hierarchical three dimensional grids. 

just two primitives. Their method is not a general acceleration technique however, 

as it requires the grid hierarchies to be built by hand during the modelling stage. A 

new algorithm to accelerate ray tracing of arbitrary scenes, entitled adaptive voxel 

subdivision, is described below. 

The adaptive voxel subdivision algorithm automatically constructs hierarchies of 

voxel grids according to the number of objects in each voxel. Rays are traced through 

the grids using a uniform grid traversal algorithm. A preliminary implementation 

of this algorithm was presented in [Jevans 89c]. The Cleary algorithm [Cleary 88] 

for traversal of a uniform grid was used, and details of vertical traversal, which are 

missing from the Fujimoto paper [Fujimoto 86], were given. Due to a deficiency in 

the implementation, the subdivision granularity inside each voxel was the same for. 

the entire tree, and was set as a parameter of the program. A comparison of octree, 

uniform, and adaptive voxel subdivision schemes was made, although the results 

were not conclusive as to the superiority of the adaptive voxel subdivision algorithm 

over the other methods. 

The following chapter describes a tool for implementing octree subdivision, uni-
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form subdivision, and the new adaptive voxel subdivision. This updated imple-

mentation of the adaptive voxel subdivision algorithm uses heuristics, presented in 

section 5.4, to vary the subdivision inside' each voxel according to the number of 

objects in it. An improved traversal algorithm and more efficient data structures 

are also detailed. Chapter 5 compares the performance of the octree, uniform, and 

adaptive voxel subdivision algorithms on the scenes that were analysed in section 3.2. 



Chapter 4 

A Space Subdivision Tool 

This chapter describes an implementation of a ray tracer that uses hierarchical voxel 

grid subdivision to reduce the number of ray-object intersection tests required to ray 

trace an image. By imposing restrictions on the depth of the subdivision hierarchy 

and the subdivision granularity at each level, the ray tracer can implement octree, 

uniform, and the new adaptive voxel subdivision schemes. 

Octree subdivision is achieved by restricting the granularity of subdivision at each 

level to 2, and allowing the depth of the subdivision hierarchy to vary according 

to the number of objects in each voxel. Uniform subdivision is enforced by allowing 

the s%ibdivision granularity of the root voxel to vary depending upon the number 

of objects 4n the scene, and by limiting the depth of the subdivision hierarchy to 

one. The adaptive voxel subdivision scheme presented in section 3.3 is enabled by 

allowing both the subdivision granularity and depth of the subdivision hierarchy to 

vary according to the number of objects in each voxel. 

4.1 Details of the Ray Tracer 

The ray tracer, written in C++, implements the extended illumination model de-

scribed in section 1.2.1. Reflection, refraction, and shadowing are supported by 

recursively applying the ray tracing routine to trace the secondary rays. To accel-

erate the tracing of shadow rays, a shadow object cache [flames 86], described in 
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section 1.4.3, is stored at each light source. The maximum depth of the shade tree is 

lirñited to 4, usually producing good results for scenes with reflective or transparent 

objects. 

4.1.1 Anti-Aliasing 

An adaptive anti-aliasing scheme is used to detect visible edges and to fire more rays 

per pixel along these edges [Mitchell 87]. A pixel that requires anti-aliasing is found 

by comparing its color value to those of the surrounding pixels. If the pixel's color 

differs significantly from those of its neighbors, it is super-sampled by firing more 

rays through it. These extra samples are then filtered with a box filter to reconstruct 

an anti-aliased color value for the pixel. 

4.1.2 Renderable Objects 

The object-oriented implementation of the ray tracer allows the addition of new 

renderable object types without requiring recompilation of the entire program. Ren-

derable objects must implement a method to calculate the bounding box for the 

object, used for insertion into voxels, a method to perform ray—object intersection 

tests, and a method that returns the surface attributes of an intersection point, for 

shading. 

Two types of renderable objects, the polygon and the triangle, are implemented in 

the ray tracer. Ray—polygon intersection tests are performed using the ray—plane in-

tersection and point-inside-polygon methods presented in [Foley 901 (pages 339, 703-

704). A subclass of the polygon, the triangle, uses the faster barycentric method 

outlined by Snyder and Barr [Snyder 87] to determine if a ray—plane intersection 



39 

\ A Y NiY\iX+l,ly 

ix, iy+1 

Figure 4.1: Cleary and Wyvill algorithm. 

point lies inside a triangle. The ray-object intersection methods make use of ray 

signatures to avoid duplicating intersection tests. 

4.2 Implementation of Ray Traversal 

Each voxel may be subdivided by a uniform grid of sub-voxels, depending on the 

number of objects inside it. To traverse a ray through these grids, the uniform grid 

traversal algorithm of Cleary and Wyvill [Cleary 88] is used. 

4.2.1 Horizontal Traversal 

Consider figure 4.1, a two dimensional example. A ray in figure 4.1 enters a new 

voxel either by passing left to right through a vertical wall, or by passing from top 

to bottom through a horizontal wall. Considering only the passage through vertical 

walls, the distance along the ray between such crossings is a constant, labeled Ax. 

There is a similar constant distance, Ay, between successive crossings of horizontal 

walls, and, in the three dimensional case, a third constant, Az. 

To determine which voxel a ray moves to next, the wall that is crossed first must 



initialize px, py, ix, ly, dx, dy, &, and iy; 

while no intersection in voxel(ix, iy) 
if dx ≤ dy then 

begin 
ix = ix + px; 

end 
else if dx> dy then 

begin 
jy = jy + py,• 
dy = dy + 

end; 

Figure 4.2: Pseudocode for the Cleary and Wyvill algorithm. 
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be determined. This can be done by keeping two variables, dx and dy, that record 

the total distance along the ray from some arbitrary origin to the next crossing of 

a vertical or horizontal wall. Note that dx and dy will always be positive. If dx is 

smaller than dy, then the next wall to be crossed is a'vertical one, and the next voxel 

will be a horizontal neighbor. Correspondingly, if dy is smaller than dx, the next 

wall to be crossed is a horizontal one, and the next voxel will be a vertical neighbor. 

Traversal variables dx and dy are maintained by incrementing dx by Ix whenever 

a vertical wall is crossed, and similarly incrementing dy by Ay whenever a horizontal 

wall is crossed. Every time the ray moves to a new voxel, the index of that voxel 

must be found. Let the index of a voxel be represented by variables ix and iy. When 

the ray moves to a new voxel, simply increment ix or iy by px or py, which are ±1, 

depending on the direction of the ray's travel. Pseudocode for the algorithm is given 

in figure 4.2. 

Algorithm Refinement 

At each step in the traversal, the current voxel must be checked to see if it is empty 

or if it contains a sub-grid or a list of objects. This requires a lookup in a three 



initialize px, py, 1, dx, dy, &, and iy; 

while no intersection in voxel(j) 
if dx ≤ dy then 

begin 
= I + px,• 

dx = dx + &; 
end 

else if dx> dy then 
begin 

= i+py; 
dy = dy + Ay; 

end; 
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Figure 4.3: Pseudocode for the revised Cleary and Wyvill algorithm. 

dimensional array of voxels. In a computer's memory, a three dimensional array is 

stored as a one dimensional vector, and every index into the three dimensional array 

is converted into a one dimensional index, requiring three multiplications and two 

additions. If n is the size of the voxel space along one axis, the one dimensional 

index, i, corresponding to the three dimensional index is, iy, iz, is calculated as 

i=ix*n*n+iy*n+iz. 

To avoid the overhead of multiplications in the inner traversal loop, the voxel 

space can be explicitly stored and indexed as a one dimensional array of size n3. The 

index of a voxel in this array, i, is incrementally maintained just as is, iy, and iz 

were, except that the increments must be factors of n. px is set to ±n2, py is ±n 

and pz is ±1. Pseudocode for the revised algorithm is given in figure 4.3.' 

If the new voxel into which the ray has moved is empty, the traversal process 

continues. If the new voxel contains objects and is not subdivided, the ray must 

be tested for intersection with the objects in the voxel. If the voxel is subdivided, 

the algorithm must descend into the voxel to traverse the ray through its sub-grid, 

accomplished by a recursive call to the horizontal traversal routine. 
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4.2.2 Horizontal Traversal Initialisation 

It is assumed that the ray originates within the bounding volume of the scene. If it 

does not, it is intersected with the scene's bounding box, and this point is used as the 

ray's origin. Each ray has an origin, rx, ry, rz, and a direction vector, öx, by, Sz. A 

voxel grid of n3 voxels is subdivided equally along the x, y, and z axes at a granularity 

of n. Because the bounding box for the scene may not be a cube, the size of a voxel in 

a grid may differ along the x, y, and z axes, and is given by sx, .sy, sz. The following 

discussion deals only with the initialisation of the traversal variables for the x axis, 

but is trivially extended for the y and z axes. 

Traversal is done in voxel space coordinates, so the origin of the voxel grid that 

is to be traversed is subtracted from the ray's origin, and stored as x, y, z. This 

translates the ray's origin so that 0 ≤ x < sx * n. The initial index of the ray in the 

voxel grid is given by: 

ix = truncate(x/.sx) (4.1) 

Ax (see figure 4.4) is calculated as: 

AX = sx/öx (4.2) 

If the ray is moving in a positive direction along the x axis (figure 4.5) then dx is: 

dx = ((ix + 1) * sx - x) * A x (4.3) 

If the ray is traveling in a negative direction along the x axis then dx is: 

dx = (a, - ix * sx) * Lx (4.4) 
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sx 
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Figure 4.4: Initialising / x. 

4.2.3 Vertical Traversal 

Ax 

SY 

!ix,ly ix+1,iy 

sx 

ix, iy+l 

Figure 4.5: Initialising dx. 

During horizontal traversal, if a ray enters a voxel that is subdivided, the algorithm 

must descend into the subdivided voxel and traverse the ray through its sub-grid. 

This is accomplished by recursively calling the horizontal traversal routine. 

Downwards Traversal 

Before descending into a sub-grid, the intersection point of the ray with the subdi-

vided voxel is found. This intersection point is used as the ray's origin, rx, ry, rz by 

the horizontal traversal initialisation code (section 4.2.2). 

To quickly determine the intersection point of the ray with the voxel, the face 

of the voxel through which the ray entered must be found. This is done by keeping 

track, in the horizontal traversal loop, of the direction that the ray traveled to enter 

the current voxel. The axis of traversal is indicated by a variable, i, that is set at 

each iteration to 0, 1, or 2, corresponding to traversal in the x, y, or z directions. 

The direction of travel is indicated by the sign of each element in the ray's direction 
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rx ry   

rx•ilry,  

Figure 4.6: Finding rx1, ry1. 

rx1, 

sx 

Figure 4.7: Finding rx1, ry1. 

vector. In figure 4.6, t = 0 and Sx is positive, indicating that the ray's movement 

was in the positive x direction. 

Let ox, oy be the 2D origin, in world space coordinates, of the voxel that contains 

the sub-grid, and 'rx, ry be the origin of the ray. The intersection of the ray with the 

sub-voxel, rx1, ry1, is calculated as: 

rx1 = ox 

(ox - rx) 
ry1 = ry  * oy 

Sx 

(4.5) 

(4.6) 

If 5x is negative, indicating that the ray is traveling in a negative direction along the 

x axis, as in figure 4.7, then rx1,ry1 are calculated as: 

TXl = OX +3x 

ry1 = ry+ (ox + sx - rx) 
5x 

(4.7) 

(4.8) 

The intersection of the ray with the voxel, rx1, ry1, is used as its origin, rx, ry, during 

the horizontal traversal of the sub-grid. 
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These equations are easily extended to three. dimensions. If t indicates that 

traversal was in the y or z directions, the equations are similar. 

Upwards Traversal 

When a ray exits the bounds of a voxel grid, or when a ray—object intersection is 

found, horizontal traversal of the ray through the current voxel grid terminates. The 

status of the ray is indicated by the return value of the horizontal traversal routine. 

A return value of 0 indicates that the ray traveled beyond the bounds of the grid. .A 

return value of 1 indicates that the ray intersected an object. If the traversal routine 

returns 0, then horizontal traversal resumes in the parent voxel. If the horizontal 

traversal routine returns 0 from the root voxel, then the ray has left the scene without 

intersecting an object. If 1 is returned, all recursions terminate, and the intersection 

information is passed back to the shade routine. 

4.2.4 Lazy Subdivision 

Rather than subdividing the scene in a preprocessing step before ray tracing, subdi-

vision is done lazily, when a voxel is entered by a ray for the first time. This approach 

subdivides only areas, of a scene through which rays pass. 

Every voxel has a subdivision flag, initialised to 0 when the voxel is created, 

that indicates whether or not it has been considered for subdivision. When a voxel 

is entered by a ray, its subdivision flag is checked to see if it has been considered 

for subdivision. If the flag is 0, then subdivision heuristics are consulted, possibly 

resulting in the voxel being subdivided. The flag is then set to 1, and subsequent 

rays will not cause the voxel to be reconsidered for subdivision. 
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4.2.5 Grid Data Structure 

Because a voxel grid may be sparse, considerable memory savings can be had by 

storing only non-empty voxels. Both Pearce [Pearce 87] and Cleary and Wyvill 

[Cleary 88] stored non-empty voxels in a hash table, and used a voxel's one dimen-

sional index as its key. Because an adaptive algorithm will have fewer empty voxels 

than a uniform subdivision algorithm, and since modern machines have large mem-

ory capacities, with 32 Mb not uncommon, the hash'table scheme is abandoned in 

this implementation. 

A voxel grid is stored as a one dimensional array of pointers to voxel structures, 

reducing both the complexity of the implementation and the overhead of checking 

for non-empty voxels during ray traversal. To check if a voxel is non-empty, the voxel 

grid array is indexed with the voxel's one dimensional index. If the voxel's entry in 

the array is non-null, then it is non-empty. 

A voxel structure contains a subdivision flag to indicate whether or not the voxel 

has been considered for subdivision, and a second flag that indicates whether the 

voxel is a leaf node or is further subdivided. If the voxel is a leaf node, it contains 

an integer that indicates the number of objects inside it, and an array of pointers 

to those objects. If the voxel is subdivided, it contains an integer that indicates its 

subdivision granularity, g, and an array of size g3 of pointers to its sub-voxels. 



Chapter 5 

Algorithm Comparison 

In this chapter, the implementation described in chapter 4 is used to measure the 

performance of the octree, uniform, and adaptive voxel subdivision algorithms. For 

each algorithm, the parameter that controls subdivision is varied, and its effect on 

the time to render an image is graphed. The maximum depth of the subdivision hier-

archy is varied for the octree and adaptive voxel subdivision algorithms. Subdivision 

granularity is varied for the uniform voxel subdivision algorithm. 

The performance of each algorithm is graphed for the six scenes presented in 

section 3.2. From these performance graphs, the subdivision parameter values that 

result in the fastest rendering time for each image are found. Section 5.5 compares 

the fastest rendering time of the algorithms for each image. 

5.1 Graphing Rendering Performance 

A graph of rendering performance plots the subdivision parameter being varied along 

the horizontal axis, and the scaled rendering time of the image along the vertical 

axis. Scaled rendering time is the computation time (CPU time) to render an image 

divided by the CPU time of the irreducible ray tracing overhead, and is the ratio of 

the actual rendering time to the minimum possible rendering time. 

The irreducible overhead of ray tracing an image is the time required to initialise 

each ray, and perform a single ray-object intersection calculation and shading calcu-

47 
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lation for each ray that intersects an object. This is the minimum possible rendering 

time for the ray tracing method, barring the use of ray coherence techniques. Scaling 

the rendering time by the irreducible overhead time gives a measure of how closely 

an , algorithm approaches the minimum possible rendering time. A scaled ray tracing 

time of 1 indicates that an algorithm performs no computation to find the closest 

object intersected by each ray. The scaled rendering time is also useful for compar-

ing the performance of algorithms run on different machines, because the speed of 

individual machines is factored out of the rendering time. 

To calculate the irreducible overhead time of rendering an image, the image is 

ray traced in a pre-processing step, and a pointer to the object intersected by each 

ray is written to an intersection file. If a ray leaves the scene without intersecting 

an object, or if a shadow ray hits a light source without intersecting a shadowing 

object, then a null pointer is written. 

The image is then rerendered using the data in the intersection file to give a priori 

knowledge of the object intersected by each ray. Rather than tracing a ray through 

the scene to determine the closest ray-object intersection, the object pointer for the 

ray is read from the intersection file. If the pointer is null, no ray-object intersection 

calculation is performed. If the pointer refers to an object, a ray-object intersection 

calculation is performed against that object. The time taken to render the image in 

this way is the irreducible ray tracing overhead time. 
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5.1.1 Rendering Details 

Each image was rendered at 200 by 200 pixel resolution with one ray per pixel. 

All images were rendered on a SUN' 4/280 with 32 megabytes of RAM and 256 

megabytes of swap space. User CPU time was measured, ensuring that I/O or 

swapping time was not included in the rendering time. 

In each of the following sub-sections, the subdivision parameters of each algorithm 

are discussed; the six test images of section 3.2 are rendered with varying values of 

the subdivision parameters; and the results of this experimentation are analysed. 

5.2 Octree Subdivision 

Octree subdivision is effected by constraining the subdivision granularity of each 

voxel to be 2, and by varying the maximum depth of the subdivision hierarchy. A 

voxel that is not at the maximum depth of the hierarchy is subdivided if the number 

of objects inside it is greater than a pre-defined subdivision threshold. This threshold 

must be chosen carefully, as it is a major factor influencing the subdivision of a scene. 

5.2.1 Choosing the Subdivision Threshold 

Scherson and Caspary [Scherson 87] attempted, unsuccessfully, to choose the sub-

division threshold for their octree implementation by using theoretical analysis to 

determine the number of objects per voxel that results in the fastest rendering time. 

'SUN is a trademark of Sun Microsystems, Inc. 
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To find the optimum number of objects in a voxel, the time to intersect a ray with 

the objects in an unsubdivided voxel is compared with the time to traverse a ray 

through a subdivided voxel. Let k be the ratio of the average number of traversed 

voxels to the number of voxels along a path parallel to a coordinate axis. Scherson 

and Caspary express the average time to process a ray as: 

T = kg113(na + OH) (5.1) 

where: 

g = total number of voxels (granularity) 

n = number of polygons in a voxel 

a = time to perform a ray-polygon intersection test 

OH = processing time of a voxel (overhead) 

If p is the total number of polygons in the scene, then p = yn. Substituting into 

equation 5.1 results in T being a function of a single variable, n. The optimal value 

of n, is found by differentiating T with respect to ii and equating the derivative 

to zero: 

OH 
nopt = - 

Ta 
(5.2) 

For Scherson and Caspary's implementation, the ratio of voxel traversal overhead, 

OH, to ray-polygon intersection time, a, was approximately 4 to 1, yielding nopt of 

2. The ray tracing implementation used in this thesis has an average ray-polygon 

intersection time of 27.5 microseconds. The time to traverse a ray through a sub-

divided voxel, determined by tracing a random sampling of rays through a 2 grid, 

is an average of 83.1 microseconds. Thus the ratio of voxel traversal overhead to 
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ray—polygon intersection time is approximately 3 to 1, meaning that the threshold 

for subdivision lies at slightly less than 2 polygons per voxel. 

The validity of equation 5.1 is suspect, since it does not consider the effects of 

object fragmentation or object size. This suspicion is confirmed by Scherson and 

caspary themselves, as they experimentally determined that the optimal number of 

polygons in a voxel was approximately 7. Because the the ray tracing implementation 

used in this thesis has a ratio of voxel traversal overhead to ray—polygon intersection 

time that is similar to that of Scherson and Caspary's implementation, 7 is chosen 

as the subdivision threshold for the octree implementation. 

5.2.2 Octree Performance 

The six scenes analysed in section 3.2 are rendered using octree subdivision. For 

each image, the maximum depth of the subdivision hierarchy is varied and plotted 

against the scaled rendering time. 
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Figure 5.1: Octree performance on the Cubes scene. 
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Figure 5.2: Octree performance on the Tree scene. 
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Figure 5.4: Octree performance on the Drum scene. 
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As these graphs indicate, ray tracing time rapidly decreases as the maximum 

subdivision tree depth increases from zero. The time to render the Cubes and 

Lumpy scenes decreases to a minimum and remains there as the maximum tree 

depth parameter is increased. This is because, at some tree depth, there eventually 

becomes less than eight objects in every leaf voxel, and increasing the maximum 

subdivision hierarchy depth parameter has no effect on the subdivision. 

The other four scenes exhibit a somewhat different performance characteristic. 

As maximum subdivision depth increases, the rendering time rapidly decreases to a 

minimum, and then begins to increase. This is caused by over-subdivision, which 

occurs when a voxel has more than the threshold number of objects, yet further 

subdivision does not significantly reduce the number of objects in the child voxels. 

Over-subdivision causes an increase in rendering time due to the increased time 

required to subdivide the voxels, and the increased horizontal and vertical traversal 

required to traverse a ray through an over-subdivided voxel. 

There are two causes of over-subdivision. The first is when objects are large 

compared to the size of a voxel, and will lie in many of the voxel's children if it is 

Large polygon. After subdivision. 

Figure 5.7: Over-subdivision of a large object. 
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04 

No subdivision. One level of subdivision. Two levels of subdivision. 

Figure 5.8: Over-subdivision of small objects. 

subdivided (figure 5.7). The second cause of over-subdivision is when the objects in 

a voxel are very small compared to the size of the voxel, and a number of recursive 

subdivisions are required to reduce the number of objects in a leaf voxel (figure 5.8). 

5.3 Uniform Subdivision 

Uniform subdivision is achieved by restricting the depth of the subdivision hierarchy 

to one, thereby allowing only the root voxel to be subdivided. To measure the 

performance of uniform subdivision, the scenes analysed in section 3.2 are rendered 

a number of times with increasing subdivision granularities. The performance graphs 

plot scaled rendering time on the vertical axis, and the subdivision granularity along 

each of the x, y, and z axes of the scene, on the horizontal axis. 
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Figure 5.11: Uniform subdivision performance on the Lumpy scene. 
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As with the octree method, rendering time decreases to a minimum as subdivision 

granularity increases. Unlike octree subdivision; the rendering time using uniform 

subdivision will always increase as the subdivision granularity exceeds the optimum, 

due to the increased costs of ray traversal, object fragmentation, and subdivision. 

This pattern is not as dramatic as with octree subdivision however, since the costs 

of fragmentation and ray traversal grow slower than for octrees. This is because the 

size of a leaf voxel in an octree decreases by a factor of eight with every increase 

'in subdivision depth, whereas the decrease in voxel size is much more gradual as 

uniform subdivision granularity increases. Another factor in the more rapid increase 

in the costs of over-subdivision in an octree is that traversing a ray through an over-

subdivided voxel entails vertical traversal, which is not required when traversing a 

uniform grid. 

An interesting effect can be observed in the Cubes (figure 5.9), Tree (figure 5.10), 

and Lumpy (figure 5.11) graphs, where rendering time decreases in a step-like man-

ner as subdivision granularity approaches the optimum. This is due to the effect of 

increased subdivision granularity on large polygons. As granularity increases, a large 

polygon will lie in more voxels, becoming more fragmented. As granularity increases 

further, the polygon will eventually be culled from some of the voxels, offsetting the 

effects of the increased fragmentation and ray traversal. An example is shown in 

figure 5.15. 
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g = n * 2 g = n * 3 

Figure 5.15: The effect of increasing subdivision granularity on a large polygon. 

5.4 Adaptive Voxel Subdivision 

Adaptive voxel subdivision is achieved by hierarchically subdividing a scene and al-

lowing the subdivision granularity inside each voxel to vary depending on the number 

of objects inside it. As with the octree, a heuristic is used to control subdivision in-

side each voxel. 

5.4.1 A Subdivision Heuristic 

Cleary and Wyvill [Cleary 88] found that an effective uniform subdivision granularity 

for many scenes was N voxels on a side, where N is the number of objects in the 

scene. This motivates a subdivision heuristic that subdivides a voxel into n sub-

voxels, n3 on a side, where n is the number of objects in the voxel. Analogous to the 

octree subdivision threshold of section 5.2.1, a voxel is not subdivided if it contains 

fewer than eight objects 

5.4.2 Performance of Adaptive Voxel Subdivision 

The scenes analysed in section 3.2 are rendered a number of times with increasing 

maximum subdivision hierarchy depths. 
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Figure 5.16: Adaptive voxel subdivision performance on the Cubes scene. 
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Figure 5.18: Adaptive voxel subdivision performance on the Lumpy scene. 
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Figure 5.19: Adaptive voxel subdivision performance on the Drum scene. 
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Figure 5.20: Adaptive voxel subdivision performance on the Trike scene. 
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The performance of the adaptive voxel subdivision algorithm resembles that of 

the octree algorithm, but the minimum rendering time occurs at a lesser subdivision 

depth. As the maximum depth of the subdivision hierarchy increases beyond the 

optimum, rendering time increases much more quickly than with the octree algo-' 

rithm, because the size of over-subdivided voxels can decrease by more than a factor 

of eight at each level. 

The ray tracer runs out of memory when rendering the Car image at a subdivi-

sion depth greater than 1 (figure 5.21). The subdivision heuristic, operating under 

the assumption that the object distribution is uniform, subdivides the root voxel 

at a granularity of N3 voxels on a side, leaving no memory for further recursive 

subdivision. 

5.4.3 A Revised Heuristic 

As seen in section 3.2.2, large scenes are unlikely to exhibit uniformity of object 

distribution. Also, as the number of objects in a scene increases, so does the like-

lyhood of rendering a subset of the scene, because the camera is likely to be inside 

the scene, viewing a part of it. This is the case with the Lumpy, Drum, and Car 

images. These considerations motivate the development of a subdivision heuristic 

that is more adaptive than that of section 5.4.1. 

The new subdivision heuristic subdivides a voxel at n* granularity on a side 

when n is less than 1000. When n is between 1500 and 3500, the voxel is more 

finely subdivided, based on the observation that it is better to over-subdivide with a 

uniform grid, than to under-subdivide, since the cost of over-subdivision grows very 

slowly. A maximal subdivision granularity of 203 is reached when there are between 
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2000 and 3500 objects in a voxel. As n grows larger than 5000, the granularity of 

subdivision decreases, because the likelyhood of a uniform distribution of objects is 

small. When there are more than 10000 objects in a voxel, the subdivision granularity 

remains fixed at 53• 

A table of these experimentally derived heuristics, compiled with the aid of An-

drew Pearce, is presented below. 

fl 9 72 g 

8 23 1500 15 

27 3 3 2000 20 

64 43 3500 15 

100 53 5000 103 

216 6 3 6000 93 

343 7 3 7000 8 

512 83 8000 73 

729 93 9000 6 

1000 1013 10000 53 

n = the number of objects in a voxel 

g = the subdivision granularity of the voxel 

Results Using the Revised Heuristics 

The scenes analysed in section 3.2 are rendered a number of times with increasing. 

maximum subdivision hierarchy depths. 
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Figure 5.22: Revised adaptive voxel subdivision performance on the Cubes scene. 
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Figure 5.24: Revised adaptive voxel subdivision performance on the Lumpy scene. 
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Figure 5.25: Revised adaptive voxel subdivision performance on the Drum scene. 
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Figure 5.26: Revised adaptive voxel subdivision performance on the Trike scene. 
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Figure 5.27: Revised adaptive voxel subdivision performance on the Car scene. 
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The results using the revised heuristic are similar to those obtained with the first 

heuristic, although the subdivision hierarchy depth that results in minimal rendering 

time is usually greater with the revised heuristic. The revised heuristic allows the 

Car image (figure 5.27) to be rendered at a subdivision depth of 3 without running 

out of memory. •The Drum, Trike, and Car images cannot be rendered with a 

maximum subdivision depth larger than is optimal, as the ray tracer runs out of 

memory. 

5.5 Comparing the Algorithms 

To determine the relative effectiveness of the algorithms examined in this chapter, 

their fastest rendering performance for each of the six test images is compared. For 

each algorithm, the six images are rerendered at 512 by 512 pixel resolution with one 

ray per pixel, using the subdivision parameter value that gives the fastest rendering 

time. A bar graph comparing the scaled fastest rendering times of the four algorithms 

is plotted for each image. 

The irreducible overhead time and the number of rays traced by the irreducible 

overhead method are given for each image. For each algorithm, the value of the opti-

mal subdivision parameter, the rendering time, and the amount of memory required 

for the subdivision data structure are tabulated. 

5.5.1 Comparison of Performance for the Cubes scene 

As expected for a scene with a uniform distribution of objects, the uniform subdi-

vision algorithm has the fastest rendering time of the four algorithms. The adaptive 



71 

R
e
n
d
e
r
i
n
g
 
ti

me
 (

sc
al

ed
) 

12 

11 

10 

9 

8 

7 

6 

5 

4 

3 

2 

0 

octree uniform adaptive revised adaptive 

no. rays irreducible overhead time 
240393 138 sec. 

algorithm subdivision cpu time scaled time memory 
octree depth = 4 1421 sec. 10.30 2.7Mb 
uniform g = 283 338 sec. 2.45 2.6Mb 
adaptive depth = 1 938 sec. 6.80 2.9Mb 

revised adaptive depth = 1 1103 sec. 7.99 2.5Mb 

Figure 5.28: Comparison of algorithm performance for the Cubes scene. 
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Figure 5.29: Comparison of algorithm performance for the Tree scene. 

voxel subdivision algorithm using the first heuristic (section 5.4.1), has the next best 

performance, since it subdivides the root voxel more finely than when using the re-

vised heuristic. Predictably, the octree algorithm has the slowest rendering time, 

since the optimal tree depth is four, meaning that a significant amount of vertical 

traversal is required to trace a ray through the scene. 

5.5.2 Comparison of Performance for the Tree scene 

The Tree scene has a fairly uniform distribution of objects, indicated by its nor-
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malised standard deviation of object distribution of 3.693 (section 3.2.2, figure 3.3). 

Because of this, the uniform subdivision algorithm outperforms the octree algorithm, 

although this performance difference is not dramatic. Octree subdivision allows faster 

Cray traversal through the large empty areas under the leaves, but uniform subdivision 

performs better in the leafy parts of the tree, where the depth of the octree reaches 

five. 

The adaptive voxel subdivision algorithm adapts to these two different areas 

of object density by subdividing the scene to a depth of two, and using uniform 

subdivision in the leafy parts of the tree. The adaptive algorithm performs best 

when using the first subdivision heuristic rather than the revised heuristic because the 

uniformity of object distribution favors a more uniform than adaptive subdivision. 

5.5.3 Comparison of Performance for the Lumpy scene 

The normalised standard deviation of object distribution for the Lumpy scene 

is 8.333 (section 3.2.2, figure 3.4), indicating that the scene is less uniform in object 

distribution than the Tree scene. This would suggest that an adaptive subdivision 

algorithm should outperform a uniform subdivision, as it can adjust to the variations 

in object density. As figure 5.30 shows, this is not the case. 

The uniform subdivision algorithm outperforms the adaptive algorithms, and is 

almost three times faster than the octree algorithm. This is because only a small part 

of the scene, which extends for several city blocks around the street corner that is 

the focus of this image, is visible. The subset being viewed is much more uniform in 

object distribution than the entire scene, allowing the uniform algorithm to perform 

well. 



74 

R
e
n
d
e
r
i
n
g
 
ti
me
 (

sc
al

ed
) 

15 

14-

13-

10 -

9 

8-

7-

6-

5 

4-

3-

2 : 

octree uniform adaptive revised adaptive 

no. rays irreducible overhead time 
976796 484 sec. 

algorithm subdivision cpu time scaled time memory 
octree depth = 9 6829 sec. 14.12 2.6Mb 
uniform g = 2103 2571 sec. 5.31 60.3Mb 
adaptive depth = 3 4015 sec. 8.30 2.8Mb 

revised adaptive depth = 4 3579 sec. 7.39 2.9Mb 

Figure 5.30: Comparison of algorithm performance for the Lumpy scene. 
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Adaptive voxel subdivision approaches the performance of uniform subdivision 

because it can adapt to areas of varying object density, yet can use uniform sub-

division in areas of uniformity. The revised heuristic slightly outperforms the first 

heuristic, because it subdivides the root voxel more coarsely. If subdivision is coarse 

at the root and finer at deeper levels of the tree, as opposed to fine subdivision at 

the root and course subdivision in the children, there will be fewer child voxels, and 

less vertical traversal will be required to trace a ray through the scene. 

While the uniform subdivision algorithm has the fastest rendering time, it re-

quires more than twenty times the amount of memory that the adaptive voxel sub-

division algorithm requires. If a hash table were used to represent only non-empty 

voxels, memory use would be greatly reduced, although ray traversal time would be 

increased. 

5.5.4 Comparison of Performance for the Drum scene 

The normalised standard' deviation of object distribution of 19.004 for the Drum 

scene (section 3.2.2, figure 3.5) indicates that the distribution of objects in the scene 

is irregular, and that an octree algorithm should outperform a uniform subdivision 

algorithm. As figure 5.31 shows, the uniform subdivision algorithm performs poorly, 

but the performance of the octree algorithm is only marginally better. The reason 

for the marginal performance of the octree algorithm is that the optimal depth of 

the subdivision hierarchy is seven, entailing much costly vertical traversal of rays. 

The adaptive voxel subdivision algorithm outperforms the octree and uniform 

algorithms by a factor of two. The first heuristic performs better than the revised 

heuristic because it reaches optimal subdivision at a depth of two, -whereas the revised 
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Figure 5.32: Comparison of algorithm performance for the Trike scene. 

heuristic requires a depth of three. 

5.5.5 Comparison of Performance for the Trike scene 

The normalised standard deviation of object distribution for the Trike scene is 

11.729 (section 3.2.2, figure 3.6). As the object distribution graph in figure 3.6 illus-

trates, most of the scene's volume is empty, and there are a small number of very 

dense voxels. This, combined with the fact that the entire scene is being viewed, 

rather than a subset of it, explains the octree algorithm's better performance corn-
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pared to the uniform subdivision algorithm. The ability of the octree to adapt to 

the extreme variations in object density offsets the vertical ray traversal entailed by 

an optimal octree depth of nine. 

As with the Drum scene, the adaptive voxel subdivision algorithm outperforms 

both the uniform and octree subdivision algorithms by a factor of two. Again, 

the rendering time using the first heuristic is slightly faster than when the revised 

heuristic is used, due to its optimal tree depth of three versus an optimal tree depth 

of four for the revised heuristic. 

As with the Lumpy scene, the memory requirements of the uniform subdivision 

algorithm could be brought into line with those of the adaptive algorithms by using 

a hash table to store only non-empty voxels. 

5.5.6 Comparison of Performance for the Car scene 

The normalised standard deviation of object distribution of 11.337 for the Car 

scene (section 3.2.2, figure 3.7) would suggest a similar result as for the Trike scene. 

The graph of figure 3.7 (section 3.2.2) shows that the scene compositions are actually 

quite different. Much of the volume of the Car scene is composed of voxels containing 

a small number of polygons, whereas more than seventy-five percent of the Trike 

scene is empty. This explains the uniform subdivision algorithm's outperformance 

of the octree algorithm. 

Adaptive voxel subdivision using the revised heuristic outperforms both the uni-

form and octree algorithms due to the prevalence of uniform object distribution 

combined with small areas of high object density. The first heuristic is expected 

to perform better than the revised heuristic, but this is not the case, because the 
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algorithm runs out of memory and can not subdivide beyond a depth of one, whereas 

the revised heuristic subdivides the scene to a depth of three without running out of 

memory. 

5.6 Conclusions 

The adaptive voxel subdivision algorithm outperforms uniform subdivision when 

rendering large complex scenes, because it can adapt to areas of varying object 

density, and uses uniform subdivision in areas of local uniformity. 

Adaptive voxel subdivision is superior to octree subdivision for all types of scenes, 

because the depth of its subdivision hierarchies is smaller than for octree subdivision, 

so that fewer vertical traversals are performed when tracing a ray through a scene. 

The drawback of adaptive voxel subdivision as compared to octree subdivision is 

that the effects of over-subdivision manifest themselves more rapidly as the depth of 

the subdivision hierarchy is increased. 

5.6.1 Adaptive Voxel Subdivision Heuristics 

For most scenes, the first subdivision heuristic outperforms the more adaptive re-

vised heuristic, because optimal subdivision hierarchy depths are smaller when using 

the first heuristic. The revised heuristic proves to be useful when rendering scenes 

composed of a large number of objects, such as the Car, because it coarsely subdi-

vides dense voxels, thereby using less memory at each level of subdivision. Scenes 

that cause the algorithm to run out of memory when using the first heuristic can 

often be rendered efficiently by using the revised heuristic. 
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When rendering a subset of a scene, as in the Lumpy image, faster rendering 

times can be had by coarsely subdividing the root voxel, and subdividing more finely 

at lower levels of the subdivision hierarchy. Such a scheme reduces traversal in the 

root voxel, thereby reducing vertical ray traversal. A future direction for research is 

to develop a new subdivision heuristic that uses the revised heuristic of section 5.4.3 

to subdivide the root voxel, and the first heuristic, described in section 5.4.1 at lower 

levels of the subdivision hierarchy. 

5.6.2 The Effect of Scene Structure 

The structure of a scene is inherently important in the performance of a subdivision 

algorithm. As the Lumpy scene illustrates, scene structure is not the only factor 

influencing the performance of a space subdivision algorithm. The areas of the scene 

through which rays are traced is highly important, because this defines the subset 

of the subdivision data structure that is traversed. The areas of the scene through 

which rays are traversed is defined by the position of the camera in the scene and 

the position of the lights. 

The effect of rendering a subset of a scene is illustrated by the results of rendering 

the Lumpy scene in section 5.5.3. Although object distribution in the scene is not 

uniform, the subset of the scene that is in view is much more uniform than the scene 

as a whole. This allows a uniform subdivision algorithm to outperform the octree 

and adaptive voxel subdivision algorithms when rendering this image. 
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5.6.3 Ease of Use 

The adaptive voxel subdivision algorithm does not provide optimal rendering times 

automatically, as unrestricting the maximum depth of the subdivision hierarchy 

causes over-subdivision, resulting in poor rendering times and excessive memory 

use. The optimal subdivision depth can be found for an image by rendering several 

test images at reduced resolution, and varying the maximum subdivision depth for 

each image. When rendering an animation sequence, a representative frame can be 

used to determine the optimal depth of the subdivision hierarchy for the sequence. 

Unless there are dramatic changes in the structure of the scene during the sequence, 

the optimal value of the depth parameter will not vary. 

It is easier to find the optimal value of the subdivision parameter for the adaptive 

voxel subdivision algorithm than for the octree or uniform subdivision algorithms, 

because optimal values for the depth parameter usually lie between two and four 

for complex scenes. The optimal values of octree depth and uniform subdivision 

granularity for complex scenes have much more variance, requiring more test images 

to be rendered. 



Chapter 6 

Conclusion 

A new space subdivision algorithm for ray tracing complex scenes has been pre-

sented. The algorithm, entitled adaptive voxel subdivision, integrates uniform and 

octree subdivision techniques, and outperforms both of these methods when render-

ing complex scenes. 

The principal accomplishments of this thesis are: 

. Introduction of the object distribution graph as a measure of scene structure. 

• Analysis of a number of complex scenes, taken from animated films and com-

mercial applications, showing that the distribution of objects in such scenes is 

not uniform, but that areas of local uniformity do occur. 

• Development of the adaptive voxel subdivision algorithm and two heuristics for 

controlling subdivision. 

• A tool for implementing space subdivision schemes.. 

• A comparison of the performance of octree, uniform, and adaptive voxel sub-

division algorithms when rendering complex scenes. 

6.1 Future Work 

A number of improvements that can be made to the adaptive voxel subdivision 

algorithm are presented in this section. 

83 
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6.1.1 Controlling the Adaptive Voxel Subdivision 

While the adaptive voxel subdivision algorithm performs well when rendering com-

plex scenes, it requires the user to determine the optimal value for the maximum 

subdivision depth parameter. Cleary and Wyvill [Cleary 88] analysed the uniform 

subdivision algorithm and devised an equation to determine the optimal subdivision 

granularity for a scene, assuming a uniform object distribution and size. This ap-

proach can be extended to control the adaptive voxel subdivision of complex scenes. 

A possible algorithm is to crudely subdivide voxels containing a large number 

of objects, and to measure the object density and size inside each of the crude 

subdivisions. Areas where the variance of these values is small are considered to 

be meta-objects. The number and size of these meta-objects can be used in the 

Cleary equations to determine the optimal subdivision granularity for the voxel. 

This process is repeated recursively until the variance of object density and size in a 

voxel is small, and the original Cleary and Wyvill equations are used to determine 

the subdivision granularity of the leaf voxel. 

6.1.2 Optimisations to the Adaptive Voxel Subdivision Algorithm 

Linking Neighboring Voxels 

MacDonald and Booth [MacDonald 89] optimised the octree algorithm by linking 

adjacent voxels together, in order to reduce vertical tree traversal when tracing a ray 

through a scene. A link is made from each of the six faces of every leaf node in the 

octree to the smallest neighboring node whose voxel's surface completely encloses 

the face of the leaf in question. This significantly reduces vertical traversal during 

ray tracing, as a neighboring voxel is found by following a link pointer, rather than 
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ascending and descending the octree. MacDonald and Booth estimate that this 

technique reduces vertical traversal costs to between 1 and of that incurred by 

Fujimoto's octree algorithm. This technique can be applied to the adaptive voxel 

subdivision algorithm. 

Lazy Initialisation 

Charney and Scherson [Charney 90] proposed an optimisation to the traversal of k-d 

trees, where a ray descends to the bottom of the subdivision tree, and initialisation of 

horizontal traversal variables is performed only when the ray ascends the tree. This 

interior node first traversal algorithm could be combined with linked neighboring 

voxels to all but eliminate the costs of vertical traversal. 

Shared Traversal States 

A third traversal optimisation was developed by Jevans [Jevans 90] to avoid dupli-

cating the initialisation of horizontal traversal variables when a ray enters a voxel 

that is subdivided at the same granularity as one previously traversed. A table of 

traversal states is maintained, with one entry for every possible subdivision granular-

ity. A traversal state stores the values of the variables used for horizontal traversal 

of a voxel subdivided at a given granularity. When a ray enters a voxel grid of the 

same granularity as one previously traversed, the traversal state table is accessed, 

and the values of the horizontal traversal variables from the previous traversal are 

used to initialise the traversal variables in the horizontal traversal routine. 

This technique was implemented for a one dimensional subdivision scheme, but 

can be extended to the adaptive voxel subdivision algorithm 
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Garbage Collection 

The memory requirements of the adaptive voxel subdivision algorithm can be reduced 

by deleting subdivided voxels through which rays are no longer being traversed. 

When a voxel grid has not been accessed for some time, it can be deleted from 

the subdivision hierarchy, and the memory reused. If a ray passes through a voxel 

that has been collected, then the voxel must be resubdivided. Because adjacent 

rays exhibit spatial coherence, if pixels are rendered from the top of the screen to 

the bottom, it is unlikely that a collected voxel will be reaccessed and have to be 

resubdivided. 

This technique would allow much larger scenes to be rendered than with the 

present implementation. 

6.1.3 A Hybrid Algorithm 

As seen in chapter 5, over-subdivision in a hierarchical subdivision scheme results in 

poor performance. A hybrid algorithm, combining hierarchies of bounding volumes, 

ray classification, and adaptive voxel subdivision may be able to avoid the problem 

of over-subdivision. 

One cause of over-subdivision is when the objects in a voxel are small and densely 

clustered (see figure 5.8, chapter 5). The adaptive voxel subdivision algorithm will 

recursively subdivide the voxel until it reduces the number of objects in the leaf 

voxels. This can result in an overly deep subdivision hierarchy, requiring costly 

vertical traversal when tracing rays. This could be avoided by surrounding clusters of 

small objects with bounding volumes, and continuing the adaptive voxel subdivision 

process inside the bounding volumes. Rays would be intersected with the bounding 
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volumes, rather than having to traverse through a number of recursive subdivisions. 

The second cause of over-subdivision is when objects are large compared to the 

size of a voxel, and further subdivision puts them into all the child voxels (see 

figure 5.7, chapter 5). A simple solution is to avoid subdividing the voxel, although 

this results in a large number of ray—object intersection calculations for any ray that 

enters the voxel. An alternative is to use a ray classification scheme inside such a 

voxel to reduce the number of objects that have to be tested for intersection with a 

ray. 

6.2 Conclusion 

In chapter 5, the rendering times of the adaptive voxel subdivision algorithm are 

between four and eleven times slower than the irreducible overhead times of render-

ing the test images. This prompts the important observation that there remains less 

than an order of magnitude improvement possible for algorithms that are aimed at 

reducing the number of ray—object intersections required to trace a ray through a 

scene, indicating that future research in speeding up ray tracing must focus on reduc-

ing the number of rays required to trace an image. Possibilities include exploiting ray 

coherence for rendering single images, and frame coherence for rendering animation 

sequences. 
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