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Abstract 

The feasibility of underground injection and storage of CO2 is associated with many 

technical and economic challenges. Careful engineering design, economic evaluation, and 

risk assessment are essential steps towards successful implementation of such complex 

projects. To address some of these issues, reservoir simulations were conducted on 

different prototypes with properties relevant to potential storage sites in Alberta. The 

study covers important aspects of injection into two major types of geological formations: 

saline aquifers and hydrocarbon reservoirs. 

In the case of CO2 storage into saline aquifers, the two important studied phenomena 

were (i) the fate of dissolved H2S in a sour aquifer and (ii) the feasibility of injecting 

large volumes of CO2 into a very large aquifer.  

In the case of CO2 storage in hydrocarbon reservoirs, the feasibility of CO2 EOR/ 

storage in the tight portion of Pembina Cardium field was studied. Various design 

parameters and operating conditions can affect the performance of a WAG flood. The 

parameters considered here are those related to development pattern, hydraulic fracture 

geometry, WAG parameters and the timing of the switch between different schemes. CO2 

EOR performance was assessed based on the oil recovery factor and the amount of stored 

CO2. However, to reflect the effect of time, the net present value of the projects was also 

considered. The effect of all parameters on objective functions was investigated using a 

compositional simulator. Design of experiment was then utilized to perform a 
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comprehensive statistical analysis to recognize the most prominent factors in fulfillment 

of each objective function. Response surfaces were generated to quantify the effect of the 

factors on the objective functions. Optimization was carried out to find those sets of 

factors, which provided the highest recovery, storage, and NPV. 

To reduce the uncertainty related to CO2-EOR projects, comprehensive economic 

studies are required to minimize the risk of failure under different market. Therefore, a 

rigorous workflow was provided for the industry to evaluate CO2 EOR and storage in tight 

oil reservoirs. Based on this workflow, it would be possible to quantify the amount of 

incentives required to make the coupled CO2 EOR and storage economically attractive.  
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Chapter 1  

Introduction 

Consumption of fossil fuels has continuously increased the level of carbon dioxide and 

other heat-trapping “green-house” pollutants in the atmosphere. Measurements of CO2 

from the Mauna Loa observatory show that concentrations have increased from about 313 

ppm in 1960 to above 400 ppm in 2013 (Tans and Keeling 2013). Presumably, as a result, 

the climate temperature has gradually increased and most likely will continue to increase 

over this century. Simulation of climate change indicates that the planet’s temperature 

could be between 2 to 9.7 °F higher than its current value in 2100 (Herring 2012). The 

exact value of temperature increase will depend heavily on the energy choices and 

courses of action we make now and in subsequent decades. 

Several options have been suggested to reduce the CO2 concentration in the 

atmosphere. Improving the efficiency of energy utilization systems, replacing fossil 

energy with low CO2 emitting systems like renewable energy, and capturing/storing CO2 

from fossil fuel combustion are some of these methods. Among the aforementioned 

methods, underground storage/geological storage of CO2 is currently the most promising 

short to medium-term option for reducing the net carbon emissions to the atmosphere 
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(Bachu and Shaw 2003). 

With respect to Alberta, a major North American energy supplier, the annual rate of 

CO2 emissions reached 236 Mt in 2010, which was the highest in Canada (Environment 

Canada 2012). While this level of emissions should be reduced, the sustainability of 

economic growth should be assured as well (Bachu and Shaw 2003). For Alberta, being a 

landlocked province, underground storage of CO2 is the best and probably the only option 

available for mitigating large emissions rates (Bachu 2003). 

Unmineable coal seams, deep saline aquifers, and (depleted) oil and gas reservoirs 

are usually considered as the most applicable CO2 storage formations (Bachu 2003). 

Although there has been significant development of CBM in Alberta in the past 10 years, 

primarily in the Horseshoe Canyon coals (Bastin et al 2005), coal-seams are not optimal 

storage targets because there are multiple thin coal seams at a relatively shallow depth. 

Saline aquifers offer the largest potential for long-term storage, however, the regulatory 

framework of their application is not clear and the economic/commercial feasibility of 

aquifer storage is under question (McCoy and Rubin 2009). More importantly, the 

practicability of injecting large volumes of CO2 to use up all of this capacity is not clear. 

The Alberta Geological Survey has identified the Nisku aquifer in the Wabamun Lake 

area as an attractive potential storage site. This aquifer has been identified due to its large 

extent and proximity to CO2 emitters including four coal-fired power plants with 

emission rates between 3 to 6 Mt/year/plant. As a sour saline aquifer, the fate of 

dissolved H2S during CO2 injection and the technical feasibility of accommodating the 

total emitted volume of CO2 from these sources should be evaluated. 

The third option, CO2 storage through enhanced oil and gas recovery (EOR and 
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EGR), can be quite attractive (Bachu 2003; Gaspar et al. 2005; Ghomian 2008; Singhal 

2009; McCoy and Rubin 2009; Jahangiri and Zhang 2011). Over decades of practice, 

industry has gained enough experience around CO2 injection operations. When becoming 

miscible with the in-situ fluids, CO2 can considerably improve the declining production 

rates. Because of the integrity of sealing cap-rocks in hydrocarbon reservoirs, secure 

storage of injected CO2 can be achieved. Most importantly, the revenue generated from 

incremental production can partially (if not completely) offset the operating costs of the 

project. 

Based on the performance of Joffre Viking and Weyburn projects in Western 

Canadian Sedimentary Basin (WCSB), there is good awareness of potential reserve 

additions by CO2 flooding which can be applied to other analogous reservoirs. 

Specifically, with recent increased activity in the exploitation of tight reservoirs with high 

decline rates, the industry has realized the need for deploying secondary and tertiary 

recovery schemes. With current high oil prices that may continue for the foreseeable 

future, CO2-EOR may become attractive and feasible. CO2 injection can provide not only 

an excellent opportunity for improved oil recovery, but also a chance to sequester CO2 to 

reduce the environmental footprint. However, restricted flow capacity of low 

permeability (tight) oil formations imposes unique challenges to the implementation of 

CO2-WAG processes in such reservoirs. Application of horizontal wells that have been 

hydraulically-fractured in multiple stages can substantially improve the injection and 

production rates. However, there are various design parameters and operating conditions, 

which can affect the performance of a WAG flood. Parameters such as the development 

pattern (well spacing and well completion strategy), hydraulic fracture geometry (half-
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length and spacing), WAG parameters (WAG ratio and CO2 slug size) and the timing of 

the shifts from primary or water-flood to WAG schemes are among the most important 

considerations. 

In this study, CO2-EOR performance is assessed based on oil recovery factor and as 

well as the amount of stored CO2. In other words, the objective is to achieve both goals of 

enhanced oil recovery and storage of CO2 in tight oil formations. However, to reflect the 

effect of time, net present value (NPV) of the projects was also considered. All three of 

these factors (oil recovery, stored CO2 quantity, NPV) were therefore included in 

objective functions to be optimized.  

A compositional simulator was used to test various design parameters to understand 

the effect on these objective functions. A Design of Experiment (DOE) approach was 

utilized to perform a comprehensive statistical analysis, allowing recognition of the most 

prominent factors affecting each objective function in a tight oil reservoir (with properties 

similar to the Pembina Cardium field). Response surfaces were generated to quantify the 

effect of the factors on the objective functions. Optimization was carried out to find those 

sets of factors that provided the highest recovery, storage, and NPV. 

NPV and profitability of CO2-EOR processes rely heavily on market conditions and 

therefore require separate and special attention. The primary obstacle to widespread 

usage of CO2-EOR in Alberta is the lack of supply and transportation infrastructure 

(Singhal 2009). If CO2 is intended to be supplied by capture from an anthropogenic 

source (power plants), which is the most likely source of CO2 in Alberta, CO2 prices 

become high and CO2-EOR projects are not attractive/cost competitive. Therefore, to 

make these projects economic and compare favorably with other investment opportunities 
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for business decision-makers, incentives should be implemented in some form by the 

government. The last part of this study was devoted to exploration of the viability of 

CO2-EOR/storage in a typical West Central Alberta tight reservoir, capturing the 

uncertainty of economic parameters. 

In summary, this study examines the important aspects of CO2 injection into two 

subsurface targets in Alberta, namely saline aquifers and hydrocarbon reservoirs (with 

emphasis on tight reservoirs). 

This dissertation is divided into eight chapters, and in each chapter (except Chapters 

1 and 4), one aspect of underground CO2 storage into porous media is investigated. 

Chapter 2 includes an extensive study of the effect of CO2 storage in a sour saline aquifer 

(containing dissolved H2S). 

In Chapter 3, the feasibility of injecting large volumes of CO2 in the Wabamun Area, 

using numerical simulation, was investigated. 

Because large-scale exploitation of tight reservoirs (low permeability reservoirs) 

with multi-stage fractured horizontal wells (MFHW) is relatively new to Alberta, with 

most MFHWs under primary production, Chapter 4 is devoted to the examination of 

primary recovery optimization in such reservoirs. 

In Chapter 5, the recovery performance of the CO2 WAG floods in tight formations 

is analyzed. The effect of WAG properties (WAG cycle length and WAG ratio) is 

examined using a symmetric geo-model. 

The results of a detailed sensitivity study examining the effect of different 

operational and design parameters on the performance of CO2 injection in low 

permeability portions of the Pembina Cardium field are provided in Chapter 6. The 
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results of optimization using three different objective functions (maximizing oil recovery, 

maximizing CO2 stored mass, and maximizing net presented value of the projects) are 

discussed.  

Chapter 7 consists of two different parts. First, the effect of different levels of 

reservoir heterogeneity on the performance of water-flood and CO2 flood in tight 

formations is investigated. Second, the key elements required in the economic assessment 

of CO2 floods in Alberta are reviewed, and the proposed economic model used in this 

study is discussed. Comments on the economic sensitivity and uncertainty are included. 

In Chapter 8, the summary and conclusions of the research are provided. The 

dissertation is concluded with recommendations for future work. 
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Chapter 2  

Evolution of Hydrogen Sulfide in Sour Saline Aquifers during 

Carbon Dioxide Sequestration
1
 

Many deep saline aquifers suitable for carbon dioxide (CO2) sequestration contain 

measurable concentrations of hydrogen sulfide (H2S). These aquifers are referred to here 

as sour saline aquifers whereas aquifers with unmeasurable concentrations are referred to 

as ordinary saline aquifers. Sour saline aquifers occur wherever anhydrite or other sulfate 

sources are present in the formation, even in minor quantities. In this paper, 

compositional modeling of CO2 injection into such aquifers is studied. When CO2 is 

injected into a sour saline aquifer, the H2S initially dissolved in the brine will be exsolved 

and released into an expanding CO2 plume. At any time after the start of CO2 injection, 

the region swept by the plume consists of two sub-regions. The first of these is an inner 

sub-region extending from the injection well which is characterized by the absence of 

H2S in both aqueous and gaseous phases. The dissolved H2S in this inner sub-region is 

almost completely removed from the brine via an exsolution process. The second sub-

region extends from the outer edge of the inner sub-region to the leading edge of the 

                                                 
1
 This chapter is a modified version of: Ghaderi, S.M., Keith, D.W., Lavoie, R., Leonenko, Y., 2011. 

Evolution of Hydrogen Sulfide in Sour Saline Aquifers during Carbon Dioxide Sequestration. International 

Journal of Greenhouse Gas Control, vol. 5(2), pp. 347-355. 
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plume. In this outer sub-region, the mole fraction of H2S in the gas plume gradually 

increases toward the leading edge and reaches a peak value. While the gas plume is 

expanding the size of the outer sub-region enlarges. Following the discussion of these 

phenomena, in the next part of the paper, injection of acid gases (mixtures of H2S and 

CO2) into sour saline aquifers and ordinary saline aquifers is explored. In contrast to sour 

aquifers, unsaturated water in an ordinary aquifer will strip away H2S from the CO2 

stream and consequently the mole fraction of H2S toward the gas front decreases. The 

highly toxic nature of H2S gas (toxicity of H2S starts at 4 pmm concentration) suggests 

the need to account for dissolved H2S in sour saline aquifers when establishing risk 

assessment, monitoring, and management strategies at CO2 storage sites. 

Keywords: acid gas injection, CO2 sequestration, compositional simulation, H2S 

exsolution, saline aquifer, sour saline aquifer 

2-1- Introduction 

Carbon dioxide emissions arising from consumption of fossil fuels are probably the main 

cause of climate change over the coming century (IPCC, 2007). The use of technologies 

such as carbon dioxide capture and geologic storage (usually known as CCS), if applied 

efficiently, can reduce net emissions of CO2 to the atmosphere. To implement geologic 

storage at a large scale, injection of nearly pure CO2 and acid gas (CO2 and H2S) must 

occur over a wide range of aquifer and reservoir characteristics and operating conditions 

(Bachu and Gunter, 2005). For acid gas injection, the composition of the injected gas can 

vary widely. At the end of 2003, close to 2.5 Mt CO2 and 2.0 Mt H2S (in different 

composition streams) have been injected into deep saline aquifers and depleted reservoirs 

in Western Canada at average rates that vary between 35 and 17,500 Mscf/day (Bachu 
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and Gunter, 2005). 

Several studies have reported numerical simulation of the CO2 storage process, 

which are often designed to investigate more efficient schemes for storing large volumes 

of gas (e.g., Kumar et al., 2005; Leonenko and Keith, 2008). Moreover, different aspects 

of acid gas disposal in saline aquifers have been investigated in recent years (e.g., Adams 

and Bachu, 2002; Carrol, 2002; Bachu and Carrol, 2005; Bennion and Bachu, 2008). 

Although some studies have assessed the implications of impurities in the injection 

stream (Ozah et al., 2005; Bachu and Bennion, 2009; Bachu et al., 2009; Battistelli and 

Marcolini, 2009), there has been little study of the consequences of injecting CO2 or acid 

gas into formations that contain pre-existing impurities in the in-situ brine of the target 

formation.  

Some authors have addressed the presence of gases dissolved in saline aquifers 

where CO2 sequestration is planned. The Frio brine formation in the U.S. is believed to 

be nearly saturated with methane (Doughty et al., 2004; Hovoka et al., 2004) and the 

Nisku brine formation in Canada contains measurable amounts of dissolved H2S 

(Hutcheon, 1999). In addition, the occurrence of non-hydrocarbon gases (CO2, H2S, He, 

and N2) is quite common in strata of all ages in the Alberta Basin which is part of the 

Western Canada Sedimentary Basin (Hutcheon, 1999). The Rocky Mountains and the 

Appalachians North America, are regions where CO2 injection and geological storage on 

a large scale is most likely to be implemented in Canada and the United States (Bachu 

and Gunter, 2005). Battistelli and Marcolini (2009) have demonstrated the exsolution of 

dissolved CH4 and its accumulation at the edge of the CO2 plume can occur during a 

sequestration process. 
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2-2- Model  

2-2-1- Fluid Representation in CMG-GEM 

The dissolution and exsolution of gaseous components into and out of the aqueous phase 

(water or brine) is calculated in the CMG-GEM model using Henry’s law (Li and 

Nghiem, 1986): 

        (2-1) 

in which    is the fugacity of component i in the gaseous phase,    is its mole fraction in 

the aqueous phase and    is the Henry’s law constant of the component. Pressure- and 

temperature-dependence of the Henry’s constant for each component (  (psi)) is 

expressed by: 

  ( )    (  )  
  (    )

  
 (2-2) 

where    (psi) is Henry’s constant at the reference pressure    (psi),    is the partial 

molar volume of the component at infinite dilution (ft
3
/lb-mole),   is pressure (psi),   is 

temperature (⁰R) and   is the universal gas constant (10.732 ft
3
.psi/⁰R.lb-mole). The 

greater the value of Henry’s constant for a given component, the less soluble it is in the 

aqueous phase. Table 2-1 shows the set of parameters required for calculating the 

Henry’s constants for CO2 and H2S at different pressures and at a constant temperature 

equal to 141.8 ⁰F and two different aqueous phase salinities: a brine with zero salinity 

(fresh water), and a saline brine with salinity equivalent to 7.42 lb of NaCl per cubic foot 

of solution. The values provided in this table have been verified against experimental data 

(see Pooladi-Darvish et al. (2009) and Bachu et al. (2009) for more details). The Henry’s 

constants clearly show that solubility of these gaseous components decrease with an 
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increase in salinity of the formation brine. The Peng-Robinson Equation of State (1976) 

is used along with Equation (2-2) to model the fugacity of components required in 

Henry’s law. At an initial pressure (1,958 psi), temperature (141.8 °F), and salinity (7.42 

lb/ft
3
), the utilized fluid model in GEM demonstrates that it is possible to dissolve 0.02 

H2S by mole fraction into the brine which is equivalent to a 1.14 molal solution. 

Table 2-1: Parameters used in equation (2-1) to calculate Henry’s constants for CO2 and H2S at 

different pressures. 

Component Parameters in Eq. (2-1) Fresh water Saline brine 

CO2 

H
0
, psi 4.65E+4 6.53 E+4 

V
*
, ft

3
/lb-mole 5.69E-1 5.64E-1 

P
0 
, psia 14.7 14.7 

H2S 

H
0
, psi 1.85E+4 2.32E+4 

V
*
, ft

3
/lb-mole 5.76E-1 5.71E-1 

P
0
, psia 14.7 14.7 

 

Figure 2-1-a and Figure 2-1-b show the calculated Z factor and mass density, 

respectively, at fixed pressure and temperature for binary mixtures of H2S-CO2 as 

functions of H2S mole fraction. In these figures, the CMG predictions are also compared 

to calculations performed using the computer program SUPERTRAPP (NIST, 2007) and 

show acceptable accuracy and consistency. These figures illustrate the smooth change in 

properties of the CO2-H2S binary mixtures as the mole fraction of H2S increases. 

Therefore, at pressures greater than the critical pressure (which is the case in the present 

simulations), of all possible binary mixtures of H2S and CO2, using a single phase 

approach for these mixtures of varying composition is valid. In this study, this single 

phase is referred to either as a gas phase or more generally a non-aqueous phase.  
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(a) 

 

 

 
(b) 

Figure 2-1: Comparison between SUPERTRAPP and CMG predictions for H2S-CO2 binary 

mixtures at 141.8 °F and 1,958 psi for Z factor (a) and mass density (b) as a function of mole 

fraction of hydrogen sulfide. 
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CMG predictions for P-T diagrams of this binary system have been displayed in 

Figure 2-2-a. This figure also shows the initial pressure and temperature of the aquifer. 

Since the variation in the viscosity of the CO2-H2S mixtures in the composition range 

applicable for this study was not considerable (Figure 2-2-b), the viscosity of the non-

aqueous phase mixtures was set to a constant value equal of 0.05 cp. Using this average 

value in comparison with the highest and lowest values gives rise to only a 5% error in 

estimating plume extension. Viscosity of the brine was calculated according to Bachu and 

Carroll (2005) and for fresh water that same viscosity was used. 

2-2-2- Main Features of Simulation Models 

All simulations were performed using a one-dimensional radial model, with an assumed 

absolute permeability of 5000 mD, a porosity of 30%, a radius of 328 feet, and a 

thickness of 3.28 feet (see Table 2-2 for a full list of aquifer properties). The initial 

pressure, temperature, and salinity of the brine are the same as the values that were used 

in the numerical simulations by Bachu (Bachu et al., 2009).  

The relative permeability curves were modeled using the Corey correlation (1954) 

with exponents of 2.0 and 1.5 for the gas and water relative permeability curves, 

respectively. Figure 2-3 presents the curves used in the simulations. The residual brine 

saturation was set equal to 0.1, and two different end-point relative permeability values 

for the gas phase of 0.4 and 1.0 were considered for the Base Case and one sensitivity 

analysis, respectively. 
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(a) 

 

 

 (b) 

Figure 2-2: (a) P-T diagram of H2S-CO2 mixtures at four different compositions. The pressure 

and temperature of the reservoir has also been indicated; (b) Viscosity of H2S-CO2 mixtures at 

reservoir condition (141.8 °F and 1,958 psi) as predicted by SUPERTRAPP which shows the 

small variation of viscosity between pure CO2 and a mixture consisting of 0.6 H2S by mole 

fraction. 
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Table 2-2: Properties of aquifer and fluids and injection details for the Base Case simulation 

Property Value/Specification 

Radius, ft 328 

Thickness, ft 3.28 

Absolute permeability, mD 5,000 

Porosity 0.30 

Rock compressibility, 1/psi 3.45E-6 

Temperature, °F 141.8 

Initial pressure, psi 1,958 

Brine salinity, lb/ft
3
 7.42 

Initial mole fraction of dissolved H2S 0.02 

Grid system 1D-Radial 

nr 2,000 

Aqueous phase viscosity, cp 0.58 

Non-aqueous phase viscosity, cp 0.05 

Injection gas composition Pure CO2 

Injection rate ft
3
/day

 
141.25 

Injection period, day 100 

 

 

Figure 2-3: Water-gas relative permeability curves 
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80% CO2-20% H2S mixture at supercritical conditions were performed for 100 days. The 

injection rate was fixed at 141.25 ft
3
/day (≈38.8 Mscf/day). The high value of absolute 

permeability and injection rate ensure propagation of the gas plume in a reasonable time 

while producing minimum pressure disturbance in the models. 

It is worth mentioning some of the other relevant features and assumptions of the 

simulation models. First, GEM is an isothermal simulator in which the temperature of the 

injected fluids, as well as the temperature of the reservoir, remains constant at the user 

specified value, thereby neglecting all possible thermal effects. Second, true 

representation of the reservoir in the z direction may require using a multi-layered system 

which can capture any possible gravity segregation and hence saturation distribution. 

However, to reduce the degree of complexity of the problem, a one-layer system was 

used. Third, although molecular diffusion can play a role when there is a concentration 

gradient and also can cause back-mixing of the dissolved components with the (newly) 

injected gas, it was neglected in the current study. Fourth, the vaporization of water and 

related side effects such as formation dry-out, salt precipitation, and reductions in 

permeability and porosity (Pruess 2009; Zeidouni et al., 2009) were ignored. This further 

implies that the water component is only present in the aqueous phase and not in the non-

aqueous phase. At the temperature and pressure of interest in this study, the ultimate mole 

fraction of water in the non-aqueous phase cannot exceed 2% to 3% (Li and Firoozabadi, 

2009). Lastly, capillary forces were not considered in this study. 
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2-3- Results and Discussion 

2-3-1- Preliminary Simulation Results 

Preliminary simulation results indicate that injection of pure CO2 into a saline aquifer, 

which is initially saturated with H2S (Table 2-2), causes the exsolution and release of 

dissolved H2S into the expanding CO2 plume. Moreover, the expanding CO2 plume (or 

acid gas plume) delivers all of the exsolved H2S progressively towards the leading edge 

of the plume. 

The effect of discretization on solution accuracy was investigated by conducting 

simulations with different degrees of grid refinement. It was concluded that fine grids are 

required to accurately capture the gas plume radius at any time, and to evaluate its 

composition correctly; therefore, two thousand grid cells (each 3.28 ft thick and 0.16 ft of 

radial extent) were used for all simulation models. 

Figure 2-4-a shows the gas saturation variation within the aquifer after 100 days. As 

can be seen in Figure 2-4-b, the mole fraction of CO2 within this plume changes from 1.0 

at the point of injection and gradually decreases toward zero close to the outer boundary 

of the plume. Figure 2-4-c and Figure 2-4-d illustrate the variation in the H2S 

composition of the plume after 10 days and 100 days, respectively, indicating a 

substantial increase in the radial extent of the evolved region. Since the plume expansion 

is symmetrical in the radial models, 2D graphs will be used to illustrate the development 

of gas saturation and H2S evolution as the gas exsolution progresses. 
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(a) Gas saturation after 100 days 

 

 

 

(b) CO2 mole fraction in the gas phase after 100 days 
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(c) H2S mole fraction in the gas phase after 10 days 

 

 

 

(d) H2S mole fraction in the gas phase after 100 days 

Figure 2-4: Simulation results: (a) gas saturation profile after 100 days; (b) CO2 mole fraction 

in the gas phase after 100 days; (c) variation of H2S mole fraction in the gas phase after 10 

days; (d) variation of H2S mole fraction in the gas phase after 100 days. 

2-3-2- Base Case Simulation Results and Observations 

As mentioned above, 2000 grid cells in the radial direction was chosen as the Base Case. 
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This grid was utilized to investigate the consequences of injection of CO2 into brine 

which is saturated with (dissolved) H2S at the initial conditions described in Table 2-2. 

For the Base Case scenario, pure CO2 is injected at a rate of 141.25 ft
3
/day into a vertical 

well located at the center of the model. As previously described, when the injected CO2 

comes into contact with saturated brine, H2S is progressively exsolved out of the aqueous 

phase into the gas phase of the advancing CO2 plume. The CO2 plume pushes the mobile 

portion of the brine, as well as the exsolved H2S, toward the outer boundary of the 

domain, while CO2 continuously dissolves into the brine. As observed from the 

simulations, at any time after injection starts, the region swept by the plume consists of 

two sub-regions: an inner radial sub-region extending from the injection well, 

characterized by the absence of H2S in both aqueous and non-aqueous phases; and, an 

outer sub-region, where the mole fraction of H2S in the gas plume gradually increases 

towards a peak value near the leading edge. 

The peak value of H2S (at the leading edge) is defined by thermodynamic 

equilibrium at the gas-liquid boundary (based on the fundamental assumption of 

instantaneous thermodynamic equilibrium, which is employed in CMG-GEM 

calculations). For the ternary system of H2S-CO2-H2O flash calculations indicate that at 

the temperature, pressure and salinity used in this study, a gas mixture of 54% H2S and 

46% CO2 is in equilibrium with an aqueous phase consisting of 1.30% H2S, 0.7% CO2, 

and 98% water (all by mole percent). These results of flash calculations are consistent 

with the experimental results of Bachu et al. (2009) in which they have shown that at the 

prevailing conditions, the solubility of H2S is about two times greater than the solubility 

of CO2 in aqueous phase. The results of simulations also suggest that the maximum mole 
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fraction of H2S in the gas phase is 0.54, which is consistent with above data. It should be 

noted that this result is valid only within assumption and simplification made and 

discussed previously. If for example the vaporization of water to the gas phase were 

accounted for, it is expected that the H2S concentrations would be greater. However, the 

quantification of such is not the main purpose of this study; instead, emphasis has been 

placed on understanding the mechanisms involved in the evolution of the very toxic and 

hazardous H2S component. 

Figure 2-5 and Figure 2-6 show the simulation results for the Base Case scenario 

after 100 days of injection. From Figure 2-5, it is inferred that, after 100 days, the plume 

radius will reach approximately 96.1 feet. The first sub-region is about 84.6 feet in radius, 

and the second sub-region is about 11.5 feet. Figure 2-6 clearly shows that the CO2 has 

been dissolved into the brine, while H2S has been exsolved and released into the gas 

phase. Considering both of these figures together, the occurrence of the equilibrium 

composition between the two phases (gas and aqueous) at the leading edge is identifiable. 

As time passes, subsequent to increasing radius of the plume, the extent of the second 

sub-region, which contains a gaseous H2S concentration, also increases. The evolution of 

H2S into the gas phase is a dynamic process beginning when CO2 injection is initiated at 

the injector. This phenomenon was previously noted and illustrated in Figure 2-4-c and 

Figure 2-4-d. 
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Figure 2-5: Development of two sub-regions within the area swept by the CO2 plume after 100 

days of simulation. The solid curve shows the variation of gas saturation versus distance 

(residual brine saturation is equal to 0.1); the long dashed curve shows the CO2 mole fraction 

distribution in the gas phase; the short dashed curve shows the H2S mole fraction distribution 

in the gas phase. 

 

Figure 2-6: Variation in the composition of the aqueous phase versus distance in the region 

swept by the plume after 100 days. The “○” and “□” symbols indicate the equilibrated mole 

fraction of H2S and CO2, respectively, in the aqueous phase in the last block invaded by the 

gas plume. 
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Figure 2-7: Mole fraction of H2S in the gas plume at different times. Maximum observed H2S 

mole fraction (dotted line at different times) is about 0.54. Increase in the width of the second 

region is determined by measuring the characteristic full width at half maximum (FWHM or 

“δ”). 

Figure 2-7 demonstrates the gradual development of the outer sub-region. Its width 

continues to grow and the concept of FWHM (full width at half maximum, δ in Figure 

2-7) is used to estimate the rate of width growth after stabilization of the peak value, as 

given by:  
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) (2-3) 

where δ(m) represents the FWHM of the graphs in Figure 2-7 corresponding to times 

when the peak value has been reached. 

One point should be emphasized here: in the vicinity of the injection well in the 

presence of a strong convective process (strong CO2 flux), the H2S concentration gradient 

is confined within a very thin boundary layer near the edge. The layer’s width is 

increasing from zero (at the well) to scales (far enough from the well) comparable to 
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simulation grid size and at some point this layer becomes observable. Layer visibility 

occurs when dotted line on Figure 2-7 starts flattening and the equilibrium boundary 

mole fraction (54%) is reached (after 50 days). 

From the simulation results, it is also possible to calculate the number of moles of 

H2S in the gas phase at any specific time by evaluating the following integral (which is 

only valid for 1-D flow model): 

    
 

 ∫ (        
 

     )  
      

  

 (2-4) 

where     
 

 (lb-mole) is the moles of gaseous H2S,    is the gas saturation,   (lb-

mole/ft
3
) represents the molar density of the gaseous phase,     

 
 is the mole fraction of 

H2S in the gas phase,   is the porosity,   (ft) is the thickness of the reservoir, and   (ft) is 

the radius from the injection well. The integration is carried out over a distance from the 

wellbore radius (  ) to the plume radius       . 

Figure 2-8 shows the graph of the integrand in Equation (2-4) after 100 days of 

injection. The amount of H2S released to the gas phase at this time (obtained by 

numerical integration of this graph) is equal to about 0.48 lb-mole. Knowing that the 

molecular weight of hydrogen sulfide is equal to 34.1 lb/lb-mole, the molar release value 

noted above is equivalent to about 16.4 lb of H2S. 
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Figure 2-8: Moles of H2S released to the gas phase per unit length versus distance from the 

injection well after 100 days. The area underneath the curve represents the total amount of 

H2S released to the gas phase. 

2-4- Sensitivity Analysis 

Simulations were conducted to investigate the effect of flow conditions on the 

distribution of two phases and two components, and specifically to investigate the 

evolution of H2S at the leading edge of the plume. Flow conditions are affected by gas 

mobility, gas injection rate, salinity of the brine, and initial mole fraction of dissolved 

H2S. For simplicity, only the results after 100 days of injection are presented, as 

illustrated in Figure 2-9. 

2-4-1- Effect of Gas Mobility 

The effect of gas mobility was examined by changing the gas relative permeability and 

by increasing the end point of gas relative permeability from 0.4 to 1.0 (Figure 2-3, Krg 
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given time the gas spreads over a larger contact area with the aqueous phase (larger 

radius of plume) in comparison with the Base Case, thereby stripping H2S more 

effectively from the brine in contact with the advancing gas front (Figure 2-9-a). For this 

case, after 100 days, δ would be 5.41 ft, which is 1.98 ft greater than the Base Case at the 

same point in time. It should also be noted that at 100 days, the gas plume has advanced 5 

m further than for the Base Case model.  

2-4-2- Effect of Gas Injection Rate 

The effect of gas injection rate was investigated by increasing the injection rate from 

141.25 ft
3
/day to 353.12 ft

3
/day. The effect of increasing the gas rate is similar to that of 

increasing the gas relative permeability. However, these two cases are different in one 

important aspect. Any change in relative permeability curves causes direct change in the 

characteristic fractional flow curve which in turn changes the phase saturation 

distributions. However, increasing the injection rate does not have any effect on the 

fractional flow curve. Instead, increasing the injection rate causes the plume to propagate 

faster and to contact a larger area at a specific time in comparison with the Base Case. 

Figure 2-9-b demonstrates that, after 100 days, the plume has passed 150.9 ft. The results 

also reveal that the rate of increase in the width of characteristic FWHM or δ increases 

and reaches a value of 0.015 ft/day (similar calculation to Equation (2-3)) 

2-4-3- Effect of Brine Salinity  

As has been pointed out by several researchers, the solubility of CO2 and H2S in brine 

will decrease with an increase in brine salinity (e.g., Enick and Klara, 1990; Duan et al. 

2007). The effect of salinity was examined by considering fresh water instead of brine. It 
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was assumed that the initial mole fraction of dissolved H2S was equal to the saturated 

brine value in the Base Case (i.e., 0.02). The data in the third column of Table 2-1 

(“Fresh water”) was used in the simulation models to reflect the higher solubility of 

gaseous components in the fresh water. The higher solubility of the gaseous components 

into fresh water relative to the brine case causes the ultimate radius of the CO2 plume to 

shrink from 96.1 feet in the Base Case to 94.8 feet in this fresh water case (see Figure 

2-9-c). This means that less H2S is released for the fresh water case (see Figure 2-9-d). 

2-4-4- Effect of Initial Mole Fraction of Dissolved H2S in Brine 

Simulations were run for two cases where the initial mole fraction of the dissolved H2S in 

brine was substantially decreased. In the first case (Figure 2-9-e), the initial mole fraction 

of dissolved H2S was equal to 0.005 and, for the second one (Figure 2-9-f), the initial 

mole fraction was equal to 0.0025 (i.e., one-fourth and one-eighth of the Base Case value, 

respectively). The evolution of H2S in these cases is clearly different than the Base Case. 

The brine in the Base Case is saturated with H2S; hence, dissolution of H2S into the 

aqueous phase does not occur. However, in the cases of unsaturated brine, part of the 

exsolved H2S, which remains as a gaseous accumulation, would be consumed in the 

dissolution process. Therefore (at least at the gas front), dissolution and exsolution of H2S 

happen simultaneously; this causes a significant delay in the final composition being 

reached for different components, meaning less H2S is released to the gas phase. 
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(a) Increased gas mobility 

 

 
(b) Increased injection rate 
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(c) Plume extension in fresh water vs. brine 

 

 
(d) Using fresh water instead of brine  
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(e) Decreased mole fraction of dissolved H2S by 4 

 
 (f) Decreased mole fraction of dissolved H2S by 8 

Figure 2-9: Effect of different parameters on the distribution of different phases and 

components within the aquifer after 100 days; (a) increased gas mobility; (b) increased gas 

injection rate; (c) comparison of plume extension for two cases with different salinity; (d) use 

of fresh water instead of saline brine; (e) decreased initial mole fraction of dissolved H2S to 

one-fourth of the Base Case value; (f) decreased initial mole fraction of dissolved H2S to one-

eighth of the Base Case value. 
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2-5- Injection of Acid Gas into Sour Aquifers 

Acid-gas injection operations represent a commercial-scale analogue to geological 

storage of CO2, which is one of the most promising means of reducing anthropogenic 

CO2 emissions into the atmosphere in the short-to-medium term (IPCC, 2007). Due to the 

importance of the operation, it is worth studying the impact of acid gas injection in sour 

aquifers and comparing these results with those of injection into pure brine (i.e., a saline 

aquifer with no other impurities). 

Injection of a mixture of 80% CO2 and 20% H2S for 100 days into saline aquifers 

with properties in Table 2-2 was studied. The same simulations were repeated for brine 

with the same salinity but in the absence of initial dissolved H2S. 

Figure 2-10-a and Figure 2-10-b show the results of the injection process in the sour 

aquifer. As can be seen, the injected streams strip away the dissolved H2S and, at the 

same time, both CO2 and H2S are simultaneously approaching equilibrium in the in-situ 

brine. Figure 2-10-c and Figure 2-10-d illustrate the results associated with injection of 

acid gas into a saline aquifer, which is initially free of any H2S. As expected, as the gas 

continues to flow away from the injection well, it comes into contact with unsaturated 

formation water; the higher H2S solubility in brine causes the chromatographic separation 

of the two gases, resulting in H2S being stripped off at the leading edge of the gas plume 

(Bachu and Bennion, 2009). In this situation, the zone with high composition of H2S in 

the gas plume does not appear. The depicted results in these two figures are similar to the 

results previously reported by Bachu (Bachu et al., 2009). 
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(a) Brine is initially saturated with H2S 

 
(b) Brine is initially saturated with H2S 
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(c) Pure brine 

 
(d) Pure brine 

Figure 2-10: Comparison between phase and component distribution for acid gas injection in 

two cases; (a, b) the brine is initially saturated with H2S (where, similar to what was displayed 

in Figure 6, the “○” and “□” symbols indicate the equilibrated mole fraction of H2S and CO2, 

respectively, in the aqueous phase in the last block invaded by the gas plume); (c, d) the brine 

is initially free of any dissolved H2S. 
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2-6- Summary 

Compositional numerical simulations were performed to characterize the exsolution of 

H2S during carbon dioxide and acid gas sequestration in saline aquifers containing pre-

existing dissolved H2S as an impurity. Simulation results confirm the formation of two 

distinguishable sub-regions in the volume swept by the gas plume. For pure CO2 

injection, the first sub-region is characterized by the absence of H2S in both aqueous and 

gaseous phases. This sub-region occupies the interior cylindrical region centered at the 

injection point. On the other hand, in the outer cylindrical sub-region surrounding the 

first sub-region, the H2S mole fraction gradually increases toward the leading edge of the 

advancing gas front. The size of the evolved sub-region increases over time. The 

maximum H2S mole fraction in gas phase is affected by the reservoir conditions under 

investigation, including the pressure, temperature, and salinity. Because this was a 

characterization study, precise quantification of the results was not pursued as a goal of 

this study; therefore, the results would be subject to minor changes if, for example, the 

vaporization of water or flow in vertical direction are considered.  

Sensitivity analysis was performed to explore the effects of flow conditions and fluid 

characteristics on the sizes of these sub-regions and particularly the alteration of the H2S 

mole fraction profile in the second sub-region. The study was limited to the main 

parameters such as gas mobility, gas injection rate, brine salinity, and initial mole fraction 

of dissolved H2S impurity. Gas mobility, which is controlled by relative permeability of 

gas, had a direct effect on the size of the plume. Increasing the gas mobility causes the 

plume size to increase and consequently enhances the release of H2S. Injection rate 

changes the rate of growth of the second sub-region. Brine salinity influences gas 

solubilities which accordingly affect the evolution of the H2S dissolved species. Increased 
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solubility reduces the exsolution of dissolved hydrogen sulfide. Although the initial mole 

fraction of dissolved H2S has a direct effect on the amount of exsolvable H2S, a low 

initial mole fraction is not a serious barrier for H2S to reach appreciable levels near the 

leading edge of the plume. 

Injection of a mixture of 80% CO2 and 20% H2S as an acid gas into a sour aquifer 

was also explored. The results show that, in contrast with the injection of pure carbon 

dioxide, the injection of the acid gas mixture is accompanied by the simultaneous 

exsolution and dissolution of H2S from and into the aqueous phase. For low mole fraction 

of hydrogen sulfide in the injection fluid, the dissolution of this component causes no 

practical change in the mole fraction profile of H2S in comparison with injection of pure 

CO2 into sour saline aquifers. Injection of an acid gas mixture into an ordinary brine 

aquifer gives rise to the formation of sour brine in the swept region as unsaturated water 

easily strips away H2S from the injected sour gas stream.  

The results of this study are important in establishing monitoring strategies for CO2 

storage sites, and in evaluating the risks associated with the possible leakage of evolved 

H2S during CO2 and acid gas injection into sour saline aquifers. This research also 

establishes the level of corrosivity represented by CO2 and H2S concentrations (affecting 

pH levels and partial pressures of corrosive elements, etc.) in both the aqueous and gas 

phases when the plume intersects wells that penetrate the injection horizon. The effect of 

other impurities such as CH4, N2, and SO2, either as in-situ components or as constituents 

of the injection stream, can be studied in a similar manner and should be the subject of 

future studies. 
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Chapter 3  

Reservoir Modeling for Wabamun Lake Sequestration Project 

A study, entitled “Wabamun Lake Sequestration Project” or “WASP”, was performed to 

evaluate large-scale CO2 storage opportunities in the Wabamun area including potential 

risks. The project examined the feasibility of storing 20 megatons (Mt) of CO2 per year 

over 50 years. This scale is one order of magnitude larger than the typical benchmark (1 

Mt/year) used in academic research and commercial projects that are currently in place or 

under review. The study was conducted by a group of researchers from several 

universities as well as industry consultants. This paper presents an overview of the 

reservoir modeling part of this study, which the author was responsible for. The main 

objectives of the reservoir modeling were: i) estimation of storage capacity (traditionally, 

this value is projected based on the available pore space, but we have an additional 

practical consideration: the maximum amount one can inject within a short period of time 

(~50 years) and within a localized injection area (~18.5 mi × 37 mi)); ii) investigation of 

CO2 plume movement and pressure distribution during and after injection including the 

effect of formation dip angle on the plume shape and its migration; iii) investigation of 

the long-term fate of injection associated with free phase CO2 and aquifer pressurization; 
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iv) investigation of the phase behaviour of H2S initially available and dissolved in brine 

during CO2 sequestration process. These simulation sensitivities led to a few important 

findings. The most important one is that, when CO2 is being injected into a sour aquifer, 

initially dissolved H2S will release into the expanding CO2 plume and accumulate at the 

leading edge of the plume. Also, the large scale injection scheme (20 Mt/year), which 

requires multi well injectors, provides very different pressure response compared to a one 

well (1 Mt/year) scenario. 

Keywords: Large scale CO2 sequestration, reservoir simulation, H2S evolution, fate of 

injected CO2 

3-1- Introduction 

Carbon dioxide emissions arising from consumption of fossil fuels are probably the main 

cause of climate change over the coming century (IPCC, 2007). The use of technologies 

such as carbon dioxide capture and geologic storage (usually known as CCS), if applied 

efficiently, can reduce net emissions of CO2 to the atmosphere. However, for this 

technology to play a significant role in managing global emissions it should be carried 

out at very large scales. Although aquifers offer a large storage potential for CCS, the 

injection of large volumes to fill up this capacity can be complicated. In this study, we 

performed a comprehensive numerical simulation of injection into the Nisku aquifer 

located in Wabamun Lake Area, Alberta, Canada, where large CO2 emitters are present 

(Figure 3-1).  
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Figure 3-1: Location of the major CO2 emission sources in Alberta and the location of the 

Wabamun Lake study (redrafted from Karsten et al., 2007). 

Together the four coal-fired power plants in the Wabamun study area emit 

approximately 30 Mt CO2 per year. The Alberta Geological Survey has identified this 

area as a potential storage site with different underground storage targets. Identification 

of the targets was based on evaluation of a variety of parameters such as stratigraphy and 

lithology, fluid composition, rock properties, geothermal, geomechanical and pressure 

regimes. One of these targets, the Nisku Formation in the Devonian Winterburn Group, 

was selected for WASP study. The Nisku was deposited at the edge of a carbonate shelf. 

From southeast to northwest, relatively pure platform carbonates change into interbedded 

limestone and shale of ramp and ultimately basin slope characteristics. The depth to the 

top of the Nisku formation ranges between 5250 ft in the northeast and gradually 
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increases to 7050 ft in the southeast (Karsten et al., 2007). The salinity of the formation 

water is equivalent to 11.86 lb of NaCl/ft
3
. The temperature of the formation is 140 °F 

and, at these conditions, the water viscosity is equal to 0.84 cp. The net thickness of the 

aquifer is estimated to be 230 ft and pressure at aquifer top is approximately 2,320 psi. 

These reservoir and water data were taken from Hitchon (Hitchon, 1996) and used for 

building simulation models. Table 3-1 summarizes aquifer and fluid properties used in 

the study. 

Table 3-1: Properties of the aquifer and water used in WASP study (Hitchon, 1996) 

Property Value 

Depth, ft 6,100 

Thickness, ft 230 

Pressure at aquifer top, psi 2,320 

Temperature, 
o
F 140 

Permeability, mD 30 

Ratio of vertical to horizontal permeability 0.27 

Porosity, % 10 

Salinity of formation water, lb/ft
3
 11.86 

Density of formation water, lb/f
3
 72.14 

Viscosity of formation water, cp 0.84 

Rock compressibility, 1/psi 3.1E-6 

 

Pressure-dependency of fluid density and viscosity was determined using the black 

oil model presented by Hassanzadeh (Hassanzadeh et al., 2008). The characteristic 

relative permeability curves of the Nisku carbonate, which have been measured at in-situ 

conditions of pressure, temperature and brine salinity are shown in Figure 3-2 (Benion 

and Bachu, 2008).  
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Figure 3-2: Nisku relative permeability curves for gas and water. 

In the following sections, the results of reservoir simulation of saturation (plume 

size) and pressure distributions in a simplified conceptual homogeneous model, as well as 

full size homogeneous and heterogeneous reservoir models, are presented. Secondly, the 

effect of reservoir dip on plume evolution is discussed. Thirdly, the long-term fate of 

average reservoir pressure and CO2 in the free gas phase is investigated. Finally, the 

phenomena of H2S exsolution during CO2 injection into a sour aquifer is briefly 

addressed. 

3-2- Preliminary Conceptual Modeling 

To develop a benchmark at the beginning of the project, a simplified conceptual model 

was developed assuming homogeneous properties (provided above) and an infinite acting 

aquifer. A square (125 mi  125 mi) simulation domain was chosen to represent the 

aquifer (the results were not sensitive to an increase in model size to 155 mi  155 mi). 
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By setting the model to these dimensions, the aquifer behaves as though it were infinite 

acting for the injection of the target volume of CO2. Figure 3-3 shows the model 

configuration for different numbers of vertical injector wells (1-25). All wells are 

perforated from the top to the bottom of the aquifer. The number of wells (n) and 

placement configuration were designed to allow the use of an element of symmetry and 

hence reduce the total number of grid cells by a factor of four. The distance between the 

wells in x and y directions are the same and equal to λ. The total cumulative amounts of 

injected CO2 (denoted as Q1, Q4, Q9, Q16 and Q25), increase with the number of wells 

and these amounts are split equally between injectors in each case. For example, in the 

case of 9 wells, the yearly flow rate per each well is Q9/(9 wells  50 years). 

 

Figure 3-3: Configuration of injection wells and element of symmetry (cream color area). 

In all cases, the injection time is chosen as 50 years and injection capacity is defined 

as the maximum amount, which is possible to inject without exceeding the reservoir 

fracture pressure (assumed to be 5,800 psi as discussed later in the paper). 

Simulation results demonstrate that, for a single injector completed in the whole 

formation interval and at the center of the reservoir, the plume radius reaches 2.8 miles 

after 100 years. Most plume propagation takes place during the injection period and 

virtually stops after 100 years from the start of injection (50 years after injection stops). 

The injection rate capacity was found to be ~1 Mt/year for this vertical injectors 

(constrained by fracture pressure), while horizontal wells each 0.62 mi in length and 

completed open-hole, can improve the injectivity to ~1.5 Mt/year. 
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For the multiple wells (n>1) injection scenario, CO2 saturation plumes do not 

interfere and n individual plumes each having a radius 2.5-3 mi is observed. However, 

the pressure field behavior is completely different from the saturation field. By the end of 

CO2 injection period, there are no individual pressure plumes. Instead, different pressure 

plumes merge into a single large (scale of hundred km) pressure envelope. Injection 

capacity increases with the number of wells but this effect is rapidly vanishing after 

n~10. These phenomena will be discussed in detail later, when a full Nisku aquifer 

geomodel is considered. 

3-3- Detailed Modeling with Full Aquifer Extent 

In this section, simulation results for CO2 injection into the Nisku formation are 

presented. First, a homogenous model is used to investigate injectivity into a semi-infinite 

formation. Then, a heterogeneous model is populated with realistic permeability and 

porosity fields in order to demonstrate the effect of heterogeneity and reservoir dip angle 

on the evolution of a CO2 plume as well as the impact on reservoir pressure. 

Figure 3-4 shows a top view of the Nisku aquifer. The illustrated area is 

approximately 280 mi × 400 mi while the area outlined in red corresponds to the injection 

area (930 mi
2
). The injection site is chosen to be near wells with available core and log 

data. The base properties used for homogeneous model are the same as for the conceptual 

model (base case). 
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Figure 3-4: Top view of the Nisku formation in the Wabamun Lake area (study area is 

outlined by red). 

3-3-1- Dependency of Plume Size and Pressure Field on the Number of Injectors  

Figure 3-5 presents the plume extension and pressure distribution after 50 years of 

injection using base case properties. For the case with one well, the plume radius in the 

top layer is about 2.8 mi, which is consistent with the conceptual model as well as 

analytical solution radius (Nordbotten et al., 2005). It is noticeable that the size of 

“pressure plume” is much larger (about 40 mi), even for one well. In the cases of n 

number of injectors, one can see the existence of n individual plumes for CO2 saturation. 

As the number of wells increases, the individual injector flow-rate decreases (fracture 

pressure constraint) and consequently the plume radius decreases. For pressure, however, 

strong interference between injectors occurs leading to pressurization of the total area 

covered by injectors and far beyond that.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

(e) 

 

(f) 



51 

 

 

(g) 

 

(h) 

Figure 3-5: (a‒d) Saturation and (e⎼h) pressure distribution after 50 years of injection for 

different numbers of wells in the Nisku study area (wells within the red area in Figure 3-4). 

It is very important to mention that the dynamics of the pressure field is very 

different for one well injection and for multiple injection wells, as depicted in Figure 3-6. 

One can see that the pressure fall-off after ending CO2 injection is much quicker for a 

single well than multiple wells. The pressure fall-off for multiple wells is much slower 

because of the larger area of pressure influence. 
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(a) 

 
 (b) 

Figure 3-6: Pressure buildup and drawdown during CO2 injection and after stopping injection 

for (a) one injector (b) 10 injectors. 

3-3-2- Sensitivity Study of Injection Capacity  

Starting with one well, the maximum achievable rate was determined to be as high as 1.1 

Mt CO2/year (matches the results of conceptual), which is equivalent to 0.055 Gt after 50 

years. This flow rate causes the bottom-hole pressure to reach 5800 psi (fracture pressure 

of capping formation) at the end of the injection period. This value for the formation 

fracture pressure was assumed by WASP team at the beginning of the project based on 

some literature data for Alberta reservoirs. Later, midway through the project, the 

Geomechanical Simulation Group (part of the WASP team) estimated this value to be 

around 5100-5300 psi. Because our original assumption was very close to this estimate, 

the 5800 psi estimate was kept in our reservoir numerical modeling (a sensitivity of 

capacity to different fracture pressures within the range of 4300 to 5800 psi is presented 
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later in this section). When the next five wells are placed in the zone, the corresponding 

flow rate for each well reduces to 0.625 Mt/year per well with cumulative injection of 

0.15 Gt. Increasing the number of wells to ten, brings the flow rate to 0.418 Mt/year per 

well with total injected CO2 of 0.209 Gt. Finally, the values for 20 wells are equal to 

0.476 Mt/year and 0.238 Gt, respectively. These results are shown in Figure 3-7 (solid-

line curve). In addition, we estimated the reservoir properties required to achieve the 

target storage of 1.0 Gt. The dashed-line curve on Figure 3-7 presents the injection 

capacity of the focus area with the following aquifer properties: porosity of 20%, 

horizontal permeability of 90 mD. Although these values cause significant difference in 

the outcome, the limitation in injectivity improvement for more than 10 wells still exists. 

 

Figure 3-7: Variation of Nisku capacity with respect to number of wells and formation 

properties (solid line represents base properties). 

3-3-3- Some Options to Increase Capacity (Horizontal Injection, Fracturing) 

In the storage process, the term “capacity” could have two meanings. The apparent 
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capacity is the available and accessible pore volume of the aquifer. However, the 

injection capacity is the amount of CO2 that can be injected realistically into the 

formation and is a function of the number of wells and the fracture pressure of the 

formation. As discussed earlier, for a restricted injection area, such as one in the Nisku 

study, increasing the number of wells beyond a certain limit (which is controlled by 

formation properties and injection site area) has a minor effect on the injection capacity. 

A few methods that could increase injection capacity are discussed below. 

The first method is using horizontal wells instead of vertical wells. For vertical wells, 

it is preferable to use fully penetrated wells over the whole thickness of the aquifer. To 

find the minimum length of the horizontal well that would increase the injection capacity 

over vertical wells, the effective radius of pressure disturbance around the vertical 

injection well, which is again a function of formation properties, should be determined. 

After the start of injection through a vertical well, the pressure around the wellbore 

increases rapidly and causes the development of a narrow width pressure peak in the 

vicinity of the well, Figure 3-8. 

 

 

Figure 3-8: Pressure distribution at the end of injection. 
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Figure 3-9: Comparison of the effect of different well configurations and stimulation on the 

storage capacity of the model. 

Using horizontal wells with a total length greater than the scale of the vertical 

injector’s pressure peak “L” (Figure 2-8) will diminish these high-pressure peaks in the 

vicinity of the well bore and cause the injectivity to increase. For the Nisku formation, 

this minimum required well length was estimated to be 9,800 ft. 

Figure 3-9 compares the effect of different well configurations on the achievable 

CO2 injection capacity. While the vertical injectors provide the minimum capacity, their 

replacement with the horizontal wells will increase storage capacity by approximately 

50%. Application of stimulation techniques such as hydraulic fracturing (HF) can also 

improve injectivity, with the results depicted as the last two bars in Figure 3-9. 

Nevertheless, the technical feasibility of implementing these techniques requires careful 

geomechanical characterization of the formation. For example, maintenance of the 

caprock integrity is a major concern in using such techniques for secure underground 

storage of CO2. The details of simulation for hydraulic fracturing can be found 
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somewhere else (Ghaderi et al., 2009). 

3-3-4- Heterogeneity Sensitivity Study 

Two different heterogeneity modeling methods were considered in this study: stochastic 

and object based modeling. The stochastic modeling was based on existing quantitative 

data (wireline sonic and density logs, acoustic impedance) and geo-statistical tools. It 

relies on resistivity-derived porosities and permeabilities (nearly 60 wells). For this study, 

5 equi-probable realizations of properties were generated, Figure 3-10. Porosity ranges 

from 1.3 – 28.6 % (mean 4.9%) and permeability from 3.1 – 393 mD (mean 22.37 md). 

Details of the development of the geostatistical realizations, generated by a geo-statistics 

group for the WASP project, are presented in the Geomodeling Section (Eisinger and 

Jensen, 2010) of WASP report. It should be noted that the presented geo-models only 

cover the study area (see Figure 3-4); however, the pore volume of the boundary grids 

(far from the well locations) have been modified such that the total pore volume of the 

complete model is still honored. This is an important consideration for running such a 

huge model without sacrificing the accuracy of the results. 
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Figure 3-10: Geo-statistical realizations for porosity and permeability of WASP study area 

(from Eisinger and Jensen, 2010). 

Object based models use “objects” (of same size) with higher porosity and 

permeability zones. The geometry and distribution of the objects in this study were 

constrained by dimensions of existing modern carbonate analogs, conceptual 

understanding of the Nisku carbonate in the Wabamun area, wireline log data and seismic 

data.  

Two kinds of objects were used: i) dark blue (minor width = 1650 ft, major/minor 

ratio = 5, and thickness = 16.5 ft) and ii) light blue (minor width = 980 ft, major/minor 

ratio = 5, and thickness = 6.5 ft). These are oriented along dip and distributed in each 

zone (upper, middle, and lower, Figure 3-11- left) of the Nisku. Figure 3-11- right shows 

the trend in layering of these zones (upper third has 13 layers with average vertical grid 

size z = 5.6 ft; middle third has 5 layers with z = 14.6 ft and lower third has 12 layers 

with average z = 6.1 ft). 
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For stochastic modeling examples (realizations 4 and 5), the saturation and pressure 

fields are shown on Figure 3-12. 

  

Figure 3-11: Object-based realization for porosity. 

 
(a) 

 
 (b) 

Figure 3-12: (a) Saturation and (b) pressure fields for stochastic-based geomodels after 50 

years of injection. 
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Figure 3-13: Injection capacity for 5 different realizations. 

Although one can see some differences on a small scale for saturation and pressure 

fields of these two models, the injection capacities for all cases are almost identical 

(Figure 3-13) and very close to the homogeneous model (Figure 3-7, for 10 wells 

injection). 

The above results represent the storage capacity when the fracture pressure was set to 

5800 psi. To investigate the effect of fracture pressure limit on the storage capacity, 

simulations were run with sequential Gaussian simulation (SGS) model 1 in Figure 3-13. 

Sensitivity of capacity to fracture pressure is shown on Figure 3-14; a 25% reduction in 

fracture pressure will reduce the aquifer capacity by 40%, which is significant.  

For object modeling, the saturation and pressure fields are shown in Figure 3-15. 

Injection capacity, as in the case of stochastic modeling, is very close to the 

homogeneous model, Figure 3-16. 
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Figure 3-14: Injection capacity for two different fracture pressures. 
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 (b) 

Figure 3-15: (a) Saturation and (b) pressure fields for object modeling after 50 years of 

injection. 

 

 

Figure 3-16: Injection capacity for object modeling. 

Based on this limited number of realizations, it is tentatively concluded that the small 

scale heterogeneity (compared to plume size) considered in this study does not exert a 

strong control on pressure and saturation fields or on overall capacity of the injection site. 
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However, it is expected that for layered systems, and for objects comparable to plume 

size, the effect of heterogeneity will be substantial. This heterogeneity will especially 

affect selective placement of injectors. Such a study would require more detailed 

knowledge of the property distribution within the aquifer. 

3-4- Long-term Fate of CO2 Injection 

In this section, the long-term fate of CO2 injection is discussed in association with the 

following phenomena: 

 Increased aquifer pressure during and after injection 

 Migration of CO2 beyond injection area due to dip 

 Buoyancy of CO2 over long period of time (leakage risk) 

 H2S issues 

3-4-1- Pressure Field Evolution during and after Injection  

As discussed in the previous sections, the pressure in the aquifer (within and around 

injection area) increases rapidly during the injection period and then gradually decreases 

toward the initial pressure distribution after injection stops, due to the very large volume 

of the Nisku aquifer. It is important to know how long it will take for a substantial 

pressure disturbance to dissipate. The simulation results of a 10-well scenario are 

presented in Figure 3-17. 
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Figure 3-17: Pressure build-up (top row) during injection and pressure fall-off (bottom row) 

after injection stops for an injection scenario with 10 wells each injecting at 0.5 Mt/year for 50 

years. 

One can see that pressure does not reach initial reservoir pressure (Pi =2,320 psi) 

even 650 years after injection stops, although the difference in P=P-Pi is small 

compared to the maximum difference (Pmax= 3480 psi = Pf-Pi at the end of injection). 

The graph of P vs. time is presented in Figure 3-18, which allows estimation of the time 

scale of pressure decay. From this graph, it can be inferred that P falls e (~2.7) times at 

~120 years, when the pressure fall-off curve starts to level off and thereby providing the 

time scale for the fate of pressure under injection design. 
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Figure 3-18: ∆P (P-Pi) versus time 

 

3-4-2- Effect of Aquifer Dip on Plume Movement and its Size 

The effect of aquifer dip was evaluated with simulation runs using the base Nisku 

properties (Figure 3-4) and a single well injection rate of 1 Mt/year for 50 years. 

Simulations were run up to 1000 years after injection started, and two cases were 

considered for comparison: i) dip angle = 0
o
 and ii) dip angle = 0.5

o
. The second case 

corresponds to the average dip angle of Nisku formation. The results of CO2 saturation at 

the top layer vs. time are shown in Figure 3-19. One can see that at base conditions the 

effect of dip angle on the plume movement is marginal (Figure 3-19-a), although when 

permeability was increased (while all other parameters remained the same) noticeable 

plume migration along dip was observed (Figure 3-19-b). 
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(a) 

 
(b) 

Figure 3-19: Saturation field for a single injector: (a) base properties; (b) permeability is 

increased to 150 mD. 

The above results suggest that if the plume reaches regions with higher permeability, 

it will migrate upwards, and this should be taken into consideration for management of 

leakage risk.  

3-4-3- Estimation of Onset of Convection for Free Phase CO2  

The CO2 injected into a deep aquifer is typically 10-40% less dense than the resident 

brine. Driven by density contrasts, CO2 will flow vertically first and then horizontally 

spreading under the caprock (Leonenko and Keith, 2008). If there are breaches in the 

caprock, leakage could occur through these high permeability zones or through artificial 

penetrations such as abandoned wells. It is very important to know how long the CO2 

remains as a free phase beneath the caprock and how long complete dissolution of CO2 

into the brine phase will take because this determines the timescale over which free phase 

CO2 has a chance to leak out. After injection, free-phase CO2 (gas or supercritical fluid) 

will be partially trapped as residual saturation and the rest will slowly dissolve in the 

brine (Hassanzadeh et al., 2006). Depending on reservoir properties, different 

mechanisms may be responsible for dissolution. Here we estimate the dissolution 

mechanisms at Nisku conditions and the associated time scales of dissolution. In the short 
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term (Figure 3-20-a), during and after injection, some amount of CO2 is residually 

trapped and the remainder may be dissolved by natural convection (Figure 3-20-b). The 

amount of trapped CO2 depends on rock fluid properties (relative permeability curves), 

and in the Nisku case, is about 30%. The amount of dissolved CO2 depends on reservoir 

pressure and temperature as well as brine salinity, and in the Nisku case, is about 3-5%. 

The remaining amount of free CO2 (~65%) will slowly dissolving into the brine by a 

combination of diffusion and natural convection. 

 
  (a)    (b)   

Figure 3-20: (a) Accumulation of free CO2 below the caprock (short-term) and (b) 

combination of diffusion and natural convection (long-term processes) involved in geological 

storage of CO2 in saline aquifers. (Source of figure: Hassanzadeh et al., 2007 ) 

The important parameter to describe convection is the porous medium Rayleigh 

number, defined as          (   ), where   is permeability,   is porosity,   is 

acceleration due to gravity,   is aquifer thickness,   is viscosity,    is the density 

difference (CO2 saturated and fresh brine) and finally   is the molecular diffusion 

coefficient. If Ra> 49 then natural convection occurs. At Nisku conditions, Ra~ 400, 

from which we estimated the onset of convection at these conditions (tonset ~80 years) and 

time scale of convective dissolution (tdis~3000 years). Estimations are made based on 

Hassanzadeh’s model (Hassanzadeh et al., 2007). One can see that the time scale for 

possible leakage is very long and this can be a serious obstacle for implementation of an 

injection project due to regulatory and monitoring issues. Active reservoir engineering 

might be needed (for example, see Leonenko and Keith, 2008) to reduce the dissolution 

time to the scales of hundreds years.  
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3-4-4- H2S Issue 

While working on the WASP project, we discovered that when CO2 is injected into a sour 

saline aquifer, the H2S initially dissolved in the brine will be exsolved and released into 

an expanding CO2 plume. A comprehensive study of this phenomenon has been made 

and all detailed results were discussed in Chapter 2.  

3-5- Summary 

In this study we performed numerical modeling of injection of large volumes of CO2 (1 

Gt target over 50 years) into the Nisku Formation located in Alberta. Injection modeling 

was performed within localized injection area of 18.5 mi × 37 mi. The main objectives of 

the study were to:  

 estimate the injection capacity and CO2 plume movement and pressure 

distribution during and after injection;  

 estimate the time scale of pressure relief upon injection, time scale of CO2 

dissolution, effect of dip angle on plume shape and its migration; and  

 assess the possible H2S evolution in the CO2 plume over time and space.  

The following observations were made in this study: 

 The capacity of injection is limited not by available pore space but by ability to 

inject without exceeding the fracture pressure of the formation. The capacity 

increases with the number of injectors but increasing the number of wells has a 

limit even considering a large well spacing. Very strong interference between 

pressure plumes was observed with no substantial benefits beyond 10 wells. 

Horizontal injection wells and aquifer fracturing may be considered as alternative 

options to increase the capacity. Sensitivity of capacity to reservoir permeability, 
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rock compressibility and well placement was investigated. 

 For multiple injection scenarios (n wells), CO2 saturation plumes have no 

interference; we see n individual plumes of radius 2.5-3 mi for each injector. The 

pressure field behavior is totally different from the saturation field. There are no 

individual pressure plumes but a single large (scale of hundred km) pressure 

envelope. 

 The dip in the Nisku formation does not affect the results (i.e. no substantial 

plume movement) although free phase CO2 may migrate along the dip if it 

reaches a zone with higher permeability above 100 mD. We estimated that at 

Nisku conditions, the time scale for pressure relief is 120 years and time scale for 

free phase CO2 dissolution is ~3000 years where the mechanism of dissolution is 

natural convection.  

 H2S dissolved in aquifer brine will be released into the CO2 plume during 

injection and will reach a high mole fraction at the outer edge of the CO2 front. 
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Chapter 4  

Investigation of Primary Recovery in Low-Permeability Oil 

Formations: A Look at the Cardium Formation, Alberta
1
 

Tight oil formations (permeability <1 mD) in Western Canada have recently emerged as 

a reliable resource of light oil supply owing to the use of multi-fractured horizontal wells. 

The Cardium Formation, which contains 25% of Alberta’s total discovered light oil 

(according to Alberta Energy Resources Conservation Board), consists of conventional 

and unconventional (low-permeability or tight) play areas. The conventional play areas 

have been developed since 1957. Contrarily, the development of unconventional play is a 

recent event, due to considerably poorer reservoir properties, which increase the risk 

associated with capital investment. This in turn implies the need for a comprehensive and 

critical study of the area before planning any development strategy. 

This chapter presents performance results from the low permeability portions of the 

Cardium Formation where new horizontal wells have been drilled and stimulated in 

multiple stages to promote transverse hydraulic fractures. Development of the tight 

Cardium Formation using primary recovery is considered. The production data of these 

                                                 
1
 This chapter is modified version of: Ghaderi, S.M., Clarkson, C.R., Kaviani, D., 2013. Investigation of 

Primary Recovery in Low-Permeability Oil Formations: A Look at the Cardium Formation, Alberta 

(Canada). Journal of Oil &Gas Science and Technology, DOI: 10.2516/ogst/2012091 
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wells was first matched using a black oil simulator. The calibrated model presented was 

used for performance perditions based on sensitivity studies and investigations that 

encompassed design factors such as well spacing, fracture properties, and operational 

constraints. 

4-1- Introduction 

Economic production of hydrocarbons from reservoir rocks requires reservoir-specific 

solutions. Until recently, oil and gas exploitation was restricted to relatively high 

permeability and porosity reservoirs. In such reservoirs, wellbore contact through vertical 

wells was sufficient to obtain economic rates and recovery. Recent advances in drilling 

and completion technology have enabled commercial production from reservoirs with 

poorer properties. The low-permeability area of the Pembina Cardium Field in Western 

Canada, referred to as a “Halo Oil” play by Clarkson and Pedersen (2011), is an example. 

The Pembina Cardium field is the principal conventional oil pool in Canada covering 

an area of over 3,000 km
2
 with more than 6,100 (approximately 4,400 producers and 

1,700 injectors which are mainly vertical). OOIP is in excess of 7,780 MMbbl with 

recovery of less than 17% to date. The field is located in a stratigraphic trap of northwest-

southeast oriented shoreface sands with the eastern up-dip margin being defined by shale 

out of the sands and the western downdip margin by decreasing reservoir quality (Krause 

et al. 1987). Horizontal wells have been drilled in both the Cardium sands and 

conglomerates within the Pembina field with limited success (Adegbesan et al. 1996). 

In 2008, the first horizontal well with seven hydraulic fracture stages was completed 

in the unconventional (low-permeability) portion of the Cardium. The production rates 

from this well were so promising (average production rates of approximately 123 bbl/day 
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without any water production) that another 12 wells were drilled in 2009 (Viau and 

Nielsen, 2010). Since then, more and more multi-fractured horizontal wells are being 

completed or planned in the area by different companies. 

Because the unconventional portion of the Pembina is at early stages of production 

and development, more detailed studies are required for better management and 

exploitation of the resources. In this study, our purpose is to determine the major 

parameters that will affect the recovery of oil from these reservoirs under primary 

production scheme when fractured horizontal wells are being used. Oil production rates 

from the wells are usually high at the beginning, however limited reservoir permeability 

impedes favorable rates over the long term. Therefore short-term and long-term 

production performance will be considered separately in this work. As part of the study, 

extensive numerical simulations were performed using the ECLIPSE 100™ simulator
1
 

(Schlumberger, 2010). The “design of experiment” approach was employed to define the 

simulation scenarios and the parameters involved. In each simulation run, several 

parameters can be varied simultaneously to capture the effect of all main parameters and 

their likelihood of interaction. The oil recovery from simulation runs will be the main 

response in the statistical interpretation of the results. Simulation strategies and results 

will first be discussed.  

4-2- Base Properties Used in Simulation Models 

The properties required for generating simulation models were obtained from one of the 

active operators in the area. To avoid issues related to reservoir heterogeneity, all 

reservoir properties are considered constant at their average values. Some of these 

                                                 
1
 ECLIPSE 100, ECLIPSE, and PVTi are trademarks of Schlumberger. 
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properties are summarized in Table 4-1 (modified from Clarkson and Pederson, 2010). 

Table 4-1: General properties of the simulation models 

Property Value 

Thickness, ft 16.4 

Porosity, % 12 

Absolute permeability, mD 0.28 

Initial reservoir pressure, psia 2,017 

Initial oil saturation, % 86 

Initial water saturation, % 14 

Reservoir temperature, °F 115 

Model area, acres 640 

Number of blocks, NX×NY×NZ 105×105×3 

Dimension of blocks, ft×ft×ft 50×50×5.46 

  

The data in this table have been obtained from an area of Cardium where the pay 

zone varies between 16 to 26 ft and the reservoir rock consists of muddy fine-grained 

sandstones with low permeability (≈ 0.3 mD) but relatively suitable porosity (≈ 0.12). It 

is also known that the reservoir is not supported by any initial gas cap (note the initial 

reservoir pressure and oil bubble point pressure in Table 4-1 and Table 4-2) or bottom 

water support and therefore the main mechanism of primary production would be through 

solution gas drive (Clarkson and Pederson, 2010). 

Table 4-2 provides the fluid data used in the simulation models which are based on 

the real data obtained from one of the wells in the study area. The oil is relatively light 

with °API equal to 37. 
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Table 4-2: Fluid properties used in the simulations 

Phase/Property Value 

Oil  

Pb (psia) 1,602 

Rs at Pb (scf/stb) 430  

Viscosity at Pb (cp) 1.43 

Bo at Pb (bbl/stb) 1.22  

Density at STP (lb/ft
3
)  51.8  

Gas  

Ave. Viscosity (cp) 0.011 

Density at STP (lb/ft
3
) 0.069 

Water  

Viscosity (cp) 0.58 

 

Figure 4-1 depicts the results obtained from the simulation of the PVT data for oil 

and gas using the PVTi™ module of Eclipse (Schlumberger, 2010). Figure 4-1-a and 

Figure 4-1-b show the results of the differential liberation test, and the viscosity 

measurements (Figure 4-1-c and Figure 4-1-d) obtained from constant composition 

expansion test. Pedersen’s correlation (Pedersen et al. 1984) was used to match the 

viscosity data. For the range of pressure applicable to this study (200-2,000 psia), the 

match of the PVT data is acceptable. The results of Table 4-2 are similar to what was 

used by Clarkson and Pedersen (2010) using standard correlations. 
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(c) 

 
 (d) 

Figure 4-1: Comparison between experimental and simulated PVT behavior of the fluid used 

in this study (a) oil formation volume factor vs. pressure (b) oil solution gas vs. pressure (c) oil 

viscosity vs. pressure (d) gas viscosity vs. pressure. 
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history match the production data of the wells in the study area and used the relative 

permeability data as the matching parameter. We received about one year production data 

for three separate wells in the region from an operator. For the well selected for analysis, 

the pressure is somewhat less than the virgin pressure (approximately 2,500 psi), 

suggesting that some depletion due to offsetting vertical wells may have occurred. 

Nonetheless, we analyzed the well individually, realizing that a field simulation may be 

justified. 

Well completion data were obtained from the operator. The length of the horizontal 

well is 3,865 ft and its wellbore diameter is 7.2 inches. It was frac’d in 10 stages with an 

average fracture spacing of 429 ft (assuming 1 fracture per stage). We estimate the 

fracture half-length to be equal to 181 ft and fracture conductivity close to 300 md-ft. The 

well is completed open-hole (Clarkson and Pedersen 2010). 

Figure 4-2-a displays a close-up view of the simulated transverse fractures planes 

which are perpendicular to the well trajectory. To precisely capture the physics of the 

fluid flow in the models, the local grid refinement (LGR) feature is used to explicitly 

construct the hydraulic fractures along the well. However, exact duplication of the 

fractures’ width in a simulation model will require extremely refined grids which results 

in computationally very expensive models (Shaoul et al. 2007). Therefore, a sensitivity 

study was performed to determine the optimal degree of refinement for the fractures 

blocks as well as the parent block dimensions (see Appendix 4A). Also, transmissibility 

of the fractures blocks should be adjusted such that following relationship holds: 

        
     (4-1) 
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where ff wk  is the product of fracture permeability and width and ffk  is the 

corresponding product in the simulation model. The hydraulic fractures in our study have 

a constant width equal to 2.0 ft which are obtained by dividing the parent grid block into 

25 parts in the direction perpendicular to the fracture orientation. 

Figure 4-2-b shows the historic oil production rates from the subject well for almost 

one year. It should be noted that in Figure 4-2 time zero corresponds to the time when the 

well has reached the “pump-off state”, signified by a stabilized fluid level in the annulus. 

As the well bottom-hole pressure (BHP) was estimated from periodic fluid shots 

combined with casing pressure, a stabilized fluid level in the annulus indicates that the 

well is producing under constant BHP. For the period of production displayed in Figure 

4-2-b, this BHP is close to 250 psia (the pressure data is not shown). 

For history-matching, oil production rate and flowing pressure were honored in the 

simulator and gas and water production rates were predicted. Figure 4-2-c shows the gas 

production history from the well and the simulation results from the history-matching 

process, while Figure 4-2-d shows the water production rate match (initial water 

production is actually the flowback water which was injected during the implementation 

of frac job). Although the overall match in both graphs looks acceptable and the trends 

are honored, there is a period (between 185 to 240 days) in which the simulation results 

are quite different from the historical data. The anomalous well production during this 

period is due to an unknown operational change in the well and is ignored in the 

simulation model. 

Figure 4-2-e and Figure 4-2-f show the two phase water-oil and gas-oil relative 

permeability curves which were obtained as a result of history-matching the production 
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data. The curves were generated with the Corey correlation for initial simulations. These 

were then adjusted for matching historical water and gas rate measurements. It is 

important to note that because the changes in the gas rate follow the changes in the oil 

rate (compare Figure 4-2-b and Figure 4-2-c) and also the gas rate has stabilized at the 

end of the matching period, the reservoir is interpreted to be above the bubble point 

pressure (if the pressure falls below the bubble point pressure we will experience a sharp 

increase in gas rate and consequently gas-oil ratio). As also noted by Clarkson and 

Pedersen (2011), the GOR is relatively flat through the production history. Therefore, 

because only oil and water are flowing in the reservoir, the production data are not ideal 

for deriving the gas-oil relative permeability curve. Nonetheless, the best match was 

obtained by using this set of permeability data and we continue using it in the rest of this 

study. 
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(f) 

Figure 4-2: (a) a close-up view of the simulation model showing the hydraulic fracture planes 

crossing the well lateral (b) historical oil production data for the subject well (c-d) comparison 

of gas and water production data from well history and simulation, respectively (e-f) two-

phase relative permeability of water-oil and gas-oil obtained from history matching of 

production data, respectively. 
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important question is that, in each simulation run, which parameters should be used in the 

sensitivities and which level(s) (high, medium and low) should be employed. 

Design of experiment (DOE) is a formal structured technique for studying any 

situation that involves a response that varies as a function of one or more independent 

variables (Mathews 2005). DOE is specifically designed to address complex problems 

where more than one variable may affect the response and two or more variables may 

interact with each other. DOE replaces inferior methods such as the traditional method of 

studying the effect of one variable at a time (OVAT). Compared to DOE, the OVAT 

method is an inefficient use of resources and is incapable of detecting the presence of or 

quantifying interactions between variables (Mathews 2005).  

Application of DOE and response surface (RS) in reservoir engineering where an 

optimization problem, history match, or uncertainty analysis is of interest, has recently 

received considerable attention (such as works done by Zabalza-Mezghani, 2004; Feraille 

and Busby, 2009; Feraille and Marrel, 2012). DOE can considerably reduce the number 

of runs during a risk assessment problem which is an imperative concern for potentially 

expensive fluid flow simulations (Scheidt et al., 2007). Therefore, we use the DOE 

technique for determining the variables and their associated levels for each simulation run 

and the sequence in which these runs should be performed. 

4-4- Simulation Response and Variables 

The main objective function that we are interested in is the final oil recovery factor 

(recovery efficiency) of the reservoir. However, production from multi-fractured 

horizontal wells starts with relatively high rates followed by a rapid decline. Therefore, 

short-term recovery factors (recovery at the end of 5 years) and long-term recovery 
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factors (recovery at the end of 20 years) are considered separately as the responses. Seven 

factors, which seem to affect the recovery in tight oil formations the most, were chosen. 

These factors and their different levels are summarized in Table 4-3. 

Table 4-3: Factors considered for simulation runs 

Factor Unit Low Medium High 

A: Number of wells Number/section 2 4 6 

B: Length of well Ft 1500 3000 4500 

C: Density of HF* # HF/(500 ft well) 2 - 3 

D: Half-length of HF Ft 125 225 325 

E: Conductivity of HF md-ft 250 750 1250 

F: Well operating BHP Psi 300 600 1200 

G: Completion method N/A Open-hole (“1”) - Cased-hole (“2”) 

* HF stands for hydraulic fracture 

Five parameters are assigned three levels and the two remaining ones get two levels. 

In the following, we provide a brief description of the response, selected factors and their 

levels and the rationale for these choices. 

Recovery factor (Response): The ultimate objective of any reservoir engineering 

design is to obtain the highest possible recovery from the reservoir, subject to economic 

viability of the design. However, we intentionally neglect the economic factors, as this is 

the focus of the second part of this study, which will be looking for the optimal design. 

Number of wells per section (factor A): The number of wells and the spacing 

between them are important factors in management of recovery. As the number of wells 

increases, the cumulative drainage area of the wells increases as does the recovery 

efficiency. To simplify the problem, in all conducted simulations, the wells are aligned in 

the same direction and are evenly spaced in the reservoir section. 

Length of well lateral (factor B): As the well length increases, more volume of the 

reservoir would participate in production leading to increased recovery. The minimum 

and maximum well lengths are 1,500 ft and 4,500 ft, respectively. 
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Density of hydraulic fractures (factor C): The main goal of generating hydraulic 

fractures from the horizontal well is to increase the contacted area with the reservoir. It is 

reasonable to increase the number of fractures per well (to a point) in favor of obtaining 

higher recoveries. In this study, the hydraulic fractures will be evenly spaced along the 

well. Factor C controls the number of fractures along the well, which can be calculated 

from Equation (4-2). 

         {
         
         

 (4-2) 

where    is the well length(B)/500ft. For instance, if a well is 3,000 ft in length, the 

number of fractures is 7 and 13 for C equals to two and three, respectively. 

Half-length of hydraulic fractures (factor D): In the case of transverse hydraulic 

factures, increasing the fracture half-length also increases the contacted area for each 

horizontal well. In simulation runs, one of these values may be encountered: 125 ft 

(short), 225 ft (moderate), or 325 ft (long). 

Conductivity of hydraulic fractures (factor E): This factor is important in 

determining the dimensionless fracture conductivity parameter as given in Equation 

(4-3): 

    
     

    
 (4-3) 

where kf×wf is the conductivity of the hydraulic fracture, k is the matrix permeability and 

xf is the fracture half-length. Considering a matrix permeability equal to 0.28 mD the 

range of possible Fcd in this study will be between 2.7 (for lowest fracture conductivity 

and highest fracture half-length) to 35.7 (for highest fracture conductivity and lowest 

fracture half-length). This range covers a spectrum of finite to almost infinite 
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conductivity; i.e. Fcd > 20 (Economides et al. 2002). 

Well operating BHP (factor F): BHP values closer to the oil bubble point pressure 

hinder the formation of two phase flow of oil and gas and keep oil effective permeability 

at higher values, but restrict the overall flow rates. BHP values closer to atmospheric 

pressure on the other hand have a reverse effect. Thus, this factor may also have a two-

sided effect on the recovery factors and needs to be considered. 

Completion strategy (factor G): In an “open-hole” completion, the whole length of 

the horizontal well + the hydraulic fractures contribute to the fluid flow while in the 

“cased-hole” method, the production only occurs through the hydraulic fractures to the 

well. This restricted flow path may adversely influence the productivity index of the well. 

If OVAT technique is used to design the simulation runs, a total of 972 (= 3
5
 × 2

2
) 

runs will be required. However, if an “optimal design” scheme through DOE is used, far 

fewer runs will be required to obtain the same level of information. By an optimal design, 

we mean a design that is “best” with respect to some criterion.  

There are several popular design optimality criteria like A, D, and I just to name a 

few (Montgomery, 2007). In this study, we used the “D-optimal” design which is the 

most widely used and is a suitable choice for deterministic computer simulation models. 

However, it should be mentioned that “Optimal design” is only one of the available 

algorithms in DOE and other methods such as “factorial design”, “Latin hypercube” or 

more sophisticated techniques have been used in dealing with demanding reservoir 

simulation runs (e.g., see Manceau et al., 2001, Feraille and Busby, 2009; Maschio et al. 

2010; Ghomian et al., 2010). 
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4-5- Results and Discussion 

The collection of simulation runs and the order in which these runs performed are 

tabulated in Table 4-4. As can be seen in this table, a total of 79 runs were carried out 

which is only 9% of the total runs required if the OVAT method were used. In each 

scenario, several factors may change simultaneously and acquire different levels. The 

design of the runs was performed using the Design-Expert
 ®

 software (Stat-Ease, 2010). 

As can be seen in this table, no special pattern in the chosen factor levels from one run to 

the next can be recognized, thus the random nature of selections is honored. 

Table 4-4: Simulation runs chosen based on the “D-optimal” design 

Run No. 

Factor Response 

A B C D E F G 
Rec. (%) 

Short-term 

Rec.(%) 

Long-term 

1 4 4500 3 225 250 1200 1 5.2 7.8 

2 6 4500 2 225 1250 600 2 12.2 17 

3 4 4500 2 225 1250 1200 2 4.4 7.4 

4 2 3000 2 325 250 600 2 3.2 6.4 

5 6 1500 2 225 750 600 2 5 8.1 

6 2 1500 2 325 250 1200 1 1.1 2.3 

7 6 3000 2 325 250 300 1 10.5 14.3 

8 2 1500 3 225 1250 1200 1 1.2 2.3 

9 4 1500 3 225 750 600 1 4 6.8 

10 2 1500 3 225 750 300 1 2.3 4.5 

11 2 1500 3 225 250 1200 2 1.1 2.2 

12 6 1500 3 225 1250 600 1 5.6 7.9 

13 4 3000 2 125 250 1200 1 2.9 5.2 

14 2 3000 2 225 750 600 1 3.3 6.2 

15 4 1500 2 325 1250 300 1 5.1 8.1 

16 2 3000 3 125 1250 600 1 2.9 5.8 

17 6 4500 2 225 750 300 1 14.1 18.5 

18 4 1500 2 225 250 300 2 3.6 7.2 

19† 6 4500 3 225 250 300 2 14.9 18.7 

20 4 1500 2 125 750 300 2 3.1 6.7 

21 6 4500 3 125 250 600 2 11.2 16.2 

22 2 4500 2 225 250 1200 2 2 4.1 

23 6 1500 3 325 1250 600 2 6.3 8.5 

24 2 3000 3 325 250 600 1 4 6.8 

25 6 4500 3 225 750 1200 2 7.4 9.1 

26 2 3000 3 325 750 300 2 5 8.2 

27 2 1500 2 225 1250 600 2 1.9 3.9 

28 6 3000 3 325 1250 1200 1 5.9 7.2 

29 4 3000 3 325 750 1200 2 4.6 6.4 
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Run No. 

Factor Response 

A B C D E F G 
Rec. (%) 

Short-term 

Rec.(%) 

Long-term 

30 6 4500 3 125 1250 1200 2 6.1 8.7 

31 4 3000 3 225 250 600 2 6.7 10.7 

32 4 4500 2 225 250 600 1 8.5 14.1 

33 2 4500 3 125 750 300 2 4.6 8.7 

34 4 4500 3 325 1250 600 1 12.1 15.4 

35 4 4500 3 125 250 1200 2 4.2 7.1 

36 2 1500 2 325 250 300 2 2.1 4.5 

37 2 3000 2 125 1250 1200 2 1.3 2.8 

38 2 4500 2 325 750 300 1 6 10 

39 6 1500 3 225 1250 300 2 6.4 9 

40 6 3000 3 225 750 600 2 9.9 12.8 

41 6 1500 2 325 250 600 2 4.9 8.1 

42 4 3000 2 225 750 300 2 6.9 12.1 

43 4 3000 3 125 750 600 2 5.7 10.2 

44 4 3000 3 325 1250 300 2 9.7 13.2 

45 6 3000 2 125 250 600 1 7.7 12.1 

46 6 1500 2 125 750 300 1 5.1 8.5 

47 4 1500 2 325 750 600 1 4.4 7.2 

48 4 4500 2 125 250 300 1 8.4 15.2 

49 4 1500 3 225 250 300 1 4.3 7.4 

50 6 1500 2 125 1250 1200 2 2 3.9 

51 2 4500 2 225 1250 300 1 5.1 9.3 

52 4 4500 2 125 750 1200 1 4.2 7.1 

53 6 3000 2 325 750 1200 1 5.3 7.1 

54 2 1500 2 125 250 300 1 1.8 3.9 

55 6 1500 3 225 750 200 1 3 4.4 

56 2 3000 2 125 1250 300 1 3.1 6.4 

57 6 4500 3 125 750 600 1 11.5 16.2 

58 6 1500 3 125 250 1200 1 2.5 4.1 

59 6 4500 2 125 750 300 2 10.9 18 

60 6 3000 2 225 250 1200 1 4.6 6.7 

61 2 4500 2 325 1250 1200 2 2.8 5 

62 6 4500 3 325 250 1200 2 7.5 9.2 

63 4 1500 2 325 1250 1200 2 2.3 3.9 

64‡ 2 1500 3 125 750 1200 2 0.9 2 

65 4 1500 2 125 1250 600 2 2.8 6 

66 2 3000 3 225 1250 300 2 4.1 7.3 

67 2 4500 2 125 250 600 1 3.8 7.6 

68 6 3000 3 125 750 1200 1 4.4 6.5 

69 6 3000 3 125 250 300 2 8.9 13.5 

70 2 1500 2 225 750 1200 2 1 2.1 

71 6 3000 2 325 1250 300 2 11 15 

72 4 3000 2 225 1250 600 1 6.5 10.8 

73 4 1500 3 125 1250 1200 1 1.8 3.4 

74 6 4500 2 325 1250 600 1 14.1 16.9 

75 2 4500 3 325 750 600 2 6.2 9.7 

76 4 4500 3 325 750 300 2 13.3 17.4 

77 2 4500 3 125 250 1200 1 2.3 4.2 
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Run No. 

Factor Response 

A B C D E F G 
Rec. (%) 

Short-term 

Rec.(%) 

Long-term 

78 4 1500 3 325 250 600 2 4.5 7 

79 2 4500 3 325 1250 300 1 7 10.9 

 

Despite the significant difference in the time-span of the two model responses, as can 

be seen in Table 4-4, for the majority of the simulation runs, the recovery factor at the 

end of 20th year (long-term recovery) is not considerably higher than that at the end of 

the 5th year. Therefore, it is reasonable to analyze these two responses separately. 

According to these results, the short-term recovery factor ranges between 0.9% (Run 64) 

and 14.9% (Run 19) and between 2% and 18.7% for the long-term recovery for the same 

set of runs.  

A half-normal probability plot is used to determine whether the entire set of factors 

and interaction effects are by coincidence (and, thus, shows no effect significantly 

different from zero) or whether some factors and/or interactions have significant effect. 

This is a plot of the absolute value of the effect estimates against their normal cumulative 

probabilities. Any factors or interactions whose observed effects are due to chance are 

expected to be randomly distributed around zero. These effects will tend to fall along a 

straight line called “line of no effect”. The straight line on this plot always passes through 

the origin and should also pass close to the fiftieth percentile data value. The effects that 

might be significant have average values different from zero and are located a substantial 

distance away from the straight line that represents no effect (Montgomery 2007). 

Figure 4-3 displays the half-normal probability plot of the factors that might affect 

the short-term recovery factors in simulation runs. 
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(a) 

 
(b) 

 

Figure 4-3: Half-normal probability plot of observed effect of factors and their interactions on 

(a) short-term recovery factors and (b) long-term recovery factor for reservoir model with 

absolute permeability equal to 0.28 mD. 

 As this figure suggests, with the model properties used in this paper (see Table 4-1), 
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significance is: (1) the number of wells (factor A); (2) the length of the well (factor B); 

(3) operating BHP of the wells (factor F); (4) half-length of hydraulic fracture
1
 (factor D); 

(5) density of HF (factor C). Interestingly, the conductivity of the fractures and the 

completion strategy in comparison with the other five factors have only a minor effect on 

the objective function (they are statistically insignificant). In other words, although 

increasing fracture conductivity and using the open-hole completion scheme may 

increase the recovery factor (which is the case for our simulation runs), investment in the 

other five factors possibly will yield better results. Figure 4-3-b is similar graph but for 

the long-term recovery factors. The same factors as in the short-term recovery cases have 

emerged as significant, except the density of HF (factor C). We will discuss the reasons 

for this difference later in the text. 

In some situations, the difference in response between the levels of one factor is not 

the same at all levels of the other factors. When this occurs, there is interaction between 

the factors. For example, in Figure 4-3 we see that interaction exists between A and B, 

denoted as AB, and this interaction is contributing to the recovery. However, factor D has 

no interaction with other factors. To clarify the interaction effect, consider Figure 4-4-a in 

which recovery is plotted versus fracture half-length (factor D) at three different levels of 

factor A. The three depicted curves are approximately parallel to each other indicating 

that regardless of the level of A, increasing/decreasing the level of D from one level to 

the next one always causes the same amount of increase/decrease in recovery (or the 

slope of the curves). Since D has no interaction with any other factor, a similar plot will 

be obtained if the alternative factors (B, F, and etc.) are used instead of A. The general 

trend is similar; if the level of factor D increases the recovery factor will increase and 

                                                 
1
 The term “Hydraulic fracture(s)” will be henceforth abbreviated as HF. 
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vice versa. Conversely, we see in Figure 4-4-b that the curves describing the recovery 

factor versus the number of wells at different levels of B is non-linear; the amount of 

increase/decrease in the recovery factor depends on the changes in levels of both factors. 

For Figure 4-4-c and Figure 4-4-d, similar comments can be made. Another possible 

conclusion from these figures is that increasing both the number and the length of the 

wells (Figure 4-4-a), increasing the number of wells and decreasing the BHP, increasing 

the well length, and decreasing the BHP causes an increase in the achievable recovery 

factor. Therefore, more wells with longer laterals which are operating at lower BHP when 

stimulated with longer hydraulic fractures increases both short and long-term recovery. 
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(b) For: C=2; D = 125; E = 250; F =300; G=1 

 
(c) For: B=1500; C=3; D=325; E=250; G=1 
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 (d) For: A=4; C=2; D=125; E=250; G=1 

Figure 4-4: Effect interaction plot between different factors (a) AD, no interaction case (b) AB 

(c) AF (d) BF. 
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the number of fractures (neglecting economic factors) would be favorable, otherwise 

there is not much benefit expected. However, since the low-permeability reservoirs 

should be produced under very low-BHP conditions, this critical value of the gas 

saturation between the fractures will pass soon after the start of the production and higher 

mobility of the gas with respect to oil hinders the sustainability of high oil production 

rates. 

Figure 4-5-a and Figure 4-5-b show the gas saturation distribution in the reservoir 

(top-view) after one year from start of production for two simulation runs which differ 

only in the number of fractures per well. The spacing between the fractures in Figure 4-5-

a is 500 ft and in Figure 4-5-b is 250 ft. For the run with closer hydraulic-fracture 

spacing, the amount of the evolved gas saturation between fractures and also the 

extension of two phase oil-gas region is greater, both of which augment two phase flow 

interference. This in turn causes lower mobility to oil and hence reduces recovery 

efficiency. Figure 4-5-c demonstrates that oil production rates from the model with larger 

number of fractures will produce oil at higher rates early on (short-term effect), but at 

later times the two-phase flow interference becomes important and productivity drops off 

(long-term effect). The recovery curves (Figure 4-5-d) are consistent with the oil 

production rates and the results from two half-normal probability plots. According to this 

figure, there is a statistically significant difference between the short-term recovery 

factors but this difference gradually diminishes over time. There is therefore an optimum 

number for the fracture density which primarily depends on the reservoir characteristics 

and secondly on the economic concerns. 
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(a) 

 

 
(b) 
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(c) 

 
 (d) 

 

Figure 4-5: (a-b) gas saturation in two models with (a) C=2 and (b) C=3 one year after start of 

production; (c-d) field oil production rates and the oil recovery factors for the models. Other 

parameters are as follows: A=6; B=3,000 ft; D=225 ft; E=750 md-ft; F= 300 psia. 

Our simulation results confirm that similar comments made for fracture spacing can 
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insignificant for recovery efficiency. Figure 4-6-a compares the oil production rate from 

two models which differ only in fracture conductivity. Figure 4-6-b demonstrates the 

corresponding recovery factors for the models. Embedding more conductive fractures 

will result in higher production rates earlier in the life of the project which might shorten 

the project pay-back period. 

 
(a) 

 
 (b) 

Figure 4-6: Field oil production rates (a) and the oil recovery factors (b) for the models with 

different levels of E factor; other parameters are as follows: A=4; B=4,500 ft; C=2; D=325 ft; 

F= 300 psia; G=1. 
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is depicted in Figure 4-7 and confirms the outcome of the previous analysis which 

demonstrated that there is little difference between the two completion methods. The 

largest contribution to production occurs through the highly conductive fracture conduits 

and the contribution from other perforations along the horizontal well is of subtle 

importance. It should be also noted that a minor difference in the recovery factors 

between two models in Figure 4-7-b may arise from the numerical errors. 
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(b) 

Figure 4-7: Difference in (a) field oil production rates and (b) the oil recovery factors for the 

models with different levels of G factor (graph results = “open-hole” results - “cased-hole” 

results); other parameters are as follows: A=6; B=3000 ft; C=3; D=325 ft; 

Because the conventional methods for measurement of permeability sometimes fail 

when applied to tighter formations, there is risk in the estimation of this property. 
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order of magnitude (absolute permeability = 0.028 mD). The half-normal probability plot 

of the factor effects is given in Figure 4-8. It is interesting to note that once more the 

same significant factors appear on both graphs, but now factor C is significant for short 

and long-term recovery efficiency (compare Figure 4-8 and Figure 4-3). Also comparing 

the two figures, we see that factor C either does not appear as a significant factor or it sits 

very close (in comparison with other factors) to the “line of no effect”. There is a good 

chance that if the reservoir properties change, particularly the relative permeability data, 
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result emphasizes the importance of accurate reservoir characterization for tight 

formations.  

 
(a) 

 
(b) 

Figure 4-8: Half-normal probability plot of observed effect of factors and their interactions on 

(a) short-term recovery factors and (b) long-term recovery factor for reservoir model with 

absolute permeability equal to 0.028 mD. 
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4-6- Summary 

In this work, a systematic method for establishing the most important factors affecting 

primary recovery (short- and long-term) using multi-fractured horizontal wells is 

provided. The combination of design-of-experiment (DOE) and numerical simulation 

used in this work is superior to the one-variable-at-a-time approach (OVAT) used in 

many studies because a) fewer runs are required and b) the interaction between factors 

can be established and quantified. 

For reservoir and fluid properties typical of the low-permeability Pembina Cardium, 

the most important factors controlling primary recovery in order of significance are: the 

number of wells per section; the length of the well; operating BHP pressure of the wells. 

Fracture conductivity has a lesser effect on recovery factor, but will impact early time 

production rates. Higher fracture density may accelerate oil production, but also 

accelerates gas saturation between fractures, which reduces oil mobility and impairs long 

term oil production. Further, whether or not fracture density has a significant impact on 

recovery depends on the combination of reservoir properties, particularly relative and 

absolute permeability, underpinning the need for careful reservoir characterization. The 

difference in long-term recovery factor due to completion method (open-hole versus 

cased-hole) appears to be insignificant. However, it should be noted that phenomenon 

like non-darcy flow of fluids within hydraulic fractures, if it can be truly characterized 

and accounted for, may change these results to some extent. 

Although we performed our sensitivity runs at two different matrix permeability 

levels, we recognize that there is also considerable uncertainty in relative permeability 

characteristics – we will perform our analysis using different relative permeability 

scenarios in the future. 
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In future work, reservoir heterogeneity and changes in relative permeability will be 

considered. Economic criteria will also be incorporated into the analysis. Finally, a 

similar approach will be used to establish critical factors controlling CO2-EOR in this 

tight oil play; CO2-EOR in this play is worthy of investigation because of not only the 

potential for increased of oil recovery, but also the possibility for CO2 storage. 
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Appendix 4-A: Sensitivity of Simulation Results to Grid Size 

In this appendix, the results of sensitivity study regarding the optimum degree of 

refinement for the grid blocks of the simulation models are presented. A symmetric 

simulation model with the following parameters and properties are considered: 

Model Area: 128 acres (1/5 of a section) 

A- Number of wells: 1 

B- Well length: 4500 ft 

C- Number of fractures: 19 

D- Length of HF: 325 ft 

E- Conductivity of HF: 1250 md-ft 

F- Well operation BHP: 300 psia 

G- Well completion: open-hole 

Since this is a sensitivity study with respect to number of grids (or grid size) the 

considered model consists of one well. However, the well is located in the middle of a 

smaller area to see the boundary effect. The well length and fracture geometry are set at 
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their maximum and the well bottom-hole pressure is set at its minimum value to make 

sure the extreme cases have been considered. Open-hole completion is the ultimate 

exposure of a fractured well to a reservoir and hence was considered in the sensitivity 

study. 

To do a sensitivity on the number of grids in the x or y direction (which are equal in 

the current models) a fixed fractures’ width of 1 ft (dividing each parent block into 50 

sub-blocks in the x direction as local grid refinement) was used and the number of blocks 

in the x and y direction were varied to screen the oil recovery factor. Figure 4A-1 shows 

the results of recovery factor versus 1/Nx. According to this figure, when the number of 

grids reaches 105 the recovery factors almost gets flat and therefore this number was 

chosen as the optimal number of grids in the x and y directions. Similar approach was 

taken for grid construction in the z direction. 

 

Figure 4A-1: Grid convergence behavior for parent blocks in x and y directions 
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to do similar study for the number of division that should be applied for a stable 

simulation response. Figure 4A-2 displays such a sensitivity when the number of grids in 

the x and y directions are fixed at 105. As this figure suggests 25 division (fracture width 

of 2 feet) should be satisfactory for the simulation of primary recovery scheme. 

 
Figure 4A-2: Grid convergence behavior for number of grid used in construction of local grid 

refinement representing hydraulic fractures. 

In summary, considering the computational expenses and time we used 105×105×3 

blocks in the x, y, and z direction, respectively and 25 blocks for local grid refinements. 
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Chapter 5  

Evaluation of Recovery Performance of Miscible Displacement 

and WAG Process in Tight Oil Formations
1
 

Recent advances in well design and production techniques have brought considerable 

attention to exploitation of tight (low permeability, absolute permeability <1 mD) oil 

resources. Drilling of long horizontal wells and deployment of hydraulic fractures along 

these wells (multi-fractured horizontal wells) can substantially improve the primary 

production rates from such reservoirs. Nevertheless, the low effective permeability of 

these reservoirs to oil hinders the sustainability of favorable oil rates and at some point 

applying some EOR technique becomes inevitable. 

In the current study, CO2 miscible flooding and WAG process in a tight oil reservoir 

are investigated. Although several studies have investigated different aspects of the 

process in conventional oil plays, the design of an effective scheme in tight oil formations 

is more complex. These complexities are related to the proper design of the fractures 

(half-length, conductivity, orientation (transverse vs. longitudinal), etc.) and their relative 

                                                 
1
 This chapter is a modified version of: Ghaderi, S.M., Clarkson, C.R., Chen, S., and Kaviani, D., 2012. 

Evaluation of Recovery Performance of Miscible Displacement and WAG Processes in Tight Oil 

Formations, Paper SPE 152084, presented at SPE/EAGE European Unconventional Resources Conference 

and Exhibition, Vienna, Austria, 20-22 March. 
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placement along producers and injectors and the operational constraints on each well or 

segment of the well.  

In this work, we utilize an EOR scheme design where multi-fractured horizontal wells 

are used for both injection and production, and the hydraulic fracturing stages are 

staggered to delay breakthrough and improve sweep efficiency. For a set of defined 

parameters, compositional simulations are conducted to investigate the effect of the CO2 

slug size, WAG ratio and cycle length on the recovery efficiency of the model. The 

recovery from the aforementioned EOR process is then compared with its corresponding 

base case in which the reservoir has gone through periods of primary and water-flooding 

stages. The results of this study show that the incremental oil recovery from WAG 

process in tight formation can reach as high as 20%.  

5-1- Introduction 

The low permeability portion of Pembina Cardium field, referred to as a “Halo Oil” play 

by Clarkson and Pedersen (2011), is currently being exploited under primary recovery 

using multi-fractured horizontal well technology. The play has several attractive 

attributes such as high quality oil (around 36 °API) and sweet gas, low water production 

rates with accessible infrastructure in the area. The Pembina Cardium field has a large 

OOIP (an ERCB estimated 7.78 billion barrels in the main Cardium area alone, plus great 

potential in the “Halo Oil” play), long life reserves, repeatability and relatively low risk 

(Viau and Nielsen, 2010). However, obtaining a good economic return from the low 

permeability portion of the play can be quite challenging. Hydraulic fracturing techniques 

combined with horizontal well technology have enabled commercial production from 

these plays (e.g. Cox et al., 2008).  
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Hydraulic fracturing raises well productivity by improving its contact area with the 

target formation. Depending on the state of the stress in the reservoir, either longitudinal 

or transverse fractures can be developed (Economides et al., 2002). However, in the low-

permeability formations, due to the low mobility of the oil and rather quick pressure 

interference between the fractures, the depletion of the reservoir is almost confined to the 

near fracture space. The initial high production rates will rapidly decrease with time and 

at the end of the primary production stage, the remaining oil saturation could be 

significant. Therefore, an EOR scheme is vital to recover the remaining oil in place. In 

this study, we will investigate CO2 flooding of the low-permeability formations, using 

multi-stage fractured horizontal wells as injectors. 

The ability of CO2 to develop miscibility and high solubility in reservoir oil, which 

results in swelling of the oil and significant viscosity reduction are a few advantages of 

CO2 EOR (Jarrel et al., 2002). From a carbon storage point of view, CO2 injection in high 

permeability oil systems is not desirable due to the possibility of its early breakthrough to 

producers. Lower permeability oil reservoirs offer the opportunity for more efficient 

storage capacity due to reduced mobility of CO2. However, in such systems, achieving 

injection levels adequate for carbon storage and incremental oil recovery is a challenge 

using conventional oilfield technologies. The adoption of multi-stage fractured horizontal 

wells in such a situation is an effective strategy to increase injectivity. 

To increase the sweep efficiency, and hence oil recovery, the configuration of 

hydraulic fractures and their orientation should satisfy two conditions: maximizing 

contact area with the reservoir matrix and maximizing distance between the producer 

fractures and injector fractures. One solution that can offer such an opportunity is to 
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stagger transverse fractures along the injectors and producers. Therefore, the focus of this 

study is the investigation of CO2 EOR, either through injection of pure CO2 or WAG 

injection, in such configurations. 

In this paper, compositional simulation of CO2 EOR in a tight oil reservoir, with 

properties similar to the low permeability portion of the Pembina Cardium field, is 

performed and the results are summarized. A commercial compositional simulator is used 

to examine the amount of incremental recovery that can be obtained in such a reservoir 

after the secondary recovery stage. The results of the CO2 storage capacity of these plays 

under different injection schemes will be provided. 

5-2- Base Case Data and Simulation Model 

5-2-1- Fluid properties and EOS model 

The reservoir oil is undersaturated light oil with stock tank gravity of 38 °API and an 

initial solution gas-oil-ratio (GOR) of 730 scf/stb. The original reservoir pressure at the 

reference depth of 5279 ft is 2520 psi. The bubble point of the reservoir at reservoir 

temperature of 127 °F is approximately 2450 psi. The CO2 minimum miscibility pressure 

(MMP) was determined experimentally to be 2320 psia. Table 5-1 summarizes the 

important properties of the reservoir fluid. 
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Table 5-1: Reservoir fluid properties 

Parameter Value 

Pb, psia 2,450 

Rs at Pb, scf/stb 730 

Oil viscosity at Pb, cp 0.63 

Bo at Pb, bbl/stb 1.37 

Oil density at STP, lb/ft
3
 52.1 

Average gas viscosity, cp 0.01 

Average gas density at STP, lb/ft
3
 0.065 

Water viscosity, cp 0.57 

 

A crucial part of a compositional reservoir simulation of miscible or even immiscible 

EOR scenarios is prediction of the phase equilibria between the in-situ reservoir fluid and 

the injected fluid. To achieve this, an equation of state (EOS) is usually tuned via 

experimental PVT data. The tuning of EOS in this work followed the methodology 

suggested by Khan et al. (1992) to characterize CO2-oil mixtures. The two-parameter 

Peng-Robinson EOS (Peng and Robinson, 1976) was selected to regenerate the fluid 

properties because it has proven to be suitable for low-temperature CO2-oil mixtures 

(Khan et al., 1992). The viscosity correlation selected to match the oil viscosity was the 

modified Lohrenz-Bray-Clark (LBC) model (Lohrenz et al., 1964) which is capable of 

predicting both oil and gas viscosities. 

PVT laboratory data was from differential liberation (DL), constant composition 

expansion (CCE) and separator tests, and very importantly, a swelling test. These test 

results were used to tune the EOS, which is capable of characterizing the CO2-

hydrocarbon system above the MMP. Table 5-2 presents the composition of final pseudo-

components obtained as a result of the regression process. 
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Table 5-2: Composition of the fluid (after regression) 

Component Mole fraction 

CO2 0.001 

N2-C1 0.414 

C2 0.076 

C3 0.059 

C4-C5 0.061 

C6 0.026 

C7P* 0.363 

* MW = 238 lb/lb-mole ; SG = 0.86 

  

The effect of CO2 injection on the swelling of oil as well as its viscosity reduction 

for the fluid of interest has been depicted in Figure 5-1-a and Figure 5-1-b, respectively. 

These figures also illustrate the good match between the tuned PR EOS and LBC 

correlation to these critical PVT tests. 
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(b) 

Figure 5-1: Comparison of the predicted (PR EOS and LBC correlation) and observed values 

for (a) liquid mixture swelling factor and (b) liquid viscosity with respect to CO2 mole 

percentage in the mixture. 

5-2-2- Reservoir Model and Rock Properties 

The considered reservoir geometry is a symmetric model with an area equal to one 

quarter of a reservoir section (160 acres) and with a uniform reservoir thickness of 15 ft. 

The absolute permeability in the horizontal direction is variable and its distribution was 

generated using Gaussian geostatistical simulation. Figure 5-2-a shows the horizontal 

permeability distribution and Figure 5-2-b displays the vertical permeability, which is 0.1 

times the horizontal permeability, in cross section view. Figure 5-2-c shows the 

histogram of the horizontal permeability (mean value of 0.62 mD, standard deviation of 

0.41 mD).  
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(a) 

 
(b) 

 
(c) 

Figure 5-2: (a) Top view (i-j plane) of the model showing the spatial horizontal absolute 

permeability variation (b) Side view (j-k plane) of the reservoir vertical permeability (c) 

histogram of the horizontal absolute permeability data. 

Table 5-3 lists the input parameters for the reservoir model.  
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Table 5-3: Reservoir input for the base case 

Property Value 

Length, ft 5,250 

Width, ft 1,350 

Thickness, ft 15 

Depth at the top of formation, ft 5,297 

Initial reservoir pressure, psi 2,520 

Initial water saturation, % 25 

Initial oil saturation, % 75 

Reservoir temperature, °F 127 

Average porosity, % 12 

Average horizontal permeability, mD 0.61 

Vertical to horizontal permeability ratio 0.1 

Reservoir pore volume, bbl 2.2E+6 

Reference pressure, psi 1,000 

Rock compressibility at P
0
, psi

-1
 5.0E-6 

Number of grids (Nx×Ny×Nz) 105×27×5 

Grid size (Dx×Dy×Dz), ft 50×50×3 

 

The three horizontal wells used in the model are assumed to be hydraulically 

fractured in the transverse direction. Therefore, the planes of hydraulic fractures are 

perpendicular to the well trajectory. To precisely capture the physics of the fluid flow in 

the models, the local grid refinement feature is used to construct the hydraulic fractures 

along the well. The parent blocks enclosing the fractures are refined (divided into odd 

number of finer grids) in the direction parallel to the well path and also in the vertical 

direction. The central sub-grid in the refined area after modification of its transmissibility 

represents a real fracture. Transmissibility of the fracture blocks was adjusted such that 

following relationship holds (Shaoul et al. 2007): 

  
           (5-1) 

where   
     is the product of fracture permeability and width (fracture conductivity) 

and       is the corresponding product in the simulation model. The hydraulic 

fractures in our study have a constant width equal to 2.0 ft and their conductivity is 
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around 150 md-ft. The considered gird dimension was obtained based on the sensitivity 

analysis of the recovery factor of both water-flood and WAG flood scenarios and follow 

the same process as presented in Appendix 4A.  

Figure 5-3-a shows a transparent display of the 3-D view of parent blocks enclosing 

the refined fractures in the model. Figure 5-3-b, displays the sub-grid in the refined 

region with modified transmissibility equal to that of a real fracture. One inner well at the 

center (P2 with complete fracture plane) and two boundary located wells (P1 and P3 with 

one wing of fracture plane) cover the whole drainage area. Table 5-4 summarizes the 

properties of the wells and their surrounding hydraulic fracture planes. 

A combination of initial primary recovery (all wells are producers) and subsequent 

water-flooding (P2 is converted to water injector) is simulated as a base case for 

comparison with miscible gas flooding and WAG process. The primary recovery is 

continued until the recovery reaches a plateau (~15%) and the subsequent water-flooding 

is active until the water cut at producers reaches 95%. The water injection operation will 

last for 15 years. 

The set of relative permeability curves used for the base case are shown in Figure 5-4 

The critical water saturation is equal to 0.25 (the same as initial water saturation) and 

critical gas saturation is 0.05. The residual oil saturation for both gas and water phases 

are equal to 0.25 and the maximum relative permeability for gas and water are 0.50 and 

0.35, respectively. Capillary pressure, however, is neglected. 
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(a) 

 
(b) 

Figure 5-3: (a) Display of the refined grids which create the hydraulic fracture boundaries and 

(b) refined grid with higher permeability representing the hydraulic fracture plane. 
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Table 5-4: Description of wells and hydraulic fractures 

Property Value 

Well diameter, ft 0.6 

Well length, ft 3,650 

Well spacing, ft 650 

Bottom hole pressure of producers, psia 300 

Injection rate, rb/day 320 

Duration of primary recovery, year 5  

Duration of water flooding stage, year 15 

Number of HF* along producers 13 

Number of HF along injectors 12 

Spacing between consecutive HF, ft 300 

HF half-length, ft 225 

HF height, ft 15 

Conductivity of HF, md-ft 150 

HF orientation transverse 

HF arrangement staggered 

* HF is abbreviated form of Hydraulic Fracture(s) 

 

 

 
(a) 

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

R
el

at
iv

e 
p
er

m
ea

b
il

it
y
 

Water saturation 

Kro

Krw



122 

 

 
(b) 

Figure 5-4: Relative permeability data set used in the primary and water injection scenarios 

(a) oil-water (b) oil-gas relative permeability. 

Figure 5-5 depicts various aspects of the first two stages of simulated oil recovery. 

According to Figure 5-5-a, just after primary recovery stage and at the beginning of 

water-flooding stage (converting the central well into injector), there is an abrupt 

reduction in the oil production rate as one of the producers is eliminated. Limited 

permeability of the reservoir matrix, and hence restricted flow capacity of the injector, 

causes considerable delay for water to first reach the producers and substantially increase 

the oil production rates. In this example, under the water injection rate of 300 stb/day, the 

breakthrough will happen after two and a half years. At the breakthrough time the 

average reservoir pressures is close to its peak value (Figure 5-5-c). 
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(c) 

 
(d) 

Figure 5-5: (a) Field oil production rate (b) Recovery factory curve (c) Average reservoir 

pressure (d) Average reservoir gas saturation at the end of the primary (5 years) and 

subsequent water-flooding stages. 

For the base case, after 15 years of water-flooding, the water cut reaches 95%, where 
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saturation approaches negligible values and is mostly associated with gas accumulation 

near the producers (Figure 5-5-d). Figure 5-6 displays the oil saturation distribution in the 

reservoir at the end of water-flooding. It shows that water flows favorably through high 

permeability zones first, and that the flooding front is not uniform. Despite the very low 

vertical absolute permeability, gravity segregation causes the average water saturation in 

the lower part of the reservoir to be higher than the upper part of the reservoir. After 0.8 

PV (pore volumes) of water injection, the residual oil is mainly concentrated in the upper 

portion of the reservoir and low permeability zones.  

 
(a) 

 
 

(b) 

Figure 5-6: Oil saturation profile at the end of water-flooding stage for (a) top layer and (b) 

bottom layer of reservoir. 

One important consideration for the waterflood scenario is the unexpected high 

recovery factor at the end of the process. We believe the main reason for such a high 

value is the symmetric nature of the model which keeps all the oil between the injector 

and the producer and leads to high sweep efficiency. In this respect, the effects of the 

relative permeability curves are also critical. 
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5-3- Continuous CO2 injection and WAG (with CO2) injection 

In typical gas injection processes, the mobility ratio between injected gas and the 

displaced oil bank is very unfavorable because of low viscosity of the injected fluids. 

This results in viscous fingering (abridged breakthrough) and reduced sweep efficiency. 

To overcome these problems, alternating injection of gas and water with specified 

volume, known as the WAG process, has been developed. Improvement of sweep 

efficiency as a result of mobility contrast is the key element in the success of WAG 

process (Green and Whillhite, 1998). Moreover, injection of water as a slightly 

incompressible fluid can maintain the reservoir pressure level, which is necessary for 

development of miscibility between gas and oil and acceleration of gas solubility in oil 

(and therefore oil viscosity reduction). Because of the density contrast, the injected gas 

and water usually tend to sweep different portions of the reservoir. The upper portion of 

the pore space will tend to be swept by gas while water will push the oil in the lower 

parts (Jarrel et al., 2002).  

To optimize the WAG process, there are several parameters that should be designed 

carefully. The following key factors should be considered (among others): 

 Slug Size: Slug size, which refers to the cumulative volume of injected gas, is 

expressed as percentage/fraction of the hydrocarbon pore volume (HCPV). 

Generally, the more miscible gas injected, the higher the incremental oil recovery. 

Nevertheless, a larger injected volume will suppress the project economic return 

(Shing-Ming et al., 1984). 

 WAG Ratio: WAG ratio, which is the ratio of the volume of injected water to that 

of gas, is one of the most important parameters in the WAG process. However, 

the optimized value for this ratio is quite reservoir-dependent, because the overall 
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performance of the WAG scheme depends strongly on the permeability 

distribution, gravity segregation (determined by fluid properties), and flow 

behavior of different phase (determined by two and three phase relative 

permeabilities). Gas availability as well as wetting state of the reservoir is also an 

important consideration in this respect (Wu et al., 2004). 

 Cycle Length: The timing of switch between gas and water alternates may have 

considerable effect on the recovery factor as it determines the time span over 

which the phase redistribution (for example override of gas and underride of 

water) can occur within the reservoir (Wu et al., 2004). 

Before performing any miscible flood simulation, the relative permeability and the 

amount of residual oil saturation with respect to CO2 should be adjusted. The residual oil 

saturation in a field scale CO2/WAG miscible flood varies between 5%-15% (Jarrel et al., 

2002). To comply with this observation, the oil-gas relative permeability was modified to 

yield Sorg = 0.05, resulting in Krg = 0.55. 

To study the effect of WAG ratio on recovery for this specific reservoir model, four 

cases with WAG ratio of 0.5, 1.0, 2.0 and 0 (continuous CO2 injection) were considered. 

Each injection scenario will be continued until the HCPV of injected CO2 reaches 1.0. To 

consider the effect of cycle length, an additional case for the WAG ratio of 0.5 will be 

provided. Table 5-5 provides a summary of the injection scheme in each case. The 

injection rate of fluids is however fixed at 320 rbbl/day except for scenario 1. 
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Table 5-5: Specifications of different tertiary injection scenarios considered in this study 

Inj. scenario 
WAG ratio WAG cycle length CO2 inj. length Water inj. length 

[fraction] [months] [months] [months] 

1 0 NA NA NA 

2 0.5 18 12 6 

3 1.0 12 6 6 

4 2.0 18 6 12 

5 0.5 9 6 3 

 

The simulation results indicate that in the case of continuous solvent injection, CO2 

will quickly reach the high permeable fractures along the producers hence the average 

reservoir pressure rapidly falls after the CO2 breakthrough. To get a better sweep 

efficiency in this case, the injection may start with a lower rate and increase when the 

breakthrough was observed. Therefore, the proposed initial and final injection rates are 

set as 0.5 Mscf/day and 1.5 Mscf/day for continuous injection scenario. 

5-4- Results and Discussion 

Referring to Figure 5-5-b and Figure 5-5-c, it is seen that the tertiary recovery scheme 

starts when 32% of OOIP has been recovered and the reservoir pressure has reached 2140 

psia. Figure 5-7-a shows the incremental oil recovery associated with the first 4 scenarios 

in Table 5-5 with respect to HCPV injected. According to this figure, WAG performs 

better than continuous CO2 injection, and applying higher WAG ratio brings about 

superior results. Moreover, at higher WAG ratios the difference between the recovery 

performance decreases. For example, the recovery factory at 100% HCPV for WAG 

ratios of 0.5, 1.0, and 2.0 are 16.7%, 19.8% and 21.7% respectively. 

Figure 5-7-b depicts the average reservoir pressure for each injection scheme. In this 

figure, the line of minimum miscibility pressure has been drawn as well. The pressure 

trends in this figure are in line with the results obtained for the recovery factors. For any 
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injection scheme, depending on how far the pressure is below the MMP and hence less 

favorable miscible process, the corresponding recovery factor would also be less. In other 

words, as the difference between pressures (i.e. MMP-Pavg) increases, the CO2 EOR 

efficiency goes down. Therefore, the smallest recovery factor is obtained in continuous 

CO2 injection scenario and much better results are obtained in WAG process. In addition, 

for this model, as the WAG ratio increases, it would be easier to maintain MMP, but 

harder for CO2 and oil to stay in contact, hence reducing the miscibility. Therefore, there 

should be an optimal WAG ratio for achieving best tertiary recovery. 
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(a) 

 
(b) 

Figure 5-7: Variation of (a) oil recovery factor (b) average reservoir pressure with respect to 

the HCVP of injected CO2 for different injection schemes. 

The comparison between the sweep efficiency of two cases with WAG ratio of 0.0 

and 2.0 after injection of 100% HCPV of CO2 is displayed in Figure 5-8. As expected, 

reservoir heterogeneity plays an important role in dictating the preferential flow paths. 

For continuous injection scenario, the high mobility CO2 seeks out the path of least 

resistance through high permeable fractures along the producers and will travel the same 
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path for the entire process. Therefore, the recovery is confined mostly to the region 

between the producers and injectors fractures’ tips. For WAG process, however, the 

recovery region is expanded substantially in both vertical and areal directions. Further, 

due to buoyancy effects and upward movement of CO2, recovery from the top of the 

reservoir would be more than from the bottom. 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

Figure 5-8: Variation of oil saturation at the end of injection scheme (a) continuous CO2 

injection, top layer (b) continuous CO2 injection, bottom layer (c) WAG injection with ratio 2, 

top layer (d) WAG injection with ratio 2, bottom layer. 
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To investigate the effect of cycle length (with identical WAG ratio) on the 

performance of WAG injection, the results for scenarios 2 and 5 are compared in Figure 

5-9-a through Figure 5-9-c. From these figures, it is concluded that decreasing the cycle 

length increases recovery factors from the WAG process. This may be due to the fact that 

decreasing the cycle length causes increase in water injection frequency which 

consequently keeps the average pressure at higher values. Higher pressures simply mean 

better sweep efficiency with respect to both maintaining miscibility conditions and also 

maintaining pressure gradient between producers and injectors. 

From storage point of view, Figure 5-9-d shows the average CO2 saturation at the 

end of injection periods for different scenarios in the reservoir. The results demonstrate 

that the less efficient recovery scheme (continuous CO2 injection) is the preferred one in 

this respect. In the WAG process the injected solvent has enough time and more of a 

tendency (due to higher pressures) to dissolve into the in-situ oil and will be produced in 

the subsequent water injection cycle. However, it should be noted that the effect of 

important parameters like the solubility of CO2 into water and relative permeability 

hysteresis effect on the storage capacity of different schemes have been neglected in this 

study. These important parameters may alter to some extent the oil recovery factors. 
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(a) 

 
(b) 
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(c) 

 
(d) 

Figure 5-9: (a-c) Comparison of different parameters for two WAG process with different 

cycle length of 9 months and 18 months and identical WAG ratio of 0.5 (d) CO2 storage 

capacity results from different injection scenarios. 
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5-5- Summary 

In this chapter, a quarter section of a tight oil reservoir with a stochastic permeability 

distribution is set up and a compositional simulator is used to investigate CO2 EOR 

process. The three horizontal wells in the model (two edge producers and one middle 

injector) have transverse fractures in a staggered configuration. This configuration has the 

advantage of maximizing contact area with the formation as well as maximizing distance 

between the fractures, which is important in delaying the breakthrough of the injected 

fluids and improving sweep efficiency. At the end of primary and secondary (water-

flooding) recovery, almost 70% of the original oil in place remains trapped in the inter-

fracture spaces of this symmetric model. 

To recover this remaining oil saturation, CO2 injection, either through injection of 

pure CO2 or WAG, was considered. The results indicate that recovery factors from 

injection scenarios (with constant rate constraint on injectors), is substantially influenced 

by the reservoir heterogeneity and also the mobility of the injected fluids. For continuous 

CO2 injection, high mobility of the gas causes a fast breakthrough at the producers. As 

such, once the connection between the injectors and producers fractures (path of least 

resistance) was established, the average reservoir pressure falls rapidly below the MMP, 

thereafter the process would remain immiscible and not gaining the benefit of miscible 

flood. 

WAG injection, on the other hand, can substantially improve the recovery by 

maintaining the pressure around the MMP and therefore develop an efficient miscible 

process. With reservoir and fluid properties used in this study, as the WAG ratio 

increases, it would be easier to maintain pressure levels higher than MMP and therefore 

recovery increases. However, it should be noted that under this circumstance it would be 
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also harder for CO2 and oil to stay in contact, hence reducing the miscible flood benefits. 

Therefore, an optimal WAG ratio could be designed through simulation. In this study, 

even after water-flood, the incremental recovery of CO2 flood in tight oil formation, with 

WAG ratio of 2.0, could be as high as 21.7%. 

Decreasing the cycle length (with identical WAG ratio) causes increase in water 

injection frequency, which consequently keeps the average pressure at higher values and 

therefore improves the sweep efficiency. Like the WAG ratio, there should be an optimal 

value for this parameter which is quite reservoir dependent.  

Results from this study show that the CO2 EOR potential in tight oil formations is 

significant. The parametric compositional model has proved to be a very efficient proxy 

in similar projects. Multiple sensitivities and optimal design can be investigated within a 

reasonable time frame while CO2 production/storage can also be monitored. 
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Chapter 6  

Optimization of WAG Process for Coupled CO2 EOR-Storage 

in Tight Oil Formations: An Experimental Design Approach
1
 

Restricted flow capacity of low permeability oil formations imposes unique challenges to 

the implementation of CO2-WAG processes in such reservoirs. Application of multi-stage 

fractured horizontal wells can substantially improve the injection and production rates. 

However, there are various design parameters and operating conditions which can affect 

the performance of a WAG flood. The parameters considered in this study are those 

related to development pattern (well spacing and well completion strategy), hydraulic 

fracture geometry (half-length and spacing), WAG parameters (WAG ratio and CO2 slug 

size) and the timing of the switch from primary or water-flood to WAG scheme. In this 

study, CO2 EOR performance is assessed based on the oil recovery factor and also the 

amount of stored CO2; in other words, the objective is to achieve both the goals of 

enhanced oil recovery and storage of CO2 in the tight oil formation. However, to reflect 

the effect of time, the net present value (NPV) of the projects was also considered. All 

                                                 
1
 This chapter is a modified version of : Ghaderi, S.M., Clarkson, C.R., and Chen, Y., 2012. Optimization 

of WAG Process for Coupled CO2 EOR-Storage in Tight Oil Formations: An Experimental Design 

Approach, Paper SPE 161884, presented at SPE Canadian unconventional resources conference in Calgary, 

Alberta, Canada, 30 October-1 November 2012. 
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three of these parameters were therefore included in objective functions to be optimized. 

The effect of all aforementioned parameters on objective functions was investigated 

using a compositional simulator. Design of experiment (DOE) was then utilized to 

perform a comprehensive statistical analysis to recognize the most prominent factors in 

fulfillment of each objective function in a tight reservoir with properties similar to 

Pembina Cardium field. Response surfaces were generated to quantify the effect of the 

factors on the objective functions. Optimization was carried out to find those sets of 

factors which provided the highest recovery, storage, and NPV. Searching for optimal 

values can be extended to any combination of objective functions which are obtained by 

applying weighting multipliers to each individual objective function. 

6-1- Introduction 

Careful implementation of CO2-EOR in depleted or partially depleted oil reservoirs can 

provide two simultaneous benefits: (1) an environmental benefit by permanent storage 

and retention of part of the injected CO2 volume; (2) an economic benefit by noticeable 

improvement in oil production rates and hence incremental oil recovery. 

In CO2-EOR, a portion of the injected CO2 dissolves into the oil and water that 

remains in the reservoir. Therefore, not all the injected gas can be recycled back to the 

surface. The capillary process will trap an additional fraction of CO2 underground, a 

process known as non-wetting phase capillary trapping (Lake, 1989). Although very 

dependent on the reservoir properties and injection/production strategy, typical estimates 

for CO2 storage of EOR schemes are between 30% to 50% of the injected quantity 

(Smyth, 2008; Han et al., 2010; Hovorka, 2010). The ability of CO2 to dissolve in 

reservoir oil (causing swelling of the oil), and reduce oil viscosity are the mechanisms for 
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increased oil production rates using CO2-EOR (Jarrel et al., 2002). In many floods, water 

is introduced episodically to augment a CO2 flood as a chase fluid, a process known as 

water alternating gas or WAG process. WAG is used to reduce the amount of required 

expensive CO2, as well as increasing the amount of contacted oil (Lake, 1989; Green and 

Whillhite, 1998). 

To date, the majority of the CO2-EOR projects are designed to minimize the amount 

of gas injected per barrel of oil produced, hence, minimizing the CO2 purchase and 

making the most profit possible. However, when the goal is aimed toward storage of 

injected carbon dioxide, the design challenges and considerations change significantly 

(Kovscek, 2002; Kovscek and Cakici 2005). The design and implementation of the 

process in tight formations becomes even more complicated because obtaining 

commercial production/injection rates is a serious concern in such reservoirs. 

Recent advances in drilling and completion technology, such as the utilization of 

multi-staged fractured horizontal wells, have enabled commercial production from 

reservoirs with poorer properties. Nevertheless, proper design of the fractures with 

respect to different properties (e.g., number of stages and half-length) is necessary to 

ascertain good economic return for the required relatively large capital investment. 

Moreover, if future secondary and/or tertiary recovery schemes are planned to be 

executed under such circumstances, selection of proper design parameters becomes vital. 

Feasibility of CO2 EOR/storage in the low permeability portion of Pembina Cardium 

field, referred to as a “Halo Oil” play by Clarkson and Pedersen (2011), is the main focus 

of this study. This play has several attractive attributes such as high quality oil (around 36 

°API), sweet gas, and low water production rates with accessible infrastructure in the area 
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(Viau and Nielsen, 2010). 

We present a methodology to find the operational conditions and design parameters 

under which the highest oil recovery and highest CO2 storage in a tight reservoir can be 

achieved. This approach is based on design of experiment (DOE) and, encompasses 

comprehensive statistical analysis of the results of extensive compositional simulation 

runs. Each run consists of four sequential stages of primary recovery, water-flood, CO2-

WAG, and the final water-flood recovery. The timing of switch from one scheme to the 

next is different for each run. Therefore, the effect of timing on the oil recovery and 

storage capacity is considered by accounting for the time value of money or NPV of the 

projects. The situations under which the NPV turns out to be optimal will be investigated 

as well. Response surfaces are then generated to quantify the effect of different factors on 

different objective functions. 

The paper is organized as follows: First, the reservoir and fluid properties used in the 

simulation models are presented. Second, the considered parameters for the sensitivity 

runs are defined and the different levels associated with each factor are declared. Third, 

the sensitivity results are presented, analyzed and discussed. Finally, the summary and 

conclusion are provided. 

6-2- Properties of Simulation Model 

6-2-1- Fluid Properties and EOS Model 

The reservoir oil is an undersaturated light oil with a stock tank gravity of 38 °API and an 

initial solution gas-oil-ratio (GOR) of 730 scf/stb. The original reservoir pressure at the 

reference depth of 5279 ft is 2520 psi. The bubble point of the reservoir at reservoir 
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temperature of 127 °F is approximately 1620 psi Table 6-1 summarizes the important 

properties of the reservoir fluid. 

Table 6-1: Reservoir fluids properties 

Property Value 

Pb, psia 1,620 

Rs at Pb, scf/stb 730 

Oil viscosity at Pb, cp 0.63 

Bo at Pb, bbl/stb 1.37 

Oil density at STP, lb/ft
3
 52.1 

Average gas viscosity, cp 0.01 

Water viscosity, cp 0.57 

Water salinity, ppm 50,000 

 

Simulation of the WAG and CO2 injection processes requires compositional 

simulation which can account for the phase equilibria between the injected and in-situ 

fluids. The first step for any compositional simulation is proper tuning of an EOS such 

that all important interactions can be captured. The tuning of the EOS in this work 

followed the methodology suggested by Khan et al. (1992) to characterize CO2-oil 

mixtures. The two-parameter Peng-Robinson EOS (Peng and Robinson, 1976) was 

selected to regenerate the fluid properties because it was proven to be suitable for low-

temperature CO2-oil mixtures (Khan et al., 1992). The modified Pedersen model 

(Pedersen and Fredenslund, 1987) was used to predict both oil and gas viscosities. 

To determine the binary interaction coefficients (BIC) between CO2 and different oil 

components, and to check the accuracy of the tuned EOS, a 1-D slim tube experiment 

was simulated. The slim tube experiment is the most typical method for measuring the 

minimum miscibility pressure between a solvent gas and oil (Danesh, 1998). The CO2 

minimum miscibility pressure (MMP) was measured experimentally as 2320 psia. 

To account for the solubility of CO2 into water, which has an impact on CO2 storage, 
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Henry’s law was used (Li and Ngheim, 1986). Therefore, the fugacity, fi, of gaseous 

components soluble in aqueous phase was calculated as: 

         (6-1) 

where Hi is the Henry’s constant of component i and xi is the mole fraction of component 

i in the aqueous phase. Henry’s constant is a function of pressure, temperature and 

salinity therefore the Harvey’s correlation (Harvey, 1996) was used to describe this 

dependency for CO2 and water. 

Figure 6-1-a shows the experimental and PVT simulation results for oil swelling 

caused by CO2 solution, and Figure 6-1-b shows the viscosity trend. Figure 6-1-c 

represents the results of the slim tube experiment and the prediction for MMP which 

closely matches the experimental value. Figure 6-1-d illustrates the variation of CO2 

solubility in saline water versus pressure at a constant temperature of 127 °F. The 

composition of the final fluid with the properties of the heavy fraction is tabulated in 

Table 6-2. 
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(c) 

 
 (d) 

Figure 6-1: Comparison of the predicted (PR EOS and Pedersen correlation) and observed 

values for (a) liquid mixture swelling factor and (b) liquid viscosity with respect to CO2 mole 

percentage in the mixture. (c) comparison of the experimentally measured and sintu 
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Table 6-2: Composition of the fluid (after regression) 

Component Mole fraction 

CO2 0.001 

COMP1 0.414 

COMP2 0.076 

COMP3 0.059 

COMP4 0.061 

COMP5 0.026 

HFRC* 0.363 

* MW = 238 lb/lb-mole ; SG = 0.86 

6-2-2- Reservoir Model and Rock Properties 

The original 3-D geological reservoir model considered for this study was one section 

(640 acres) of the Pembina Cardium field, where the structure and the heterogeneity of 

permeability and porosity were modeled based on real core and log data. Figure 6-2-a 

presents a close-up view of this 3-D model. However, since local grid refinement is used 

to capture the fluid flow through the hydraulic fractures which exacerbates the run time 

of compositional simulation, the reservoir model was flattened (Figure 6-2-b) to allow 

some flexibility with respect to handling sensitivities of the fracture spacing and fracture 

half-length.  
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(c) 



149 

 

 
 (d) 

Figure 6-2: (a) One section of Pembina Cardium reservoir considered as the study area (b) the 

flattened version of the reservoir model used in reservoir simulations (c) the horizontal 

permeability map for the top sand layer (Zone 1) (d) the horizontal permeability of the lower 

shaly-sand layer (Zone 4). 

Different properties of the final geo-model used in the simulations are tabulated in 

Table 6-3. The reservoir is supposed to be surrounded by four sealing faults at its edges. 

Also, pressure support and contribution from the aquifer beneath the reservoir is minor 

and therefore neglected. 

The geo-model consists of two rock types, sand and shaly-sand (mixed of shale and 

sand). There are four zones in the model: Zone 1 (top zone) and Zone 3 have sand, while 

Zone 2 (which is between Zone 1 and Zone 3), and Zone 4 (bottom zone), are shaly sand. 

Figure 6-2-c and Figure 6-2-d show spatial variation of the horizontal permeability for 

the top sand and bottom shale-sand layers, respectively. The vertical to horizontal 

permeability ratio was considered a constant at 0.1. Each layer has a permeability 

distribution associated with its porosity variation as well. The average rock properties for 

each layer can be found in Table 6-4. 
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Table 6-3: General properties of the geo-model 

Property Value 

Length, ft 5,250 

Width, ft 5,250 

Thickness, ft 24.1 

Depth at the top of formation, ft 5,297 

Initial reservoir pressure, psi 2,520 

Initial water saturation, % 25 

Initial oil saturation, % 75 

Reservoir temperature, °F 127 

Average porosity, % 9.1 

Average horizontal permeability, mD 1.44 

Horizontal to vertical permeability ratio 0.1 

Reservoir pore volume, bbl 9.3E+6 

Reference pressure, psi 1,000 

Rock compressibility at reference pressure, psi
-1

 5.0 E-6 

Number of grids (Nx×Ny×Nz) 105×105×7 

Average grid size (Dx×Dy×Dz), ft 50×50×3 

 

Table 6-4: Rock properties of different layers 

Geological layer* S1 SS1 S2 SS2 

 ̅, ft 8.4 2.9 9.3 3.5 

 ̅, % 11.2 3.1 8.4 3.8 

 ̅  mD 1.621 0.029 2.211 0.047 

Number of layers in simulation model 2 1 3 1 

* S stands for sand and SS stands for shaly-sand 

 

The horizontal wells used in the model have the same horizontal length of 4650 ft. The 

hydraulic fractures along the wells are in the transverse direction and vertically extend 

from the top to the bottom of the reservoir. The local grid refinement features are used to 

create the hydraulic fractures along the well. The transmissibility of the refined grid 

representing the fracture plane should be adjusted to honor the following equality (Shaoul 

et al., 2007): 

  
           (6-2) 

where   
     is the product of fracture permeability and width (fracture conductivity) 
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and       is the corresponding product in the simulation model. The hydraulic 

fractures in our study have a constant width (  ) equal to 1.0 ft and their conductivity is 

around 200 md-ft. 

The two sets of two-phase relative permeability data used for the two rock types are 

shown in Figure 6-3. Here, rock type 1 represents sand and rock type 2 represents shaly-

sand. The maximum relative permeabilities to water are 0.27 and 0.19 for rock type 1 and 

2, respectively. These values for the gas phase are 0.24 and 0.38. However, due to lack of 

data for Pembina Cardium, relative permeability hysteresis was neglected. From CO2 

storage point of view, hysteresis can account for trapped and immobile portion of injected 

CO2 which resides in the reservoir for a long period of time (Ozah et al., 2005; Spiteri et 

al., 2005, Ghomian at al., 2008). Therefore our assumption of reversibility will lead to 

less CO2 trapping than may be expected. The three-phase relative permeability is 

calculated based on staggered model (GEM, 2011).  
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(b) 

Figure 6-3: Two sets of two-phase relative permeability used for sand (rock type 1) and shaly-

sand (rock type 2) rock types (a) two phase oil-water relative permeability (b) two phase oil-

gas relative permeability. 

Two-phase capillary pressure for different rock types was modeled using Leverett J 

function (GEM, 2011) as:  

    √
 

 
  (6-3) 

where   is the porosity, k is the permeability,   is the interfacial tension between water-

oil and that of gas-liquid at reservoir temperature and   is the dimensionless Leverett J 

function: 

    
        (6-4) 

where Sl is the wetting phase saturation, je is the entry value of J function, and n is the 

pore size distribution index (Ghomian, 2008). Therefore, J function enables the 

calculations of capillary pressure within each grid block separately. Input data for 

different parameters is provided in Table 6-5. 
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Table 6-5: J-function input parameters 

Rock Type RT1 RT2 

σl-g, dyne/cm 17 17 

σo-w, dyne/cm 26 26 

Je (gas phase) 6 6 

Je (water phase) 12 12 

n 1 1 

6-3- Sensitivity Analysis and Simulation Models 

Using the aforementioned reservoir and fluid models, compositional simulation runs were 

carried out to investigate the effect of different parameters on the performance of the 

WAG flood. To represent real world cases, each WAG injection scheme is preceded by 

two stages of primary and water injection scenarios. However, from an economic point of 

view, the switching time from primary to water-flood, and subsequently from water-flood 

to WAG, may have a considerable effect on the project viability. Also, after the 

conclusion of the WAG process, the resident CO2 can still provide some opportunities for 

recovery improvement and therefore the production is switched back to water-flood. 

As an example, Figure 6-4 demonstrates the effect of different schemes on the oil 

production rate and oil recovery factor for one of the runs (Run 67). As can be seen from 

Figure 5-4, the ultimate achievable recovery from primary production is around 20%. 

Switching to water-flood after 4 years of primary production can improve this recovery to 

43%. If the water-flood is switched to WAG injection after 10 years, an incremental 

recovery of 13.5% can be obtained; all comparisons are based on the equal producing life 

of 80 years. 
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(a) 

 
(b) 

Figure 6-4: (a) Oil production rate and (b) oil recovery factors associated with three sequential 

recovery schemes; primary, water-flood and finally WAG process. Upon WAG completion, 

the final water-flood injection occurs. 
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specified. In this study, the design and operational conditions under which the maximum 

oil production in the form of oil recovery factor and also the maximum CO2 storage occur 

are the two main objective functions. Therefore, it is necessary to recognize the most 

influential parameters that affect these two objective functions. Some of those critical 

factors which were reflected in this study are listed below. 

Factor A (Well Pattern): The number of wells (producers and injectors) and also the 

well spacing are two deterministic factors for the recovery factor as well as the time 

length over which this recovery is achieved. In this study, we combine these two factors 

into one variable and call it “well pattern”. Two well patterns are considered and 

thereafter referred to as D1 and D2. D1 consists of 5 wells with a well spacing of 1000 ft, 

while D2 has 7 wells with a spacing of 650 ft. Injection schemes will be formed by 

converting two wells into injectors in D1 pattern and 3 wells in D2 pattern. Figure 6-5 

shows the top view of the reservoir with the two patterns and the location of all injectors 

and producers. 

 

(a) 
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(b) 

Figure 6-5: The two well patterns used in the simulation models (a) D1 which is comprised of 

five wells (b) D2 which is comprised of seven wells. The red arrows in both figures show the 

injection wells. 

Factor B (Well Completion): In a cemented well completion, the flow of fluids is 

restricted to the intersection point of the hydraulic fracture plane with the well trajectory. 

In open-hole completion, however, the whole length of the lateral is contributing to the 

fluid flow. These two completions may alter the timing of the recoveries from a reservoir 

and therefore should be considered. 

Factor C (Fracture Spacing): Decreasing the fracture spacing, or equivalently 

increasing the number of fractures, will increase the well contact area with the reservoir 

and consequently improve the productivity/injectivity of the wells. Three fracture 

spacings of 200 ft, 300 ft and 400 ft were considered for this factor. The corresponding 

numbers of fractures are 23, 16, and 11 for the smallest to largest fracture spacing.  

Factor D (Fracture Half-Length): In addition to well and fracture spacing, fracture 

half-length may have a profound effect in controlling the fluid flow direction and sweep 

efficiency. Long transverse fractures leave a short gap between the fractures tips and 
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hence shortens the breakthrough time of the injected fluid and undermines the sweep 

efficiency. However, longer fractures accelerate the production rate during the primary 

recovery stage. The values associated with this factor are 100 ft, 200 ft, and 300 ft. 

Factor E (Average Reservoir Pressure While Switching to Water-Flood): The 

further away the average reservoir pressure is from the oil bubble point pressure (ΔP = 

Pb-Pavg.), the more gas accumulates within the reservoir, and the more viscous the oil 

becomes. The resulted higher in-situ gas saturation leads to multi-phase flow of the liquid 

and gas phases, therefore, lowers the mobility of the oil phase. In the case of water-flood 

this will leave less accessible oil volume for encroaching water, and, due to increased 

viscosity of oil, the mobility ratio will be less favorable. Therefore, timing of the switch 

to water-flood scenario with respect to average reservoir pressure should be considered. 

ΔP of 20 psi, 320 psi and 620 psi were considered as minor, moderate and major levels of 

departure from bubble point pressure respectively in this regard. These values correspond 

to average reservoir pressure of 1600 psi, 1300 psi, and 1000 psi, respectively. 

Factor F (WCUT While Switching to WAG): The transition from water-flood 

scheme to CO2 injection scheme can occur at varying water cuts. Once water 

breakthrough occurs the average reservoir pressure starts to decline. A pressure drop 

below the minimum miscibility pressure of CO2 and oil would be detrimental to the 

miscible process. Also, higher water-cut implies that more oil has been pushed to the 

producers and hence less has been left for CO2 to recover. We will consider 0.5, 0.7, and 

0.9 WCUT fractions as the starting point of CO2/WAG injection. 

Factor G (CO2 Slug Size): Slug size, which refers to the cumulative volume of 

injected gas, is expressed as percentage/fraction of the initial hydrocarbon pore volume 
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(HCPVi). Generally, the more miscible gas injected, the higher the incremental oil 

recovery. Nevertheless, a larger injected volume will suppress the project economic 

return (Shing-Ming et al., 1984). The three levels associated with this factor in this study 

are 0.25, 0.50, and 0.75 of HCPVi. 

Factor H (WAG Ratio): WAG ratio, which is the ratio of the volume of injected 

water to that of gas at reservoir conditions, is one of the most important parameters in the 

WAG process. However, the optimized value for this ratio is quite reservoir-dependent, 

because the overall performance of the WAG scheme depends strongly on the 

permeability distribution, gravity segregation, and flow behavior of different phases (Wu 

et al., 2004). A WAG ratio of 0, 1, and 2 were considered in the simulation models. 

Needless to say, WAG ratio of zero implies continuous CO2 injection until the designated 

slug size volume is fulfilled. 

Table 6-6 provides a summary of all factors considered and the levels associated with 

each of them. Cycle length or the time over which one cycle of gas plus water injection is 

completed is another factor that may influence the WAG project objectives (Jarrel et al., 

2002; Wu et al., 2004). In this work, a constant cycle length of one year was used. This is 

equivalent to six months of CO2 injection alternating with six months of water injection 

for WAG ratio of 1 and four months of CO2 injection alternating with eight months of 

water injection for WAG ratio of 2. 
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Table 6-6: Different factors and the associated levels for sensitivity runs 

Factor L1 L2 L3 

A: Well pattern D1 D2  

B: Well completion Cemented Open-hole  

C: Fracture spacing, ft 200 300 400 

D: Fracture half-length, ft 100 200 300 

E:  ̅ at WF switch, psi 1,000 1,300 1,600 

F: WCUT at WAG switch, fraction 0.50 0.70 0.90 

G: CO2 slug size, fraction 0.25 0.50 0.7 

H: WAG ratio 0 1 2 

 

Considering all the above parameters and the number of levels associated with each 

factor, a total of 2916 (=2
2
×3

6
) is needed if the classical way of doing sensitivity analysis 

is pursued. Design of Experiment (DOE), as an alternative approach, can efficiently 

handle any situation which involves a response that varies as a function of one or more 

independent variables/factors (Mathews, 2005). With DOE, it is possible to identify any 

possible interaction between two or more variables and therefore it is superior to the 

traditional method of studying the effect of one variable at a time (OVAT). The main 

advantage of experimental design however is its capability of generating response 

surfaces (RS) which are able to predict the effect of variation of factors on objective 

functions in mathematical form. There are a variety of methods, like two and three level 

factorial design, and some optimal designs such as A, D, and I to perform a successful 

experimental design study (Montgomery, 2007).  

Because the number of levels for different factors is not equal, we used an optimal 

method to design the matrix of required runs. This method is the “D-optimal” design, 

which is widely used in deterministic computer simulation models (Stat-Ease, 2010). 

With this method, only 105 runs are required to understand the effect of all considered 

parameters on WAG process. Therefore, this 96% reduction in the total number of runs 
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creates a vast computational time savings which is critical for demanding compositional 

simulation runs. 

The collection of simulation runs are tabulated in Table 6-7. The assigned value to 

any parameter in each run, and the order in which these runs should be performed, is 

determined by DOE. Two factors, namely E and F which determine the switching time 

between different recovery schemes, may also have a significant effect on the total 

project life time and the response of the two objective functions.  
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Table 6-7: Sensitivity factors and the response values for some of the selected runs 

Run 

Factors Responses 

A B C D E F G H 

Oil Rec. 

Factor 

(%OOIP) 

Inc. Oil Rec. 

Factor 

(%OOIP) 

Stored 

CO2 

Volume 

(bcf) 

NPV 

(MM$) 

1 D1 Open-Hole 200 200 1300 0.9 0.5 1 53.47 10.1 2.51 29.2 

2 D1 Open-Hole 400 100 1600 0.5 0.25 2 58.56 14.8 1.91 31.7 

3 D1 Cemented 400 200 1300 0.7 0.5 1 58.21 14.7 1.93 19.4 

4 D1 Open-Hole 200 100 1600 0.9 0.75 0 48.22 4.7 0.2 29.8 

5 D1 Cemented 200 300 1300 0.5 0.25 2 49.8 8.2 1.25 22.2 

6 D1 Cemented 300 300 1300 0.7 0.5 2 54 11.1 2.47 19.4 

7 D1 Open-Hole 200 200 1000 0.5 0.25 2 51.75 8.9 1.58 29.9 

8 D1 Cemented 200 100 1600 0.9 0.25 1 55.35 12.1 1.57 23 

9 D2 Open-Hole 400 200 1600 0.5 0.25 2 53.53 12.22 1.65 32.9 

10 D1 Cemented 400 200 1600 0.9 0.25 0 50.62 7.6 1.05 16.7 

11 D2 Open-Hole 200 200 1000 0.7 0.25 0 42.83 2.08 0.49 25.9 

12 D2 Open-Hole 400 300 1300 0.7 0.25 2 51.62 10.41 1.46 30.5 

13 D2 Cemented 200 100 1000 0.9 0.5 0 43.11 3.16 0.38 19.9 

14 D1 Open-Hole 300 100 1000 0.7 0.5 2 57.1 15.2 3.12 29.1 

15 D2 Open-Hole 300 200 1600 0.9 0.25 1 50.72 9.53 1.4 26.8 

16 D1 Open-Hole 300 300 1300 0.5 0.5 0 45.1 2.3 0.42 28.7 

17 D1 Open-Hole 200 100 1300 0.7 0.25 2 56 12.5 1.72 33.2 

18 D2 Cemented 400 300 1600 0.9 0.25 2 49.72 10.06 1.44 10.7 

19 D1 Open-Hole 400 300 1300 0.5 0.5 1 57.62 13.6 1.91 31.1 

20 D1 Open-Hole 400 300 1000 0.9 0.75 2 56.82 13.3 2.81 23.4 

21 D1 Open-Hole 400 300 1600 0.5 0.75 0 44.5 2.8 0.52 27.6 

22 D2 Open-Hole 300 100 1000 0.9 0.25 0 46.45 6.35 0.9 30.1 

23 D1 Open-Hole 200 300 1000 0.7 0.75 1 47.72 7.8 2.2 27.1 

24 D2 Open-Hole 200 100 1300 0.5 0.25 0 45.9 4.55 0.72 36 
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Run 

Factors Responses 

A B C D E F G H 

Oil Rec. 

Factor 

(%OOIP) 

Inc. Oil Rec. 

Factor 

(%OOIP) 

Stored 

CO2 

Volume 

(bcf) 

NPV 

(MM$) 

25 D2 Cemented 300 300 1300 0.7 0.75 2 49.45 8.65 1.97 19.1 

26 D2 Open-Hole 300 200 1300 0.5 0.5 2 52.82 11.06 2.31 36.4 

27 D1 Open-Hole 300 100 1600 0.7 0.75 1 57.97 15 3.2 32.4 

28 D2 Open-Hole 200 100 1600 0.5 0.5 1 53.95 11.54 1.7 38.1 

29 D2 Cemented 300 200 1600 0.7 0.75 1 52.46 11.38 2.46 21.5 

30 D1 Cemented 300 200 1300 0.9 0.5 0 48.09 4.16 0.56 21 

31 D1 Open-Hole 400 300 1000 0.9 0.25 0 49.22 6.95 1.02 23.4 

32 D1 Open-Hole 200 200 1000 0.9 0.5 2 52.8 11 2.45 27 

33 D1 Cemented 400 100 1000 0.5 0.75 1 58.28 17.12 3.52 17.7 

34 D1 Cemented 300 100 1000 0.9 0.75 2 57.64 14.98 3.03 20.1 

35 D1 Open-Hole 300 100 1600 0.5 0.25 0 49.22 7.01 0.94 32.2 

36 D2 Open-Hole 300 100 1600 0.9 0.5 2 54.44 13.15 2.67 29.6 

37 D2 Cemented 400 200 1600 0.7 0.5 2 54.43 13.3 2.68 20.2 

38 D2 Cemented 200 100 1300 0.5 0.5 2 52.77 11.27 2.39 28.8 

39 D2 Open-Hole 300 200 1000 0.9 0.75 2 52.18 10.83 2.28 27.8 

40 D2 Cemented 400 300 1600 0.5 0.5 1 50.5 11.63 1.59 22.6 

41 D2 Open-Hole 200 300 1600 0.9 0.75 1 42.17 2.76 1.21 17.6 

42 D2 Cemented 200 200 1600 0.9 0.5 1 47.98 7.23 2.08 14.4 

43 D2 Open-Hole 300 200 1300 0.7 0.5 0 44.05 2.35 0.46 31 

44 D2 Cemented 400 300 1000 0.9 0.75 1 49.86 11.29 2.35 12 

45 D1 Open-Hole 300 200 1000 0.5 0.75 1 54.6 12.98 2.94 29.8 

46 D1 Open-Hole 300 200 1600 0.5 0.5 1 56.92 13.52 1.9 32 

47 D1 Cemented 300 300 1000 0.7 0.25 0 45.25 4.92 0.74 18.2 

48 D2 Open-Hole 300 100 1300 0.7 0.75 1 55.29 13.24 2.86 38.1 

49 D2 Cemented 400 100 1600 0.9 0.75 0 43.23 4.79 2.61 15.4 
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Run 

Factors Responses 

A B C D E F G H 

Oil Rec. 

Factor 

(%OOIP) 

Inc. Oil Rec. 

Factor 

(%OOIP) 

Stored 

CO2 

Volume 

(bcf) 

NPV 

(MM$) 

50 D2 Cemented 300 200 1000 0.5 0.25 0 44.11 4.95 0.74 20.3 

51 D1 Open-Hole 200 300 1300 0.7 0.5 0 41.65 2.24 0.24 27 

52 D2 Cemented 200 100 1600 0.7 0.5 0 43.4 3.2 0.34 21.2 

53 D2 Open-Hole 400 100 1000 0.7 0.75 0 39.94 4.04 2.17 28.4 

54 D2 Cemented 200 100 1300 0.9 0.75 1 52.6 10.51 2.48 23.9 

55 D1 Cemented 200 300 1600 0.7 0.75 2 50.35 8.55 2.08 18.8 

56 D1 Cemented 200 100 1000 0.5 0.25 0 47.01 6.04 0.86 23.4 

57 D1 Cemented 200 200 1000 0.7 0.25 2 51.55 10.78 1.59 21.8 

58 D1 Cemented 400 100 1000 0.9 0.5 2 58.35 16.01 3.3 15.3 

59 D2 Open-Hole 200 200 1600 0.5 0.75 0 39.9 0.38 0.17 27.6 

60 D2 Cemented 200 100 1000 0.5 0.75 2 52.01 11.55 2.41 25.7 

61 D2 Open-Hole 400 200 1300 0.9 0.75 0 42.25 3.51 2.16 27.1 

62 D1 Open-Hole 200 200 1600 0.7 0.25 1 52.25 10.2 1.42 30.5 

63 D2 Open-Hole 400 200 1000 0.9 0.5 2 55.35 13.65 2.81 26.6 

64 D2 Open-Hole 200 300 1600 0.5 0.5 2 43.55 4.23 1.43 24 

65 D1 Cemented 400 200 1300 0.5 0.25 0 49.85 7.62 1.03 20 

66 D1 Open-Hole 300 100 1000 0.9 0.5 1 58.15 15.54 1.98 28.1 

67 D2 Open-Hole 400 100 1000 0.7 0.25 1 53.45 13.63 1.61 31.4 

68 D2 Open-Hole 400 300 1000 0.7 0.5 0 44.56 4.05 0.67 25.5 

69 D2 Open-Hole 300 300 1600 0.5 0.25 1 47.12 7.25 1.02 30.8 

70 D2 Cemented 300 300 1300 0.9 0.5 1 48.9 7.7 1.91 15 

71 D2 Cemented 200 200 1300 0.5 0.5 1 47.69 7.86 2.2 27.3 

72 D1 Cemented 300 300 1000 0.5 0.75 2 52.85 12.13 2.5 20 

73 D2 Open-Hole 200 200 1300 0.9 0.25 2 49.4 8.3 1.33 28.4 

74 D1 Open-Hole 400 300 1600 0.9 0.5 1 58.78 13.51 1.95 24.1 
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Run 

Factors Responses 

A B C D E F G H 

Oil Rec. 

Factor 

(%OOIP) 

Inc. Oil Rec. 

Factor 

(%OOIP) 

Stored 

CO2 

Volume 

(bcf) 

NPV 

(MM$) 

75 D1 Cemented 300 100 1300 0.5 0.25 1 55.55 13.38 1.72 27 

76 D2 Cemented 200 300 1600 0.5 0.25 0 40.02 0.46 0.31 8.6 

77 D2 Cemented 300 300 1300 0.7 0.25 0 43.8 3.2 0.58 16.2 

78 D1 Cemented 400 200 1000 0.9 0.25 1 54.1 12.75 1.65 14.9 

79 D1 Open-Hole 400 200 1600 0.7 0.5 0 49.35 5.66 0.69 27.9 

80 D2 Cemented 300 100 1600 0.7 0.25 2 54.25 12.86 1.7 24.1 

81 D2 Cemented 400 200 1000 0.7 0.75 0 36.98 3.92 2.2 14.3 

82 D1 Open-Hole 400 100 1300 0.7 0.5 0 49.7 5.76 0.66 29.4 

83 D2 Cemented 300 100 1300 0.5 0.75 0 45.3 2.91 0.36 25.3 

84 D2 Open-Hole 300 300 1600 0.7 0.25 1 46.82 6.93 1.07 26.4 

85 D1 Cemented 400 300 1300 0.9 0.5 0 43.65 4.41 2.33 15 

86 D2 Open-Hole 200 300 1000 0.5 0.75 0 38.62 1.42 0.17 22.7 

87 D1 Open-Hole 200 200 1300 0.7 0.75 2 54.25 10.48 2.42 28.9 

88 D1 Cemented 200 200 1000 0.9 0.75 0 45.1 3.48 0.22 19.5 

89 D1 Cemented 300 300 1600 0.9 0.5 0 46.47 3.32 0.5 15.8 

90 D2 Open-Hole 200 200 1000 0.7 0.5 1 46.85 7.9 2.16 31.1 

91 D2 Cemented 400 100 1300 0.9 0.25 1 52.27 12.37 1.61 17.2 

92 D2 Open-Hole 200 100 1000 0.7 0.25 2 51.6 11.32 1.53 34.6 

93 D1 Open-Hole 300 300 1300 0.9 0.75 0 46.43 3.03 0.28 26.3 

94 D2 Cemented 300 300 1000 0.9 0.5 2 48.8 8.61 1.94 14.4 

95 D2 Open-Hole 200 300 1000 0.9 0.25 1 42.32 3.36 0.81 22.2 

96 D2 Cemented 400 200 1300 0.9 0.75 2 53.35 12.42 2.62 15.1 

97 D1 Open-Hole 300 200 1000 0.9 0.25 2 54.15 12.01 1.78 26.9 

98 D1 Cemented 200 300 1000 0.5 0.5 1 49.44 8.81 1.43 21 

99 D1 Open-Hole 200 100 1300 0.5 0.75 2 56.42 13.14 2.89 34.5 
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Run 

Factors Responses 

A B C D E F G H 

Oil Rec. 

Factor 

(%OOIP) 

Inc. Oil Rec. 

Factor 

(%OOIP) 

Stored 

CO2 

Volume 

(bcf) 

NPV 

(MM$) 

100 D2 Cemented 300 100 1000 0.7 0.5 1 55.85 14.73 1.88 25.1 

101 D2 Cemented 200 300 1300 0.7 0.25 1 42.58 3.45 0.7 15.6 

102 D1 Open-Hole 400 100 1300 0.9 0.75 1 60.62 16.01 3.59 28.2 

103 D1 Cemented 400 300 1300 0.7 0.75 1 55.6 12.94 2.86 17.9 

104 D1 Cemented 300 200 1600 0.5 0.5 2 56.25 13.49 2.76 23.6 

105 D2 Cemented 400 100 1000 0.5 0.5 0 38.42 4.42 2.66 16 
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To clarify, Figure 6-6-a and Figure 6-6-b display recovery factor and CO2 storage 

associated with four different runs. The switching time from primary to water-flood is 5 

years for Run 33 and 5 months for Run 59. 15 years later, the water-flood is converted 

into WAG flood for Run 33 and 4 years later for Run59. Run 33 starts with the lowest 

recovery factor and but achieves the highest value among four presented cases. Run 59, 

on the other hand, starts with a high recovery factor but levels off relatively quickly. 

From the CO2 storage point of view, Figure 6-6-b suggests that the amount of stored CO2 

volume is affected by the project’s termination time. Hence, it is critical to include the 

factor of time as another criterion to account for its effect on the previously projected 

objective functions. An appropriate method to apply the effect of time is through net 

present value (NPV) determination for each run as the third objective function. Some of 

the key economic factors for NPV calculation are presented in Table 6-8. 
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(b) 

Figure 6-6: Comparison of (a) the recovery factor and (b) the stored CO2 volumes of different 

runs over time. 

Table 6-8: Input parameters for NPV calculations 

Parameter Value 

Oil price, $/bbl 80 

Royalty*, % variable 

CO2 price, $/Mscf 1.0 

CO2 recycle cost, $/Mscf 0.52 

Oil lifting cost, $/oil bbl 15 

Operating cost of producers, $/Well/year 24,000 

Operating cost of Injectors, $/Well/year 30,000 

Operating cost cut-off, $/boe 60 

*Royalty calculation follows the Alberta regulations and includes royalty holidays, e.g. oil royalty is 

generally a function of oil volume and oil price. 

 

Each simulation scenario continues until the operating cost cut-off (see Table 6-8) is 

met, which corresponds to approximately 12 STB of oil per day at field level. Therefore, 

different projects have different termination times, which affects all three objective 

functions. Moreover, since the main objective of this study is the WAG performance 

evaluation, it is worth comparing the incremental recovery associated with WAG 
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injection with the continued water-flood at the point of termination. The second column 

in the responses section of Table 6-7 is allocated to these values. 

Visualization of the fluid movement and phase distribution provides better insight into 

the WAG process in tighter reservoirs exploited by multi-fractured horizontal wells. 

Figure 6-7-a, for example, shows a cross-section view (cut in the middle plane in the x 

direction) of the oil saturation at the end of water-flood and hence the beginning of the 

WAG flood for Run 67. Non-uniform distribution of the oil signifies the importance of 

the permeability heterogeneity in governing the fluid flow in the direction of higher 

permeability. Figure 6-7-b displays the water saturation distribution at that time. The 

conical shape of the vertical distribution of water along the injectors illustrates the gravity 

effect during water injection. Figure 6-7-c shows the oil saturation at the end of the WAG 

cycle and Figure 6-7-d shows the oil saturation profile at the end of the post-WAG water-

flood. The effect of reservoir heterogeneity is greater on a WAG depletion scheme than 

for straight water-flood. Also, the sweep is mostly confined to the space between the 

fractures. Considerable change in the oil saturation of the upper portion of the reservoir 

(Figure 6-7-d) shows the benefit of CO2 flooding in improving the recovery factors for 

the post-WAG water-flood scenario. Figure 6-7-e and Figure 6-7-f indicate the spread of 

the free CO2 phase at the end of the WAG and the final water-flood schemes, 

respectively. The distribution at the top layer of Figure 6-7-e suggests that the CO2 

breakthrough pathways between the fractures are well established. Figure 6-7-f illustrates 

upward movement of CO2 after WAG termination (note the CO2 plume expansion at the 

top layer), however the overall saturation of free CO2 decreases as the water pushes some 

of the CO2 to the producers which gradually reduces the storage volume during the final 
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water-flood stage. 

 
(a) 

 

 
(b) 
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(e) 

 

 
(f) 

 

Figure 6-7: Cross-section view of spatial distribution of different phases in Run 67 (a) oil 

saturation and (b) water saturation distribution at the end of the water-flood scenario and the 

beginning of the WAG scheme; (c) oil saturation at the end of the WAG process (d) oil 

saturation at the conclusion of the project (e) CO2 saturation at the end of the WAG process 

(f) CO2 saturation at the conclusion of the project. 

6-4- Simulation Results and Discussion 

Upon the completion of all sensitivity runs performed using DOE (Table 6-7), the final 
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results for the objective functions values should be statistically evaluated. Preliminary 

review of the results indicates that the range of variation in oil recovery factor is between 

36.9% and 60.6%, and for incremental oil recovery, 0.4% and 17.1% of OOIP. The 

amount of CO2 storage fluctuates between 0.17 bcf and 3.59 bcf (note that each bcf of 

CO2 at standard conditions is equivalent to 52 kilotonnes of CO2). Finally, the maximum 

and minimum NPV are 8.6 and 38.1 MM$, respectively. However, it should be 

emphasized that these values are solely associated with the runs listed in Table 6-7 and 

there might be other combination of factors that provide different maximal/minimal 

values. 

A more sophisticated statistical analysis of the results allows us to find the most 

important parameters that affect each of the responses, and also to rank them in the order 

of importance. The results of such an analysis are depicted in Figure 6-8 in the form of 

“half-normal probability” plot, which is used to determine whether the entire set of 

factors and interaction effects are by coincidence (and thus, shows very little effect) or 

whether some factors and/or interactions have significant effect. This is a plot of the 

absolute value of the effect estimates against their normal cumulative probabilities. Any 

factors or interactions whose observed effects are due to chance are expected to be 

randomly distributed around zero. These effects will tend to fall along a straight line 

called “line of no effect”. The straight line on this plot always passes through the origin 

and should also pass close to the fiftieth percentile data value. The effects that might be 

significant have average values different from zero and are located at a substantial 

distance away from the straight line that represents no effect (Montgomery, 2007). In 

other words, the effect on the x axis specifies the changes in the response when a factor 
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varies between its bounds of uncertainty. 
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(c) 

 

(d) 

Figure 6-8: Half-normal probability plots showing the effect of parameters, and their ranking, 

on (a) oil recovery factor (b) incremental oil recovery factor (c) stored CO2 volumes and (d) 

net present value (NPV) of the projects. 

According to Figure 6-8-a, based on the parameters and the reservoir conditions in 
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this study, the greatest to least dominant factors for oil recovery factors are WAG ratio, 

well pattern, fracture half-length, fracture spacing, and finally CO2 slug size. As Figure 

6-8-b suggests, these same factors will impact the incremental oil recovery factor but in a 

different order. For storage purposes however (Figure 6-8-c), WAG ratio, CO2 slug size, 

fracture spacing and fracture half-length will be the ordered impactful factors. The NPV 

of the projects is mostly driven by well completion method, and thereafter fracture 

spacing, WCUT while switching to WAG process, fracture half-length and finally 

average reservoir pressure while switching to water-flood. Therefore, for all three 

responses aimed at this study, the parameters associated with fracture design (fracture 

spacing and fracture half-length) play a role in changing the results considerably and 

therefore require special attention. 

During the continuous CO2 injection, or when the WAG ratio is equal to zero, the 

injected CO2 will rather quickly override due to gravity segregation. On the other hand, 

low viscosity of the CO2 will lead to very unfavorable mobility ratios which causes the 

gas to rapidly approach the producers’ fractures. Both of these factors will bring about 

poor sweep efficiencies in the case of continuous injection. Moreover, in this case, once 

CO2 breakthrough occurs, the average reservoir pressure quickly drops below MMP and 

therefore the process loses the advantages of a miscible flood (Ghaderi et al., 2012). 

Therefore, in comparison with higher WAG ratios, the lesser values of recovery and 

incremental recovery factor listed for continuous injection scenarios in Table 6-7 are 

understandable. From the storage perspective, the same reasons will undermine the stored 

CO2 volumes. Therefore, a proper WAG ratio should be selected to fulfill the purposes of 

each objective (incremental recovery and storage). 
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Both decreasing the fracture spacing and increasing the fractures half-length improve 

the contact area of the well in the tight reservoir and hence the well’s deliverability. 

Nevertheless, such an improvement is jeopardized by poorer sweep efficiency for 

miscible gas injection schemes. Basically, any design which decreases the distances 

between the fractures’ tips along the producers and injectors (path of least resistance) will 

accelerate the gas breakthrough and impair the sweep efficiency and storage capacity. 

Again, quick breakthrough will be detrimental to the carbon dioxide storage potential of 

the projects. 

Thus, the design elements that govern recovery factors, in one way or another, 

control the CO2 storage potential of the projects. Intuitively, by increasing the total 

volume of injected CO2, the likelihood of trapping larger quantities of CO2 in the 

reservoir increases. Trapped CO2 replaces the volume occupied by oil and therefore 

increases the recovery factors. In this regard, CO2 slug size is an important factor for both 

objective functions.  

Considering the half normal probability plot of all NPV results (Figure 6-8-d), it is 

revealed that well completion is the most influential factor in this situation. For economic 

evaluation, we have assumed that the completion cost of the cemented well is 1.5 times 

for that of open-hole completion (per well). All other costs being equal, using the 

cemented liner configuration will increase the initial required investment by 50%, which 

is a significant increase. As the NPV involves the time value of money, it is interesting to 

note that those factors which control the scheme switching times, namely E and F, 

emerged as effective parameters. It should be declared that any switch is initiated with a 

related capital investment. Once more, the fracture design parameters which can 
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stimulate the production rates and also influence the capital costs (more and longer 

fractures demand higher initial capital cost), play a central role in NPV calculation. 

After identification of the sensitive parameters and ranking them with respect to their 

importance, the contour maps and response surfaces for each objective function can be 

generated. An important feature of the response surfaces is that they can provide an 

accurate estimate of the objective functions for the values other than those which have 

been used in their construction. These extra values are usually a continuous interval 

between the upper and lower bounds of the constituent factors.  

Figure 6-9-a and Figure 6-9-b demonstrate the contour map and response surface for 

oil recovery factor with respect to factors C and D, respectively. Both figures indicate 

that the recovery factor is almost a linear function of fracture spacing and fracture half-

length and increases as the number of fractures and their size decrease. The contour map 

and response surface for stored CO2 volume can be seen in Figure 6-9-c and Figure 6-9-d 

and show very similar trends as oil recovery factors i.e. a smaller number of fractures, 

which are shorter in half-length, promote CO2 storage potential. All other factors are 

fixed and are identical for the two generated responses (i.e., A=D1; B=Open-hole; 

E=1600 psi; F=0.5; G=0.5; H=1). The variation in NPV with respect to categorical 

factors, namely A and B, at two levels of C are shown in Figure 6-9-e (C=200 ft) and 

Figure 6-9-f (C=300 ft). Other relevant parameters are D=200 ft; E=1300 psi; F=0.5; 

G=0.5; H=1. According to these figures, the change in NPV imposed by the well pattern 

is minor in comparison with well completion strategy. 

Mathematical form of the response surfaces can be used to find the value of each 

factor such that the optimum value for each of the objective functions can be obtained 
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individually or in combination with each other. By introducing weighting factors into 

combined objective functions, the preferential direction of the project can be dictated. 

Table 6-9 presents the values for any of the eight considered factors by which the 

maximum possible recovery, storage and the NPV can be obtained. The effect of 

optimization of one response (on the lost) on other responses has been provided as well. 

This is an excellent feature of experimental design and response surface analysis which 

allows the values of the objective functions to be evaluated with marginal error without 

any need to run the models at those specific values. According to these results, the 

highest achievable values for recovery, storage volume and NPV are 63.3%, 4.2 Bcf, and 

40.3 MM$, respectively. The optimal conditions for a combined response like R4 are 

presented in the last column of Table 6-9. NPV gains the highest weighting factor for R4 

and therefore the process is mainly driven by economics and less by recovery and 

storage. The results for any other combined response with different weighting factors can 

be obtained in a similar manner. 
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(f) 

 

 

Figure 6-9: (a, b) contour plot and surface response for the incremental oil recovery (c, d) 

contour plot and surface response for stored CO2 volume with respect to fracture half-length 

and fracture spacing. The other related parameters are A=D1; B=Open-hole; E=1600 psi; 

F=0.5; G=0.5; H=1.0. (e, f) Variation of NPV with respect to “well pattern” and “well 

completion” where C=200 ft (e) and C=300 ft(f); D=200 ft; E=1300 psi; F=0.5; G=0.5; H=1.0. 
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Table 6-9: The optimal values of factors for different responses 

 

Response ► 

 

R1: 

Maximizing 

oil recovery 

factor 

(%OOIP) 

R2: 

Maximizing 

stored CO2 

volume 

(Bcf) 

R3: 

Maximizing 

NPV 

(MM$) 

R4: 

Combined 

response* 

 Factor▼ 

A: Well pattern D1 D1 D2 D2 

B: Well completion Open-Hole Cemented Open-hole Open-hole 

C: Fractures’ spacing, ft 400 400 290 352 

D: Fractures’ half-length, ft 100 110 100 100 

E: Pavg while switching to WF, psi 1,530 1,590 1,360 1,425 

F: WCUT while switching to WAG 0.9 0.9 0.5 0.5 

G: CO2 slug size 0.75 0.75 0.45 0.75 

H: WAG ratio 1.87 1.93 1.38 1.77 

R
esp

o
n

se 

w
ith

 o
p
tim

a
l 

va
lu

es 

Oil recovery factor 

(%OOIP) 
63.3 60.8 55.3 56.1 

Stored CO2 volume 

(Bcf) 
3.9 4.2 2.5 3.3 

NPV(MM$) 25.5 16.2 40.3 38.9 

* R4 = 0.25×R1+0.25×R2+0.5×R3 

6-5- Summary 

In this chapter, one section of the Pembina Cardium field was selected and compositional 

simulations were performed to evaluate and quantify the effect of different design 

parameters and operational constraints on the performance of the CO2-EOR process. 

Eight factors were considered as important, including well parameters (well spacing and 

completion method), hydraulic fracture specification (fracture spacing and fracture half-

length), time of switch between recovery schemes (between primary and water flood and 

later between water flood and WAG), and WAG parameters (CO2 slug size and WAG 

ratio). By applying “D-optimal” method, the matrix of runs for the sensitivity study was 

built and a total of 105 compositional runs were performed. 

Statistical analysis of the results was carried out to find the most effective parameters 

for the oil recovery factor (objective 1) and the CO2 storage (objective 2). Based on the 

results, WAG and fracture parameters have a profound effect on both objective functions 
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with the WAG ratio being the dominant factor. It was also revealed that increasing the 

number of fractures and expanding the fracture half-length will unfavorably reduce the 

sweep efficiency of WAG injection and accelerates the short-circuiting of the injected gas 

at producers. This in turn reduces the oil recovery factor, incremental oil recovery factor, 

and CO2 storage. This indirectly implies that applying longitudinal fractures might be a 

better option for gas injection into tight formation with close well spacing. Nevertheless, 

the reservoir heterogeneity still plays an important role in dictating the preferential path 

of fluids flow. 

Due to differences in switching time between alternative recovery schemes, the 

effect of time was taken into account by determination of NPV (objective 3) for each 

scenario. It was shown that the important parameters affecting NPV are completion 

method (which affects the capital cost) and fracture parameters, and switching time, with 

completion method being the dominant factor. Cemented well completion with the 

assumed economic model is not the recommended method. 

Response surfaces were generated to quantify the effect of different uncertain 

parameters on the objective functions. Thereafter, an optimization process was pursued to 

search for those combinations of factors which lead to maximum response. Based on the 

reservoir properties considered in this study the maximum achievable recovery, storage 

and NPV are 63.3% of OOIP, 4.2 Bcf CO2, and 40.3 MM$ respectively. The response 

surfaces allow any combination of objective functions (by applying weighting factors) to 

be optimized for the desired purposes. 

Results from this study show that the CO2-EOR potential in tight oil formation can 

be considerable if the design parameters and operating conditions are chosen properly. In 
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this regard, the parametric compositional models are very efficient proxies, and design of 

experiment method is powerful tools in identifying and optimizing these factors. 
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Chapter 7  

Investigation of Economic Uncertainties of CO2 EOR and 

Sequestration in Tight Oil Formations
1
 

Advancement in drilling and production technologies, such as horizontal drilling with 

multi-stage fracturing, has enabled commercial production from more challenging 

reservoirs, namely, tight oil formations. However, high capital costs and relatively low 

recovery narrow the profit margin from such reservoirs. CO2 EOR has provided not only 

an excellent opportunity to improve oil recovery, but also a chance to sequester CO2 to 

reduce environmental footprint. Nevertheless, profitability of CO2 EOR processes relies 

heavily on market conditions. 

While CO2 EOR recovery and CO2 storage can be quantified through compositional 

simulation, thorough economic analyses need to be conducted to evaluate the viability of 

a CO2 EOR project. The complexity of this study can be reduced significantly through 

experimental design. Randomized economic uncertainties, such as commodity prices, 

royalty scheme and incentives, CO2 storage credits, capital and operating cost structure, 

                                                 
1
This chapter is a modified version of: Ghaderi, S.M., Clarkson, C.R., Taheri, S., and Chen, S., 2013. 

Investigation of Economic Uncertainties of CO2 EOR and Sequestration in Tight Oil Formations, Paper 

SPE 165301, presented at 2013 SPE Enhanced Oil Recovery Conference, Kuala Lumpur, Malaysia, July 02 

- 04. 
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CO2 price, etc. can also be investigated with Monte Carlo simulation. This coupled 

approach allows us to stochastically search for the influential factors and quantify their 

financial impacts on CO2 EOR projects. This methodology is extremely valuable in the 

assessment of risks in business, especially when uncertainties are high or the problem is 

rather complex, such as CO2 EOR/storage in tight oil reservoirs. 

The remaining oil in tight oil formations, after primary and water flood, is still 

significant. Hence, CO2 EOR has attracted attention from industrial partners and 

government regulatory bodies. This paper provides a rigorous workflow for the industry 

to evaluate such projects, as well as a perspective for the governing bodies on how to 

transform their policies and incentives when market conditions change. 

7-1- Introduction 

Consumption of fossil fuels has continuously increased the level of carbon dioxide and 

other heat-trapping “green-house” pollutants in the atmosphere. Presumably as a result, 

the climate temperature has gradually increased and most likely will continue to increase 

over this century. Simulation of climate change indicates that the planet’s temperature 

could be between 2 to 9.7 
o
F higher than its current value in 2100 (Herring 2012). The 

exact value of temperature increase will depend heavily on the energy choices and 

courses of action we make now and in subsequent decades. 

Several options have been suggested to reduce the CO2 concentration in the 

atmosphere. Improving the efficiency of energy utilization systems, replacing fossil 

energy with low CO2 emitting systems like renewable energy, and capturing/storing CO2 

from fossil fuel combustion are some of these methods to name a few. The extent to 

which each of these techniques is used will depend on other factors, including the 
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designated target for emission-reduction, costs, availability of alternative energy 

resources, environmental influence and public acceptance (Davison 2001). Among the 

aforementioned methods, underground storage/geological storage of CO2 is currently the 

most promising short to medium-term option for reducing the net carbon emissions to the 

atmosphere (Bachu and Shaw 2003). 

The annual rate of CO2 emissions in Alberta, as a major North American energy 

supplier, reached 236 Mt (millions of tonnes) in 2010, which was the highest in Canada 

(Environment Canada 2012). While this level of emissions should be reduced, the 

sustainability of economic growth should be assured as well (Bachu and Shaw 2003). For 

Alberta, being a landlocked province with significant subsurface petroleum resources, 

underground storage of CO2 is the best, and probably only, option available for 

mitigating large emissions rates (Bachu 2003). 

Deep saline aquifers, unmineable coal seams and (depleted) oil and gas reservoirs are 

usually considered as the most applicable CO2 storage formations (Bachu 2003). 

Although saline aquifers offer the largest potential for long-term storage, the regulatory 

framework of their application is not clear and the economic/commercial feasibility of 

aquifer storage is under question (McCoy and Rubin 2009). As for unmineable coal 

seams, while there has been significant development of coalbed methane (CBM) in 

Alberta in the past 10 years, primarily in the Horseshoe Canyon coals (Bastin et al 2005), 

they are not optimal storage targets because, in the case of the Horseshoe Canyon, there 

are multiple thin coal seams at a relatively shallow depth. Conversely, CO2 storage 

through enhanced oil and gas recovery (EOR and EGR) can be quite attractive (Bachu 

2003; Gaspar et al. 2005; Ghomian 2008; Singhal 2009; McCoy and Rubin 2009; 
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Jahangiri and Zhang 2011). Over decades of practice, industry has gained enough 

experience around CO2 injection operation. When becoming miscible with the in-situ 

fluids, CO2 can considerably reduce the declining production rates from some wells. 

Because of integrity of the sealing cap-rock in hydrocarbon reservoirs, secure storage of 

injected CO2 can be achieved. Most importantly, the selling revenue from incremental 

production can partially (if not completely) offset the operating costs of the project. An 

additional benefit is that the infrastructure built today for CO2-EOR can be utilized for 

future development of storage in saline aquifers (McCoy and Rubin 2009). 

Based on the performance of Joffre Viking and Weyburn projects, there is a good 

awareness of potential reserve additions by CO2 flooding, which can be applied to other 

sedimentary basins within Alberta. Nonetheless, the main barrier to widespread usage of 

CO2-EOR in Alberta is the lack of supply and transportation infrastructure (Singhal 

2009). Accordingly, these factors will influence the economic viability of CO2 projects 

significantly. Therefore, in the absence of carbon credits, these projects would likely not 

be cost effective and attractive. 

In this study, the economics of miscible CO2-EOR/storage in the tighter portion of 

Pembina Cardium is investigated. With recent elevated activity in the exploitation of tight 

reservoirs and with high decline rates, the industry should be aware of the need for 

deploying secondary and tertiary recovery schemes. With current high oil prices, which 

may continue for the foreseeable future, CO2-EOR may become attractive and feasible. 

High uncertainty around the flood performance within these tight formations necessitates 

an understanding of the risk associated with CO2 injection/storage. The amount of 

incentive required for commercial development of such reservoirs should be explored as 
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well. 

This chapter is organized as follows: First, the effect of uncertainty of reservoir 

heterogeneity on the performance of water-flood and CO2 flood is investigated. Second, 

the key elements in economic assessment of CO2 flood and the proposed economic model 

used in this paper is discussed. Third, the results of economic sensitivity and uncertainty 

are presented.  

7-2- Effect of Reservoir Properties on the Flood Performance 

Prior to reviewing the economics of EOR methods in tight oil formation, acquiring an 

understanding of the effect of different parameters on the performance of flooding 

schemes is crucial. In our previous study (Ghaderi et al. 2012, see Chapter 6), the effect 

of some of the development design parameters, such as well spacing, fractures spacing, 

and etc. on the performance of CO2 miscible flood was investigated. It was also discussed 

how these parameters interact with each other and how they should be selected to achieve 

a specific goal like maximizing CO2 storage. However, the method was applied to a 

reservoir with specific (and fixed) properties. It should be noted that, fluid and reservoir 

properties may change across a field and these variations (heterogeneity) should be taken 

into account during any flood performance evaluation. For example, Kerr (1980) 

discusses the noticeable changes in geology and fluid quality occurring in the Pembina 

Cardium field. 

Therefore, in a follow-up to our previous study, the effect of reservoir heterogeneity 

on the performance of different recovery schemes in tight oil formations is investigated. 

Since permeability is likely the most important component of flow capacity of a 

reservoir, the focus of the current study is on permeability heterogeneity. In order to 
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introduce permeability heterogeneity in the simulation models, reservoir geo-models 

were built based on three different parameters which can describe the heterogeneity 

quantitatively. The first parameter is Dykstra-Parsons coefficient, which contributes to 

the permeability variation. The second and third parameters are the dimensionless 

correlation lengths in both horizontal and vertical directions, which define the pattern by 

which permeability field is distributed. In the following, a brief description of these 

parameters is provided. 

Dykstra-Parson Coefficient - Vdp: Dykstra-Parsons coefficient is the most common 

measure of permeability variation in reservoir engineering (Jensen 2000). It is a 

dimensionless number that relates the changes in the permeability of the reservoir to the 

standard deviation of its mean. Mathematically, Vdp is defined as: 

    
         

    
 (7-1) 

where k50% is the median of permeability and k16% is the permeability one standard 

deviation below the median value on a log-probability plot. Vdp of zero means a perfectly 

homogenous medium with its permeability equal to k50%. For a hypothetical infinitely 

heterogeneous reservoir, Vdp approaches one. Sometimes the Dykstra-Parsons coefficient 

is referred to as the permeability variation or permeability variance (Arnold and Stewart 

1998).  

Dimensionless correlation length in horizontal direction - λDx: correlation length 

for a spatial property like permeability is defined as the maximum length over which 

autocorrelation exists between the values of that parameter at different locations. In other 

words, the values of parameters over this length and in a specific direction (here 

horizontal) cannot change independently. In geostatistics, the semivariogram is the 



195 

 

common tool to delineate the auto-correlation structure (Garmeh and Johns 2009). 

Dimensionless correlation length in vertical direction- λDz: has the same definition 

as its horizontal counterpart but applied in the vertical direction. 

Experimental design is used to conduct a sensitivity analysis based on six different 

parameters (one based on fracture design parameters and the rest based on reservoir 

permeability characteristics). It should be noted that the direction of propagating 

hydraulic fractures, longitudinal versus transverse, depends on the direction of maximum 

horizontal stress in the field. For example, a horizontal well designed for longitudinal 

fracture configuration should be drilled along the maximum horizontal stress 

(Economides et al. 2002). In this study, the wells can accept both fracture configurations 

without any limitation. For rational comparison of the two fracture design systems, 

however, the total length of the fractures along the wells for two systems are considered 

to be equal. 23 transverse fractures with a half-length of 100 ft each are equivalent to a 

single longitudinal fracture extending from toe to heel of the well lateral with a total 

length of 4600 ft. 

Because the reservoir models are intended to be generic, SGeMS software (Remy et 

al. 2009) was used to generate the required geo-models with anticipated heterogeneity 

characteristics. As Geostatistics relies heavily on random functions to model uncertainty 

(Olea 2009), to reduce the effect of random errors for each set of parameters, two distinct 

realizations sharing the same properties are generated; the replicated realizations are 

denoted as R1 and R2, respectively. The median permeability of all geo-models is equal 

to 0.53 mD. Figure 7-1 displays prototypes of two geo-models with different properties. 



196 

 

 
(a) 

 
(b) 

Figure 7-1: Prototype of the model with reservoir properties for (a) “Run 1” in (b) “Run 2” in 

Table 7-3. 

Table 7-1 provides a summary of the factors and the two levels assigned for each 

factor. Design of experiment and fractional factorial design is used to identify the 
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required runs. Based on this design, 16 simulation runs are needed to explore the effect of 

each individual parameter, as well as their combinations, on responses or objectives. 

Table 7-1: Factors and levels for studying the effect of reservoir heterogeneity 

Factor Level1 Level2 

A: Fracture design† L T 

B: λDX 0.2 1.0 

C: λDZ 0.25 0.5 

D: Vdp 0.35 0.7 

E: Heterogeneity direction†† 0 90 

F: kv/kh ratio 0.1 0.5 

†L stands for longitudinal and T stands for transverse fracture 

†† Preferential heterogeneity direction with respect to Y axis 

 

 In contrast, a conventional sensitivity study will require 64 (2
6
) runs. Similar to our 

previous study, three consecutive recovery schemes are considered, namely one year of 

primary recovery followed by a water flood scenario, which ends when the water-cut 

reached 90%, and finally a CO2-WAG scheme with a designated cumulative slug size of 

50% HCPV. Table 7-2 summarizes the common properties of the simulation models. 

Fluid and SCAL data can be found from the other paper (Ghaderi et al. 2012, see chapter 

6). 
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Table 7-2: Common inputs of simulation models 

Property Value 

Length, ft 5,250 

Width, ft 5,250 

Thickness, ft 24.1 

Depth at the top of formation, ft 6,120 

Initial reservoir pressure, psi 2,520 

Initial water saturation, % 36 

Initial oil saturation, % 64 

Fracture pressure gradient, psi/ft 0.9 

WAG ratio 1.0 

Length of well laterals, ft 4,600 

Well spacing, ft 750 

Rock compressibility at P
0
, psi

-1
 5.0E-6 

Number of grids (Nx×Ny×Nz) 105×105×7 

Average grid size (Dx×Dy×Dz), ft 50×50×3 

 

Table 7-3 contains the results of primary and water-flood scenarios for the 16 cases. 

The closeness of the responses between two realizations of each scenario suggests that 

the two models are similar to each other. At the bottom of the table, the range of variation 

in each response is shown. Table 7-4 tabulates similar results for CO2-WAG process with 

recovery factor and CO2 storage as the main responses. 



199 

 

Table 7-3: Sensitivity factors and different response values for 16 simulation runs for primary and water-flood scenarios 

Run 
Fracture 

Design 
λDX λDZ Vdp 

Het. 

Dir. 

Kv/Kh 

Ratio 

HCPV 

(MMBbl) 

PR-RF† 

(%) 

DU-WF†† 

(Year) 

WF-RF††† 

(%) 

R1 R2 R1 R2 R1 R2 R1 R2 

1 T 0.20 0.25 0.35 90 0.1 7.35 7.35 4.6 4.6 11 11 22.6 22.4 

2 L 0.20 0.25 0.70 0 0.5 7.44 7.44 6.1 6.3 9 8 19.9 19.1 

3 L 1.00 0.25 0.70 90 0.1 7.44 7.44 6.6 6.4 8 8 18.9 18.3 

4 T 0.20 0.50 0.35 0 0.5 7.35 7.35 4.9 5.0 11 11 22.1 22.0 

5 T 1.00 0.50 0.35 90 0.1 7.35 7.35 4.6 4.6 11 11 22.3 22.2 

6 L 0.20 0.50 0.35 90 0.5 7.44 7.44 4.6 4.6 11 12 24.0 24.5 

7 T 0.20 0.25 0.70 90 0.5 7.35 7.35 6.4 6.5 8 8 17.7 17.4 

8 L 1.00 0.50 0.35 0 0.1 7.44 7.45 4.6 4.6 12 11 24.5 24.1 

9 T 0.20 0.50 0.70 0 0.1 7.35 7.35 5.8 6.0 8 8 17.7 17.3 

10 L 1.00 0.25 0.35 90 0.5 7.44 7.44 4.7 4.6 11 11 24.0 23.8 

11 L 0.20 0.25 0.35 0 0.1 7.44 7.44 4.6 4.6 12 11 24.5 24.1 

12 L 0.20 0.50 0.70 90 0.1 7.44 7.44 5.7 5.8 10 10 20.6 20.5 

13 T 1.00 0.50 0.70 90 0.5 7.35 7.35 6.8 6.6 8 9 17.0 18.0 

14 T 1.00 0.25 0.35 0 0.5 7.35 7.35 5.2 5.1 10 10 21.2 21.4 

15 L 1.00 0.50 0.70 0 0.5 7.44 7.44 6.3 6.2 9 9 19.5 20.2 

16 T 1.00 0.25 0.70 0 0.1 7.35 7.35 7.0 6.7 7 7 15.6 15.9 

Results Summary ► 
Max 7.44 7.45 7.0 6.7 12 12 24.5 24.5 

Min 7.35 7.35 4.6 4.6 7 7 15.6 15.9 

† Primary Recovery – Recovery factor 

†† Duration of water flood until water cut reaches 90% 

††† Water flood – Recovery factor 
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Table 7-4: Sensitivity factors and different response values for 16 simulation runs for CO2-WAG scenarios 

Run 
Fracture 

Design 
λDX λDZ Vdp 

Het. 

Dir. 

Kv/Kh 

Ratio 

DU – WAG† 

(Years) 

WAG-RF†† 

(%) 

Stored CO2 

(%HCPVI) 

Total RF  

(%) 

R1 R2 R1 R2 R1 R2 R1 R2 

1 T 0.20 0.25 0.35 90 0.1 16 16 20.3 20.4 47.6 46.6 47.5 47.4 

2 L 0.20 0.25 0.70 0 0.5 12 11 17.0 17.6 38.5 40.3 42.9 43.1 

3 L 1.00 0.25 0.70 90 0.1 11 11 18.6 18.1 41.8 39.7 44.1 42.8 

4 T 0.20 0.50 0.35 0 0.5 15 16 19.1 19.6 45.8 43.8 46.1 46.5 

5 T 1.00 0.50 0.35 90 0.1 16 17 20.6 20.2 46.0 45.5 47.5 46.9 

6 L 0.20 0.50 0.35 90 0.5 18 18 20.1 20.5 43.6 44.6 48.7 49.6 

7 T 0.20 0.25 0.70 90 0.5 11 11 16.8 18.2 39.3 37.1 40.9 42.1 

8 L 1.00 0.50 0.35 0 0.1 17 18 22.3 22.0 47.4 47.4 51.5 50.7 

9 T 0.20 0.50 0.70 0 0.1 10 10 15.5 15.9 30.8 38.0 39.0 39.2 

10 L 1.00 0.25 0.35 90 0.5 18 18 20.1 20.9 43.0 43.6 48.8 49.4 

11 L 0.20 0.25 0.35 0 0.1 18 18 21.3 21.7 45.2 44.9 50.3 50.5 

12 L 0.20 0.50 0.70 90 0.1 13 13 17.7 17.3 37.1 40.8 44.0 43.5 

13 T 1.00 0.50 0.70 90 0.5 10 12 18.5 17.4 39.8 37.0 42.2 41.9 

14 T 1.00 0.25 0.35 0 0.5 16 16 19.5 20.0 43.0 44.0 46.0 46.6 

15 L 1.00 0.50 0.70 0 0.5 11 12 17.9 16.8 38.8 36.1 43.7 43.2 

16 T 1.00 0.25 0.70 0 0.1 9 9 16.8 16.2 39.6 38.4 39.4 38.9 

Results Summary ► 
Max 18 18 22.3 22.0 47.6 47.4 51.5 50.7 

Min 9 9 15.5 15.9 30.8 36.1 39.0 38.9 

† Duration of WAG process 

†† WAG process – Recovery factor 
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Model outputs in Table 7-3 and Table 7-4 are utilized to create response surfaces 

covering the whole range of discrete factors as a continuous spectrum, Figure 7-2. Figure 

6-2-a and Figure 6-2-b show the response surfaces of water-flood recovery factor and 

ultimate volume of stored CO2 as a function of selected factors. The outputs of simulation 

are refined further to identify the important factors for each results of interest in a ranked 

order. Figure 7-3-a through Figure 7-3-d show the Pareto chart for duration of water-

flood, recovery factor of water-flood, recovery factor of WAG scenario, and amount of 

stored CO2 at the end of WAG scheme. For these four different objectives, Dykstra-

Parson coefficient and fracture direction design are the most important factors, ranking 

first and second, respectively. In addition, both of these factors have a negative effect on 

the defined objective. This means that, moving from “level1” to “level2” for these factors 

(see Table 7-1) will decrease the value of the objective functions (see Figure 7-2). 

 
(a) 
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(b) 

Figure 7-2: Example response surfaces exhibiting (a) the recovery of water flood (b) the 

amount of stored CO2 as a function of some selected factors. The values of other factors have 

been indicated in the legend. 

 
(a) 
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(b) 

 
(c) 
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(d) 

Figure 7-3: Pareto chart showing the rank of effective parameters on (a) duration of water-

flood (b) recovery of water-flood scheme (c) recovery of CO2-WAG scheme and (d) net storage 

of CO2 during WAG process. 

As its definition implies, higher Vdp values will impose higher permeability variation 

in the reservoir. This in turn will promote fingering, quicker and uneven breakthrough of 

injected fluid during injection, all of which reduce the sweep efficiency of the flood. 

Certainly, the shorter the well spacing of injection scenarios, the more dominant effect 

that permeability heterogeneity would have in reducing the sweep efficiency. 

“Level 1” of fracture design is longitudinal and “Level 2” is transverse fractures. As 

mentioned before, we have defined the fracture dimensions such that both designs will 

provide identical stimulated rock volume (SRV). Nevertheless, transverse fractures will 

shorten the effective well spacing, which, to a lesser extent, has the same impact as 

increasing Vdp. Although, at least theoretically, the longitudinal fractures appear to be 

promising, their implementation is hampered by several issues. For instance, in addition 

to the requirement of drilling the horizontal well parallel to the maximum horizontal 
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stress, this fracturing orientation cause long-term formation stability issues (Economides 

et al. 2002). 

Figure 7-3 indicates that the factors impacting permeability heterogeneity, namely 

Vdp and the correlation lengths, are important in water injection scenarios. For a complex 

miscible process like CO2-WAG, however, additional reservoir characteristic factors are 

influencing yields such as the recovery and storage capacity of the models. 

In short, reservoir heterogeneity characteristics are potentially very critical decision-

making elements in the development plan for tight reservoirs. Specifically, because of the 

denser well spacing required in the exploitation of such reservoirs, other design factors 

should be adjusted to account for reservoir heterogeneity. 

7-3- Economic Elements in CO2 EOR/Storage 

Implementation of carbon capture and storage (CCS) into a porous medium as a part of 

an EOR plan is usually associated with many cost components. When CO2 is extracted 

from anthropogenic sources like electricity plants or petrochemical units, which is most 

likely the only option applicable to Alberta, the task of scrubbing CO2 from the flue gas 

is expensive and can affect the economics of the project to a large extent (Nguyen and 

Allinson 2002). However, under such circumstances, if carbon credits are available, the 

cost of CO2 storage will be partially offset and the storage component of the EOR process 

may become attractive as well. To reduce the uncertainty related to CO2-EOR projects, 

comprehensive economic studies are required to minimize the risk of failure under 

different market conditions such as variable oil and gas prices. In the following, we 

outline the major costs of the process. 

Capture and compression cost: The main sources of pollutant emissions into the 
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atmosphere include power plants, oil refineries, petrochemical, fertilizer and gas 

processing plants, as well as cement and steel factories. A considerable number of such 

contributors exist in Central Alberta (see Figure 7-4). 

 

Figure 7-4: Location of main large CO2 emitters in central Alberta (redrafted from Karsten 

and Bachu, 2007). 

Among the above-mentioned sources, fossil fuel power plants are the most important 

sources as they account for 30% of global air pollution and naturally are the first 

candidates for curtailment. However, it should be realized that CO2 is only a minor 

portion of the emitted gas stream from power stations and the CO2 concentration depends 

on the utilized technology and the age of the plant. Figure 7-5 shows the flow rate of flue 

gas along with CO2 from different kinds of power plants. Table 7-5 also provides some 

quantitative values for CO2 volumetric concentration in the generated flue gas of power 

plants.  
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Figure 7-5: Flue gas flow rate from power plants using different technologies (redrafted from 

Nguyen and Allinson, 2002). 

Table 7-5: CO2 concentration (volume percentage) in the flue gas of power plants with different 

technologies (from Davison et al. 2001) 

Utilized Technology %Vol. CO2 

Pulverized coal fired steam cycle 14 

Coal fired integrated gasification combined cycles 9 

Natural gas combined cycles 4 

 

Because even a midsized power plant can supply CO2 at high and stabilized rates, it 

would likely be a reliable supplier for implementing large scale CO2-EOR projects with a 

relatively long life (15 to 30 years). For instance, a nominal 500 MW integrated 

gasification combined cycle (IGCC) power plant, operating at 80% capacity, can deliver 

140 MMSCF of CO2 per day which is approximately equivalent to 2.6 Mt of CO2 per 

year. Nevertheless, the capital investment of power stations with carbon capture 

technology, as well as their operation and maintenance costs, can be quite significant 

(Jeremy and Herzog, 2000)
1
. 

Different techniques have been devised for separation of CO2 from gaseous mixtures 

                                                 
1Direct underground storage of the flue gas leaving a power station is not feasible because of two factors: (1) limited 

storage space available (2) the need for too much compression energy. 
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which have been summarized in Figure 7-6. 

 

Figure 7-6: Available technical approaches for CO2 separation and capture (derived from Rao 

and Rubin, 2002). 

The selected approach depends on the intended purity and also the condition of the 

treated flue gas such as its temperature, pressure, and initial CO2 concentration. The most 

widely used technique is chemical absorption by solvent scrubbing. An amine-based 

solvent like Mono-ethanolamine (MEA) has a CO2 recovery rate of 98% with a final 

purity which can be in excess of 99%. The main issue with solvent methods, however, is 

high cost of the process, related to the rate of solvent degradation, and also the energy 

required for regeneration of the solvent. The energy consumption for the process can vary 

between 10 to 35% of the power plant capacity and involves CO2 regeneration (Herzog, 

2000). 

In the context of CCS, the goal of the capture stage is to purify the CO2 stream that 

GOR, 
Mscf/stb 

Separation 
and Capture 

Absorption 

•Chemical 

•MEA 

•Caustic 

•Other 

•Physical 

•Selexol 

•Rectisol 

•Other 

Adsorption 

•Adsorber Beds 

•Alumnia 

•Zeolite 

•Activated C 

•Regenration Method 

•Pressure swing 

•Temperature swing 

•Washing 

Cryogenics 

Membrane 

•Gas Separation 

•Polyphenyleneoxide 

•Polydimethylsiloxane 

•Gas Absorption 

•polypropelene 

•Ceramic based 
systems 

Microbial 
/Algal 

Systems 



209 

 

can be stored permanently in a geological formation. The required injection pressure 

under such circumstances is high. Therefore the separated CO2 is first compressed to 

supercritical state, where it has liquid-like properties and can be transported easily. The 

compression step is usually considered as part of the capture system because it is almost 

always located at the CO2 plant site where it is being captured. 

The capture process is in general the most expensive part of the storage chain. 

Nonetheless, vigorous research and development programs, which are currently 

underway, and also governmental actions such as proposing different incentive programs 

or limiting CO2 emissions, will finally bring about substantial and sustained decrease in 

the future cost of capture (Rubin et al. 2012). The available data in the literature indicates 

that the unit cost of capture can vary broadly as the assumptions made for each study are 

different. In a recent publication by IEA (Finkenrath 2011), the projected commercial 

CO2 capture cost per tonne of CO2 has been appraised at 55 US$ for coal-fired stations 

and 80 US$ for gas-fired plants, respectively. In a study by Rochelle et al. (2005), the 

final costs of capture and compression has been estimated as 45 US$ per tonne of CO2 for 

a nominal 500 MW IGCC power plant. 

Transportation Cost: The most common method of CO2 transportation, especially 

for higher volumes, is by pipeline
1
. For efficient pipeline transportation, CO2 should be 

shipped in the supercritical state. Therefore, temperature and pressure changes along the 

length of the CO2 pipeline are important design parameters which can change the 

operation cost. While the temperature mostly depends on the temperature of the 

surrounding soil, pressure drop is governed by many other factors such as the roughness 

of steel, changes in elevation and etc. Accurate calculation of pressure drop is necessary 

                                                 
1For smaller volumes, trucking is usually used. 
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to compute the initial compression pressure and to determine if additional boosters (with 

additional costs) are required along the way. Several models are available in the literature 

for this purpose (Essandoh-Yeddu and Gürcan 2009). 

The total cost of pipeline construction can be broken down into four elements: 

Material, labor, right-of-way (ROW), and miscellaneous expenses. As the detailed 

construction data for actual CO2 pipeline is rare, different studies have provided different 

cost models and most of them provide cost in $/inch/km. For instance, in the MIT model 

(Heddle et al., 2003), the average cost has been quoted as $20,989/inch/km while IEA 

model (2005) reports $25,889/inch/km. In a more recent study by Essandoh-Yeddu 

(Essandoh-Yeddu and Gürcan, 2009), the authors have concluded that the minimum cost 

of construction cannot be less than $50,000 per inch per km. In addition to the pipeline 

diameter and length, the designated flow rate is also an important factor and generally 

larger flow size reduces transportation cost. Fixed operation and maintenance costs 

(“O&M” costs) should be also taken into account. 

Based on these facts, transportation cost can vary significantly for different projects. 

For transportation of CO2 volumes (2.6 Mt/year) captured from the assumed IGCC plant 

in the previous section, Figure 7-7-a and Figure 7-7-b depict the capital and “O&M” cost 

of transportation versus the distance of power station to storage site and also the internal 

diameter of the selected pipeline. Figure 7-7-c displays the minimum required pipeline 

diameter versus its length to maintain supercritical conditions considering related 

pressure drop. Tarka and Wimer in NETL report (2010) have analyzed these data and 

calculated the normalized cost of CO2 transportation for different distances and for a 

nominal 550MW gas-fired and coal-fired plants (Figure 7-7-d). Based on this analysis, 
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for distances in the range of 40 to 100 miles, the CO2 removal costs will be in the range 

of 5 to 10 $ per tonne of CO2. A pipeline with this length can transport CO2 from 

Wabamun Lake, where the main power plants of Alberta are located, to oil and gas 

reservoirs is Pembina Cardium field. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 7-7: (a, b) Variation of capital and “O&M” cost with pipleline specifications (c) 

minimum required pipeline versus the transportation lengh for maintaining supercitical state 

of CO2 (d) overall cost of CO2 removal from power stations (redrafted from NETL 2010). 

Storage cost: Cost components for CO2 injection into hydrocarbon reservoirs 

include mainly capital costs for drilling wells, and cost related to the operation, 
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maintenance and sometimes monitoring of the system (Nguyen and Allinson, 2002). 

EOR projects involve CO2 recycling processes, and depending on the required process, 

the cost of process equipment can change dramatically. For simple compression and 

dehydration equipment, the process would be much cheaper than a complex facility 

which can separate NGL as well. Location, reservoir depth, reservoir temperature, and 

environmental regulatory framework can also affect the economics of the projects. 

Consequently, the storage cost varies widely from reservoir to reservoir (different 

types) and from location to location. Nguyen and Allinson (2002) have pointed out that 

for most of the geological storage, the cost of storage can range from less than 5$ to more 

than 20$ per tonne of injected CO2. 

7-4- Economics of CO2-EOR in Tight Reservoirs 

CO2 capture and storage combined with EOR can be utilized to recover oil which 

otherwise would not extracted. Revenue from the sale of recovered products (oil, gas, 

NGL) can offset the cost of CO2 storage (Gasper 2005). Therefore, CO2-EOR probably 

will remain as the only economical method of storage. However, there exist many 

economic factors that drive the viability of the EOR/storage project. Some of them were 

presented in the previous section; additional economic factors include oil price, gas price, 

interest rate, flood performance, and etc. Thus far, almost all of the commercial scale CO2 

injection projects worldwide have been supplied by CO2 from natural resources at a 

cheap price, and hence are/were economically very attractive
1
. Based on the cost 

components listed above, should CO2 be supplied by capture from anthropogenic sources 

                                                 
1
The only exception is the ongoing Weyburn CO2-EOR/storage project in Saskatchewan, Canada. Carbon dioxide is 

piped 205 miles from North Dakota coal-gasification facility. The project has shown great success in fulfillment of both 

objectives of an EOR/storage project. The current oil production is approximately 16,000 stb/day with anticipated 

storage of 40 Mt of CO2. 
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(like power plants), final CO2 price becomes high and the CO2-EOR projects may never 

become attractive/cost competitive. Therefore, to make these projects economic and 

compare with other investment opportunities for business decision-makers, incentives 

should be implemented in some form by the government. The purpose of this section is to 

explore the viability of CO2-EOR/storage in a typical West Central Alberta tight 

reservoir, capturing the uncertainty of economic parameters. In the following, simulation 

models and related assumptions are first reviewed, followed by discussion of the 

economic model used. 

7-5- Simulation Models and Assumptions 

Compositional simulation models are used to investigate the effect of different major 

parameters on the flood performance of tight oil reservoir going through different 

recovery schemes. The exploitation of tight reservoirs is still in its infancy and currently 

most of the wells are under primary production. Two stages of primary and waterflood 

before CO2 injection are considered in this work. The initial primary scheme lasts for one 

year in order to partially capture the Alberta royalty holiday benefit for primary 

production from horizontal wells; this will offset the significant drilling and completion 

costs in the first year. 

The reservoir models considered in this study have properties typical of reservoirs in 

the tighter portion of Pembina Cardium field in Alberta. The Pembina Cardium pool is 

the largest conventional oil reservoir in western Canada and covers an area of 700,000 

acres. The reservoir quality of the Cardium formation varies considerably, which can be 

related to deposition environment and subsequent diagenesis. Existence of higher 

reservoir quality conglomerate, which can act as a thief zone, is expected in the 
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formation. During the CO2 injection process, thief zones can prevent CO2 from 

contacting the majority of oil (less oil production and hence less revenue) and hence their 

existence is an important parameter to consider in a simulation study (Goretzky and 

Hawkins 2009). 

Tight reservoirs require denser well spacing for improved oil recovery to be 

achieved. Well spacing, however, has a more complicated relationship with recovery and 

economic performance of enhanced recovery schemes. While smaller well spacing brings 

about better sweep efficiency and hence higher revenue, it would entail higher drilling 

and operational costs. Hydraulic fractures along a horizontal well not only increase the 

effective contact area of the well with reservoir but also can change the effective spacing 

between the wells and therefore their effect should be investigated. 

The CO2 injection scheme is another design factor that can affect the economics of 

storage significantly. Compared to continuous CO2 injection, CO2-WAG could enhance 

the sweep efficiency and hence better oil recovery (Ghaderi et al. 2012) which ultimately 

results in better economic outcomes. On the other hand, continuous injection may be a 

better alternative for maximizing CO2-storage. 

Based on all of these technical factors, 24 field-scale compositional simulation 

models were built and run to investigate the performance of CO2-EOR in the tighter 

portion of Pembina Cardium field. The properties of the base reservoir model (without a 

thief-zone) are summarized in Table 7-6. 
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Table 7-6: Reservoir properties of the base geo-model used in economic study 

Property Value 

Length, ft 5,250 

Width, ft 5,250 

Thickness, ft 27 

Dykstra-Parsons coefficient 0.55 

Dimensionless correlation length in horizontal direction 0.5 

Dimensionless correlation length in vertical direction 0.5 

Kv/Kh ratio 0.1 

Average porosity 0.11 

Average permeability, mD 0.53 

Length of well laterals, ft 4,600 

Number of grids (Nx×Ny×Nz) 105×105×9 

Avg. grid size (Dx×Dy×Dz), ft 50×50×3 

 

 To generate the thief-zone model, permeability of the second and third layers from 

the top of the base model is multiplied by ten and porosity is modified accordingly in 

these two layers. Either 7 wells per section or 5 wells per section are considered to 

investigate the effect of well spacing. For injection, 3 wells are converted into injectors 

for the first well spacing scheme and 2 wells for the second one. The effect of hydraulic 

fracture orientation is investigated (longitudinal vs. transverse), as well as fracture 

spacing along each well lateral for the transverse fracture cases. Two configurations were 

considered for fracture spacing along the well. In the first configuration, and for the 

longitudinal fractures, the fractures are assumed to cover the whole length of the 

horizontal well, while for transverse fracture cases, 23 fractures are placed along the 

wellbore. In the second configuration, for both fracture directions, the number of 

fractures is reduced to 9 discrete fractures in a zipper (staggered) arrangement along each 

well. In the tabulated results presented later “(1)” and “(2)” refers to these fracture 

configurations (see Figure 7-8). 
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(a) 

 
(b) 
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(c) 

 
(d) 
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(e) 

 
(f) 

Figure 7-8: 3D view of the reservoir used in economic evaluation of the CO2-EOR project (a) 

with base permeability properties and (b) with induced thief zone. Top view of the reservoir 

with five horizontal wells stimulated with (c) longitudinal (d) transverse fractures in 

configuration 1 and (e) longitudinal (f) transverse fractures in configuration 2. 

All the producers are operated under a constant bottom-hole pressure of 300 psia and 

injection occurs at a constant rate with pressure being monitored regularly to ensure a 

safe operation at 90% of fracture pressure or below. The water-flood scenario terminates 
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when the water-cut of the producers passes 95%. In the case of CO2 injection, the 

operation concludes when the CO2 cumulative injected volume reaches 100% HCPV. 

Figure 7-8-a and Figure 7-8-b display 3D prototypes of geo-models with two different 

well spacing and fracture design. Figure 7-8-c through Figure 7-8-f show the top view of 

the reservoir, where five wells are used with hydraulic fractures in two different 

configurations.  

It should be mentioned that in the case of continuous CO2 injection, because of the 

short distance between the adjacent producers and injectors and also effect of reservoir 

permeability heterogeneity, CO2 breakthrough will occur rather quickly followed by 

rapid average reservoir pressure drop below the minimum miscibility pressure 

(Pavg<<PMMP). Under this condition, the recovery factor will reduce considerably and the 

operating cost of excessive CO2 recycling and processing will increase drastically and 

henceforth will be impractical. Therefore, in such cases, the well operating condition 

should be modified. Consequently, we have increased the bottom-hole pressure of 

producers to 1200 psi and injection rates of CO2 increase by 5% each year. Figure 7-9 

shows the average reservoir pressure and bottom-hole pressure of injectors in the 7 well 

model (3 injectors and 4 producers) over the CO2 injection period. 
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(a) 

 
(b) 

Figure 7-9: Variation in different parameters during continuous CO2 injection with adjusted 

BHP of producers and injection rates of injectors for the “without thief-zone” model with 7 

wells (3 injectors and 4 producers) and transverse fractures. 

The output results from the simulation runs are used to accurately quantify the 

production and injection volumes of different fluids and also the amount of stored CO2 
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mass in each model. 

7-6- Economic Model 

Besides the technical factors discussed above, several important economic parameters are 

considered to evaluate the viability of each project. Considering the high price of 

deliverable CO2, the CO2 injection part of the entire recovery scheme (primary-water 

flood-CO2 flood) would likely be unfavorable and would require an appropriate level of 

incentives. 

As net present value (NPV) is the main indicator of the profitability of the projects, a 

comprehensive economic model based on the Alberta oil and gas fiscal system was 

developed to calculate the NPV and associated profit of each scenario. NPV captures the 

time value of money and gives more importance to the near-term revenue and expense 

than the future. In this study, the economic analysis is performed on three different 

combinations of recovery mechanisms.  

In the first scenario we consider only primary and water-flood stages. In such a 

scenario, a significant amount of capital investment is required to drill, frac, and complete 

the horizontal wells, but at the same time, the operating cost would be minimal which 

means a shorter payback period. Specially, the applicable royalty holidays during the 

primary recovery period can significantly improve NPV of the projects
1
.In the second 

scenario, primary, water-flood and CO2 injection (as continuous injection or WAG) are 

combined as a single project. In this situation, because the CO2 injection (the most 

operationally expensive part) occurs at later times, its effect on NPV may be offset by the 

                                                 
1 In this study, we neglected to compare the profitability of a scenario in which the wells produce under primary 

production for the whole life of the project with other scenarios due to our focus of this paper on CO2-EOR and CCS.  
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early profitable periods. Lastly and in the third scenario, the CO2 injection scenario is 

investigated individually and independently from preceding recovery schemes. In such a 

scenario, the required capital investment of drilling and other related expenses will be 

eliminated and the already available infrastructure (i.e. wells, pipelines) can be adapted 

for tertiary recovery purposes. For this scenario, the effect of providing direct incentive 

for the projects will be investigated. 

To obtain a better understanding of the effect of different economic factors on the 

viability and performance of the projects, stochastic rather than deterministic analysis 

should be performed. As such, each evaluated parameter can acquire several values 

(levels). However, a sophisticated statistical analysis like experimental design is required 

to perform a complete sensitivity (uncertainty) analysis with a minimum number of runs. 

The response surface method can be utilized subsequently to search for the mathematical 

relationship between the object function (i.e. NPV) with these parameters. In the end, 

Monte Carlo simulation can be used to determine the risk (probability) of failure under 

uncertain economic and market conditions which is important for justification of 

investment.  

7-7- Results of Economic Sensitivity Analysis 

The large capital investment required for initial development of tight oil formations 

through drilling of long horizontal wells stimulated with hydraulic fractures, and factors 

such as oil price, gas price, oil and gas lift cost, interest/discount rate, and many others 

can change the fate of a project. For scenario 1 and 2 described previously, 13 economic 

factors listed in Table 7-7 were considered.  
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Table 7-7: Uncertain economic factors for economic evaluation of PR-WF-CO2 flood 

Factor Unit L1 L2 L3 L4 

A: Oil price $/bbl 65 75 85 95 

B: Gas price $/Mscf 1.5 2.5 3.5  

C: Well drilling cost MM$/HWell 2.0 2.67 3.33 4.0 

D: Fracing job cost M$/stage 16 19.33 22.67 26 

E: CO2 inj. Cost $/Mscf 1.5 2.5 3.5 4.5 

F: Water inj. cost $/bbl 0.75 1.5 2.25  

G: Oil lift cost $/bbl 10 15 20  

H: Gas processing cost $/Mcf 0.25 0.5 0.75  

I: Water prod. cost $/bbl 0.5 1 1.5  

J : CO2 recycling cost $/Mcf 0.3 0.6 0.9  

K: Avg. unit operation cost M$/HWell 40 60 80  

L: Flood performance factor (FPF) Dimensionless 0.7 0.9 1.1 1.3 

M: Discount rate fraction 0.05 0.083 0.116 0.15 

 

Besides economic factors, one factor, referred to as “flood performance factor”, has 

been introduced to account for the uncertainty associated with the simulation results. This 

factor takes into account the uncertainty in production/injection performance arising from 

the uncertainty in proper characterization of the reservoir heterogeneity as well as 

uncertainty in properties of induced hydraulic fractures. These inevitable uncertainties, in 

addition to the assumption of static properties for the hydraulic fractures, could result in 

optimistic or pessimistic simulation outcomes. 

Four different levels (values) were assigned to the factors which have a greater effect 

on the economics of the projects and the lower impact factors were assigned three levels. 

Because the matrix of input numerical parameters has an uneven number of levels for 

different factors, an optimal response surface method (RSM) should be chosen to specify 

the required runs for economic evaluation. In this study, optimal design of “IV” criterion 

was selected as it is the best choice where prediction is critical (Stat-Ease 2010). Based 

on optimal design, 230 runs will be required to determine the response surface of NPV 

with respect to the 13 economic factors. In comparison with conventional sensitivity 



225 

 

analysis, which would require 444528 (6
4
×7

3
) runs, this will bring about vast 

computational savings and makes this sort of evaluation feasible. Table 7-8 shows a 

portion of the sensitivity analysis matrix and the value that each parameter would gain in 

each run. 

Table 7-9 presents the max/min NPV and associated profit (NPV divided by the 

ultimate equivalent barrels of oil, boe
1
 produced) for 24 simulation scenarios in columns 

with headings labeled “A”, “B”, “C”, and “D”. Sample 3D response surfaces of NPV 

with respect to some of these economics factors are depicted in Figure 7-10. 

                                                 
1
For boe calculation, the equivalency ratio for gas was assumed to be 10 Mscf. 
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Table 7-8: Table of runs for sensitivity analysis based on the 13 economic factors for scenarios 1&2 (coded factors) 

Run 
Factors Responses 

A B C D E F G H I J K L M R1† R2†† R3††† 

1 -1 1 0.33 -1 1 -1 -1 1 0 -1 0 1 -1 27.5 21.9 30.6 

2 -1 -1 0.33 1 -1 1 1 1 -1 1 1 -0.33 0.33 -14.6 -14.6 -14.3 

3 -0.33 1 -0.33 -1 1 1 1 0 -1 0 -1 1 1 14.3 13.9 14.7 

4 1 -1 0.33 1 0.33 -1 -1 1 -1 1 1 -1 0.33 5.8 4.4 6.1 

5 0.33 0 -0.33 -0.33 -1 -1 0 1 0 0 0 0.33 0.33 13.7 15.4 15.8 

6 -0.33 0 0.33 0.33 -0.33 1 0 -1 -1 1 0 0.33 -1 13.9 16.3 20.2 

7 1 1 1 0.33 -1 -1 -1 -1 0 1 0 1 -1 56.9 77.0 82.0 

8 1 1 1 1 1 1 1 1 1 1 -1 -0.33 1 -0.1 -1.0 -0.1 

9 -1 -1 -1 1 -0.33 -1 -1 1 -1 1 1 1 -1 33.0 36.4 42.8 

… … … … … … … … … … … … … … … … … 

50 -1 1 1 -1 1 -1 0 -1 0 1 -1 0.33 -0.33 3.1 -2.7 2.1 

51 -1 -1 -1 1 -1 0 1 1 1 -1 1 1 -1 12.1 19.4 21.1 

52 1 -1 1 1 -1 1 1 -1 1 1 1 1 -0.33 25.9 33.3 33.6 

53 1 1 1 -1 -1 -1 -1 0 -1 -1 -1 1 -0.33 50.7 61.0 62.2 

54 -0.33 -1 1 -0.33 -1 0 0 1 1 0 -1 1 -1 21.0 33.3 36.5 

55 1 -1 -1 -1 0.33 1 -1 1 -1 1 -1 -1 1 13.0 12.4 13.0 

56 -0.33 -1 0.33 -1 -1 -1 -1 -1 1 1 -1 0.33 1 14.1 15.1 15.3 

57 1 -1 1 -1 1 1 0 -1 1 0 -1 -1 0.33 -3.2 -5.9 -4.2 

58 -1 -1 1 1 -1 1 1 -1 -1 -1 0 -1 0.33 -24.8 -25.0 -24.9 

59 1 1 -1 -1 1 -1 -1 -1 -1 1 -1 -0.33 -1 42.0 34.8 43.6 

… … … … … … … … … … … … … … … … … 

120 1 1 0.33 0.33 1 -1 0 -1 -1 0 -1 1 -1 54.5 58.3 67.7 

121 1 -1 -1 0.33 -0.33 0 -1 1 -1 -1 0 1 1 44.6 46.4 46.5 

122 -1 -1 1 0.33 -1 -1 0 -1 0 -1 -1 -0.33 -0.33 -7.5 -6.0 -5.1 

123 -1 1 0.33 1 -1 0 -1 -1 -1 -1 -1 1 -1 24.5 36.4 40.0 

124 1 -1 1 -0.33 -1 0 -1 0 -1 -1 -1 -1 -1 8.8 15.6 17.0 

125 -1 -1 -1 1 1 1 -1 1 1 -1 0 -1 0.33 -4.6 -8.5 -6.7 

126 -1 1 -1 -0.33 -0.33 1 -1 -1 1 0 -1 -1 1 -2.3 -3.0 -2.6 

127 -1 0 -0.33 0.33 -1 1 -1 1 1 -1 -1 1 0.33 17.1 19.5 19.4 

128 -1 1 -0.33 -1 0.33 1 0 1 1 0 -1 -1 -0.33 -8.8 -15.1 -12.9 

129 -0.33 -1 1 0.33 -0.33 0 1 1 0 1 -1 -1 0.33 -17.1 -18.5 -17.5 

… … … … … … … … … … … … … … … … … 
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Run 
Factors Responses 

A B C D E F G H I J K L M R1† R2†† R3††† 

171 -1 0 1 -1 1 1 1 0 1 -1 1 1 0.33 -4.8 -6.7 -5.1 

172 1 1 -0.33 1 -1 0 -1 1 1 0 -1 -0.33 1 19.2 20.4 20.3 

173 -0.33 1 1 1 0.33 1 1 1 0 1 1 -1 -0.33 -19.4 -25.6 -23.0 

174 -1 -1 -0.33 1 -0.33 1 1 0 1 1 -1 0.33 1 -4.7 -5.0 -4.6 

175 -1 -1 1 1 -1 1 1 1 1 -1 1 -1 -1 -27.3 -29.5 -31.4 

176 -1 1 0.33 1 1 1 1 -1 -1 1 -1 -1 1 -19.3 -21.5 -20.3 

177 1 -1 -1 0.33 -1 0 1 -1 -1 0 0 0.33 0.33 28.3 31.2 31.4 

178 1 1 1 -1 0.33 -1 0 -1 1 0 1 -1 -1 5.8 -2.1 2.4 

179 1 -1 1 -1 -1 -1 1 -1 -1 0 -1 -1 1 -4.6 -4.1 -3.9 

… … … … … … … … … … … … … … … … … 

216 1 1 -1 -1 1 1 -1 1 1 -1 1 -0.33 1 23.4 23.0 23.6 

217 1 0 -1 0.33 1 0 -1 1 0 -1 1 -1 -1 20.1 8.3 13.7 

218 -1 1 1 -1 -1 1 -1 1 -1 1 0 1 1 7.7 8.7 8.8 

219 -1 1 -1 -0.33 0.33 -1 -1 1 1 -1 -1 -1 1 0.4 -0.8 0.0 

220 -1 1 1 0.33 0.33 -1 1 -1 0 -1 1 1 1 -3.7 -4.0 -3.3 

221 -1 -1 1 1 1 -1 -1 1 1 -1 -1 -1 -1 -10.9 -29.9 -23.1 

222 1 -1 1 1 1 -1 -1 -1 1 1 1 -1 1 -1.8 -3.1 -2.0 

223 1 -1 -1 1 -1 -1 0 1 -1 1 -1 -1 -1 19.1 22.9 25.8 

224 -1 1 -1 -1 -1 -1 -1 -1 1 -1 1 -1 -1 5.3 5.4 6.3 

225 -0.33 1 -0.33 1 0.33 -1 1 1 0 -1 1 -1 1 -8.1 -9.2 -8.5 

226 0.33 -1 -0.33 -0.33 -1 0 1 0 0 0 1 -1 -1 0.6 2.2 2.9 

227 -0.33 0 0.33 0.33 -0.33 0 -1 0 0 0 0 -0.33 -0.33 7.3 7.6 9.3 

228 -1 1 -1 1 -0.33 0 1 0 1 1 1 -1 1 -10.1 -11.1 -10.6 

229 -1 1 -1 1 -0.33 1 -1 -1 -1 -1 0 -1 -1 -0.1 -5.4 -4.0 

230 1 0 1 -1 0.33 0 0 -1 1 -1 -1 1 -1 46.6 56.6 61.9 

†NPV (MM$) of primary-waterflood recovery scheme 

†† NPV (MM$) of primary-waterflood-CO2 flood (continuous) recovery scheme 

††† NPV (MM$) of primary-waterflood-CO2 flood (WAG) recovery scheme 
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Table 7-9: Results of economic evaluation of different recovery schemes for considered reservoir models 

Model Design 
Primary – Waterflood Primary – Waterflood – CO2 Primary – Waterflood – WAG 

A B C D β A B C D β A B C D β 
W

it
h

o
u

t 

th
ie

f-
zo

n
e 

L
H

F
 

7 W 67.2 23.2 -27.1 -9.4 8.6 79.7 17.1 29.2 -6.3 88.5 85.7 15.4 -29.4 -5.3 3.7 

5 W 60.8 21.2 -17.2 -6.0 0.8 61.9 13.8 -17.3 -3.8 0.9 64.2 12.4 -17.2 -3.3 0.4 
T

H
F

 

7 W 64.0 23.1 -27.3 -9.9 9.5 77.0 17.7 -29.9 -6.9 88.6 82.0 16.0 -31.4 -6.1 7.2 

5 W 55.8 21.4 -19.5 -7.5 3.3 58.6 14.6 -19.6 -4.9 4.5 59.5 13.2 -20.2 -4.5 2.4 

W
it

h
 t

h
ie

f-

zo
n

e 
(1

) 

L
H

F
 

7 W 57.8 19.7 -48.7 -16.6 31.4 58.2 16.4 -60.6 -17.1 85.5 69.1 16.0 -65.7 -15.2 76.4 

5 W 59.0 20.0 -29.3 -9.9 7.9 59.1 16.3 -33.5 -9.2 47.5 64.1 14.7 -33.9 -7.8 24.5 

T
H

F
 

7 W 59.6 20.2 -46.8 -15.9 29.1 61.2 16.4 -55.9 -15.0 77.5 70.2 16.1 -61.2 -14.1 70.1 

5 W 55.9 19.4 -31.6 -11.0 13.7 57.2 15.6 -34.6 -9.4 45.0 59.9 14.0 -35.8 -8.4 32.8 

W
it

h
 t

h
ie

f-

zo
n

e 
(2

) 

L
H

F
 

7 W 84.8 23.1 -30.5 -8.3 4.1 95.4 19.4 -35.8 -7.3 20.8 105.6 18.2 -37.9 -6.5 8.2 

5 W 79.7 22.2 -16.6 -4.6 0.2 83.6 17.4 -17.7 -3.7 6.5 86.8 15.2 -17.6 -3.1 0.2 

T
H

F
 

7 W 85.3 23.1 -27.6 -7.5 2.3 97.9 19.7 -31.5 -6.3 13.0 105.9 18.2 -33.6 -5.8 8.0 

5 W 79.6 22.3 -14.7 -4.1 0.5 85.1 17.4 -15.4 -3.2 0.4 87.6 15.2 -15.5 -2.7 0.1 

A: Maximum NPV (MM$) B: Maximum profit ($/boe) β: Probability of failure (NPV<0 @ 95% C.I.)  

C: Minimum NPV (MM$)  D: Minimum profit ($/boe) 
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(a) 

 
(b) 

Figure 7-10: Response surfaces of NPV with respect to (a) oil price and discount rate for a 

primary-waterflood scenario (b) oil price and CO2 cost for a primary-waterflood-CO2 flood 

scenario. Other factors are at their mean value. 

With response surfaces alone it would be difficult to track the behavior of the target 

objective (here NPV) when several input parameters can change simultaneously, and 
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especially when the relationship between input parameters and response surface is not 

linear. For example, in graphical form, at most the effect of two factors on the objective 

function can be visualized and examined simultaneously. Moreover, tracking the 

behavior of the desired response becomes important when the input parameters behave in 

a certain way, like following a certain probability distribution function. Under such 

circumstances, there is a chance that, over a certain combinations of input parameters, the 

response tends toward undesired, risky values. To evaluate such a risk, “Monte-Carlo” 

type of simulation can be applied to the resultant expression from the response surface to 

determine the chance of failure for each scenario. For this purpose, a probability 

distribution function (PDF) should be assigned to each economic factor. There are several 

types of PDFs such as uniform, triangular, and normal distributions which might be able 

to represent the possible behavior of each factor. However, in this study, the uniform 

distribution was selected to represent uncertainty as there is no prior information or 

strong evidence that suggests that a more complex PDF would be superior (McCoy and 

Rubin 2009). For this simple distribution, the maximum and minimum values that each 

factor can acquire are equal to the corresponding values in Table 7-7. Then, 3000 

simulation runs based on the “Latin Hypercube
1
”sampling technique were performed to 

explore the probability of getting negative NPV and hence failure of each project. 

Based on these inputs, the probability and cumulative distribution functions for NPV 

can be obtained and further utilized to determine the chance of getting negative NPV and 

hence failure of the project. Monte-Carlo simulation results can also be used to rank the 

individual input parameters in order of their importance. Figure 7-11 shows those 

                                                 
1In comparison with the conventional Monte-Carlo sampling algorithm, Latin Hypercube is a more robust approach as 

it can accurately recreate the probability distributions specified by distribution functions in fewer iterations (@Risk 

2013). 
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expected outputs for a model with the following properties: a thief-zone geo-model with 

7 wells having transverse fractures arranged in configuration 2 and recovery scheme 

sequence primary-waterflood-continuous CO2 injection. According to simulation results 

illustrated in this figure, the probability of failure for this project is around 13%, which is 

relatively low. Moreover, the most important economic factors are oil price, oil-lift cost, 

drilling cost, discount rate, CO2 injection cost; this order remains the same for other 

models in Table 7-8 which belong to scenario 1. The column below the heading labeled 

“β” in this table gives the probability of failure for different projects. 

 

 
(a) 
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(b) 

 
(c) 

Figure 7-11: (a) probability density function and the best fit function (in red) for NPV (b) 

cumulative distribution function of NPV (c) Tornado graph of important economic factors of 

NPV for a primary-waterflood-continuous CO2 injection scenario. 

According to these results, under different conditions, the primary-waterflood 

scenarios have a high chance of success and this chance is higher in the absence of a 

thief-zone or when the fracture arrangement is modified in the presence of a thief zone 

(configuration 2). Furthermore, models with 5 wells per section respond better to this 
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recovery scheme. When CO2 injection is implemented along with primary-waterflood as 

a single project, it is seen that the probability of failure increases. This increase is 

considerable in two situations: (1) continuous CO2 injection with denser well spacing (7 

wells/section) (2) for both continuous CO2 injection and WAG injection when 

configuration (1) is used in development of a reservoir with a thief-zone. In the first 

situation, tighter well spacing causes breakthrough of CO2 to happen earlier and hence 

the well operating cost, and in particular the cost of recycling, becomes dominant. In the 

second situation, because CO2 tends to move upward and the thief zone is also located at 

the upper portion of the reservoir, the same issue of excessive recycling exists. According 

to these results, well spacing has an important effect on the profitability of the projects 

under uncertain economic conditions. Moreover, in the presence of an upper thief-zone 

(like the conglomerate zone in the Cardium formation), although the well design 

parameters may have a negligible effect on the economic viability of the primary-

waterflood scenario, they would have a significant effect on the success of the subsequent 

CO2 flood scenario. For this reason, in the exclusive investigation of the CO2 injection 

projects, which is discussed next, configuration (1) is not used. 

As mentioned previously, when the source of CO2 supply for EOR projects is 

through capture from anthropogenic sources like power plants, the final cost of 

deliverable CO2 would be high. Therefore, incentives would be required to make these 

projects attractive and even feasible. In this section, we assume that the reservoir has 

already gone through the primary and secondary recovery schemes and no capital 

expenditure is required for drilling and initial facility development. However, as the 

proposed time-frame for commercial implementation of CO2 projects is on order of 10 
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years and beyond, fluctuation in cost components (especially for the commodity prices) 

could be significant over this long time interval. Therefore, a more conservative 

assessment of these projects would be necessary to guarantee success. Table 7-10 

summarizes the price and cost elements used in evaluation of CO2 injection projects 

alone. It should be mentioned that, when the escalation factor (factor B) is applied to oil 

price, the assumed maximum and minimum oil prices are $60 and $120, respectively. 

Gas and NGL prices and associated changes have been incorporated in the economic 

model as well. 

Table 7-10: Uncertain economic factors for economic evaluation of the CO2 flood projects 

Factor Unit L1 L2 L3 L4 

A: Oil price $/bbl 65 75 85 95 

B: Oil price escalation factor fraction/year -0.01 0 0.01 
 

C: Gas price $/Mcf 1.5 2.5 3.5 
 

D: CO2 Inj. Cost $/Mscf 1.5 2.5 3.5 4.5 

E: Water Inj. Cost $/bbl 0.75 1.5 2.25 
 

F: Oil lift cost $/bbl 10 15 20 
 

G: Gas processing cost $/Mcf 0.25 0.5 0.75 
 

H: Water prod. Cost $/bbl 0.5 1 1.5 
 

I: CO2 recycling cost $/Mcf 0.3 0.6 0.9 
 

J: Avg. unit operation cost M$/HWell 40 60 80 
 

K: Applied CO2 royalty fraction 0.05 0.075 0.1 
 

L: Flood performance factor (FPF) Dimensionless 0.7 0.9 1.1 1.3 

M: Discount rate fraction 0.05 0.08 0.116 0.15 

 

As before, design of experiment (with 210 runs), method of response surface, and 

Monte-Carlo simulation were used to evaluate the risk of failure and hence the need to 

apply incentives for continuous and WAG injection into tight formations. Figure 7-12 

depicts the tornado plot for parameters affecting the economics of CO2 injection into such 

reservoirs. According to this plot, CO2 injection cost and oil price are the most important 

economic driving factors. The final results for the economic evaluation of the injection 

with respect to different design conditions are presented in Table 7-11; note that three 



235 

 

different incentive schemes are included in the analysis.  



236 

 

Table 7-11: Results of economic evaluation of CO2-EOR projects using different incentive schemes 

Model Design 
Incentive: Not Provided Incentive: Royalty-Credit Incentive: Storage-Credit 

A B C D β A B C D β A B C D β 
W

it
h

o
u

t 
T

h
ie

f-
zo

n
e 

L
H

F
 7 W 

CO2 35.7 20.4 -60.9 -35.0 79.9 39.7 22.8 -58.8 -33.8 66.6 60.8 34.9 -27.6 -15.8 24.8 

WAG 46.4 17.5 -49.0 -18.5 56.8 50.5 19.1 -43.4 -16.4 39.5 77.6 29.3 -9.9 -3.7 3.8 

5 W 
CO2 23.7 15.0 -49.8 -31.4 86.3 26.7 16.8 -48.3 -30.5 75.4 52.8 33.4 -11.8 -7.5 14.5 

WAG 21.5 9.5 -24.8 -10.9 78.5 24.0 10.5 -23.1 -10.1 61.3 47.1 20.7 -4.2 -1.9 6.1 

T
H

F
 7 W 

CO2 34.2 22.1 -61.4 -39.6 90.7 37.6 24.2 -58.7 -37.9 82.2 52.6 33.9 -37.0 -23.8 40.1 

WAG 41.4 17.7 -56.7 -24.3 93.6 45.1 19.3 -51.1 -21.9 83.3 67.8 29.0 -22.1 -9.5 5.3 

5 W 
CO2 25.1 17.8 -52.4 -37.2 95.7 27.6 19.6 -50.4 -35.8 90.8 46.2 32.8 -24.3 -17.2 22.7 

WAG 22.4 12.0 -32.6 -17.4 95.9 24.2 12.9 -29.6 -15.8 89.7 45.0 24.1 -4.7 -2.5 1.2 

W
it

h
 T

h
ie

f-
zo

n
e 

(2
) 

L
H

F
 7 W 

CO2 22.3 19.0 -76.5 -65.1 98.3 25.7 21.9 -73.8 -62.8 95.4 32.9 28.0 -62.4 -53.1 84.9 

WAG 39.2 19.3 -71.3 -35.0 95.6 42.6 20.9 -65.5 -32.2 88.7 58.2 28.6 -46.0 -22.6 48.5 

5 W 
CO2 20.8 17.0 -67.6 -55.2 98.7 23.3 19.0 -64.6 -52.8 96.3 38.3 31.3 -44.3 -36.2 65.1 

WAG 31.6 15.1 -53.0 -25.4 96.3 34.4 16.5 -48.6 -23.2 89.4 56.9 27.2 -19.4 -9.3 3.7 

T
H

F
 7 W 

CO2 25.9 21.1 -72.5 -58.9 96.3 29.5 24.0 -69.7 -56.7 92.2 37.1 30.2 -57.5 -46.8 77.7 

WAG 40.1 19.3 -70.9 -34.1 95.3 43.7 21.0 -65.1 -31.3 88.8 60.4 29.0 -44.1 -21.2 45.1 

5 W 
CO2 24.1 18.6 -66.9 -51.5 97.8 26.7 20.6 -63.7 -49.1 94.3 42.0 32.4 -43.0 -33.1 58.9 

WAG 32.9 15.2 -53.8 -25.0 96.1 35.7 16.6 -49.3 -22.9 89.8 58.0 26.9 -20.4 -9.4 4.6 

A: Maximum NPV (MM$) B: Maximum profit ($/boe) β: Probability of failure (NPV<0 @ 95% C.I.)  

C: Minimum NPV (MM$)  D: Minimum profit ($/boe) 
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Figure 7-12: Tornado graph of important economic factors affecting NPV for CO2 injection 

projects. 

For the first scheme, no incentive is applied. Based on the calculated results, in this 

case, the chance of success under any conditions is very limited and it is even less for the 

continuous injection scheme. In the second and third schemes, and in order to encourage 

CO2 storage, incentives in two different forms are provided. For royalty credit, the 

amount of royalty payout is decreased based on the amount of storage occurring and 

decreases from an initial value of 0.05 to 0. For storage credit, direct credit in the amount 

of $10 per tonne of stored CO2 is provided.  

Based on the results presented in Table 7-11, royalty-credit has a minor effect on the 

viability of the projects. Results depicted in Figure 7-12 also suggest that the applied 

royalty value during CO2 injection has a weak effect on the profitability of the projects. 

Thus, even using the minimum royalty from day one of CO2 injection would not result in 

any significant change in the likelihood of success or failure of the projects. 

On the other hand, considering the results for geo-model without a thief-zone (see 

Table 7-1), it can be observed that with 10$ storage credit, substantial improvement in the 

profitability of the projects occur. For this reservoir condition, credit in the range of $10 
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to $11 would be enough to make all WAG projects economic at 95% confidence level. 

The required storage credit for continuous CO2 injection, however, lies in the range of 

$13 to $15. The lower limit of each of the intervals is associated with larger well spacing 

and the upper limit is associated with smaller well spacing. As this in turn is associated 

with a reservoir containing a thief zone located at upper portion of the structure, the 

previous credit interval limits should be approximately multiplied by a factor of 1.5. The 

exception, however, is WAG injection through the 5 wells/section configuration, which is 

still economic at a storage credit of $10. 

In brief, direct carbon storage must be provided to CCS projects in tight oil 

formations and the reservoir conditions and well design have a significant effect on the 

amount of credit required. Denser well spacing, especially in the presence of a high 

permeability contrast, is not recommended for miscible CO2 floods as it will dramatically 

increase the cost of handling produced volumes of costly injected fluids. Moreover, 

without performing technical and economical optimization, these projects can easily 

ended in failure. 

7-8- Summary 

In this work, we have provided a rigorous workflow for the industry to evaluate EOR and 

CO2 storage in tight oil reservoirs, as well as a perspective for the governing bodies on 

how to transform their policies and incentives when market conditions change. Full-cycle 

economics are provided for various enhanced recovery schemes in a tight oil formation, 

which take into account both uncertainties in reservoir and cost structure. A novel 

approach, which includes compositional simulation, combined with design of experiment, 

method of response surface, and Monte-Carlo simulation was used to evaluate 
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profitability and the risk of failure for multiple recovery mechanism sequences, as well as 

the need for incentives to make continuous and WAG CO2 injection profitable in tight 

formations. 

The following specific conclusions resulted from the study: 

 The primary-waterflood scenarios have a high chance of success and this chance 

is higher in the absence of a thief-zone or when the fracture arrangement is 

modified in the presence of a thief zone 

 When CO2 injection is implemented along with primary-waterflood as a single 

project, it is seen that the probability of failure increases. 

 In the presence of an upper thief-zone (like the conglomerate zone in the Cardium 

formation), although the well design parameters may have a negligible effect on 

the economic viability of the primary-waterflood scenario, they would have a 

significant effect on the success of the subsequent CO2 flood scenario. 

 Royalty-credit incentive has a minor effect on the viability of standalone CO2 

injection projects (evaluated independently of preceding recovery schemes). 

 The fixed storage credit incentive appears to have a greater effect on value for 

certain scenarios. 
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Chapter 8  

Summary, Conclusions and Future Work 

Three available options for permanent CO2 storage in Alberta include unmineable coal 

seams, saline aquifers, and hydrocarbon reservoirs. Because, in the case of the Horseshoe 

Canyon coals, where most CBM well penetrations occur, coal-seams are located at 

shallower depths and are relatively thin in thickness, they might not be an optimal storage 

target. Therefore, the focus of this study was on numerical simulation of CO2 injection in 

the two remaining options, namely saline aquifers and tight oil reservoirs. The following 

conclusions and important observations can be drawn from this study: 

8-1- CO2 Injection into Aquifers 

For aquifer storage, through compositional simulation it was indicated that CO2 injection 

into a sour aquifer will cause the exsolution of initially dissolved H2S in brine into the 

advancing gas plume. The volume swept by the plume is compositionally divided into 

two sub-regions. For pure CO2 injection, the first sub-region is characterized by the 

absence of H2S in both aqueous and gaseous phases. This sub-region occupies the interior 

cylindrical region centered at the injection point. On the other hand, in the outer 

cylindrical sub-region surrounding the first sub-region, the H2S mole fraction gradually 
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increases toward the leading edge of the advancing gas front. The size of the evolved sub-

region increases over time. The effect of different reservoir/flow conditions, and 

important fluid characteristics on the size of evolved sub-regions and maximum 

concentration of exsolved H2S was examined. The results of this study are important in 

establishing monitoring strategies at CO2 storage sites, and in evaluating the risks 

associated with the possible leakage of evolved H2S during CO2 and acid gas injection 

into sour saline aquifers. 

In the next step towards studying CO2 storage in the saline aquifers, the feasibility of 

injecting large volumes of CO2 to fill up the enormous apparent storage capacity of the 

Nisku formation, was investigated. The target value of injection was 20 Mt/year, which 

continues for 50 years (storage target of 1000 Mt CO2). It was shown that the capacity for 

injection is limited not by available pore space but by ability to inject without exceeding 

the fracture pressure of the formation. The capacity increases with the number of 

injectors, but increasing the number of wells has a limit, even considering a large well 

spacing. Very strong interference between pressure plumes occurs, which increases the 

average reservoir pressure substantially and rapidly and in turn reduces injectivity of the 

injectors. The saturations plumes remains discrete with no interference; n individual 

plumes of radius 4-5 km for each injector. The pressure field behavior is completely 

different from the saturation field. There are no individual pressure plumes but rather a 

single large (scale of hundreds of km) pressure disturbance. Results of simulations with 

either simplified homogenous or rigorous heterogeneous models indicate that, through 

vertical injectors, the maximum achievable storage volume is not in excess of 300 Mt 

over 50 years. Although, application of horizontal injectors and well fracturing 



247 

 

technology might be helpful in this regard, their benefit is not substantial. Sensitivity of 

capacity to reservoir permeability, rock compressibility and well placement was 

investigated and the minimum required properties to fulfill the target value were 

estimated. 

8-2- CO2 Injection into Low Permeability Hydrocarbon Reservoirs 

For reservoir storage of CO2, the performance of CO2 injection into tight formations, and 

more specifically in the tighter portion of Pembina Cardium field in Alberta, was 

investigated. Due to poorer properties of these reservoirs, application of multi-stage 

fractured horizontal wells with denser well spacing is required. This configuration 

maximizes the contact area with the formation and considerably enhances the 

productivity/injectivity of the wells. For EOR schemes in these reservoirs, CO2 injection, 

either through injection of pure CO2 or WAG was considered. The results indicate that 

(for a fixed well pattern and hydraulic fractures properties) the achievable recovery from 

injection scenarios is quite influenced by the reservoir heterogeneity and also the mobility 

of the injected fluids. For continuous CO2 injection, high mobility of the gas causes rapid 

breakthrough at the producers. As such, once the connection between the injector and 

producer fractures is established, the average reservoir pressure falls rapidly below the 

MMP and CO2 becomes immiscible, losing the benefit of miscible flooding. WAG 

injection, on the other hand, can substantially improve the recovery by maintaining the 

pressure around the MMP and therefore develops an efficient miscible process. For WAG 

processes, however, different related properties such as WAG ratio, cycle length, and 

slug size should be designed carefully.  

The compositional simulation study was then extended to evaluate and quantify the 
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effect of different design parameters and operational constraints on the performance of 

the CO2-EOR process. Eight factors were considered as important, including well 

parameters (well spacing and completion method), hydraulic fracture properties (fracture 

spacing and fracture half-length), timing of the switch between recovery schemes, and 

WAG parameters (CO2 slug size and WAG ratio). The matrix of runs for the sensitivity 

study was built based on a sophisticated experimental design approach. Statistical 

analysis of the results was carried out to find the most important parameters affecting oil 

recovery factor (objective 1) and CO2 storage (objective 2). The results suggest that 

WAG and fracture parameters have a profound effect on both objective functions, with 

WAG ratio being the dominant factor. It is also seen that increasing the number of 

fractures and expanding the fracture half-length will unfavorably reduce the sweep 

efficiency of WAG injection and accelerates the short-circuiting of the injected gas at 

producers. This in turn reduces the oil recovery factor, incremental oil recovery factor, 

and CO2 storage. This indirectly implies that applying longitudinal fractures might be a 

better option for gas injection into tight formation with close well spacing. Nevertheless, 

the reservoir heterogeneity still plays an important role in dictating the preferential path 

of fluids flow and requires a separate study. Due to differences in switching time between 

alternative recovery schemes, the effect of time was taken into account by using NPV 

(objective 3) for each scenario. It was found that the important parameters affecting NPV 

are completion method (which affects the capital cost) and fracture parameters and 

switching time, with completion method being the dominant factor.  

Response surfaces were generated to quantify the effect of different uncertain 

parameters on the objective functions. Thereafter, an optimization process was pursued to 
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search for those combinations of factors which lead to maximum response. Results from 

this study show that the CO2-EOR potential in tight oil formations can be considerable if 

the design parameters and operating conditions are chosen properly. In this regard, the 

parametric compositional models are very efficient proxies, and design of experiment 

methods are powerful tools in identifying and optimizing these factors. 

The effect of reservoir heterogeneity and fracture design (with respect to orientation 

angle) on the performance of different recovery schemes in tight oil formations was also 

investigated. In order to introduce permeability heterogeneity in the simulation models, 

reservoir geo-models were built with different Dykstra-Parsons coefficients, 

dimensionless correlation lengths in both horizontal and vertical directions, preferential 

heterogeneity direction, and vertical to horizontal permeability ratio. Fracture design was 

limited to two extreme scenarios; longitudinal (0°) and transverse fractures (90°). It was 

shown that the Dykstra-Parson coefficient and fracture direction design are the most 

important factors, ranking first and second, respectively, for impact on WAG recovery 

factor, and amount of stored CO2 at the end of WAG scheme. In addition, both of these 

factors have a negative effect on the defined objectives, meaning higher heterogeneity 

and higher orientation angles are detrimental to recovery factor and storage capacity. 

In this study, a rigorous workflow was provided for industry to evaluate EOR and 

CO2 storage projects in tight oil reservoirs subject to the Alberta oil and gas fiscal system. 

Full-cycle economics are provided for various enhanced recovery schemes in a tight oil 

formation, which take into account both uncertainties in reservoir and cost structure. A 

novel approach, which includes compositional simulation, combined with design of 

experiment, method of response surface, and Monte-Carlo simulation was used to 
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evaluate profitability and the risk of failure for multiple recovery mechanism sequences 

as well as the need for incentives to make continuous and WAG CO2 injection profitable 

in tight formations. It was shown that in the presence of an upper thief-zone (like the 

conglomerate zone in the Cardium formation), although the well design parameters may 

have a negligible effect on the economic viability of the primary-waterflood scenario, 

they have a significant effect on the success of the subsequent CO2 flood scenario. If CO2 

is intended to be supplied by capture from an anthropogenic source (the most likely case 

in Alberta) then the final cost of CO2 injection and storage could be very high; provision 

of a direct credit incentive by government is therefore vital to make these project 

attractive and practical. 

8-3- Recommendations and Future Work 

The following summarizes limitations of the current study and lists recommendations for 

future research 

 The dissolved impurity in the saline aquifer was limited to H2S while other 

components may exist in the aquifer. The effect of other impurities such as CH4, 

N2, and SO2, either as in-situ components or as constituents of the injection 

stream (each individually or in different combinations), can be studied in a similar 

manner. 

 Engineering design should seek to make large volume injection practical in the 

Nisku Formation. One way of mitigating high pressure in the injection site is by 

keeping voidage replacement ratio (VRR) close to one through brine production. 

Numerical simulation results along with economic analysis can be used to find the 

optimal VRR value. 
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 Because of the short history of production/injection in tight oil formations, the 

models may need to be revisited in the future for better tuning. Specifically, the 

relative permeability data obtained from lab measurement should be validated 

against (long enough) historical field production/injection data.  

 Due to the lack of data for the Pembina Cardium, the effect of relative 

permeability hysteresis was neglected in the simulation models. Such a 

measurement will be extremely useful for reliable estimation of the recovery and 

storage capacity of CO2-EOR processes in tight oil formations. 

 The effect of impurities in the injected CO2 stream (which exist in the recycled 

CO2) on the performance of the CO2 injection projects was not considered and 

worth attention in future studies. 
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