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ABSTRACT

The increasing interest in the bio-impedance analysis in various fields has increased the

demand for portable and low-cost impedance analyzers that can be used in the field. Sim-

plifying the hardware is crucial to maintaining low-cost and portability, but this is not an

easy task due to the need for accurate phase and magnitude measurements.

This thesis proposes a new measurement technique that replaces the need to measure the

phase by using a software algorithm to extract the phase from the magnitude information.

The algorithm which is based on a modified Kramers-Kronig transforms was implemented

and tested first using MATLAB, where error and noise analysis on the algorithm were done.

Furthermore, the algorithm was written using a python code, and a full Bio-impedance

measurement system was proposed to be used for fruit quality control which is receiving

increasing attention as an important application of bio-impedance measurements, for being

a non-invasive technique.

The Final design which was implemented on a printed circuit board (PCB), had a final

cost of around $95 CAD and drew a maximum current of around 88mA which satisfies the

requirement of a low-cost and low-power device respectively. The device was then tested

with passive components and several fruit samples to show that it can effectively monitor

fruit samples impedance in the range 100Ω−280kΩ, and a frequency range 1 Hz-10 MHz

which is higher than any other work in the literature. The proposed portable bio-impedance

analyzers were then used to study the ageing effect of some strawberries samples on their

bio-impedance, and the results showed that the device could be used in such an application.
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CHAPTER 1

Introduction

In our modern world, and with the advancement in technology and sensors design, the au-

tomation of our life has taken all the attention in various fields. In fields like biomedical,

agriculture and quality control, for example, the use of electrochemical sensors and tests

has been getting a great interest. One of those tests is the Electrochemical Impedance Spec-

troscopy (EIS) which is the small-signal measurement of the linear electrical response of

a material of interest and the following analysis of the response to yield useful information

about the physiochemical properties of the system [1].

Although the work in the literature showed that EIS could be useful in many fields, it

also showed the lack of a cheap, low-cost and low-power portable device that can be used to

apply this technique on a wide scale. This need was caused by the fact that the commercial

impedance analyzers suffer from being bulky and expensive, while most of the applications

need a handy and portable device that can be used in the field. Several portable impedance

analyzer designs have been proposed in the literature [2, 3]. Although, many different

designs have been proposed the lack of a low-cost portable impedance analyzer still persist

and we still can’t find such a device in the market.

1.1 Research Objective

The ultimate goal of this work is to design a simple portable impedance analyzer that can be

used to do continuous measurements in the field. The simplicity of the design was achieved

by replacing the actual measurement of the phase by using a software algorithm based on

1
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Figure 1.1: Block diagram of the experimental setup

a modified Kramers-Kronig transform to extract the phase from the impedance magnitude

which is measured using simple hardware.

The block diagram of the portable impedance analyzer designed and used in this work

is shown in Fig. 1.1. It is divided into two main parts, the magnitude detection hardware

and the phase extraction algorithm based on a modified K-K transform. These two parts

are linked using an ARM® Cortex®-M4F microcontroller, which controls the voltage ex-

citation signal (generated from an external direct digital synthesizer (DDS)) and reads the

output signal from the magnitude detection hardware through its internal ADC. The system

is controlled by a computer with a Python code written to communicate with the microcon-

troller. The same Python code then applies the K-K transform to calculate the impedance

phase.
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1.2 Thesis Overview

This thesis is organized to present the design and implementation of the proposed portable

impedance analyzer.

In chapter 2 the basics concepts of impedance are reviewed before going through the

details of EIS measurements techniques and instruments that can be used. The chapter con-

cludes with a literature review of the available impedance analyzers and their limitations.

The phase extraction technique is discussed in chapter 3, where the algorithm is dis-

cussed in details before being evaluated and tested. The algorithm was tested with simu-

lated data to evaluate the error and optimize its parameters, before being finally tested with

experimental magnitude data of some cherry tomato samples.

Chapter 4 then goes through the design of the entire system by first covering the mag-

nitude detection technique in details before going through the software codes of both the

python and the microcontroller. Finally the implementation process of the design was dis-

cussed and the final prototype is shown.

The system is finally tested in chapter 5 with some passive components and some fruits

to show that the system produces accurate results in comparison with commercially avail-

able devices. The proposed design is then used to monitor the ageing of some strawberries

brought from the local market; the results show a significant effect caused by the fruits

ageing on their bio-impedance.

Chapter 6 concludes this work by some remarks and suggestions for future work.



CHAPTER 2

Impedance measurement

2.1 Introduction

The impedance Z ( jω) is the opposition presented by any material to the flow of the current

when a voltage is applied across it. It is measured by the ratio of the voltage to the current

at a particular frequency. The linear impedance is modelled as

Z( jω) = R(ω)+ j · I(ω) (2.1)

and comprise of a real R(ω) and imaginary I(ω) parts taken at a certain angular fre-

quency (ω). It can also take the following form

Z ( jω) = |Z(ω)|e j·φ(ω) (2.2)

Where |Z(ω)| is the impedance magnitude which is the ratio of the voltage magnitude

to the current magnitude across that material and φ (ω) is the impedance phase which is

the phase shift between the voltage and the current. In the case of resistive materials,

the impedance will consist of a real part only and have a constant magnitude over the

whole frequency range with zero phase since the current and the voltage across it will be

in phase. However, the real life materials will never be purely resistive; they are usually a

combination of resistive, capacitive and inductive materials.

4
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2.2 Electrochemical Impedance Spectroscopy (EIS)

Electrochemical Impedance Spectroscopy (EIS), where the impedance of a specific object

is measured over a suitable frequency range is a powerful technique [4], that is being used in

a wide range of applications in medicine, agriculture, chemistry, and many others [4]. The

properties that affect the flow of current in a certain material can be investigated and studied

through EIS, “from mass transport, rates of chemical reactions, corrosion, and dielectric

properties; to defects, microstructure, and compositional influences on the conductance

of solids. EIS can predict aspects of the performance of chemical sensors and fuel cells,

and it has been used extensively to investigate membrane behaviour in living cells. It is

useful as an empirical quality control procedure, yet it can contribute to the interpretation

of fundamental electrochemical and electronic processes” [4].

The impedance of a certain body can be determined by applying a certain voltage (of

known magnitude and frequency) on the body and observing the resultant current flowing

through. Thus, impedance (magnitude and phase) is affected by any property that affects

the flow of charged particles (current) at a given voltage. EIS may be used to investigate

the dynamics of bound or mobile charge in the bulk or interfacial (inner) regions of any

solid or liquid material: ionic, semiconducting, mixed electronic–ionic, and even insulators

(dielectrics) [4]. EIS measurements are usually carried out in the frequency domain, but it

is sometimes carried out in the time domain and then Fourier transformed to the frequency

domain. The process of EIS measurements requires electrical stimulation (usually with

a known voltage signal), and the reading of the resulting electrical response (typically a

current signal), which can be done using different methods and electrodes configuration as

we will see further in section 2.6.
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2.3 Bio-Impedance Analysis

Bio-impedance measurements have been widely used in the past 50 years. This technique

introduced a great number of commercial devices and methods. It has been used to char-

acterize solids, liquids, and suspensions, and, lately, to characterize biological tissues and

fluids, either in extracellular (outside biological context) or in intracellular (inside biolog-

ical context) [5], some of which having clinical applications [6]. Impedance spectroscopy

is widely used in experimental studies to characterize tissue state [7]. The size, shape and

density of cells in the tissue, as well as the conductivity of intra- and extra- cellular environ-

ment, are reflected in the impedance spectrum. This allows the distinction between differ-

ent tissues and between different physiopathological (diseased and non-diseased) states of

the same tissue. In biological plant tissues, for example, the proportion of current passing

through the symplast and apoplast (the inner side of the cell membrane and the free space

outside the cell membrane, respectively) varies with the frequency of the AC signal [8].

For low-frequency AC signals, the current flows only through the apoplast. As the cell

membrane impedance decreases with increasing frequency, the amount of current passing

through the symplast also increases [8]. Therefore, information about different tissue fea-

tures may be revealed [8] and can be quantified using EIS by the analysis of the equivalent

electric circuit [9]. With a proper equivalent electrical mode, it is possible to study the

effects of diverse factors on tissue properties, according to changes in the parameters of the

model [9, 10].

2.4 Bio-Impedance Analysis Applications

Bio-impedance has been used in a lot of applications as it was mentioned earlier, but the

three main fields where it has been extensively were the biomedical field, agriculture and

food characterization as it will be shown in the following sections.
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2.4.1 Biomedical

Bio-impedance is a widely used technique to estimate human body composition, as a quick

non-invasive and low-cost method and it is usually called bio-electrical impedance analysis

(BIA) [11]. Additionally, a non-invasive blood glucose measurement technique based on

EIS has also been proposed, since the flow of the current in the blood was found to be

affected by glucose levels [12, 13], but this technique is still not reliable enough to get an

FDA approval and is not available on the market as of this writing. Bio-Impedance has

also been proven to be a powerful non-invasive technique that can be used for skin cancer

detection [14, 15].

2.4.2 Agriculture

In Agriculture, Bio-Impedance has proven to be a robust method for growth monitoring

and quality control. Apple ageing effect on bio-impedance was studied in [16], while

Strawberry ripeness was evaluated using Bio-impedance in [17]. Plant disease detection

was also done using EIS in [18]. With a dedicated body of research publications studying

different aspects of the plants using EIS, it has been proven that EIS is a great non-invasive

tool that can be utilized in many different ways [11, 19–21].

2.4.3 Food Characterization

The increasing interest in food quality control has led to many application that utilizes

Bio-impedance as a quick, low-cost quality assessment technique. In [22] it was shown

that bio-impedance could be used to as a quality assessment tool for meat and fish. The

work showed that EIS can be used to get some chemical compositions and Physicochem-

ical properties that can be used for quality assessment. Also, in [23] and [24], wine and

milk samples were tested respectively, and it was proven that the chemical compositions

of these two products can be detected using EIS with the right electrical modeling of the

data and the use of some statistical analysis. Additionally, in [25] the authors studied some
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cow milk samples (full fat, skimmed, semi-skimmed and lactose reduced) to study the re-

lationship between the milk composition and the electrical conductivity [11]. It was found

that the milk salt and fat contents affects it’s electrical conductivity. A detailed review on

the use of bio-impedance in food characterization can be found in [11] where the authors

provide a number of other applications.

For all of these applications the electrical modeling of the biological tissue using the

collected EIS data is the main step which help us to understand whats happening inside the

tissue or liquid or food and causing this change in this particular parameter in the model.

2.5 Electrical modelling of Biological Tissues

Electrical modelling of biological tissues is an excellent way of representing biological

tissues and to study their behaviour using EIS. It is usually done by dealing with the Tissue

as a black box where intensive testing is done then software algorithms are used to fit those

results to the best model. The problem with the electrical modelling of biological tissues

is that it is often not possible to mimic the electrical behaviour with typical and physically

realizable components such as resistors, capacitors and inductors [26]. It has been found

by the biochemists who worked on impedance measurement long ago that the impedance

they are measuring is always related to the frequency as Z(s) = 1/sα , where α is a non-

integer value between 0 and 1. This makes the phase angle between the excited voltage and

the current equal to απ/2, hence the widely used name Constant-Phase-Element (CPE)

which is used to relate to this impedance. There are many ways to construct electrical

impedance models of biological tissues, mainly utilizing CPEs, resistors and sometimes

what is called the Warburg impedance is used. The Warburg impedance is a special case

of the CPE where α = 0.5 [27]. Models may vary in the number of components used for

the equivalent circuits, the type of components used, the way those elements are connected

to form the modelling circuit and the methods and theories used in evaluating those parts.
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Figure 2.1: Electrode configurations (a) two electrodes, (b) three electrodes and (c) four
electrodes

The oldest and most commonly used model with biological tissues is the Cole-Cole model

presented in [28]. The Cole-Cole model is a famous model which has been found to fit

many tissues [29]. According to this model, the impedance of a tissue can be given as

Z(s) = R∞ +
R0−R∞

1+(τs)α
(2.3)

Where R0 is the resistance at low frequency, R∞ is the resistance at very high frequency,

τ is a characteristic time constant, and α is the so-called dispersion coefficient. This sim-

ple model thus contains two resistors and one CPE. Protein fibres, fruits and vegetable

properties have been found to be adequately modeled using a combination of the Warburg

impedance together with CPE elements [30, 31].

EIS modelling software can also be found in which each of them using different fitting

algorithms and offer a different set of models. In this work, the freely available EIS soft-

ware package which was proposed by Bondarenko and Ragoisha in [32] which is equipped

with some optimization methods and models that the user can choose from will be used to

extract the electrical parameters of the measured data.

2.6 EIS Measurement techniques

EIS measurements can be done in different electrode configurations as shown in Fig. 2.1

which was presented in [11]. The potentiostat EIS where a voltage V (t) is excited and the
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current I(t) is measured the first two configurations are mostly being used. The first config-

uration two electrodes are used as in Fig. 2.1(a) with the working electrode (WE) and the

counter electrode (CE) is the most used configuration, but in this setup, the contribution of

the electrode will be visible in the measured impedance. In the second configuration Fig.

2.1(b), but in this setup, a reference electrode (RE) is added to limit the electrode contri-

bution to WE since no current is drawn by RE and CE is used to measure the current. In

galvanostat EIS where a current signal I(t) is excited and the voltage V (t) is measured, in

this setup the last configuration is used by adding working sensing electrode (WSE) to be

used with RE to sense the voltage while a current is being applied between WE and CE, this

configuration ensures that the measured impedance is independent of the electrode inter-

face. However, EIS is usually done using two electrode configuration shown in Fig. 2.1(a)

since it is the simplest form and the electrode effect can be either modelled or neglected if it

was the same in all the samples. In some cases like chemical sensors or living cells where

the simple symmetrical geometry is not feasible other configurations might be used [4].

In this work, the two electrode configuration was adopted. With this configuration, there

are many different methods of electrical stimuli that can be used. The three conventional

techniques used in EIS measurements are discussed in the following subsections.

2.6.1 Transient Measurements

In transient measurements a step function of voltage [V (t) = V0 for t > 0, V (t) = 0 for

t < 0] may be applied at t = 0 to the system and the resulting time-varying current i(t)

measured. The ratio V0 /i(t), often called the indicial impedance or the time-varying resis-

tance, which measures the impedance resulting from a step function voltage perturbation

(of small amplitude). The result is then transformed using the Fourier or Laplace transform

into the frequency domain. The non-periodicity of the excitation should be corrected by

using windowing to avoid the distortion that happens if Fourier-transform is used. The sys-

tem response has to be linear and V0 should be sufficiently small for such a transformation
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to work. The advantage of this method is that its experimental part is relatively easy and

that the voltage controls the rate of the electrochemical reaction (which is represented in

the flow of current) in the test subject. However, it has some disadvantages such as, the

integral transformation which needs to be applied on the results and the fact the impedance

may not be well determined over the desired frequency range because of the difference in

the signal-to-noise ratio between different frequencies [4].

2.6.2 Mixed/White Noise Signals

In this technique a signal n(t) composed of random (white) noise is applied to the system

and the resulting current is measured. The Fourier-transform is again applied to the result to

generate a frequency domain representation and obtain an impedance. The main advantage

offered by this technique is the fast collection of the data because only one signal is applied

to the test subject for a short time. Requiring a true white noise source and the need to carry

out a Fourier analysis mark the main disadvantages of this technique [4]. The white noise

signal is sometimes replaced by a sum of well-defined sine waves; this offers a better signal-

to-noise ratio (SNR) for each desired frequency and the ability to analyze the linearity of the

system response. This technique, in general, is suitable where a high throughput real-time

data is needed. However, its intrinsic loss of accuracy because of the low SNR specially at

high frequencies makes it a non-preferable technique over the other techniques [4] [33].

2.6.3 Frequency Sweep

The most commonly used technique to measure the impedance is by sweeping the fre-

quency of a sinusoidal voltage or current to the interface and measuring the phase shift and

amplitude, or the real and imaginary parts, of the resulting current/voltage at every single

frequency in this sweep. This technique is used in most of the commercial instruments

which measure the impedance as a function of frequency automatically in the frequency

ranges of about 100 µHz to 50MHz. This method has been popular because of the fact that
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a high signal-to-noise ratio can be achieved in the frequency range of interest as well as its

instruments ease of use. However, all of this occurs at the cost of a higher measurement

time in comparison with other techniques and a more complicated hardware design [4,33].

In this work, we use the basic idea of sweeping the frequencies from this technique, but

we eliminate the need to measure the phase which results in a less complicated hardware

design.

2.7 Impedance Analysis Instruments

In the old days before modern dedicated instruments were available, EIS was done by

monitoring the current (I) that goes through the unknown impedance and the voltage (V )

across it, and then manually measuring the magnitude (V/I) and the phase between them.

The main disadvantage of this method was the very long measurement time needed to finish

the measurements on all the frequencies and low accuracy introduced by the human error

while measuring the voltage and current magnitude and the phase through the oscilloscope

[11].

With todays advanced technologies and dedicated instruments there exist the ability to

measure impedance using different methods, and electrode configurations from a few µHz

up to around 50 MHz. However, the very high price of those instruments and the fact that

they must be used in the lab has made researchers look for alternative portable designs. The

need for portable impedance analyzers was raised in the last few years with the increasing

interest in EIS that needs a device to be used in the field to do online measurements or

continuous measurements.

2.7.1 Commercial Impedance Analyzers

Commercial impedance analyzers or what are so called LCR meters are available in dif-

ferent sizes from different companies. One of the new models is the precision N4L PSM
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1735 Impedance analyzer [34] designed and manufactured by Newtons4th Ltd N4L (shown

in Fig. 2.2a) which come with different models namely the IAI and the IAI2 impedance

analyzer, with the specifications shown in Table. 2.1.

Table 2.1: The precision N4L PSM 1735 Impedance analyzer models

Spec IAI Impedance Analyzer IAI2 Impedance Analyzer
Connections 4 wire Kelvin connections 4 wire Kelvin connections

Interface needed PSM17XX PSM17XX
Signal level ±10V ±10V

Frequency range Up to 35 MHz Up to 50 MHz

Another model is the professional impedance analyzer BAS-Zahner IM6 [35]. This

device which is shown in Fig. 2.2b can be used in 2, 3 and four electrode configuration in

the range from 10µHz to 8 MHz to measure an impedance range 30µΩ − 1GΩ with an

error of around 3% which makes it one of the best available instruments.

Additionally, there have been some portable impedance analyzers commercially avail-

able like the PAlmSense3 from PALMSENS as shown in Fig. 2.3. This portable model

has a multifunction operation. It can work as a potentiostat, galvanostat, and impedance

analyzer. The wide frequency range 100µHz up to 50kHz makes it perfect for EIS and Fre-

quency Response Analysis (FRA). However, the device’s main disadvantage is the limited

frequency range and the high price.

2.7.2 Impedance Analyzers Designs in the Literature

Increasing interest in bio-impedance analysis in different fields is fueling the demand for

portable and affordable analyzers that can be deployed in field without having to take

the samples for measurement to a laboratory [36–39]. Several designs for such portable

impedance analyzers have been proposed in the literature, mainly employing at their heart

the well-known single impedance chip AD5933 from Analog Devices [40] as the only chip

that offers a complete, integrated system for impedance analysis.

In the work of [41] a design using the AD5933 was proposed. The design was limited
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(a)

(b)

Figure 2.2: Commercial Impedance Analyzers (a) N4L PSM 1735 (b)BAS-Zahner IM6
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Figure 2.3: Portable commercial impedance analyzer PalmSens3

and fixed at 10 Hz since it was used to conduct a specific study and the design was built

just to serve that purpose with no error or impedance range mentioned. In [42], another

design was proposed with a wide range of frequency and an acceptable error, however,

the design again was built to serve a special purpose and to work in very specific applica-

tions of cell cultures. Using the other model from Analog Devices the AD5934 the design

in [43] was concerned with single cell measurement and showed an error of 10% for cell

measurements while covering the full impedance range and a wide frequency range. An-

other design for bio-sensor application was proposed in [44] with no information on error

data, however, their design covered the widest impedance range between [41–44] . The

designs in [44–46] were the only two papers published with a frequency range that exceeds

the limits mentioned in the AD5933 datasheet. However, their designs showed a high er-

ror in measurement and that was due to the effect of the internal filter of the AD5933. A

four-electrode design was proposed in [47] with a reasonable error, and a new measuring

technique was proposed. A design for body composition was proposed in [48], but again

the design was built with a fixed frequency which limits its use. The design proposed

in [49, 50] used two AD5933, its low error made it the best design among all

. Based on two chips working synchronous together it had the ability to monitor both

the voltage across the unknown impedance and the current flowing through it. Their design
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was low power and featured low error. However, it wasn’t portable due to the complexity

of its design.

One of the latest proposed designs was the work in [51], where solutions for several

of the design difficulties using the AD5933 were proposed. Covering the range from 10Ω

to 1 MΩ at frequencies from 1 Hz to 100 kHz with one chip and an error of 3.5% for

the impedance modulus and 2.8 degrees for the impedance argument made their design

among the best of all what’s been accomplished with this chip. However, this single-chip

solution has several limitations mainly imposed on the upper-frequency limit of 100 kHz

and its unacceptable accuracy, particularly at the low frequencies, as previously outlined

in [51] and [52]. These two drawbacks have led to alternative designs based on digital

signal processors (DSPs) such as the one proposed in [53–55] where fitting algorithms

were used to fit the digitized current and voltage. Additionally an ARM-based design with

high accuracy and a wide frequency range 1mHz− 100kHz measuring an impedance range

1Ω− 1GΩ was proposed in [56]. Nevertheless, without a single chip solution, the hardware

remains complicated; which is related primarily to the need for accurately measuring the

phase shift between the electrical current flowing in the tissue under test to the applied

voltage stimulus in potentiostatic-type impedance setups, which are the most common.

Therefore, custom designed bio-impedance chip front ends have been proposed [57]. In all

the mentioned solutions, simplifying the hardware is always the target either by changing

the platform or through innovation in the circuit design itself [58, 59]. Nevertheless, a

reliable low-cost device that can be used in the field for continuous measurements of the

impedance is not currently available.

2.8 Summary

In this chapter, the basic concept of impedance was first presented. Then the Electrochem-

ical Impedance Spectroscopy (EIS) and bio-impedance were discussed along with some of

their applications. EIS modeling and measurement techniques were also briefly discussed.
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Finally, some samples of the commercially available devices were presented, followed by

a literature review of the portable impedance analyzers. The literature review showed that

the main focus of the proposed designs was simplifying the hardware which is difficult with

single-chip solutions having several limitations.



CHAPTER 3

Phase Extraction Algorithm

3.1 Introduction

At both very low and very high frequencies, phase measurements are highly affected by

noise and hardware sampling/delay limitations while magnitude measurements are less af-

fected and are easier to correct using a number of various methods. Examples of in-direct

magnitude-only techniques were recently proposed in [60, 61] which employ filter transfer

functions (known a priori) to construct the phase response from the measured magnitude re-

sponse. However, these techniques require numerical computation and a priori knowledge

of the impedance model of the unknown tissue. These methods have used either a single or

double dispersion Cole-Cole impedance model see Fig. 3.1 to fit the impedance under test.

The equivalent circuit parameters of these models are determined by using measurements

from the magnitude response to solve a set of nonlinear equations. Subsequently, having

determined the circuit parameters, the phase response of these models can be obtained.

Although these models are sufficient for a wide range of bio-impedance measurements, a

general phase extraction method which is independent of the impedance fitting model is

still needed for measurements that do not fit neither the single nor the double dispersion

Cole-impedance models.

In this chapter we re-visit the signal processing concepts underlying bio-impedance

measurements [62] and we propose a new method to extract the phase information from the

measured impedance magnitude (in Ohms) using the Kramers-Kronig transform [63, 64].

Hence, we shift the focus away from simply optimizing the hardware of bio-impedance

18
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(a)

(b)

Figure 3.1: Classical Cole-Cole models involving resistors and Constant Phase elements
(CPEs) (a) single-dispersion and (b) double-dispersion impedance models. Note that
0 < α1,2 ≤ 1 are the dispersion coefficients. Reprinted by permission from [Springer

Nature and Copyright Clearance Center]: [Springer Nature] [Circuits, Systems, and Signal
Processing] [Extraction of phase information from magnitude-only bio-impedance

measurements using a modified Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B.
Maundy, and T. Freeborn], [2017].

devices for portable applications. The method is validated using simulated datasets and

measurements collected from cherry tomatoes purchased from the local market. The his-

torical background of the method and its noise/error performance are clearly presented.

3.2 Background

Years ago, the Hilbert transform pair was proposed as a mathematical tool that can extend

an analytic function into the complex frequency domain [65]. This transform takes several

forms in continuous time and in discrete time domains. One of the first applications of

the Hilbert transform was the study of the relationship between the refractive index and

the absorption coefficient in light dispersion [66] where it was shown that they are related

to each other by a pair of equations. These equations are now known as the Kramers-

Kronig Transform (K-K transform) [67] and can be considered as a new form of the Hilbert
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transform pair. Later, they were generalized to relate the frequency dependent real part

"R(ω)" to the imaginary part "I(ω)" of any transfer function as long as this function is

causal, linear, stable and band-limited in the form

I(ω) =−
(

2ω

π

)∫
∞

0

R(x)−R(ω)

x2−ω2 dx (3.1)

R(ω) = R(∞)−
(

2
π

)∫
∞

0

x · I(x)−ω · I(ω)

x2−ω2 dx (3.2)

There are two conditions for accurate execution of (3.1) and (3.2) as proposed by [68]

namely:

1) The data set should be taken over the range xmin = 0 to xmax = ∞.

2) The data set should have its points uniformly distributed over the frequency range.

The first condition cannot be satisfied in experimental data leading to what is known as

"the tails problem" for systems which have poles or zeros located near the far ends of

the frequency measurement points xmin,xmax (later demonstrated in this chapter). Trunca-

tion of the data can lead to significant errors if there are such critical poles or zeros. Al-

though [63, 64, 68] proposed an algorithm to evaluate the K-K transform integrals, [69, 70]

tested this algorithm on real data and concluded it had many limitations and restrictions.

Therefore, the transform became employed mainly as a verification tool in commercial

impedance measurement software packages, such as Z-Hit, which computes the impedance

magnitude from the phase for data quality tests [71]. Using the transform to extract the

impedance phase information out of its magnitude information was, to the best of the au-

thors’ knowledge, first reported in [72] for low frequency impedance data taken from a

chemical reaction. However, not much can be found about their method or its extension for

high frequencies as well as other types of data and therefore the K-K transform remained

only as a validation tool [73] in the field of impedance measurement. The K-K transform
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also received some interest in optical analysis where it is sometimes referred to as the Bode

relations and is used to obtain the phase angle from the magnitude as in [74,75]. Other ap-

plications of the K-K transform were reported in [76–79]. In this work which was originally

published in [80], we propose a modified K-K algorithm and validate it on bio-impedance

data experimentally collected in the range 1Hz-2MHz. Our conclusion is that the K-K

transform can successfully be used to replace the need for actual phase measurements in

low-cost portable impedance analyzers over this frequency band, as described in detail in

the next section.

3.3 The proposed algorithm

Equations (3.1) and (3.2) arise from a linear impedance modeled as

Z ( jω) = R(ω)+ j · I(ω) (3.3)

In order to obtain the phase out of the magnitude we consider the impedance in the follow-

ing form

Z ( jω) = |Z(ω)|e j·φ(ω)

ln(Z ( jω)) = ln(|Z(ω)|)+ j ·φ (ω)
(3.4)

where |Z (ω)| is the impedance magnitude and φ (ω) is its phase angle. Equation (3.1) can

therefore be modified to

φ(ω) =

(
2ω

π

)∫
∞

0

ln(|Z(x)|)− ln(|Z(ω)|)
x2−ω2 dx (3.5)

where ω is the experimental angular frequency and x is the integration angular frequency.

However, the existence of x2−ω2 in the denominator suggest that there could be a singu-

larity when x = ω . This issue was discussed in [64] by noting that
1

x2−ω2

∣∣∣∣
x<ω

=− 1
ω2

{
1+
( x

ω

)2
+
( x

ω

)4
+
( x

ω

)6
+ .....

}
(3.6)
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1
x2−ω2

∣∣∣∣
ω<x

=
1
x2

{
1+
(

ω

x

)2
+
(

ω

x

)4
+
(

ω

x

)6
+ .....

}
(3.7)

From the above it is clear that each term tends to 1 as x→ ω . However, in our case the

terms are multiplied in the numerator by ln
(∣∣Ẑ(x)∣∣)− ln(|Z(ω)|) which tends to zero un-

der the same conditions, thereby making the function beneath the integral tend to zero too.

Hence the singularity is avoided in our algorithm.

The integral in equation (3.5) can be numerically evaluated as

φ(ω) =

(
2ω

π

) xmax

∑
xmin

ln
(∣∣Ẑ(x)∣∣)− ln(|Z(ω)|)

x2−ω2 ·∆x (3.8)

where Ẑ(x) is the fitted impedance after using linear interpolation. In particular, following

the flowchart in Fig. 3.2 for the integration to be performed, the data should be segmented

where each segment is taken over a small frequency range [ω1,ωn] where n is the num-

ber of the points in this segment which can be calculated by Total number o f data points/s

and then this segment is extrapolated to a wider frequency range where the numerical in-

tegration is performed from xmin = ω1
r to xmax = r ·ω2 where r is a scaling factor. This

segmenting idea was used in [64] to obtain a good fitting prior to integration, but it was

noted that to use a polynomial-type fit, each segment should be fitted alone.This process of

fitting each segment alone causes the order of the polynomial to be limited by the number

of points. In our proposed algorithm we only utilize linear interpolation since it is not af-

fected by the number of points per segment in the log-domain. Therefore, using Matlab’s

linear interpolation fitting algorithm, we fit ln(|Z(ω)|) to ln
(∣∣Ẑ(x)∣∣) and then divide it into s

segments. The integration is then evaluated for N points from xmin to xmax for each segment

with a step ∆x = (xmax− xmin)/N. This modified algorithm which evaluates the integral is

given in (3.9) and requires the right choice of the parameters s, r and N.
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φ(ωi) =

(
2ωi

π

) r·ωn,k

∑
ω1,k

r

ln
(∣∣Ẑ(x)∣∣)− ln(|Z(ωi)|)

x2−ω2
i

·∆xk (3.9)

Here k refers to the specific segment going from 1 to s and i refers to the frequency

point being evaluated going from point 1 to n which is the last point in the segment. A

discussion of the effects on the accuracy of the calculation of the (s,r,N) parameter set is

given in section 3.4.1.1.

3.4 Algorithm testing

The algorithm was initially tested on simulated impedance data and then applied to exper-

imentally measured impedance data from a large sample of cherry tomatoes, as detailed

below. Hereafter, the subscript k− k refers to any result from the algorithm.

3.4.1 Simulated Data

Simulated data for the single-dispersion Cole impedance model shown in Fig. 3.1(a) was

generated with component values R∞ = 1kΩ, R1 = 500Ω,C1 = 0.2 µF and α1 = 0.9. For

the double-dispersion model shown in Fig. 3.1(b) the component values for the simulated

datasets were R1 = 100Ω, R2 = 200Ω,C2 = 0.5 µF and α2 = 1. The generated datasets

were logarithmically distributed to cover the frequency range 100Hz to 1MHz with 100

points per decade where the natural logarithm of the impedance magnitude ln(|Z(ω)|)

was fitted and transformed using the proposed algorithm outlined above with (s,r,N) =

(25,100,104). The calculated phase φk−k(ω) was compared to the original phase φ(ω)

and both are shown in Fig. 3.3(a). Note that the single-dispersion and double-dispersion

datasets are given by black and red lines, respectively. Additionally, both the real and

imaginary parts of the impedance were also obtained from the calculated phase using the

equations
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Figure 3.2: K-K modified transform algorithm flowchart
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Rk−k(ω) = |Z(ω)| · cos(φk−k(ω)) (3.10)

Ik−k(ω) = |Z(ω)| · sin(φk−k(ω)) (3.11)

For further comparison with the simulated datasets, the Nyquist plot using the real and

imaginary components from (3.10) and (3.11) is shown in Fig. 3.3(b). Again, the single-

dispersion and double-dispersion datasets are given by black and red lines, respectively.

The relative error δφ (ω) of the phase calculated using equation (3.12), is shown in Fig.

3.3(c).

δφ (ω) =

∣∣∣∣φk−k(ω)−φ(ω)

φ(ω)

∣∣∣∣×100% (3.12)

3.4.1.1 Parameter tuning

The right choice of (s,r,N) is important for the accurate application of this algorithm. For

a better understanding of the effect of these parameters, the double dispersion model using

the same circuit parameter values mentioned previously was re-simulated over a wider

frequency from 1Hz to 10MHz. The algorithm was applied with different sets of parameters

(s,r,N) to quantify how each parameter affects the results. From these simulations, which

are shown in Fig. 3.4, the summarized effects include:

i) The effect of N is demonstrated in Fig. 3.4(a) for three different values of N (N =

103,104,105) fixing s = 25 and r = 100. Here, the relative error in phase is limited

to a maximum of 20%. From the figure, it is seen that the value of N = 104 limits

the relative error below 10% over the entire frequency range (100Hz-10MHz). Fur-

ther increase of N above 104 increases the computation time without significantly

improving accuracy.

ii) The number of segments s defines the number of points being integrated with the
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Figure 3.3: Comparison of computer simulated Cole-Cole impedance data original versus
that obtained using the proposed modified K-K algorithm (a) Bode plot, (b) Nyquist plot
and (c) relative error δφ (ω) in the extracted phase information. Reprinted by permission

from [Springer Nature and Copyright Clearance Center]: [Springer Nature] [Circuits,
Systems, and Signal Processing] [Extraction of phase information from magnitude-only

bio-impedance measurements using a modified Kramers–Kronig transform, A. Al-Ali, A.
Elwakil, B. Maundy, and T. Freeborn], [2017].
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same ∆x; which gives the transform the ability to follow the phase transitions pre-

cisely. The results in Fig. 3.4(b) are given for three different values of s (s= 4,10,25)

with fixed N = 104 and r = 100. These results indicate clearly that larger values of s

while reducing the relative phase error δφ (ω) at low frequencies (approximately 5%

error for s = 25), they degrade the phase error at high frequencies. Selecting s = 4

for example will ensure a relative phase error below 20% over the frequency range

(100Hz-1MHz) while choosing s = 25 ensures a relative phase error below 20% over

the frequency range (10Hz-300kHz). Due to the importance of low frequencies in

bio-impedance measurements, we select s = 25.

iii) It is clear from Fig. 3.4(c), performed with three different values of r(r = 10,100,1000)

for fixed N = 104 and s = 25) that higher values of r improve the low frequency rel-

ative phase error but degrade it at high frequencies.Given these values of N and s we

select r = 100 which can cover the range (100Hz-10MHz) with less than 20% phase

error.

3.4.1.2 The Tails Problem

The tails problem describes the significant increase in error that may occur at very low or

very high frequencies. This problem is significant when the impedance being measured has

poles or zeros at those extreme frequencies. To visualize this problem better, the double-

dispersion Cole model used in the previous example was re-simulated with the following

parameters: R∞ = 1kΩ, R1 = 900Ω, R2 = 500Ω, C1 = 100 µF,C2 = 1nF, α1 = 0.5, α2 =

0.9. These parameter values yield characteristic time constants τ1,2 =(R1,2C1,2)
1/α1,2 which

set the characteristic frequencies of the model at fc1 = 1/2πτ1 = 19.64Hz and fc2 =

1/2πτ2 =1.596MHz. Using the magnitude data in the two different frequency ranges

(10Hz-1MHz) and (1Hz-10MHz) the phase information was extracted from both responses

using the proposed algorithm. The Bode and Nyquist plots of ideal simulations and algo-

rithm extracted simulations are shown in Figs. 3.5(a) and 3.5(b), respectively. The ideal
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Figure 3.4: Relative error δφ (ω) analysis for (a) changing values of N, (b) changing
values of s and (c) changing values of r. Reprinted by permission from [Springer Nature

and Copyright Clearance Center]: [Springer Nature] [Circuits, Systems, and Signal
Processing] [Extraction of phase information from magnitude-only bio-impedance

measurements using a modified Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B.
Maundy, and T. Freeborn], [2017].
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simulations are presented as solid lines with the algorithm extracted simulations presented

as squares. From Fig. 4(c), the algorithm extracted simulations show a greater deviation

from the ideal at high frequencies for both datasets. It should be noted that this deviation

is greatest for the extraction from the 10 Hz to 1 MHz dataset; which was expected since

fc2 = 1.6MHz is out of the 10Hz-1MHz range. The error using the proposed algorithm is

reduced significantly when the wider frequency range (1Hz-10MHz) is used for the iden-

tical data as shown in Fig. 3.5(c). In the proposed algorithm, the tails problem is reduced

by integrating each segment alone on a specific frequency range. Using this approach, only

segments close to the end-frequencies are affected in cases when the impedance datasets

have critical frequencies close to these end frequencies. Since the location of the criti-

cal frequencies of a measured impedance are not known a-priori, this implies that in any

hardware solution, the magnitude data should always be collected over the widest possible

frequency range to minimize the likelihood of the tails problem and ensure the computed

phase is accurate. Alternatively, one can safely assert that the computed phase is accurate

over the frequency range which is one decade below the highest scanned frequency and

one decade above the lowest scanned frequency. That is, if the impedance magnitude was

measured over the frequency range (1Hz-10MHz) for example, then the tails problem does

not affect the calculated phase in the range (10Hz-1MHz).
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Figure 3.5: Demonstration of the tails problem in a double-dispersion Cole impedance
model which has its critical frequencies located approximately at 20Hz and 1.6MHz when

simulated for 2 different frequency ranges (10Hz-1MHz and 1Hz-10MHz) via (a) Bode
Plot, (b) Nyquist plot and (c) relative error δφ (ω). Reprinted by permission from

[Springer Nature and Copyright Clearance Center]: [Springer Nature] [Circuits, Systems,
and Signal Processing] [Extraction of phase information from magnitude-only

bio-impedance measurements using a modified Kramers–Kronig transform, A. Al-Ali, A.
Elwakil, B. Maundy, and T. Freeborn], [2017].
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3.4.1.3 Noise analysis

Testing the algorithm with noisy data is important because ideal datasets are not repre-

sentative of situations under which this algorithm will be applied and different hardware

designs are expected to have different noise levels. To generate the noisy datasets, the

double-dispersion Cole impedance model was simulated from 1Hz-10MHz using the same

parameter values given in the previous section with white Gaussian noise added. The Gaus-

sian white noise was added using MATLABs “AWGN” function using SNR values of 40,

60 and 80dB, respectively. These noisy datasets are shown in Fig. 3.6(a). The computed

phase using the proposed algorithm is plotted in Fig. 3.6(b) and the relative error, δφ (ω) is

also shown in Fig. 3.6(c). It is seen thatδφ is very low in the range 100Hz-1MHz for SNR

values up to 45dB. Lower values of SNR significantly increase the phase error. However,

it is important to mention that in actual hardware setups, the magnitude measurements are

far less susceptible to noise than phase measurements, and hence impedance magnitude

datasets with high SNRs can be achieved.

3.4.2 Cherry Tomato Experimental Data

The proposed algorithm was further tested using measurements from four cherry tomato

samples using a two-electrode configuration. The first set of measurements were done

over the frequency range 10Hz to 2MHz, while the second set of measurements, which

represents the same sample tomatoes after 4 days from the first measurement, was done

over the frequency range 1Hz to 2MHz. The data was obtained as 150 points of magnitude

and phase using the precision N4L PSM 1735 Impedance analyzer [34] with a 100mV

applied voltage signal. The magnitude data was used to calculate the phase (using the

proposed algorithm) which was then compared to the experimentally measured phase as

shown in Figs. 3.7(a) and 3.8(a). In both figures, the measured data for each sample is

given as a solid line, while the algorithm extracted phase is given as diamonds. Also, using

equations (3.10) and (3.11) applied both to the measured phase and the calculated phase,
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Figure 3.6: Noisy magnitude data testing (a) the input magnitude with different SNR
levels and (b) the computed phase compared to the ideal value (c) relative error δφ (ω).

Reprinted by permission from [Springer Nature and Copyright Clearance Center]:
[Springer Nature] [Circuits, Systems, and Signal Processing] [Extraction of phase
information from magnitude-only bio-impedance measurements using a modified

Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B. Maundy, and T. Freeborn], [2017].
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the Nyquist plots for both sets are shown in Figs. 3.7(b) and 3.8(b), respectively. For

clarity, results for 4 samples only from each set are plotted.

It is clear from Fig. 3.7(a) that the impedance of the fresh tomatoes in the first set does

have a critical frequency located between 1MHz and 2MHz and therefore the computed

phase using the algorithm deviates from the measured phase above 1MHz for some samples

(sample#2 and to a lesser extent sample#1). It is also clear from the same figure that all

samples have another critical frequency located between 50Hz and 100Hz and therefore as

expected, the computed phase starts to deviate from that experimentally measured close to

that frequency range. In Fig. 3.8(a), the second set impedance data shows no significant

change in the high frequency behavior. However, at the low frequency an extra critical low-

frequency inflection point shows up for all of the samples. For sample#1 and sample#2, this

critical point is clearly located between 1Hz and 10Hz where the computed phase deviates

noticeably from that measured while for sample#3 and sample#4, this critical frequency

is located somewhere between 10Hz and 20Hz and therefore the phase deviation is less.

Given that for this second set the measurements was collected from a lower frequency

1Hz instead of 10Hz, we notice the existence of critical frequencies in the impedance at the

lower frequency range. Furthermore, close inspection of Fig. 3.8(a) indicates that sample#3

is expected to undergo another phase inflection at a critical frequency below 1Hz. Based on

the algorithm performance compared to the precise impedance measurements, a portable

impedance device to monitor fresh cherry tomatoes using the impedance magnitude-only

requires scanning the frequency range from 10Hz-2MHz to ensure the algorithm performs

accurately. However, if the purpose of the portable device is to monitor the aging effect on

these tomatoes then it will be necessary to widen the frequency scan range to 1Hz-2MHz

since it is clear from Figs. 3.7 and 3.8 that the aging effect appear at the lower frequencies.

Of course, if the cost in time and hardware can be tolerated, it would be possible to address

both purposes by adopting a wider frequency scan range (say 0.1Hz-10MHz) and ensure

optimum accuracy. Note however, that portable devices deployed in field will most likely
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Figure 3.7: Results from the first (fresh) cherry tomato data set (a) phase information and
(b) Nyquist plot. Reprinted by permission from [Springer Nature and Copyright Clearance

Center]: [Springer Nature] [Circuits, Systems, and Signal Processing] [Extraction of
phase information from magnitude-only bio-impedance measurements using a modified
Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B. Maundy, and T. Freeborn], [2017].

be battery operated and optimization of the measurement time extends the battery life time.

Finally, it is usually the case that following the performance of bio-impedance mea-

surements a circuit model is targeted and optimization techniques are then applied to fit

the measured magnitude and phase to this specific model. For example, assume fitting the

measured tomatoe impedance data to a double-dispersion Cole model is a target. Using the

freely available EIS software package [32] equipped with a number of optimization meth-

ods, we performed best fitting on sample #1 from the fresh tomatoes data set and sample

#2 from the aging date set to obtain the results reported in Table. 3.1. A plot of the fitted

curves alongside the actual measured impedance data is given in Figs. 3.9(a) and 3.9(b)

for both samples respectively. The same optimization EIS technique was then fed with

the measured impedance magnitude but with the computed phase using the proposed algo-
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Figure 3.8: Results from cherry tomato second (aging) data set (a) phase information and
(b) Nyquist plot. Reprinted by permission from [Springer Nature and Copyright Clearance

Center]: [Springer Nature] [Circuits, Systems, and Signal Processing] [Extraction of
phase information from magnitude-only bio-impedance measurements using a modified
Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B. Maundy, and T. Freeborn], [2017].

rithm. The fitting results are also plotted in the same Figs. 3.9(a) and 3.9(b). These figures

show the actual measured impedance in solid red the EIS best fitting of this impedance in

solid black while the K-K computed impedance is shown in dashed red and its best EIS

fitting in dashed black. It is noted that while EIS optimization was not able to minimize

the error in K-K computed data at low frequencies for sample#1 (see Fig. 3.9(a)), it was

able to minimize it for sample#2, see Fig 3.9(b). The reason is that sample#1 impedance

measurements were performed starting at 10Hz while sample#2 impedance data measure-

ments were performed starting at 1Hz. In conclusion, the wider the frequency range over

which the magnitude of the impedance is measured, the less the error that will result in the

computed K-K phase.
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Figure 3.9: Comparison of data fitting to a double dispersion impedance model using
precisely measured impedance data and the K-K constructed data for two tomato samples
(a) sample #1 from the fresh tomatoe set and (b) sample #2 from the aging set. Reprinted
by permission from [Springer Nature and Copyright Clearance Center]: [Springer Nature]

[Circuits, Systems, and Signal Processing] [Extraction of phase information from
magnitude-only bio-impedance measurements using a modified Kramers–Kronig

transform, A. Al-Ali, A. Elwakil, B. Maundy, and T. Freeborn], [2017].
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Table 3.1: Comparison of the parameters of a double-dispersion Cole-Cole model fitting
of two tomato samples. Reprinted by permission from [Springer Nature and Copyright

Clearance Center]: [Springer Nature] [Circuits, Systems, and Signal Processing]
[Extraction of phase information from magnitude-only bio-impedance measurements

using a modified Kramers–Kronig transform, A. Al-Ali, A. Elwakil, B. Maundy, and T.
Freeborn], [2017].

Sample R∞(Ω) R1(Ω) R2(Ω) C1(µ) C2(µ) α1 α2
Sample #1

Experimental 132.8 606.5 603.0 437.4 0.3517 0.5348 0.6945
K-K transform 136.3 592.4 428.1 475.6 0.3243 0.50126 0.7013

Sample #2
Experimental fit 270.8 15140 1×106 0.0185 15.72 0.8588 0.4377

K-K transform results fit 280.07 14780 0.972×106 0.0162 16.47 0.8699 0.4325

3.5 Summary

A phase extraction method based on the modified K-K algorithm was proposed and tested

with different sets of data to obtain the phase information from the measured magnitude.

The application to bio-impedance data of cherry tomatoes in the ranges 1Hz-2MHz and

10Hz-2MHz was demonstrated and the errors induced by narrowing the frequency range

clearly studied. The results reported are an important step towards the realization of cheap

and portable bio-impedance sensor devices that reduce the necessary measurement hard-

ware by eliminating phase measurements without sacrificing the accuracy of measure-

ments, or introducing assumptions regarding the impedance model of the measured tissue.



CHAPTER 4

Proposed Impedance Analyzer Design and Implementation

4.1 Introduction

As it was mentioned in the introduction of this thesis, the primary objective of this work

is to design a portable bio-impedance analyzer with simple hardware, so it can be easily

deployed in the field and conduct continuous measurements. Eliminating the need for the

hardware phase measurement by using the K-K transform algorithm to extract the phase

from the magnitude reduced the design complicity.

In this chapter, the details of the proposed design which was previously shown in Fig.

1.1 will be discussed. Starting with the magnitude detection circuit before going through

the processing and control which is done through the microcontroller and the Python code.

Additionally, the implementation of the proposed design is discussed.

4.2 The magnitude detection

Measuring the magnitude as a function of the frequency can be done in several ways such

as using instrumentation amplifiers and gain detector chip like the AD8302 as in the work

proposed in [81, 82]. The AD8302 chip can detect the gain between any two signals using

log amplifiers and produces a DC voltage representing the gain in dB with a sensitivity of

30mV/dB with an input range -60 dBm to 0 dBm [83]. However, after testing the chip it

showed a high error in frequencies below 20Hz and displayed calibration problems at high

frequencies. To avoid the limitations of using a single chip solution like the AD8302 and

38
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Figure 4.1: Magnitude detection hardware design

be able to cover the full frequency range 1Hz to 10MHz, a new technique based on the

basic non-inverting amplifier design was proposed.

Figure 4.1 shows the overall design of the hardware design which starts initially with

generating a voltage signal (excitation signal) followed by a DC cancellation stage and

amplitude control of the signal. Finally, the magnitude is measured using the newly pro-

posed technique which is based on a simple gain amplifier. The details of the design first

published in [84] will be discussed in the following sub-sections.

4.2.1 Signal generation

To generate an accurate and precise signal, we chose to use a Direct Digital Synthesizer

(DDS). The best choice for our design was the AD9850 chip from Analog Devices [85].

This chip has a 32-bit tuning word which provides a resolution of 0.0291 Hz with a 125

MHz clock and maximum frequency of 62.5MHz. Those ratings and being compatible

and easy to interface with the microcontroller we chose made it the best choice for our

design. However, the AD9850 produces a signal with a constant DC offset of 0.5V and

an amplitude of 1Vp−p. To control those two specifications we needed the following two

stages of DC cancellation and Amplitude control.
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Figure 4.2: DC cancellation circuit design

4.2.2 DC Cancellation

Keeping the DC offset constant across the unknown impedance is a crucial issue for some

bio-impedance tests, since it is necessary to avoid DC polarization at the measured impedance.

This could happen when the DC voltage is different on the two ends of Zunknown in Fig.

4.1 [51]. Figure 4.2 shows the DC cancellation schematic which starts with a coupling ca-

pacitor that makes an RC high pass filter with a cutoff frequency fc =
1

2πRC = 26.53mHz.

The cut-off frequency was chosen this low so that at 1Hz the gain of the filter would be

−0.003 dB at a phase of 1.5◦ and at 100 mHz the gain of the filter would be −0.3 dB at a

phase of around 15◦, which provides the circuit the ability to have an excitation frequency

as low as 1Hz without affecting the excitation signal amplitude. It should be noted that

if the filter cutoff was chosen to be at 100 mHz then at 1Hz the gain of the filter would

be −0.04 dB at a phase of 5.7◦ which would affect the excitation signal. This low cut-off

ensures the cancellation of the DC offset before setting it to Vdd
2 using voltage division. Set-

ting the offset to Vdd
2 ensures that the signal will have this same DC voltage over the entire

analog front end and to be able to get the highest dynamic range of the Op-Amps and the

analog to digital converter (ADC). This stage is followed by a buffer to isolate it from the

amplification stage.
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Vdd/2

Figure 4.3: Amplitude control circuit design

4.2.3 Amplitude control

When conducting bio-impedance measurements of fruits, generally speaking they are not

sensitive to the excitation signal amplitude. However, in bio-impedance tests like the ones

done on humans and other biological tissues require very low excitation voltages to keep it

safe [51]. This makes controlling the amplitude necessary for any impedance analyzer to

be able to work for different applications and in various fields. While programmable gain

amplifiers (PGA) are built to conduct amplitude control, we could not find a commercial

PGA that could satisfy the system requirements of gain steps while working over the whole

frequency range. In this work, a simple non-inverting amplifier with switched feedback

resistors was used to control the amplitude of the excitation signal as shown in Fig. 4.3,

where the output will have a gain Av calculated as follows

Av =
VoutA1

VinA1

=−
R f1,n

R
(4.1)

where n is the number of the feedback resistor and switching between those n resistors can

give us any excitation voltage that we need.
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4.2.4 Magnitude Sensing Amplifier

To understand how the magnitude sensing amplifier works, we have to start with the ba-

sic inverting amplifier circuit shown Fig. 4.4. Analyzing the circuit would give us the

following well known inverting amplifier gain equation

∣∣∣∣VoutA2

VinA2

∣∣∣∣= R f2
|Zunknown|

(4.2)

where |VinA2| is the input signal amplitude to this stage, |VoutA2|is the output signal amplitude

from this stage, R f2 is the switched feedback resistor and |Zunknown| is the magnitude of the

unknown impedance which we intend to measure. Re-arranging equation (4.2) to solve

|Zunknown| yields,

|Zunknown|= R f2 ·
∣∣∣∣ VinA2

VoutA2

∣∣∣∣ (4.3)

While both R f2 and VinA2 can be controlled by the microcontroller, |VoutA2| is the only

unknown parameter that needs to be measured to obtain the magnitude of Zunknown.

With VinA2 set to be constant through out the sweep in most cases, the value of the

feedback resistor R f2 is the only value that we can control to cover a high impedance range.

The choice of the feedback resistor R f2 determines the maximum and minimum unknown

impedance that can be measured as follows

|Zunknown|max = R f2 ·
∣∣∣∣ VinA2

VoutA2,min

∣∣∣∣ (4.4)

|Zunknown|min = R f2 ·
∣∣∣∣ VinA2

VoutA2,max

∣∣∣∣ (4.5)

Where VoutA2,min is the minimum amplitude output voltage that can be read by the ADC and

VoutA2,max is the maximum amplitude voltage which won’t saturate both the ADC and the

Op-Amp. In the proposed design the feedback resistor can be automatically switched using
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Vdd/2

Figure 4.4: Magnitude sensing circuit design

the microcontroller to cover any impedance range of interest. This was done by using a

switch in the Op-Amp feedback loop as shown in Fig. 4.4.

4.2.5 Analog to digital conversion (ADC)

The ADC marks the end of the magnitude detection hardware where the output voltage

signal υoutA2 is digitized to get the amplitude |VoutA2|. The ADC also controls the frequency

range that can be covered using this device. In the proposed design, the internal ADC of the

microcontroller was used. However, with a maximum sampling frequency of 500kHz the

frequency range would be limited to 100 kHz, since at least 5 points per period are needed

to get a good fitting for the sampled signal. This was solved by using under-sampling to

sample signals over 100kHz up to 10MHz. The idea of under-sampling states that you

need to sample the signal with at least double its bandwidth instead of double its maximum

frequency, where the bandwidth of the signal can be controlled by the number of cycles

being sampled. Using this technique simplified the overall system design and reduced the

cost since it eliminates the need for an external high sampling ADC which in addition to

being much more expensive it would require special printed circuit board (PCB) design and

a field-programmable gate array (FPGA) to control it.
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4.3 Processing and Control

The proposed design is controlled by the microcontroller unit (MCU) which excites the

signal through the DDS, sets the values of R f1and R f2through the switches and digitize the

output signal. A personal computer (PC) utilizing a python code communicates with the

MCU to set the parameters ( f , R f1, R f2). Also, the PC reads the digitized signal to process

it and then calculate the unknown impedance magnitude |Zunknown| and extract the phase

using the K-K transform afterwards.

4.3.1 Microcontroller code

The microcontroller is one of the main parts of the proposed design. The flowchart in Fig.

4.5 shows the sequence in which the microcontroller code works. It starts by getting a com-

mand through the serial port to either set the value of one of the two feedback resistors or

generate the excitation signal at the specified frequency. The microcontroller then decides

to either use over-sampling to sample the signals under 100kHz or use under-sampling to

sample signals over 100kHz and up to 10MHz and set the sampling frequency accordingly

to assure that at least one period of the output signal υoutA2 is being sampled. Finally, the

microcontroller code collects 1024 samples then conveys it over to the PC where further

processing is done using the Python code.

4.3.2 Python Code

The python code was written using jupyter notebook which is a web application that allows

you to create a document from your code and add some visualization. In this work a python

code was written using this web application to do the processing of the data after getting it

from the microcontroller, and it also controls the frequency sweep as shown in the flowchart

in Fig. 4.6. The code initializes the sweep by connecting to the microcontroller through

the serial interface, and then it sets the values of the feedback resistors R f1, R f2 through the
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Figure 4.5: Microcontroller code flowchart

microcontroller to set the gain and the impedance range of operation. Afterwards, it starts

sweeping the frequencies using a predefined frequency array. At each frequency point, the

Python code gets the digitized signal from the microcontroller and fits it to a sine wave

using an open source fitting algorithm (LMFIT) from [86] . The digitized signal gets fitted

to the following equation
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Figure 4.6: Python code flowchart
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(a)

(b)

Figure 4.7: Python code results (a) sampled υoutA2 signal and (b) Magnitude and phase
results

x(t) = A · sin( fi · t +φ)+DC (4.6)

where the fitted signal amplitude A represents the output voltage of the sensing amplifier|VoutA2|.

This value determines whether to switch the value of R f2 and/or calculate the impedance

value as it was mentioned in the subsection 4.2.4. During the sweep at each frequency

point fi the fitted data and the extracted magnitude is shown for the user as in Fig. 4.7(a).

Then after the sweep, the python code applies the K-K transform to the impedance magni-

tude array to extract the phase of the measured magnitude as it was previously discussed in

section 3.3. Finally, the impedance magnitude and phase gets plotted for the user to see the

results (see Fig. 4.7(b) ) which are then saved into a text file as it is shown in Fig. 4.8.
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Figure 4.8: The saved CSV file

4.3.3 Calibration Process

Calibration is necessary to ensure accurate results. The calibration process is done to ac-

count for the switched resistors non-ideality. Although the switched resistors are expected

to have a linear response with a constant impedance (equal to the resistor value) over the

whole frequency range, in reality it was discovered that the resistors would cut-off at vari-

ous frequencies depending on their value and tolerance [87]. On the other hand, having a

switch in the amplifier feedback makes the non-inverting amplifier shown in Fig. 4.4 act

as an integrator because the switches add parasitic capacitance to the feedback loop. The
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calibration process is done using the following equation

Zc( f ) =
Rc( f )
R̂c( f )

·Z( f ) (4.7)

where Zc( f ) is the calibrated impedance, Rc( f ) is the actual impedance of the calibra-

tion resistor measured using a commercial impedance analyzer (see Fig. 4.9), Z( f ) is the

measured impedance result of equation (4.3) and R̂c( f ) is the measured impedance of the

calibration resistor Rc using our device (the result of equation (4.3) taking Rc as Zunknown).

The values of Rc( f ) shown in Fig. 4.9 show that the resistors are non-ideal as expected and

they cut-off at a certain frequency due to their non-linearity. The calibration is usually done

with a resistor value equal to the feedback resistor to calibrate with the amplifier having a

gain of 1. Figure 4.10 shows the calibration process for the feedback resistor R f2 = 2.2kΩ

using a calibration resistor Rc = 2.2kΩ. At first the actual impedance of the calibration

resistor was obtained using the precision N4L PSM1735 impedance analyzer and saved as

Rc( f ). Afterwards the same calibration resistor was place in Zunknown in Fig. 4.4 to be

measured. The obtained readings (the result of equation (4.3)) are saved as R̂c( f ) to be

used in the calibration of the magnitude results while using this feedback resistor after-

wards. Figure 4.11 shows with calibration the effect of correcting the results of a 3.3kΩ

resistor measured with our design with R f2 = 2.2kΩ. Any measurements done at frequen-

cies above the cut-off would have some higher error, although this error was reduced by

completing the calibration process for each feedback resistor. It is important to mention

that the calibration process and its data is saved on the PC and done using the python code.

4.4 Implementation

The proposed design was implemented on a breadboard first to test and choose the com-

ponents, and then a printed circuit board (PCB) was design and manufactured. In this

section, the details of the chosen components will be discussed before going through the
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Figure 4.9: Calibration resistors actual values Rc( f ) measured using the precision N4L
PSM1735 impedance analyzer

Figure 4.10: Calibration process done for R f2 = 2.2kΩ with Rc = 2.2kΩ

PCB design and implementation.
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Figure 4.11: Calibration process being applied while Zunknown is a 3.3kΩ resistor

4.4.1 Analog and Digital Components

The proposed design is controlled by an ARM® Cortex®-M4F Microcontroller [87] which

is a fast controller with a clock speed of 180 MHz and two 16-bit SAR ADCs that can reach

a sampling frequency of 500 kHz. In the implementation of the design, we used the Teensy

3.6 controller board which has the ARM® Cortex®-M4F in its core. This board which

is shown in Fig. 4.12 was used since it can be programmed using the Arduino integrated

development environment (IDE) which is an open source widely used IDE. Also, as it was

discussed in subsection 4.2.1 the AD9850 was chosen as the signal generator in this design,

and for the design implementation the AD9850 module which is shown in Fig. 4.13 was

used. The module has all the necessary external components, can be easily interfaced with

the microcontroller and simply be operated using a 3.3V single supply.

For the Op-Amps, the OPA3355 package was used from Texas Instruments [88]. It has

three Op-Amps with high bandwidth and can be operated with a single 3.3V supply which

is exactly what is needed for this design. Switching the feedback resistors was done using

the TS5A3357 analog switches [89] from Texas Instruments. One was used to switch
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Figure 4.12: The teensy microcontroller module

Figure 4.13: The AD9850 DDS module

between 3 resistors and two in parallel were used to switch between 6 resistors for R f1

and R f2 , respectively. The switches can also work with a 3.3V single supply just like the

other components in the circuit which improved the portability of the design by making it

possible to use an external battery as a power source.

4.4.2 Printed Circuit Board (PCB)

After testing the proposed design with the chosen components from the previous section on

a breadboard, a printed circuit board (PCB) was designed based on the schematics shown

Fig. 4.14 using EAGLE software from Autodesk. The double-sided (two layer) PCB layout

was then designed.The final PCB design which is shown in Fig. 4.15 was manufactured in

China by PCBGOGO (see Fig. 4.16) and then assembled at the university laboratories (see

Fig. 4.17).
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(a) (b)

Figure 4.15: Double sided PCB layout (a) top (b) bottom layers

(a) (b)

Figure 4.16: Manufactured PCB (a) top (b) bottom layers

4.4.3 Power Consumption

The power consumption of the device is very important for the designed to be portable and

work in the field. The choice of the components was made to have the lowest possible

power consumption while matching the needed specifications. The current consumption

according to the parts datasheets was found to be 79.69mA as detailed in Table. 4.1. How-

ever, the implemented PCB was drawing a current of 88mA in the sweep mood, and 52mA

while waiting for a command from the microcontroller. The rating of the proposed sys-
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Figure 4.17: Assembled PCB

Table 4.1: Power consumption

Part Part model Quantity used Supply Voltage Supply current Total current
DDS AD9850 1 3.3 46.69mA 46.69mA

Op-Amps OPA355 3 (one package) 3.3 11mA 33mA
Switches TS5A3357 3 3.3 10µA 30µA

Total: 79.69mA

tem is very reasonable taking into consideration that the device will work for few minutes

(four minutes for one sweep) to take its reading and then shutdown till the next measure-

ment. The system testing was done using a lithium-ion power bank with 5V output that

was regulated to 3.3V on the PCB.

4.4.4 Total Cost

The low cost of the device was a crucial aspect of the design as we aim for a low-cost

device that can give comparable results to the expensive devices available commercially.

The detailed cost of a single unit is shown in Table. 4.2 which sums up to around $95 CAD

which is still very cheap in comparison with the expensive devices in the market. More

than 50% of the total cost is taken by the microcontroller and the DDS modules. Those

two modules were used for prototyping, and they can be redesigned to fit the need of the
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Table 4.2: Cost of a single unit

Part Part model Part price (CAD) Quantity Total price (CAD)
Microcontroller Teensy 3.6 $54.07 1 $54.07

DDS AD9850 Module $20.97 1 $20.97
Op-Amps OPA3355 $6.53 1 $6.53

Resistors & Capacitors - $0.33 20 $6.60
Switches TS5A3357 $1.36 3 $4.08

PCB Manufacturing - $1.25 1 $1.25
Regulator LD1117V33 $0.81 1 $0.81

Total: $94.31

system which would reduce the cost significantly.

4.5 Summary

In this chapter, the full detailed design of the proposed impedance analyzer was discussed

in details by going through both the software and the hardware aspects of it, before dis-

cussing the implementation of the device. The power consumption and the cost of the

device were also discussed. It is clear from the previous sections that the device matches

the requirements of a simple, low-cost and low-power design that is needed to be used in

the field.



CHAPTER 5

Experimental Results

5.1 Introduction

The proposed impedance analyzer was tested in two stages, first on a Breadboard to check

the compatibility of the parts then the assembled PCB as shown in Fig. 4.17 was tested.

The testing for each stage was done first using some passive components and then with

some fruit samples to highlight the device ability to do bio-impedance measurements in

comparison with some of the commercial impedance analyzers.

The following sections will discuss each stage results and show the overall performance

of the analyzer. Finally, an application to Strawberry ageing and it’s effect on the bio-

impedance is presented.

5.2 Breadboard Tests

Testing the device on a breadboard before finalizing the design was essential to ensure com-

patibility and to test it before sending the PCB out for manufacturing. The testing was done

on a limited frequency range 1Hz to 100kHz due to the limitations of the breadboard where

the effect of the breadboard capacitance will appear on the results above this frequency.

Some passive components were used first to show that the device would produce accurate

results, before using some Apples to show that the device can work to obtain a high-quality

bio-impedance data.

57
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5.2.1 Passive Components Measurements

The proposed design was first tested using the well known Cole-Cole models of Fig. 3.1(a)

and Fig. 3.1(b). The single-dispersion model used the following values R∞ = 470Ω, R1 =

2200Ω,C1 = 1 µF with α1 = 1 and the double dispersion model was obtained by adding

R2 = 570Ω,C2 = 0.1 µF with α2 = 1. The experimental results in this section were ob-

tained over the range 1Hz to 100kHz with an excitation amplitude Vin = 150mV and R f

being switched between 2 resistors (12kΩ and 2.2kΩ). The results for the single-dispersion

model are shown in Fig. 5.1 while the results for the double dispersion model are shown

in Fig. 5.2. The results are in excellent agreement with the theoretical values, but the error

can be seen to be increasing above 60 kHz especially in the double dispersion-Cole model.

This was caused by the limited sampling frequency of the ADC (500 kHz). This limitation

reduces the accuracy of the fit which in turn affects the measured impedance magnitude

values.
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(a) (b)

(c) (d)

Figure 5.1: Single-dispersion Cole-Cole model testing with passive components with the
values R∞ = 470Ω, R1 = 2200Ω and C1 = 1 µF . (a) Impedance magnitude plot (b)

Impedance phase plot (c) Magnitude error and (d) Phase error.
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(a) (b)

(c) (d)

Figure 5.2: Double-dispersion Cole-Cole model testing with on shelf components with
R∞ = 470Ω, R1 = 2200Ω,C1 = 1 µF R2 = 570Ω,C2 = 0.1 µF . (a) Impedance magnitude

plot (b) Impedance phase plot (c) Magnitude error (d) Phase error.
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Table 5.1: Comparison of the parameters of a double-dispersion Cole-Cole model fitting
of the two Apple samples

Sample R∞(Ω) R1(Ω) R2(Ω) C1(µ) C2(µ) α1 α2
Green Apple (#1)
Experimental Fit 0 19552 1.4252×106 0.021884 0.02906 0.7862 0.38814

IM6 Fit 826.8 19552 1.1399×106 0.021884 0.02906 0.7862 0.38814
Red Apple (#2)

Experimental Fit 233.95 27619 54669 0.025378 2.9759 0.73987 0.79187
IM6 Fit 1571.7 24560 70734 0.016007 3.5961 0.80774 0.69765

5.2.2 Apple Measurements

The design was further tested with two different apples (#1 is a green apple, and #2 is

a red apple). They were both tested in the same range but with four feedback resistors

(326kΩ, 120kΩ, 47kΩ and 15kΩ) to cover a wider impedance range. The Apples were

also measured using a professional impedance analyzer (BAS-Zahner IM6) [35]. The re-

sults are shown in Fig. 5.3 also show good accuracy especially for Apple #2 while Apple

#1 magnitude has some error at the low frequencies. However, both apples have an error

in the phase at the edges of the frequency ranges. This is due to the so-called tails problem

in the phase extraction algorithm [80]. The tails problem is caused by the existence of

poles/zeros below and/or above the covered frequency range [68]. From the results in Fig.

5.3 we can see that there is a pole at frequencies lower than 1 Hz and a zero near 100 kHz

which causes the error at those two ends.

Finally, to validate that the measurements are meaningful despite the error in phase,

the free EIS software package from [32] was used to fit the data from both our proposed

design and the IM6 impedance analyzer to the double-dispersion Cole-Cole model. The

Nyquist plots for apple #1 and #2 are shown in Figs. 5.4(a) and 5.4(b), respectively. From

the plotted data the fitted parameters are shown in Table. 5.1. The proposed design results

give close parameters values to those obtained by the professional device (BAS-Zahner

IM6 [35]).
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(a) (b)

(c) (d)

Figure 5.3: Testing for bio-impedance using two different apples using the proposed
hardware design. (a) Impedance magnitude plot (b) Impedance phase plot (c) Magnitude

error (d) Phase error.
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(a)

(b)

Figure 5.4: Comparison of data fitting to a double dispersion model using precisely
measured impedance data and the proposed design for the two apples (a) Green Apple #1

and (b) Red Apple #2.
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5.3 PCB Testing

The final designed PCB which was discussed in the previous chapter extended the fre-

quency range up to 10MHz after utilizing the under-sampling technique and a more com-

pact design that can work with high frequencies. The excitation voltage in this section

was fixed to 1Vp−p except for impedances under 200Ω where the excitation voltage was

switched to 500mVp−p to avoid the ADC and Op-Amp saturation. Using this excitation

voltage and resistor R f2 = {0.5kΩ, 1kΩ, 2.2kΩ, 12kΩ, 68kΩ, 120kΩ} a wide impedance

range 100Ω-280kΩ was achieved.

5.3.1 Passive Components Measurements

The PCB was first tested using two different double-dispersion models, the first one had

the following values R∞ = 820Ω, R1 = 68kΩ,C1 = 0.12uF R2 = 15kΩ,C2 = 0.1nF with

α1 = α2 = 1 and the second one was obtained by using R∞ = 220Ω, R1 = 47kΩ,C1 =

15nF, R2 = 15kΩ,C2 = 1nF with α1 = α2 = 1. The experimental results were obtained

over the range 1Hz to 10MHz with an excitation amplitude Vin = 500mV and R f2 being

switched between 6 resistors as mentioned before. The results for the first model are shown

in Fig. 5.5 while the results for the second model is shown in Fig. 5.6. The results are in

excellent agreement with the theoretical values, but the error in the phase can be seen to

be increasing in the first and last decades which once again is related to the tails problem

especially in the second model.
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(a) (b)

(c) (d)

Figure 5.5: Testing with on shelf components double-dispersion Cole-Cole model with
R∞ = 820Ω, R1 = 68kΩ,C1 = 0.12uF R2 = 15kΩ,C2 = 0.1nF . (a) Impedance
magnitude plot (b) Impedance phase plot (c) Magnitude error (d) Phase error.
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(a) (b)

(c) (d)

Figure 5.6: Testing with on shelf components double-dispersion Cole-Cole model with
R∞ = 220Ω, R1 = 47kΩ,C1 = 15nF R2 = 15kΩ,C2 = 1nF . (a) Impedance magnitude

plot (b) Impedance phase plot (c) Magnitude error (d) Phase error.
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(a) (b)

(c) (d)

Figure 5.7: Day one results from the proposed design and the N4L impedance analyzer
(a) Impedance magnitude plot (b) Impedance phase plot (c) Magnitude error (d) Phase

error.
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5.3.2 Strawberry Measurements

Fresh strawberries were purchased from a local supermarket, and their impedance was mea-

sured immediately after purchase using our portable device; which uses the two-electrode

configuration. Also, measurements using the precision N4L PSM1735 impedance ana-

lyzer [34] were taken as a reference as shown in Fig. 5.7. The measured magnitude and

phase were taken from 3Hz to 1MHz under fresh conditions using our portable device and

the N4L device. The relative error in the magnitude between our device and the N4L was

less than 10% in all samples (see Fig. 5.7(c)). However, the phase error reached its max-

imum of 40% at the tail frequencies of 3Hz and 1MHz, while it remains below 20% in

the entire 10Hz-500kHz range (see Fig. 5.7(d)). The Tails magnitude error which also

affects the extracted phase at low frequencies can be related to the fact that the electrodes

can move while changing the test instrument which has some effect on the results as it was

discussed in [90] where it was shown that the electrode placement on the fruit (Apples in

their experiments) does affect the magnitude results.

5.4 Application to Strawberry Ageing

The ageing of fruits and vegetables is an important factor that affects their freshness con-

ditions. Strawberries, in particular, are known to have a very short on-shelf lifetime even

under well-controlled storage conditions.

To test the ageing effect of strawberries the fresh samples from subsection 5.3.2 were

then left in the open air before being re-tested after 24 hours and again after 48 hours

with the electrode placement maintained in the same position as shown in Fig. 5.8. The

Nyquist plots in Fig. 5.9 show a clear difference in the impedance due to the ageing effect

particularly at the low frequencies.

To quantitatively assess the ageing effect, the measured impedance was fitted to a
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Figure 5.8: A picture of the portable device with one fruit sample being tested.

double-dispersion Cole-Cole circuit model with impedance given by

Z(s) = R∞ +
R1

1+ sα1R1C1
+

R2

1+ sα2R2C2
(5.1)

This model, shown in Fig. 3.1(b), has seven parameters, which were determined by us-

ing the Newton optimization algorithm built in the EIS software package [32]. Note that

sα = ( jω)α = ωα (cos(απ/2)+ j sin(απ/2)). The Nyquist plots for sample#4 and sam-

ple#5 along with the best fit model are shown in Fig. 5.10 comparing the fresh situation to

the 24-hours and 48-hours ageing situations. The suitability of the double-dispersion Cole-

Cole model is clear from the goodness of the fit to the data and the extracted model param-

eters are reported in Table 5.2. From these values, it is clear that all three resistors R∞, R1

and R2 increase significantly due to ageing. At the same time, the pseudo-capacitance C2

significantly decreases with ageing with the dispersion coefficient α1 also showing a de-

creasing trend. Dispersion coefficient α2 appears to peak after 24 hours and then decrease.

These preliminary results confirm that the ageing effect can be detected by bio-impedance

measurements.
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(a) (b)

(c)

Figure 5.9: Nyquist plots for the five samples in (a) day 1 (b) day 2 (c) day 3

5.5 Summary

The proposed bio-impedance analyzer was tested with some passive components, and it

showed a good agreement with the theoretical values. Additionally, the device was tested
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(a)

(b)

Figure 5.10: Nyquist plots for (a) sample#4 and (b) sample#5 with their fitted model
results showing the ageing effect over the three days.
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Table 5.2: Comparison of the parameters of a double-dispersion Cole–Cole model fitting
of sample 4 results over the 3 days

R∞(Ω) R1(Ω) R2(Ω) C1(n) α1 C2(µ) α2
Sample #4

fresh 497.38 9356.1 7214.1 48.663 0.76117 20.151 0.58087
24 hours 813.69 14617 70095 45.626 0.73286 2.0634 0.76226
48 hours 1796.2 46862 243.7k 29.308 0.69309 0.59168 0.6709

Sample #5
fresh 459.74 9479.7 15567 61.55 0.76724 6.3752 0.69008

24 hours 1001.1 20350 52872 73.496 0.68712 1.141 0.74376
48 hours 1419.0 36986 136.28k 54.761 0.67398 0.7529 0.6648

with Apples and Strawberries, and the results showed a good accuracy with two different

and precise commercial Impedance analyzers. The device was then used to monitor the

ageing effect of some strawberry samples over a period of 3 days. A clear trend is present

in the results from the three days, and it shows that bio-impedance can be of great use in

agriculture and food quality and hence the magnitude only technique can be used for this

application.



CHAPTER 6

Conclusions and future work

6.1 Conclusion

The main objective of this thesis was to design a portable low power and low-cost impedance

analyzer that can be used in the field for online monitoring for fruits and food quality con-

trol. This was done in three stages. At first, a phase extraction algorithm based on the

Kramers-Kronig transform was presented and tested. Afterward, a simple magnitude mea-

surement hardware that utilizes the previously presented K-K transform algorithm for phase

extraction was designed and implemented. Finally, the entire system design was tested with

both passive components and fruits.

The phase extraction algorithm simplifies the system design as it removes the main

complexity of the hardware, namely the phase measurement and uses intensive software

to extract it from the magnitude which can be easily measured. The algorithm which was

presented in chapter 3 takes the magnitude data and then extracts the phase using a modified

Kramers-Kronig transform. The proposed algorithm was tested with some simulated and

experimental magnitude data, and the results showed the ability of the proposed algorithm

to be used for bio-impedance measurement with a new technique that would simplify the

hardware significantly.

The magnitude only measurement hardware was designed ensuring low-power and low-

cost design. Although, many magnitude detection techniques can be found in the literature

a new simplified design based on the simple idea of the inverting amplifier was proposed,

where the input was known and monitoring the output was enough to extract the unknown

73
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Table 6.1: Proposed design specifications

Frequency range 1 Hz-10 MHz
Impedance Range 100Ω−280kΩ

Excitation Amplitude 0.5, 1, 2 Vpp
Magnitude error ≤ 10%

Phase error ≤ 20%
Power Dissipation 293.7 mW

Total Cost $95

impedance which was controlling the gain of the amplifier. The proposed system design

was then implemented in a breadboard before finalizing it on a PCB. The device’s final cost

of the device was around $95 CAD which satisfies the low-cost requirement of the design

in comparison with the commercial devices in the market. With a power consumption of

around 293.7 mW at 3.3V, the device potability was achieved by using a portable power

bank. Table 6.1 shows the full design specifications1.

Finally, the device testing was done on two stages, starting by testing some passive com-

ponents and some fruits with the design implemented on a breadboard, before repeating

the same procedure to test the assembled PCB. Finally, application oriented measurements

were done where some strawberries were tested to show that the ageing effect can be stud-

ied using Bio-impedance measurements done by this device. The device testing showed

an acceptable error in comparison with two commercially available precise impedance an-

alyzers, which makes it a good alternative especially for bio-impedance measurements that

need to be done continuously in the field.

6.2 Future Work

Although the device displayed very good results and some improvements to whats already

available in the literature especially in its simple design. Further improvement can always

be done for better results and a more reliable design.

The work can be improved in the following points:

1The phase error is for the mid-frequency range ignoring the tails error which can’t be quantified.
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• Phase extraction algorithm: further work can be done to improve the algorithm re-

sults by probably using an optimization routine. Its goal would be determine the

best parameters combination that can be used to reduce the phase error especially

at the tails. Also, investigating the K-K transform from a mathematical perspective

could show some ways of improving the approximation that was used to evaluate the

transform.

• Hardware design: putting the whole analog front-end of the design on a single chip,

would reduce the error, the total power consumption and the cost of the final de-

vice. Also, it could give us some flexibility to expand the impedance range to be

able to cover the very low and very high impedances that might be needed for some

applications.

• Post-Processing: adding a feature to fit the impedance data to some predefined mod-

els and export the modeled parameters would be a great addition to this system since

it would eliminate the need to use any external processing softwares, such as the EIS

software package [32] .

• Graphical User Interface (GUI): For the device to be more user friendly a GUI can

be designed for a better user experience.

6.3 System Vision

The proposed work presented a low-power, low-cost impedance analyzer that can produce

comparable results to the expensive and bulky commercial devices. Such a device can be

used for research proposes where portable and cost-efficient device is needed. Additionally,

the device demonstrated interesting bio-impedance measurements in fruits, which can be

related to fruit growth, ripeness and ageing. A provisional patent application has been filed

to the US patent office through Innovate Calgary, and further work is being performed to

study the feasibility of commercializing such a device. The device can also be embedded
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in an intelligent system offering some useful information to a user who doesn’t have any

basic knowledge of how does it work, perhaps in some agriculture and food characterization

applications
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