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Abstract

Quantum technologies are progressing rapidly with the potential for a wide range of applica-

tions. Many different physical systems are being investigated to build quantum technologies.

Photonics plays a crucial part here. Quantum networks will almost certainly rely on photons

due to their high speed and very small interaction with the environment. Photonic quantum

computing technology is very promising too and making long strides recently. Moreover,

light-matter interaction is an essential part of most systems. Due to their ultrasmall dimen-

sions, many quantum systems are manipulated using light. Among these solid-state systems

are particularly interesting due to their potential for robust practical uses in the long term.

In this thesis, we propose two solid-state quantum devices employing photonic technolo-

gies in two very different areas - non-destructive photon number detection and quantum

simulation. Non-destructive photon number detection finds application in both quantum

networks and computing. Building on previous works to make non-destructive detectors

using cross-phase modulation, we aimed for single-photon non-destructive detection using a

nano-photonic cavity doped with rare-earth ions. The cavity however introduced complex

phase shapes. Despite this challenge, a non-destructive detection scheme with high success

probability and low loss was successfully proposed. The quantum many-body simulation pro-

posal used recently discovered Rydberg excitons in semiconductors. Shining focused laser

lights on a microscopic crystal, exciton patterns in any arbitrary shape can be created. The

Rydberg interactions between these excitons would give rise to ordered phases and can have

interesting applications like solving the maximum independent set problem. A very high

fidelity exciton detection scheme was explored too.
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Chapter 1

Introduction

Photonic technologies have become ubiquitous in quantum information processing. Photon-

ics has become important in both quantum networks and quantum computing. Photonics

is essential in quantum networks as all quantum network architectures proposed and imple-

mented to date - be it through optical fibres, free space communication or satellite trans-

mission - used optical transmission [1]. Photons have the advantages of very high speed and

low interaction with their environment. However, low interaction is a challenge too as it

is very difficult to make two photons interact. There has been rapid progress in photonic

quantum computing too. Several approaches were proposed and attempts were made to

build a photonic quantum computer [2, 3, 4, 5, 6]. Recently, one of the most advanced

quantum computers to date employing more than hundred qubits was built using photonics

technology [7]. Several efforts are currently underway to build large quantum simulators and

analogue quantum computers where optical technologies play an integral part [8, 9].

Solid state quantum technologies are essential to quantum information processing too.

Solid state systems are very attractive due to their long-term potential for robust and prac-

tical usage, as well as potentially easier mass-manufacturing based on nanofabrication tech-

niques. However, the thermal vibrations in solid state systems, called phonons, generally

causes issues like dephasing. To counter this challenge, solid state systems need to be cooled
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to cryogenic temperatures. Even with this challenge many useful quantum devices have

already been built from solid-state systems. In context of quantum networks, solid state

nitrogen-vacancy centre qubits have been used to create several initial prototypes of quan-

tum networks [10, 11]. Ensemble based solid state single photon level quantum memory

was implemented using the atomic frequency comb (AFC) proposal in rare-earth ion doped

crystal [12]. Superconducting Josephson-junction qubits are one of the leading contenders

to build a large-scale quantum computer [13, 14, 15].

In this thesis, we proposed two different schemes which make use of both the above two

promising technologies - photonic and solid-state systems. The two proposals are concern-

ing non-destructive photon detection [16] and designing a quantum simulator [17]. Non-

destructive photon detection - also called quantum non demolition (QND) detection - pro-

posal is based on sending a single photon signal and another intense probe pulse inside a

nanophotonic cavity containing rare-earth ions embedded in a solid-state crystal. The quan-

tum simulator proposal uses focused laser pulses, which are shined at specific spots on a

semiconductor crystal to create excitons. The behaviour of these excitons is measured using

laser pulses and single photon detectors. In both these proposals, photonics and solid-state

technologies are intricately intertwined.

The thesis is structured as follows. This thesis is based on the two above mentioned

papers. After Introduction in chapter 1, the next two chapters provide background informa-

tion for the first paper concerning non-destructive detection or QND detection. Chapter 2

introduces QND detection and chapter 3 provides a review of quantum networks where one

of the principal applications of QND detectors lies. Chapter 4 is the non-destructive detec-

tion paper. Chapter 5 and 6 provide introductory material for the second paper regarding

quantum simulation. Chapter 5 introduces Rydberg excitons in semiconductors on which

the quantum simulator proposal is based. Chapter 6 gives a brief overview of quantum sim-

ulation. Chapter 7 includes the quantum simulation paper. Chapter 8 concludes the thesis

with Conclusion and Outlook.
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Chapter 2

Quantum nondemolition measurement

Quantum nondemolition (QND) measurement (or non-destructive detection) was discovered

when quantum measurement theory for a single quantum system was explored. In the early

days of quantum mechanics, quantum systems were measured only as ensembles. The capa-

bility to measure single quantum systems were not there until the development of lasers and

quantum electronics around 1960s. In an ensemble, any quantity can be measured with high

resolution, owing to repeated measurements. Hence, the theory of quantum measurements

developed only later as the technology arrived for measurement of single quantum systems,

although there were some initial interests and studies before too.

2.1 Theory

2.1.1 QND Observable

As quantum measurement theory was getting developed, the main challenge was understood

to be the measurement back action due to uncertainty principle [18, 19, 20]. We will illustrate

this with an example. If one wants to monitor the position of a free mass by successive

measurements that wouldn’t be possible due to the uncertainty principle. As one measures

the position x of a free particle with small uncertainty, a large uncertainty was introduced
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in the conjugate variable momentum p, due to the uncertainty principle (i.e. ∆x∆p ≥ ~/2).

As position depends on momentum, the uncertainty in momentum then feeds back into

position. This is called the measurement back-action. So, if x is measured sometime later

the uncertainty in measurement of x would increase. However, the situation is not the same

if one measures the momentum p of a free particle. x does get contaminated (with large

uncertainty) but the value of momentum p of a free particle (Hamiltonian H = p2

2m
) doesn’t

depend on the value of x. Instead p is an integral of motion which remains constant over

time. Hence, measurement of p is called a back-action evasion measurement. Momentum,

p, can be monitored over time by measuring it again and again. If there is an external

perturbation to p between two measurements, it can be detected. Hence, momentum (p) is

called an QND observable for a free particle.

The general criterion for any observable A(t) to be a QND observable is,

[A(t), A(t′)] = 0 (2.1)

as the system is evolving freely in the Heisenberg picture [18]. The commutator among them

being zero, the set of eigenvectors are the same for A(t) and A(t′). The wavefunction |ψ〉

does not change in Heisenberg picture. So, if QND measurements are carried out repeatedly

the wavefunction collapses only the first time. After the collapse the state is an eigenstate of

the QND observable, say A(t). Hence, in the next QND measurement there is no collapse of

the wavefunction, because by the QND observable condition the state before measurement

- i.e. the eigenstate of A(t) - is already an eigenstate of A(t′). Quantum mechanics is

deterministic without the collapse of wavefunction. Hence, after the first measurement future

QND measurement results are deterministically determined. Here it needs to be noted that

although A(t) and A(t′) have the same set of eigenvectors, the eigenvalues corresponding

to those eigenvectors can very well change. Hence, successive QND measurements can very

well produce different results although they don’t collapse the wavefunction.
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The above description is in Heisenberg picture where operators (or observables) evolve

in time while wavefunction remains stationary. In Schrödinger picture, the operators are

stationary and wavefunction evolves. Hence, to find the condition for a observable being

a QND observable in Schrödinger picture one has to track the evolution of the wavefunc-

tion (more specifically eigenstates of the observable) instead. The condition, in its physical

interpretation, would be identical to that of Eq. 2.1, as it is expected.

QND can be of two kinds - continuous and stroboscopic. In continuous QND, Eq. 2.1 is

satisfied for all times (t, t′). In the stroboscopic case Eq. 2.1 is only satisfied at particular

time (t, t′) values. So, for a continuous QND observable the measurement can be done over

long time however for stroboscopic QND observable it has to be done quickly.

In the case of a free particle momentum is conserved and is a continuous QND observable.

This is shown in Fig. 2.1 (a). The particle was initially in a wave function with the broad

spread in momentum (in I). A QND measurement of the momentum was carried out (in II)

and the wave function collapsed. However, as momentum is a continuous QND observable

for a free particle, eigenstates of momentum did not change under free evolution (in III) or

in another QND measurement (in IV ).

On the other hand, the momentum of a harmonic oscillator is a stroboscopic QND ob-

servable. (see Fig. 2.1 (b)). For a harmonic oscillator, position and momentum are given

by

x(t) = x(0)cos(ωt) +
p(0)

mω
sin(ωt), (2.2)

p(t) = p(0)cos(ωt)−mωx(0)sin(ωt). (2.3)

Using these relations one can deduce,

[x(t), x(t+ τ)] =
i~
mω

sin(ωτ), (2.4)

[p(t), p(t+ τ)] = i~mωsin(ωτ), (2.5)
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which is trivial to see for the case t = 0. Clearly, these commutators (Eq. 2.4 and Eq. 2.5) are

not zero at all times. They become zero at intervals of nπ
ω

. Hence, one can carry out a QND

measurement of momentum p(t) of the oscillator at t = 0 with high precision (as shown in I

and II). Momentum, p(t) then becomes highly uncertain (in II) again under free evolution

before coming to the previous precise state again (in IV ) when another QND measurement

of the momentum would give exactly the expected result. This enables monitoring of p(t)

periodically.

Figure 2.1: Continuous and stroboscopic QND observables - Momentum of a free particle and
an oscillator at different times (I to IV) are shown when two successive QND measurements
were carried out. (A) Momentum of a free particle is an integral of motion. Hence it is a
QND observable at all times, that is a continuous QND observable. (B) However, momentum
of an oscillator becomes QND observable only at specific times like in II and IV here. Hence,
it is a stroboscopic QND observable.
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Even for continuous QND measurements it does not mean that A(t) is constant in time,

i.e. an integral of motion. This is because the eigenvalues corresponding to those eigenvectors

can change, as discussed above. In the previous example, momentum of a free mass is an

integral of motion and so too would be the energy of the mass. However, this not always

true.

2.1.2 Theory of QND measurements

QND measurement is not guaranteed by finding of a QND observable only. To measure the

observable a measuring system or meters needs to interact with the system. If not done

correctly, this can introduce perturbation to the QND observable too [19].

In quantum measurement, collapse of the wavefunction happens due to interaction with

a classical measurement apparatus. To perform a QND measurement one must not make the

system interact directly with the classical measurement apparatus as that generally means

the system is permanently demolished, e.g. when a photon is detected in photodetector.

Hence, QND measurements must be indirect. In an indirect measurement a quantum mea-

suring system (represented as meter hereafter) needs to work like an ancilla. The meter is

meant to interact with the system and get entangled. Later when the meter is measured by

the classical measuring apparatus the meter-system entangled state collapses which results

in the measurement of the system.

Below we consider the conditions on the meter and the interactions, as well as the system,

for a complete QND measurement. The necessary and sufficient conditions for a QND

measurement are given by Braginsky et. al. [19] as,

[q, U ]|ψ〉 = 0 (2.6)

Here, q is the system observable to be measured, U the operator for complete evolution of

system and meter combined (including system-meter interaction) and |ψ〉 is the initial state
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of the quantum meter. The above condition is generally replaced by the simpler sufficient

(not necessary) condition of

[q, U ] = 0 (2.7)

This is quite a general condition for QND measurements containing both continuous and

stroboscopic QND observables. This can be understood as follows. If one considers an

eigenvector of q as |qi〉 with eigenvalues qi (i.e., q|qi〉 = qi|qi〉), and an arbitrary state of the

meter as |ψm〉 then

[q, U ]|qi〉 ⊗ |ψm〉 = 0, (2.8)

implying

q(U |qi〉 ⊗ |ψm〉) = qi(U |qi〉 ⊗ |ψm〉). (2.9)

Hence, U |qi〉 ⊗ |ψm〉 is an eigenvector of q. Again, U |qi〉 ⊗ |ψm〉 is the evolved joint state of

the system and meter when the initial state was |q〉⊗|ψm〉 . So, this again confirms the inter-

pretation of QND measurement as a measurement where the eigenstate of the measurement

operator (on the system, i.e. q here) remains an eigenstate under time evolution.

However, analyzing the joint evolution of the system and meter (i.e. U) makes Eq. 2.7

a complicated criterion to evaluate. A much simpler sufficient condition (but not necessary)

arises when q is an integral of motion of the coupled system and meter,

i~
∂q

∂t
+ [q,H] = 0 (2.10)

where H is the total Hamiltonian of the system and meter together.

A further simplification arises if we consider the QND observable q to be an integral of

motion of the objects under study itself. We saw above that this is not necessary even for q

to be just the QND observable of the system, as in the case of stroboscopic QND observables.
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However in many instances q is actually an integral of motion of the system. In that case,

i~
∂q

∂t
+ [q,H0] = 0 (2.11)

Considering the total Hamiltonian as H = H0+HM+HI where HM is the meter Hamiltonian

and HI is the interaction Hamiltonian. Coupled with Eq. 2.10. and the fact [q,Hm] = 0 (as

the object and meter are different systems ) we find,

[q,HI ] = 0 (2.12)

This condition for QND measurement is rather easy to verify and used in most practical

situations.

2.1.3 History of QND measurements

QND measurements have early roots, almost going as far back as the founders of quantum

mechanics itself. In the early 1930s, the essential idea of a possible arbitrary high-resolution

measurement of an observable was toyed with first by Landau [21] and then von Neumann

[22]. They understood that the velocity of a free particle can be such an observable. Von

Neumann even gave a proposal for measuring velocity of a free mass by the Doppler Effect.

However, for a more detailed analysis of QND measurement we had to wait for two more

decades when David Bohm deduced the relation [q,HI ] = 0 [23]. This was an excessive

requirement though - i.e., a sufficient condition, but not a necessary one - as discussed

earlier.

Later with the technological developments in single particle measurement, the interest in

quantum measurements grew and many developments happened in quantum measurement

theory [24, 25] . The comprehensive development of QND measurement theory happened in

1970s by Braginsky, Vorontsov, Khalili, Unruh, Thorne and others [26, 27, 28]. Braginsky

et. al. showed that the energy of an electromagnetic resonator (i.e. photons in an optical
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cavity) can be measured non-destructively by measuring the ponderomotive force on the

resonator walls [20]. Later, Thorne et. al. showed a QND measurement scheme for the

quadrature of an oscillator [28]. Invention of QND measurement got its principal impetus

from the search for gravitational waves [18, 20]. It was conceived that a large hanging mass

would be affected by a passing gravitational wave and if one can measure some observables

related to the mass’s motion with very high precision the effect of gravitational waves can be

detected [18]. QND measurements using squeezed states of light to achieve higher precision

is still relevant in gravitational wave detection using lasers in LIGO [29].

Although QND measurement theory started in context of gravitational waves, it is of

much more general nature as we have seen above. Hence, soon after their discovery QND

measurements found application in many areas of science [20]. QND detection has especially

attracted attention in the field of quantum optics [30] and many applications have been

found including photon number QND measurements, which is described next.

2.2 Photon number QND measurement

A photon number quantum non demolition measurement scheme was proposed in 1985 using

the optical Kerr effect [31]. The Kerr effect was first discovered in 1885 by John Kerr. It is

a nonlinear optics effect where the refractive index of a medium changes depending on the

intensity of the light propagating through it. The refractive index of the medium undergoing

Kerr effect is given by n = n0 + n2I, where n0 is the original refractive index, n is the new

refractive index and I is the intensity of the light propagating through the medium. However,

Kerr non-linearity (i.e. value of n2) is generally very small in most materials. Hence, it was

only studied extensively using lasers (which have high electric field intensity) after the laser

was discovered in the 1960s.
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2.2.1 Photon number QND measurement proposal

The proposed QND measurement scheme of 1985 [31] is shown in Fig. 2.2. A signal pulse

passes through a non-linear medium altering its refractive index which gives a probe pulse

passing through the same medium a phase shift. The signal and probe pulses are at different

frequencies ωp and ωs. They both can be made to pass through the same nonlinear medium

by using dichroic mirrors M1 and M2 which are completely reflective for the probe while

being completely transmissible for the signal. The refractive index of the nonlinear medium

is changed based on the intensity of the signal pulse by the optical Kerr effect. The refractive

index of a medium is dependent on the frequency of the incident light and so is the change

in the refractive index (or permittivity). Hence, the Kerr effect of a medium is different at

different frequencies of light. As the probe is at a very different frequency compared to the

signal it can be made to have a negligible Kerr effect on the medium. The phase of the

probe pulse is altered due to the signal pulse intensity. This phase can be measured by the

interferometer by making the probe pulse interfere with itself using a homodyne detection

setup. One really measures the sine component of the phase shift which is identical to the

phase shift for small phase shifts.

The energy of the probe wave is given by,

Hp =

∫
V

1

2
εE2

pdV (2.13)

where the permittivity ε can be written as ε = ε1 + ∆ε where ∆ε = χ(3)E2
s is due

to the refractive index change caused by the signal pulse. This results in an interaction

Hamiltonian,

HI =

∫
V

1

2
χ(3)E2

sE
2
pdV (2.14)

Quantizing the electric fields in Eq. 2.13 and Eq. 2.14 gives rise to the following quantities
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Figure 2.2: Photon number QND measurement proposal using cross phase modulation.
Phase of the probe wave is altered as the refractive index of the optical Kerr medium is
changed due to signal wave intensity. The change in phase of the probe wave is measured
by the interferometer to ascertain the photon number in the signal wave. Reprinted with
permission from [31].

important for QND measurements,

Hs = ~ωs(a†sas + 1/2) (2.15)

Hp = ~ωp(a†pap + 1/2) (2.16)

HI =
~2

2V ε2
ωpωsχ

(3)a†papa
†
sas (2.17)

As = ns = a†sas (2.18)

Ap =
1

2i

(
1√
np + 1

ap − a†p
1√
np + 1

)
(2.19)

These equations contain the creation and any annihilation operators as a† and a, the

number operator as n = a†a and the volume for mode quantization as V .
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HI contains As = a†sas and hence [HI , As] = 0 making As a continuous QND observable.

The resultant phase shift depends on the spatial and temporal overlap between signal and

probe waves. In [31], the signal wave is assumed to be present all the time while the probe

pulse is present. However, the complete signal may not be sensed by the probe pulse using

this method. Hence, in many of the experimental demonstration of a weak signal pulse

providing a large detectable effect on a probe pulse, quantum memories are involved where

either the signal or the probe pulse is stored. The interaction between signal and probe then

happens by light-matter interaction with the non-stored pulse interacting with the quantum

memory.

2.2.2 Experiments

In one such experiment by Chen et. al., a signal pulse at the level of a single photon is

used to create an all-optical switch for a large probe pulse [32]. The signal is stored in an

ultracold atomic ensemble inside a cavity using a control pulse as shown in the Fig. 2.3.

The light storage is carried out by using the electromagnetically induced transparency (EIT)

mechanism. There are several atomic states involved. The signal and control beams are

incident transverse to the cavity and hence they don’t need to be in resonance to the cavity

mode, which is resonant with the |s〉 to |e〉 transition. The atoms are initially in |g〉 state

and the signal is stored by transferring an excitation to |s〉 state using the control light field

through the intermediate state |d〉. Once the signal is stored it is detuned from the resonance

frequency of the optical cavity which makes the probe pulse reflect from the cavity instead of

being transmitted. This created a single photon level signal mediated switch. In absence of

the stored signal, the large probe pulse is transmitted through the cavity while in presence

of the signal it is reflected.

The transmission of the probe pulse with different photon numbers are shown in Fig. 2.4.

As the photon number in signal pulse is increased (0, 0.4, 1.4 and 2.9 respectively from top

to bottom) the intensity of the transmitted probe pulse through the cavity decreases rapidly
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Figure 2.3: All optical switch by storing a single-photon level signal in an atomic ensemble.
(A) Experimental setup - the signal (or gate, in green) and control (in purple) pulses are
incident transverse to the cavity while the probe (or source, in yellow) pulse is incident along
the cavity mode. The atomic ensemble (in red) is cooled and trapped inside the cavity. (B)
Initially the gate mode is stored in the atomic ensemble using stopped light techniques with
the control field. (C) The presence of the stored gate mode detunes the cavity mode and
hence the source mode gets reflected - creating an all optical switch. (D) The signal or gate
mode can be retrieved using the control field later. Reprinted with permission from [32].
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Figure 2.4: Transmission of the probe (or source) pulse is plotted for different signal (or
gate) pulse photon numbers - 0, 0.4, 1.4 and 2.9. For larger stored signal photon numbers,
the probe mode transmission successively decreases as probe gets reflected instead of being
transmitted. Reprinted with permission from [32].
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showing that the probe pulse has become detuned from the cavity resonance.

A photon number QND measurement would not measure the photonic qubit state. If the

photonic qubit is encoded as polarization, time bin or frequency qubit, it doesn’t necessarily

need to be measured while measuring photon number as those variables are in a completely

different degree of freedom. However, the experiment must be carefully designed for that.

For example, in [31] a time-bin photonic qubit will not remain undisturbed as the phase of

the probe pulse depends on the spatiotemporal overlap between the signal and probe pulse.

In [33] an experiment was designed which can perform a photon number QND measurement

of the signal while keeping its time bin qubit state intact. This was done by storing the

large probe pulse in an ensemble of rare-earth ion doped crystal after which the signal passes

over the ensemble and imparts a phase shift on the stored probe pulse through AC stark

effect. The probe pulse was later retrieved from the memory and its phase was measured by

interfering it with a local oscillator derived from the same laser like that of Fig. 2.2. The

phase imparted on the probe pulse only depends on the signal photon number and not what

time bin qubit state the signal existed in. Hence, the time bin qubit remains intact.

2.2.3 AC Stark effect

The AC stark-effect (also called Autler-Townes effect and dynamic stark effect) through

which the signal pulse interacts with the quantum memory in [33] is discussed below. For a

two-level atom, the AC stark effect is straight forward mathematically. It can be understood

perfectly well by just considering a semi- classical calculation - i.e., considering a classi-

cal light wave interacting with atoms. The Hamiltonian has two parts - H0, the intrinsic

Hamiltonian for the atom and HI , the atom-photon interaction Hamiltonian.

H = H0 +HI = ~ωa|e〉〈e|+
~Ω

2

(
|e〉〈g|eiωpt + |g〉〈e|e−iωpt

)
(2.20)

where ωa and ωp are the atomic transition and light frequencies respectively. Ω denotes
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the Rabi frequency, while |e〉, |g〉 represent atomic excited and ground States. In the rotating

frame approximation H reduces to,

Hr = ~∆|e〉〈e|+ ~Ω

2

(
|e〉〈g|+ |g〉〈e|

)
=

~
2

0 Ω

Ω 2∆

 (2.21)

where, ∆ = ωa–ωp

Figure 2.5: AC stark effect - change in energy separation between atomic ground (|g〉) and
excited (|e〉) states due to the AC stark effect. In absence of any light (and so AC stark
effect) the separation is the natural frequency of the atom ω0. However, AC stark effect
changes the separation by ω2

2∆
which will give an extra detectable phase of ω2T

2∆
in time T.

On diagonalization the energy eigenvalues of Hr can be found to be -

E± =
~∆

2
± ~
√

Ω2 + ∆2

2
(2.22)

In the limit of ∆ >> Ω, the right hand term ~
√

Ω2+∆2

2
= ~∆

2

(
1 + Ω2

∆2

)1/2

≈ ~∆
2

+ ~Ω2

4∆

Using this, we find

E± = ~∆ +
~Ω2

4∆
,−~Ω2

4∆
(2.23)
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The shift of the energy levels from the bare atom levels are shown in Fig. 2.5. This

shows that the energy levels are separated by an extra amount of Ω2

2∆
. If the light pulse is of

duration T the extra phase acquired by the atom is Ω2

2∆
T . This extra phase can be detected

which is exactly what is done in [33] where the stored probe pulse was retrieved and the

extra phase was measured.

2.2.4 Application

QND detection can be applied in many different areas of quantum optics [30]. QND mea-

surement has application in various other areas including quantum information processing

[34, 35, 36]. One significant application of photon number QND detection would be in con-

structing a satellite-based downlink global quantum network architecture [37]. It would be

crucial to know if the photonic qubit has arrived at the ground station (surviving atmospheric

and diffraction loss) from the satellite, without measuring its qubit state. This is discussed

in the next chapter where quantum network is described in detail. QND measurement can

be used in fibre-based quantum repeater schemes too. The diverse application of the QND

measurement were described in our QND measurement paper [16] too, which describes a

cavity enhanced photon number QND measurement scheme using a rare-earth ion ensemble.

QND measurement in itself can be valuable to photonic quantum computation [38]. More-

over, photon number QND measurement is an indirect measurement scheme which essentially

entangles the system with an ancilla. This entangling operation can be tweaked to give rise

to a two-qubit gate for linear optics quantum computation [39]
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Chapter 3

Quantum Networks

3.1 Introduction

Quantum networks are emerging as a key future communication technology alongside opening

doors to possibly new levels of fundamental physics research [1]. A global quantum network

enabling quantum communication between any two points on Earth would transform many

technologies, many of them possibly yet unexplored. Foremost among these technologies are

quantum cryptography, distributed quantum computing and entanglement-based quantum

sensing [40, 41, 42, 43, 44]. Quantum cryptography is a secure communication technology

where the security of the cryptographic protocol is guaranteed by the laws of nature it-

self. It is the most near-term application of quantum communication in which significant

progress has already been achieved [40]. Creating a quantum internet, running distributed

quantum computing, is the long-term goal of quantum networks. In distributed quantum

computing multiple far-away quantum computers will be connected to achieve computation

in a much larger Hilbert space [41]. In the short term though myriad of other applications

should present themselves in a budding quantum network. Many entanglement-based sens-

ing protocols are examples of such proposals. Using entanglement distributed in a quantum

network, atomic clocks can be a better global timekeeper boosting the precision of our nav-
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igation technologies [44]. Similarly, entanglement distribution can improve the precision of

large baseline telescope [43]. Fundamental physics research is another exciting area that will

open with a growing quantum network. Along with fundamental test of quantum mechanics

like Bell inequality violation at large distances [45, 10], quantum networks may shed some

light on theories of quantum gravity [46] and other unexplored areas because quantum effects

at such large distances would be explored for the first time.

The aim of quantum network is to send quantum information from one place to another.

Quantum network is almost sure to be implemented by photons as they are the fastest and

interacts less with the environment. The principal issue in building a quantum network is

photon loss. Although photons interact less with the environment, single photons are still

lost fairly quickly. Due to quantum no-cloning theorem [47, 48] photonic qubits can not

be copied either. To circumvent the photon loss problem there are several approaches to

building quantum networks [1]. Entangled photon pairs can be sent directly through optical

fibres or in free space through air [49]. However, these are constrained to short distances

due to the absorption loss faced in fibre and in air. Absorption loss scales exponentially

with distance and qubit transmission rate drops quickly after a certain distance - for fibres

around 500 km [50], while only around 150 km for air transmission [51, 40]. To reach further

distances, quantum repeater protocol was designed through which photons can be sent over

thousands of kilometres through optical fibres by using quantum memory to cleverly store

photons reducing loss [52, 53, 54, 1]. However, even repeaters can not reliably distribute

quantum information beyond 1000 to 2000 km, although there exists some proposals for

larger distances [55]. A different approach employing quantum satellites is being taken over

the last decade to reach long distances which has been quite successful and is progressing

rapidly [45, 56, 57, 56, 58, 59]. Satellite transmission faces diffraction loss which increases

only quadratically with distance. Multiple proposals combining satellites and quantum mem-

ories or repeater protocols have been put forward to reach truly global distances of 10,000 to

20,000 km [1]. The two different approaches to quantum networks - quantum repeaters and
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satellite transmission - are explained in detail next. Finally the proposed memory-satellite

protocols for global distances are discussed along with the importance of QND detection

there.

3.2 Quantum Repeater

The goal of quantum network is to send quantum information to far away places. However,

as discussed before due to photon loss in direct transmission and the quantum-no cloning

theorem [47, 48] this can not be done as easily as classical information transfer. Quantum

repeaters are designed to solve the photon loss problem by cleverly distributing entangled

states over long distance using quantum memories. Then quantum information can be

transferred between distant places by teleportation using these entangled states generated

by a quantum repeater.

We showed the design of a quantum repeater in Fig. 3.1. Fig. 3.1(a) shows the basic

scheme of teleportation on which the whole design of quantum repeaters relies on. The

state of qubit 1 is teleported to distant qubit 3 by teleportation using already existing

entanglement between far away qubit 2 and 3. The process to generate this entanglement

will be discussed later. The teleportation operation (shown by green dashed ellipse) depends

on the system used. It consists of an entangling gate followed by measurement. This is a Bell-

state measurement for photonic qubits, while for atomic qubits it is a two-qubit entangling

gate followed by measurement. Afterwards, the measurement result needs to be transferred

by classical channel and a single qubit gate conditioned on the measurement results needs

to be performed on qubit 3 for it to acquire the state of qubit 1. These additional steps are

not shown in the Fig. 3.1(a) to keep it simple.

In Fig. 3.1(b) we show that entanglement distribution by teleportation forms the basis of

a quantum repeater. In a quantum repeater, entanglement is distributed over long distance

by simply teleporting the state of one qubit of an entangled pair, as we can see the state of
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Figure 3.1: (a) Teleportation – Initially distant qubits 2 and 3 are entangled (shown by solid
blue line), while qubit 1 is separate with its own quantum state but physically close qubit
2. In the next step, the qubit state of 1 is teleported to the distant qubit 3 by doing a
joint operation on qubits 1 and 2. This operation (shown by green dashed circle) consists
of an entangling gate followed by measurement. For photonics qubits this is can be Bell-
state measurement, while for atomic qubits it is a two-qubit entangling gate followed by
measurement. Further classical communication of the measurement results and single qubits
gates on qubit 3 based on the measureement results is needed to complete the teleportation
process. This is not shown in the figure for simplicity, mentioned in detail in text. (b)
Teleporting an entangled qubit (say II here) to a distant location (say, at the place of
IV) forms the basis of quantum repeater. This enables entangled distribution over longer
distances. (c) A schematic diagram showing working principle of quantum repeater. Initially,
eight quantum memories (A-H) are not connected to each other. Eventually, entanglement
between A and H was established though successive tries of entanglement generation, storing
and eventually performing the entanglement swapping operation (See text for details).
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II is teleported to IV here.

However, this is not all. One must have reasonably entangled qubits I-II and III-IV

already. This entanglement generation process is described in details in Section 3.2.1. One

way to achieve this - without using any further devices, specifically quantum memories - is

that entanglement can be distributed by directly transmitting entangled photons through

optical fiber over the smaller links. However, the optical fibers still have loss, even at small

distance. This means that the probability that photons would be transmitted simultaneously

in both links (I-II and III-IV) successfully is equivalent to the probability to directly transmit

a photon over the whole distance (i.e. I to IV), as the probabilities of transmission over I-IV

is nothing but the probabilities of transmission in I-II and II-IV links multiplied. So, we end

up with the same problem we were aiming to solve.

To solve this issue, quantum memories are used, and they play a pivotal role in quantum

repeater. In the above example using quantum memories would mean storing all the photonic

qubits (I,II,III,IV) in quantum memories. This way when entanglement is created in one link

(say I-II) but entanglement creation fails in the other link (III-IV), we can store the entangled

qubits in I-II link in quantum memories while we wait for the other link to succeed. When

both links succeed, we perform teleportation (called entanglement swapping in context of

quantum repeaters) to create entanglement between I and IV.

This basic working principle of a quantum repeater is described in detail in Fig. 3.1(c).

Initially, eight quantum memories (A-H) are not connected to each other. Quantum memo-

ries B-C, D-E and F-G are physically close to each other. The dashed blue lines show the

effort to entangle two distant memories (say, A-B or C-D) using photons. This effort some-

times succeeds and sometimes fails. When it succeeds the created entangled state is stored

in the quantum memories, while we attempt the failed ones again. After a try, we may see

that only A-B succeeds while others do not. Entanglement in memories A-B is stored while

we try others. The second try is a lucky one where two entangled states are created (C-D

an E-F). Now both sets of memories A-B and C-D are entangled and hence (as shown in
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(b)) we can entangle A-D by performing entanglement swapping. Repeating the same pro-

cedure, in the next step when G-H is successfully entangled, E-H can be entangled. Finally,

with memories A-D and E-H entangled already, A-H is entangled, completing entanglement

distribution from A to H. In principle, the entanglement swapping operation can also fail

and then you need to start from the beginning for that part of the repeater. We do not

show it here for simplicity. The scheme shown above is an exaggeration in other ways too.

Generally to entangle two qubits many attempts are needed and most attempts will return

no entanglement generation at all. All these failed attempts are not shown either for obvious

reasons.

The quantum memories described above are an essential part of the quantum repeater.

They need to store certain qubits (e.g. A in Fig. 1(c)) from the time entanglement in created

the first time there (e.g. in A-B link), until entanglement distribution in the whole link is

finished. Hence, memories must have long storage time. The storage time is fundamen-

tally bounded from below by the light travel time in the links. Except the storage time,

the memories also need to be high efficiency and have multimode capacity for a reasonable

entanglement distribution rate [1, 52]. As many memories are involved in multiple nodes,

low efficiency would make the rates drop dramatically. The rates of the repeater protocols,

especially at large distances, is not very high without multiplexing. Multiplexing is using

multiple photons of a particular mode (e.g., of frequency mode or temporal mode or spatial

mode) together in a repeater to increase rate. It is very advantageous as the entanglement

generation rate is proportional to the multiplexing rate. Thus, rates can be improved by

orders of magnitude even with moderate multiplexing. However, these strict requirements

on the quantum memories are one of the most significant barriers towards successful imple-

mentation of a quantum repeater.

Another essential requirement for quantum repeater is generation of heralded entangle-

ment [52]. Heralded means that it is known when entanglement is successfully created in

an elementary link (say in A-B link). The entanglement generation attempt may fail many
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times, that is the photons may get lost in the optical fiber. However, when it succeeds, we

can get to know about it in two ways. One would be using non-destructive detection or

QND detection on photons where the photon is detected without disturbing its quantum

state. This is however a difficult task as described earlier. Another easier path is followed

by most quantum repeater schemes where the quantum memories are entangled with single

photon(s) and by measuring the single photon(s) in the middle of the link by Bell-state mea-

surements the two quantum memories are entangled. This technique is discussed in detail

for the quantum repeaters scheme described below.

3.2.1 DLCZ scheme

The fundamental structure of quantum repeater described above was proposed by Briegel

et. al. [53]. One of the early proposals to implement such a quantum repeater was given

in 2001 by Duan, Lukin, Cirac and Zoller [54] - widely known as the DLCZ protocol. The

DLCZ protocol portrays possible implementation techniques for entanglement generation and

entanglement swapping needed in a quantum repeater which was taken as granted earlier

in Fig. 3.1. The basic ideas of DLCZ protocol are depicted in Fig. 3.2. The proposal is

based on ensemble quantum memories, particularly on atomic ensembles where each atom

is considered a three-level system with two ground states |g1〉 and |g2〉 and an excited state

|e〉. The essential part of the proposal are the ‘write’ and ‘read’ pulses shown in Fig 3.2(a).

The ‘write’ pulse is used to write a qubit state into the quantum memory while the ‘read’

pulse is used to read it out. The ‘write’ pulse is a laser pulse which is detuned from |g1〉 - |e〉

transition. The ‘write’ laser pulse intensity is set such that it occasionally produces a photon

by Raman scattering and simultaneously stores an atomic excitation in |g2〉 state. Because

of the low probability of producing a photon the probability of creating a two photon state

is very low. Using the ‘write’ pulse from two such atomic ensembles an entangled state of

the atomic ensembles can be created as shown in Fig. 3.2(b). When one photon is detected

in the detectors then the detected photon may come from either A or B atomic ensemble
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Figure 3.2: (a) A schematic diagram showing the working of ’write’ and ’read’ pulses in
DLCZ scheme. ’Write’ pulse is used to encode or write a qubit state in the atomic ensemble
while the ’read’ pulse is used to decode or read out the qubit state. (b) Entanglement
generation using ’write’ pulse. Two atomic ensembles are entangled by detecting a single
photon in the photo-detectors (d,d̃) at the middle (BS - Beam splitter). (c) Entanglement
swapping using read pulses. Two atomic ensemble are entangled and measured to perform
the teleportation operation described in Fig. 3.1. See text for further details. Reprinted
with permission from [52].
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creating an entangled state -

|01〉+ |10〉√
2

where |0〉 represents the absence of an excitation in the atomic ensemble while |1〉 represents

a single collective excitation - i.e., |0〉 = |g1g1...g1〉 and |1〉 = (|g2g1...g1〉 + |g1g2...g1〉 +

|g1g1...g2〉)/
√
N - for each ensemble.

This state is created because there is no way to tell which path the photon came from.

This will accomplish entanglement generation. For entanglement swapping procedure the

‘read’ pulse is needed. ‘Read’ pulse is resonant on the |g2〉 - |e〉 transition which reads out

the atomic excitation and efficiently turns it into a photon along a particular direction due to

a collective interference effect [52]. Entanglement swapping using the ‘read’ pulse is shown

in Fig. 3.2(c). The retrieved photons from two adjacent memories B and C can be used to

do a Bell state measurement (BSM) and perform the teleportation operation. ‘Read’ pulse

can also be used for retrieving stored photons for final use of entanglement.

DLCZ was an early repeater protocol and hence had several limitations [54] . The ‘write’

laser pulse intensity must be kept low enough to prohibit two-photon generation. However,

this means the single-photon generation rate is also low. Multiplexing is not considered in

this protocol. Other limitations include finding atoms which can store telecom frequency

photons. Telecom photons at 1550 nm wavelength are used in classical communication

because this is the wavelength for which the optical fibre loss is minimized. This is because

photon generated during qubit storage themselves travels through the fiber. Limited success

probability of entanglement swapping using Bell state measurement in another issue [60].

To solve these and other problems many novel repeater schemes were designed over the

years [61, 62, 63, 64]. For example, one of these is using an entangled pair source and

multimode memories [63]. This scheme transmits and stores separate photons from an

entangled pair solving the telecom frequency storage issue while multimode storage is taken

care of using multiple time bin qubits stored in the multimode memories.
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We discussed ensemble quantum memories and repeater schemes above. There are many

quantum repeater proposals using single systems (i.e. atoms, ions, nitrogen vacancy centres,

quantum dots etc.) in which significant progress has been made [65, 10, 11]. The principal

scheme is generally similar. Difference lies in the storage medium where a single system is

used instead of an ensemble.

Research on different quantum repeater protocols and physical systems is still ongoing.

Significant progress has been made in many respects over the years. Full scale quantum

repeaters are still confined to small distances (below 100 km) [10, 66, 67, 11] and have

not beaten direct transmission yet mainly due to the strict requirements on the quantum

memories [1, 52]. Moreover, due to the many complexities in its design quantum repeaters

cannot stretch much further than 1000-1500 km, although some proposals for longer distance

exist [55].

To reach large distances an alternative pathway of transmission from orbiting satellites

has become attractive and manifestly successful over the last decade. We explore the advan-

tages and challenges of transmitting quantum information from orbiting satellites next.

3.3 Satellites

The rise of quantum communication satellites has been a spectacular event over the last

decade. Satellites achieved entanglement distribution over 1200 km [45], which is impossible

currently with any fibre-based architecture. This has been possible as satellite loss is princi-

pally due to diffraction which varies quadratically with distance compared to the exponential

absorption loss like in optical fibre or air transmission. Diffraction loss occurs due to beam

divergence. So along with distance, diffraction loss also depends on the ground and satellite

telescope diameters. Large ground telescopes (diameter in meters) are common. However,

satellite telescopes are restricted to smaller sizes (in tens of cm) as large telescopes are heavy

and expensive. Incorrect beam pointing is another big source of error. A low earth orbit
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(LEO) satellite goes around the earth almost every 90 minutes. To point a light beam at

or detect a beam from such a satellite (say, with a 30 cm diameter telescope at 500 km

elevation) satellite tracking error below 30 cm / 500km ∼ microradians is needed. Hence,

developing a sophisticated satellite tracking technology is one of the most important parts

of a Quantum satellite mission [68].

3.3.1 Atmospheric transmission

Atmospheric transmission loss is another significant loss factor which consists of absorption

in atmosphere and atmospheric turbulence. Absorption loss depends on wavelength of light

and angle of incidence through the atmosphere [68]. Light to or from satellites can not be

incident at a very large angle with respect to Earth as grazing incidence increases absorption

loss dramatically because absorption loss varies exponentially with distance.

Atmospheric turbulence causes significant issues too. Turbulence generates random fluc-

tuations in the refractive index of the air which results in beam spreading, beam wondering

and even beam fragmentation, effectively increasing the beam size causing losses. Turbu-

lence is most pronounced close to the surface of the earth and practically ends at 20 km,

after which the atmosphere itself is too thin to be considered. Turbulence does not affect

downlink transmission significantly as the beam does not have any propagation length after

going through the turbulent atmosphere. However, in uplink transmission after the turbu-

lence, the beam must propagate for hundreds of km resulting in very large beam size at the

satellite.

Adaptive optics systems can help compensate for the turbulence effect by first surveying

the atmosphere by detecting a reference light and then introducing beam tilt and wavefront

corrections to the outgoing uplink beam using segmented mirror telescopes. Atmospheric

turbulence effects change in the time scales of 10-100 ms. When laser pulses shorter than

that duration are used atmosphere’s refractive index variation remains frozen which can be

surveyed and compensated.
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Compensation does not generally work very well as it is quite difficult to survey before-

hand the exact part of the atmosphere through which the uplink beam would propagate. If

a downward laser from the satellite is used as reference light source it would pass through

a different part of the atmosphere than the uplink beam as the satellite would move in the

meantime. Hence such an offset downward reference laser would only cause negligible im-

provement. A much better results can be obtained using Laser Guide Stars (LGS) which

are artificial stars created by shining powerful laser beam at sodium level of the atmosphere

at around 90 km elevation [69]. The light from this artificial star transmitted to the turbu-

lent atmosphere is detected on earth to compensate turbulence effects. LGS provides much

better results as compared to an offset downward laser because LGS can be created in the

direction of the uplink transmission without any offset.

Even then the light would not pass from the exact same area of the atmosphere as light

would pass through two opposite cones for the downwards propagating light from LGS and

uplink transmission towards a satellite. This is called the cone effect. Due to the cone effect

and other reasons losses for turbulence cannot be completely compensated using AO systems

[69]. As it is evident from the above discussion AO system is also quite complicated requiring

segmented mirrors, LGS etc. This implies that the uplink turbulence loss remains a thorny

issue for quantum communication.

3.3.2 Satellite transmission protocols

Many different quantum transmission protocols are possible using quantum satellites. Pho-

tonic qubits can be sent from satellite to ground (downlink), ground to satellite (uplink) or

entangled photons can be sent to two points on Earth from a source in the satellite via down-

link transmission. Downlink qubit transmission can also be achieved using retroreflectors on

board satellites which works as polarization modulators. Weak laser pulses are sent to the

satellite and the retroreflector on the satellite, working as polarization modulator, chooses

the polarization of the reflected downlink photonic qubit [70].
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There have been many feasibility studies for quantum satellites to ascertain parameters

like total loss or background noise in downlink or uplink transmission. Studies are considered

to include the basic factors [71] as well as advanced studies to consider all effects precisely

[68]. Initial experiments were also conducted using optical sources or retroreflectors present in

existing satellites. These experiments checked different parameters like conclusively proving

that a polarization qubit would not decohere due to turbulence in atmospheric transmission

[72, 70].

In 2017, in culmination to all the previous work, the Micius satellite was launched by

China which achieved several milestones including entanglement distribution over 1200 km

[45], quantum teleportation to the satellite over 1400 km [57] and several successful Quantum

Key distribution demonstrations [73, 58, 59, 56]. The different protocols performed by Mi-

cius satellite are shown in Fig. 3.3. Micius satellite was equipped with two telescopes (with

diameters 30 cm and 18 cm), PPKTP (Periodically Poled Potassium Titanyl Phosphate )

based SPDC (Spontaneous Parametric Down-Conversion) entangled photon source, a weak

coherent pulse (WCP) source to carry out BB84 quantum key distribution (QKD) schemes

and single photon detectors. It also had more lasers, alignment optics and detectors to be

used for satellite tracking [Acquiring pointing and tracking (APT) system] and polariza-

tion correction. Using the entangled pair source entanglement was distributed between two

ground stations separated by 1203 km on earth [45]. They perform the Bell inequality viola-

tion test on this entangled pair which increased the Bell test violation distance by almost an

order of magnitude. There has been an entanglement based QKD scheme with this entangled

pair too [56]. Micius performed QKD in the downlink using WCP source through the BB84

protocol separately [58].There has also been an uplink transmission experiment where a pho-

tonic qubit has been teleported from ground to the satellite [57]. The teleported photonic

qubit is detected using the single photon detector onboard the satellite. The unknown qubit

which is teleported originated from another entangled source by heralding, generated using

the same pump laser as used for the other entangled pair. This was needed for a complete
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overlap in the beam splitter before the measurement.

Several trusted node QKD experiments were performed using Micius where the satellite

is considered as a trusted node or relay [59, 74]. In one such experiment, a Quantum

encrypted video call was conducted between Austria and China [59]. More recently, in

another experiment trusted node QKD has been performed over 4600 km between two cities

in China, with trusted nodes in both ground and satellite [74]. Plans were already floated

to launch a whole fleet of quantum satellites to perform Global trusted node QKD [75].

Trusted node QKD using satellite nodes is currently viewed as more secure than ground

nodes because satellite nodes are perceived to be less hackable, at least for now. This may

very well change with advances in space technologies.

However, LEO satellites cannot establish entanglement beyond ∼ 2000-3000 km due

to the curvature of earth. This is needed for truly secure QKD and other applications

like distributed quantum computing in large distances. To reach far away distances one

needs either higher orbit satellites or a memory-satellite combined schemes. Satellites in

geostationary (GEO) orbit (at 36,000 km elevation) or even lower medium earth orbits

(orbits between LEO and GEO) can establish entanglement between two places in earth,

apart from each other by around 10,000 km. However, the rates will be low as a photon has

to travel a long distance coming from the higher orbits [37]. Some early experiments were

performed using retroreflectors in higher Earth orbits to reflect back photons sent from earth

to model the high orbit transmission [37].

3.4 Memory-Satellite protocols and QND detection

Even geostationary satellites cannot send photons much further beyond 10000 km though.

Even before the earth’s curvature gets into the way the grazing incidence of photons through

the atmosphere causes high enough loss [37]. Hence, for truly Global distances of 10,000 to

20,000 km one would need other protocols combining quantum memory and satellites [37].
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Figure 3.3: Different experiments performed with Micius satellite [73, 45, 57, 58]. (a) Down-
link QKD - Using a weak coherent pulse (WCP) source (black circle) photons are sent
downlink to ground station to perform decoy-state QKD [58]. (b) Entanglement based QKD
- An entangled pair source (red circle) aboard Micius is used to perform QKD [73]. (c)
Uplink teleportation - Entangled photon pair source (red circle) in ground station is used to
teleport a qubit to satellite. The unknown qubit, to be teleported, also comes from another
entangled pair for technical reasons. See text for details [57]. (d) Entanglement distribution
in downlink- Entangled photon pairs are distributed between two ground stations, separated
by a record 1203 km on earth, by downlink transmission [45].
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Such protocols would also be useful for smaller distances to increase the rate.

The first such protocol was given in [37]. It is depicted in Fig. 3.4(a). Quantum non

demolition (QND) detectors are necessary for this protocol along with Quantum memories

(QM). Both QND detectors and memories are kept in ground for the sake of easy operation

and maintenance while satellites containing source will send entangled pairs to the ground

stations. The successfully transmitted entangled pairs would be detected by QND detec-

tors and stored in memories. There would be entanglement swapping between the quantum

memories later, as shown in Fig. 3.4(a) using Bell state measurement (BSM). In [37] an

equatorial satellite constellation was proposed. However, this method will work for a general

constellation of satellites to distribute entanglement between any two points on earth. QND

and QM were kept in the ground stations in [37], although they can alternatively be in a

satellite too as proposed in [76]. Although seemingly difficult this may be possible, especially

in light of recent successful atomic and optical physics experiments in space [77, 78]. QND

and QM placed in satellite would evade the extra downlink and atmospheric loss and depen-

dence on weather conditions on multiple links simultaneously for successful entanglement

transfer over a long distance.

Multiple other architectures are possible using memories and satellites. One such pro-

posal, as described in Fig. 3.4(b), consists of a putting a very long-term memory in satellite

which also contains an entangled source [1]. One photon of the entangled pair is transmitted

downlink while the other is stored in the memory. The satellite then moves from one place

to another physically and when it reaches the destination the stored photon is retrieved and

sent downlink. This protocol would require a very long storage time memory with storage

time at least in minutes, preferably in order of an hour as the satellite needs to physically

move over a large distance for this to be useful. In this context, rare-earth ion based solid

state system has been investigated with coherence times as large as 6 hours [79], although

a functioning quantum memory with such long coherence time has not been constructed

yet. Moreover, the memory must have high multimode capacity through spatial, temporal
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Figure 3.4: Some of the many memory-satellite combined approaches to distribute entan-
glement. (a) A repeater protocol over LEO satellites to distribute entanglement over global
distances using quantum memories (QM) and quantum non-demolition (QND) detectors in
ground stations [37]. (b) Entanglement is distributed using a very long-term memory. One
Photon of an entangled pair is stored in the memory (red Square) which is later retrieved
and transmitted downlink once the satellite has physically moved to a far-away destination
[1]. (c) Memories on board satellites can facilitate entanglement distribution for both uplink
and downlink transmission [76].
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or frequency multiplexing for effective transmission rate as there is a large time delay due to

physical movement of the satellite (∼ 1000s). Considering this time delay in transmission,

sending a single qubit in a single journey would be equivalent to transmission at the rate of

only 10(−3) qubits/second which is very low. Hence, multiplexing is necessary.

Another protocol is described in 3.4(c), where memories are kept in the satellites which

can enable both uplink and downlink transmission and use single photon transmission instead

of entangled sources in both the downlink and uplink. Source and detectors can be in both

ground stations and the satellite. Source and detectors are not shown in Fig. 3.4 (c) for

simplicity. When memories present in the ground link too this scheme can generate entangled

photons without using Quantum non-demolition (QND) detectors. A Bell state measurement

needs to be carried out of the two photons transmitted in the uplink from two ground

stations. This can be achieved with or without Quantum memories in the satellites, although

memories would help. However, as described earlier uplink transmission has higher loss due

to turbulence. Adaptive optics systems can be helpful in reducing turbulence although those

are complicated and their influence limited. Hence the scope for entangled distribution using

uplink transmission is limited and would provide much lower rates than downlink even when

it becomes possible. Hence downlink transmission would be preferable. However, downlink

transmission would require quantum non demolition measurements detectors to successfully

store and use entanglement. Such a QND measurement proposal to know the presence of a

single photon, without destruction of its qubit state, is presented in the next chapter (based

on our paper [16]) .
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Chapter 4

Theory of cavity-enhanced

nondestructive detection of photonic

qubits in a solid-state atomic

ensemble

Preface

This is the first paper of the thesis proposing a non-destructive photon number detection

(or QND detection) using a solid state system. Non-destructive photon number detection

has applications in a range of areas - from quantum network architectures to quantum

computation schemes and beyond. Here we present a proposal for non-destructive detection

of a single photon using an ensemble of rare-earth ions inside a nano-photonic cavity.

This work was done in collaboration with my co-authors. I have carried out the numerical

modelling and associated calculations. I have written most of the paper, with input from

my co-authors.
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Abstract

Non-destructive detection of photonic qubits will enable important applications in photonic

quantum information processing and quantum communications. Here, we present an ap-

proach based on a solid-state cavity containing an ensemble of rare-earth ions. First a probe

pulse containing many photons is stored in the ensemble. Then a single signal photon, which

represents a time-bin qubit, imprints a phase on the ensemble that is due to the AC Stark

effect. This phase does not depend on the exact timing of the signal photon, which makes

the detection insensitive to the time-bin qubit state. Then the probe pulse is retrieved and

its phase is detected via homodyne detection. We show that the cavity leads to a depen-

dence of the imprinted phase on the probe photon number, which leads to a spreading of the

probe phase, in contrast to the simple shift that occurs in the absence of a cavity. However,

we show that this scenario still allows non-destructive detection of the signal. We discuss

potential implementations of the scheme, showing that high success probability and low loss

should be simultaneously achievable.
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4.1 Introduction

The ability to non-destructively detect photonic qubits - without absorbing the photon and

without revealing its qubit state - would enable important applications in photonic quan-

tum information processing and quantum networks. For example, photon number resolving

quantum non-demolition detectors and feed forward would allow implementing deterministic

two-qubit gates in linear optical quantum computation [39], and non-destructive detection

of time-bin qubits unlocks the path to novel quantum network architectures [80, 1]. One

promising avenue towards this goal is quantum non-linear optics [81]. Significant advances

have been made through strong nonlinear interactions in atom-cavity systems [82], nonlin-

earities mediated by Rydberg atoms [83] and AC Stark shift [84, 85, 86, 87].

Recent progress in cavity-enhanced light-matter interfaces involving rare-earth ions (REI)

succeeded in solid-state implementation of quantum memories and controlled light-matter

interaction in single or ensembles of REIs doped into a crystal [88, 89, 90, 91, 92]. This

promises a path towards robust and scalable implementations of photonic quantum informa-

tion processing. Driven by progress in coupling REI to nano-photonic cavities, a proposal

for non-destructive photon detection based on a single REI coupled to a photonic cavity has

been developed [93]. However, at the current state of technology it is still challenging to

achieve situations where a single ion is coupled to a cavity in a reproducible and scalable way.

For practical reasons, it is therefore also of interest to consider employing REI ensembles in

photonic cavities for non-destructive detection of photonic qubits.

One form of nonlinear interactions based on atomic ensembles is to use a single photon

to impart a detectable cross-phase shift on a multi-photon coherent probe field [94, 95].

The simultaneous presence of signal and probe fields in different configurations in an atomic

system enables cross-phase modulation based on the AC Stark shift [84, 96]. This effect is

sensitive to the spatio-temporal overlap of probe and signal fields. Storing the probe field

in the atomic ensemble eliminates any sensitivity to the timing of the signal [97], which

can be exploited for non-destructive detection of photonic time-bin qubits without revealing
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any information about the time-bin state of the signal, as proposed in Ref. [33]. Single-

shot and non-destructive detection of single photons based on AC stark shift was shown to

be impossible for a single pass through atomic ensembles, as off-resonant absorption loss

becomes prohibitive for cross-phase shifts larger than the intrinsic phase uncertainty of the

probe field [33]. This limitation can be circumvented with multiple passes through the

medium [33] or by enhancing the cross-phase shift with a cavity. The multi-pass approach is

difficult to realize in practice because it requires very low-loss switches. On the other hand,

as we will see below, the cavity introduces complications that were not analyzed in Ref. [33],

motivating the present study.

In this paper, we analyze a scheme to construct a single photon QND detector in a solid-

state REI ensemble inside a cavity. A probe field is initially stored in the atomic ensemble.

Then a single-photon signal that is resonant with the cavity and off-resonant with respect

to the atomic transition interacts with the atomic ensemble; see Fig. 4.1. The single photon

signal is considered to carry quantum information encoded in its timing [98]. Due to the

AC Stark shift [99], a phase is imparted on the state of the atomic ensemble that contains a

stored probe field. The phase shift on the atomic state leads to a phase shift on the retrieved

probe field. Given that the cross phase shift is cumulative and the probe field is stored during

the interaction, the phase shift on the retrieved probe field will not reveal the time-bin qubit

state of the signal. In the absence of a cavity [33], an initial coherent state of the probe

field |α〉 is retrieved as |αeiφ〉, where the signal pulse induces a phase shift φ on the probe

state. For multiple passes this phase shift is simply multiplied by the number of passes. In

contrast, in the current scheme, we find that the cavity resonance becomes sensitive to the

number of atoms in the ground state, which depends on the photon number distribution

of the stored probe field. This leads to a dependence of the cross-phase shift (due to the

single-photon signal) on the photon number distribution of the probe field.

This paper is organized as follows. After discussing the storage of the probe field in

section II, we analyze the cross-phase shift in detail in section III. In section IV, we show our
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results for a practical discrimination between a single photon and vacuum through quadrature

detection. In section V, we describe an implementation based on rare-earth ion ensembles

in nano-photonic cavities. In section VI, we conclude that the implementation of non-

destructive photonic qubit detection should be within reach for the present approach.
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Figure 4.1: (Color online) Scheme for non-destructive detection of a photonic time-bin qubit.
(a) Input and output single-photon time-bin signal fields interacting with a nanophotonic
crystal cavity coupled to an atomic ensemble that contains a stored probe field. (b) Atomic
level configuration for storage of the probe field in the atomic ensemble. The cavity is in
resonance with the probe for the storage process, but is detuned from the probe and brought
into resonance with the signal for the non-destructive detection.

4.2 Probe storage

The proposal has two almost independent parts. First, it needs to be ensured that the probe

pulse, in a many photon coherent state, can be efficiently stored and retrieved from the

ensemble. Next comes the consideration that the signal, without being absorbed, can give
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enough phase shifts to the atomic ensemble storing the probe that the retrieved probe state

can be distinguished from the initial probe state.

In section 4.3 we focus on the the phase shift due to the signal on the probe. However,

to have that effect we need to store and retrieve the probe pulse efficiently. Light storage

in quantum memories has been demonstrated in single photon level in variety of systems

[100, 101, 102, 103, 104]. Specifically, single photon storage has been demonstrated con-

clusively in rare-earth ions doped crystals using Atomic Frequency Comb (AFC) quantum

memory protocol with the added advantage of multimode storage [101, 102]. With our probe

pulse, we are aiming to store a relatively intense coherent pulse which is in principle simpler

than storing a single photon. The only significant difficulty regarding storing an intense

pulse is that the number of photons stored should be much lower than the total number of

atoms participating in the storage. Otherwise a significant portion of the atoms will reach

the excited state during storage which will violate the assumptions of the standard linear

quantum memory storage protocols [105]. In Section 4.5 we provided numerical estimates

for parameters of our proposal where we ensured such a parameter regime.

One of the fundamental constraints for probe storage is governed by the phase shift

requirement of our protocol. As we are using an optical cavity, the cavity transverse area

must be small to enhance the signal electric field considerably for a large phase shift. Due to

this exact same reason of higher lateral confinement to increase the phase shift, waveguides

were used in [33].

Storage efficiency of quantum memories increases with increasing optical depth [105] and

optical depth is proportional to both density and length of the medium (here, rare earth

ions doped inside cavity) light is stored. In case of probe storage without a cavity, as in the

waveguide case of [33], storage pulse can be incident along the same direction (e.g. along

the waveguide in [33]) as the signal. But in presence of a cavity the probe cannot be stored

directly along the cavity if the signal and probe are detuned. This is because to maintain

low signal loss we must detune the cavity from the atoms so that spontaneous emission is
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not enhanced. Hence, if the probe needs to be on resonance with the atoms for storage (as in

the AFC protocol), it is not in resonance with the cavity anymore. As an alternative one can

try to store the probe from the side of the cavity. However in that case, as we need a small

transverse area cavity for large phase shift, the transverse length of the cavity is very small

resulting in extremely small optical depth. To overcome this problem, the probe pulse must

be stored along the cavity where there is enough optical depth and the cavity also enhances

the storage efficiency significantly. In the AFC protocol the probe needs to be on resonance

with the atoms. Hence to do probe storage along the cavity we need to have the cavity on

resonance with the probe (and so with the atoms too) while the probe is stored. However,

when the signal arrives, we need the cavity to be on resonance with the signal and detuned

from the atoms to keep signal loss minimal. To solve this problem, we can dynamically

control the cavity resonance frequency so that it is in resonance with the probe for probe

storage and retrieval, but in resonance with the signal for non-destructive detection. This

is feasible with current technology of piezoelectric motion controllers as we only need to

detune the cavity a few picometers within a time span of around microsecond storage times

of AFC memory. Requirements for the piezo-electric motion controller are discussed in more

detail later, once we estimate the system parameters needed for implementation in section

4.5. About the storage itself, AFC quantum memory protocol has been demonstrated to

implement a high efficiency (56 %) quantum storage in rare-earth ion doped crystal inside a

cavity [106]. So, with the addition of the dynamical detuning, AFC protocol is one definite

way to store the probe efficiently.

Another approach will be to keep the cavity permanently detuned from the atoms. But

the probe needs to be on resonance to the cavity to be stored efficiently. Hence, we can

implement an off-resonant Raman storage protocol. Although a Raman memory has not

been demonstrated in the rare-earth ion doped crystal yet, it has been demonstrated widely

in atomic gases [107, 108]. With the recent advancement in fabricating high finesse nano-

photonic cavities [109, 110, 104, 88, 89] and stoichiometric crystals [111, 112] implementation
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of a Raman memory storage in rare-earth ions seems well within reach.

Concerning the storage state, the probe pulse can either be stored in the excited state or

in a second ground state. However, it is preferable to store the probe in a second ground state

for multiple reasons. First of all, the memory lifetime will then be limited by spin coherence

time of the second ground state instead of the much shorter optical coherence time of the

excited state. This will provide more time for the signal to pass and also for the dynamical

detuning of the cavity. As the photon number in the probe pulse is a fraction of the total

number of atoms, the second ground state contain much less number of atoms compared to

the original ground state. So, if the signal photon imparts the phase shift on the second

ground state where the probe pulse is stored the loss will be less. Another significant issue

will be to store the probe pulse in the excited state will be the probability of stimulated

emission while the signal is passing from excited state atoms in which the probe is stored.

This may affect the signal fidelity. Hence, storing the probe in a second ground state will

definitely be preferred if possible in a particular system. However, it may not be feasible for

all systems. It depends on how many ground states are there in the particular system (rare

earth ion). If only two ground states are used it may not be feasible for all protocols as the

other ground state may be used for optical pumping to prepare a quantum memory. This is

what constrained us in our example in Section 4.5 where we used an AFC quantum memory

in Nd:YVO. Hence we considered storing in the excited state for this particular example.

4.3 Cross-phase shift in the cavity

4.3.1 Theoretical model for cavity-enhanced QND

In our proposal, once the probe is stored in the atomic ensemble inside the cavity a signal

detuned from the atoms passes through the cavity inducing a phase shift on the atomic

ensemble through the AC stark effect. A theoretical model is constructed for the phase shift

that a signal photon induces on the atoms following [33]. However, our proposal deviates
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from [33] in that the phase shift now occurs inside a cavity. As we will see later, cavity

modifies the phase shift depending on the number of stored probe photons which we modeled

by calculating the cavity field and its interaction with the atoms. Following [33] we start

the theory by formulating the total Hamiltonian that governs our proposed system of signal

and atomic ensemble.

Ĥtot = Ĥ0 + Ĥint, (4.1)

Ĥ0 = ~ωsa†a+
∑
δ

~(ωge + δ)N(δ)σ̂ee (4.2)

Ĥint = −~g

[
Êei∆t

∑
δ

N(δ)σ̂eg(t; δ) +H.C.

]
, (4.3)

where the cavity field Ê = âeiωst.

The Hamiltonians are written in terms of collective atomic operators defined as follows

σ̂νν(t; δ) =
1

N(δ)

N(δ)∑
i=1

σ̂iνν(t; δ); ν = {g, e}, (4.4)

and

σ̂eg(t; δ) =
1

N(δ)

N(δ)∑
i=1

σ̂ieg(t; δ)e
−iωp(t−zi/c). (4.5)

where, individual atomic operators for the jth atom at position zj are given by σ̂jνν′ = |ν〉j〈ν ′|,

with ν, ν ′ = {g, e}. N(δ) is the number of atoms in frequency mode δ where the detuning of

this particular mode from the central frequency is given by δ. The atomic ensemble has a

central frequency given by ωeg while the cavity, on resonance with the signal, is detuned by

an amount ∆ from the atoms and has a frequency ωs.

For relatively large detuning ∆, we find an effective interaction Hamiltonian to describe

the dynamics of the atomic polarization due to off-resonant interaction with the cavity field

Ê . We start by finding the dynamics of the collective atomic operator in the Heisenberg

picture
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˙̂σeg(t; δ) =
i

~

[
Ĥint, σ̂eg(t; δ)

]
(4.6)

= −igÊ†e−i∆t (σ̂gg(t; δ)− σ̂ee(t; δ)) . (4.7)

This leads to

σ̂eg(t; δ) = −ig
∫ t

0

dt′e−i∆t
′ Ê†s (t′) (σ̂gg(t

′; δ)− σ̂ee(t′; δ)) . (4.8)

If the signal passes for a time interval τs signal bandwidth is given by 1/τs. Under the

approximation of large detuning (∆ >> 1/τs) compared to signal bandwidth, for any signal

field shape this integral can be evaluated approximately by first integrating over the fast

varying part e−i∆t
′

then multiplying it by the final value of the rest of the slow varying part.

σ̂eg(t; δ) =
g

∆
e−i∆tÊ†s (t) (σ̂gg(t; δ)− σ̂ee(t; δ)) . (4.9)

An effective Hamiltonian of the following form can be deduced from Eq. (4.3) using Eq.

(4.9).

Ĥeff
int = −~g2

∆

∑
δ

N(δ)
(
Ê Ê† + Ê†Ê

)
(σ̂gg(t; δ)− σ̂ee(t; δ)). (4.10)

Using the Heisenberg relation we can find the dynamics of the atomic polarization using

the free evolution and the above effective interaction Hamiltonians;

˙̂σeg(z, t; δ) = iδσ̂eg(z, t; δ) +
2ig2

∆

(
Ês(z, t)Ê†s (z, t) +H.c.

)
σ̂eg(z, t; δ). (4.11)

This can be used to calculate the phase shift on atoms due to the signal field.

σ̂eg(t = T2; δ) = eiδteiΦ̂σ̂eg(t = T1; δ), (4.12)

where,

Φ̂ =

∫ T2

T1

dt′
2g2

∆

(
Ê Ê† + Ê†Ê

)
(4.13)
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Up to this point, we simply found the phase shift a signal will induce while passing off-

resonant to an atomic ensemble in a cavity. The above consideration is fairly general in

that it does not assume anything about the system. This treatment will be valid for atomic

ensembles in a cold gas or a solid state system for a propagating signal or a cavity field. The

difference between the propagating [33] (waveguide or free space) and the cavity case lies

in the electric field operator Ê that we need to put in Eq. (4.13) in order to find the phase

shift. In our proposal, inside a cavity the electric field gets changed from the free space case

due to the atom-cavity interaction which will play a pivotal role in our analysis. Here, we

derive the cavity field Ê based on its dynamics and the cavity input-output relation [113],

where we introduce the input signal field Êin. The rate of change in cavity field Ê is given by

˙̂E(t) = −κÊ(t) +
√

2κÊin(t) +
2ig2

∆
(σ̂gg − σ̂ee)Ê(t). (4.14)

A probe pulse, which is stored into the atomic memory, is in a many-photon coherent

state with an average photon number Np. We assume that the probe pulse is stored into a

different ground state i.e. σ̂ee = 0. Hence, there are Ng number of atoms in the ground state

(σ̂gg − σ̂ee) = Ng, resulting in

˙̂E(t) = −κÊ(t) +
√

2κÊin(t) +
2ig2

∆
NgÊ(t). (4.15)

Operating in the ‘bad cavity’ regime, where kappa is the cavity decay rate is faster than the

effective single-photon coupling and the duration of the signal field, the cavity field dynamics

in Eq. 4.15 is essentially given by the steady-state solution (
˙̂E(t) = 0) that leads to

Ê(t) =

√
2κ

κ− 2iNgg2

∆

Êin(t). (4.16)

This enables us to find the phase shift per signal photon in the next step. Here, we

consider a situation with a fixed number of atoms (Ng) in the ground state. The rather
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complicated scenario of our proposal where the many photon probe pulse (in a coherent

state) is stored into the atoms before the signal arrives is not considered yet. As we want

to consider the phase shift due to a single input signal photon we have the normalization

condition
∫ T2

T1
dt′
(
ÊinÊin

†
+ Êin

†
Êin
)

= I. Phase shift per signal photon to an atomic medium

with exactly Ng atoms in the ground state can now be calculated by replacing Ê in Eq. (4.13)

using Eq. (4.16),

Φ =
4g2/κ∆

1 + (2Ngg2/κ∆)2
. (4.17)

The term in the numerator, 4g2/κ∆, is the familiar dynamical stark shift enhanced by

the cavity with decay rate κ. However, the phase Φ also has a term in denominator in this

case, (1+(2Ngg
2/κ∆)2), which depends on the number of atoms in the ground state Ng.

This term originated from the atom-cavity interaction. Note that in our protocol where a

coherent probe pulse is stored in the atoms before the signal passes above them, Ng is not a

constant. So, the phase Φ depends on Ng and hence number of photons stored, which is not

a constant. Coherent states by definition are in superposition of different photon number

states as
∑
cn|n〉. If we use a coherent state with average photon number 〈n〉 = Np, cn =

exp(-Np/2)
N
n/2
p√
n!

while |n〉 denotes a n- photon Fock state. After the probe is absorbed in

the atomic memory it will correspond to an atomic state of
∑
cn|N −n〉|n〉 (a spin-coherent

state), where the first and second state correspond to number of atoms in the ground state |g〉

and spin-ground state |s〉. N denotes the total number of atoms participating in the atomic

ensemble memory. Hence we can define this photon number specific phase shift based on

the probe photon number

φn =
4g2/κ∆

1 + (2(N − n)g2/κ∆)2
. (4.18)

The term in the denominator of the phase varies with the square of probe photon number.

This phase shift dependence on the number of stored probe photons occurs due to the

presence of the atoms in the cavity which effectively shifts the cavity resonance. Hence,

the signal photon experiences a detuning from the cavity and only part of the signal can
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enter the cavity leading to less phase shift of the atoms. This is reminiscent of the single

atom conditional phase shift in a cavity [114]. Although, here we are dealing with many

photon probe state and hence many atoms are contributing to shifting the cavity resonance

according to the probe’s photon number distribution. Note that although only parts of the

signal enter the cavity this does not affect the signal efficiency or fidelity as we are using an

one sided cavity. We discussed this issue in more detail in section 4.3.5.

The phase shift dependence on the number of stored probe photons can be compensated

partially by making the cavity detuned from the input pulse. This will cancel the detuning

that was coming as an off-set. For this we should detune the cavity by an amount 2ig2

∆
〈σgg〉

(〈σee〉 = 0 as all the excited state atoms are transferred to the spin ground state). However

even if this is incorporated, some residual dependence will still be present as a coherent probe

pulse will have finite probabilities for different photon number states (Fock states) resulting

in different amounts of phase shift based on the number of stored probe photons. Therefore,

all these different phase contributions given by different Fock state components of a stored

probe pulse cannot be all compensated simultaneously by detuning the signal. This residual

phase shift dependence on the number of stored probe photons, due to the finite spread of

the stored probe pulse in photon number states, will be important for our analysis. So, we

attempt to understand this by analyzing what happens to the probe (or the atomic state

generated by absorption of the probe) once the signal field has given it the phase shifts.

For our coherent probe pulse with average photon number 〈n〉 = Np and a total of N

atoms participating in the atomic ensemble memory, we have 〈σgg〉 = N −Np. This implies

a necessary detuning of the signal from the cavity by an amount 2ig2

∆
(N − Np). If the new

input electric field is Êin1 = Êine
2ig2t

∆
(N−Np) and the corresponding new electric field in the

cavity is given by Êc, where Êc = Êe 2ig2t
∆

(N−Np), we will have

˙̂Ec(t) = −κÊc(t) +
√

2κÊin1(t) +
2ig2

∆
(σ̂gg − (N −Np))Êc(t), (4.19)
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and hence a modified phase shift of

φn =
4g2/κ∆

1 + (2(N − n− (N −Np))g2/κ∆)2

=
4g2/κ∆

1 + (2(n−Np)g2/κ∆)2
, (4.20)

for a component of the probe pulse with n photons (i.e. in |n〉 state).

For the free space case in [33], φn was independent of n ∀ n, say φn = φ. A coherent

state given by |α〉 = e−|α|
2/2
∑

αn√
n
|n〉 will transform to e−|α|

2/2
∑

αn√
n
einφ|n〉 = |αeiφ〉 under

such a phase shift for all its number state components. So, it will just become a phase-shifted

coherent state.

In the cavity case, instead φn depends on n. If the term in the denominator of φn -

(2(n − Np)g
2/κ∆)2 is large (close to 1 or larger) then the coherent state does not have an

exact phase shift anymore. Instead the coherent state gets a scattered phase shift as depicted

in Fig. 4.2.

4.3.2 Husimi Q representation

The scattered nature of the phase shift is shown in Fig. 4.2, where a quasi-probability

distribution of intial and final probe states are plotted in optical phase space using Husimi

Q representation [115].

In Husimi Q-representation, the quasi-probability distribution (or Q-function) of an op-

tical state with density matrix ρ̂ at a point α in phase space (corresponding to the center of

coherent state |α〉) is given by

Q(α) =
1

π
〈α|ρ̂|α〉 (4.21)

At a point in phase space, Q-function essentially calculates the overlap between the

optical state and the coherent state centered on that point and hence is always positive. As

we use pure states in our calculation for both the initial and final probe state, we will write
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Figure 4.2: (color online) (a)-(c) Color plot of the Husimi Q function in the phase space for
the probe states with and without signal photon. The color map is shown beside (b). For
all the plots the initial probe pulse is in a coherent state with average photon number Np

= 100, and we assumed perfect storage and retrieval for simplicity. (a) Initial probe state.
(b) Final probe state with parameters g2/κ∆ = 0.5/

√
Np, showing that the state is slowly

dispersing in phase. (c) Final probe state with parameters g2/κ∆ = 0.7/
√
Np. Here the

probe is completely dispersed in phase with very little probability left to be found in the
location of the initial probe state. (d) A discrete Fourier transform(DFT) was done on probe
state coefficients of (c). We plotted abs(DFT(cn)) to show the distribution over phase. The
Fourier transform shows the exact same pattern in different phases that we already saw in
the Q function.
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the density matrix ρ̂ = |ψ〉〈ψ| where |ψ〉 is the pure state.

In Fig. 4.2(a)-(c), Q-function is plotted for different states in the optical phase space,

so the X and Y axes denotes the two conjugate optical quadratures. Fig. 4.2(a) shows the

Q-function of initial probe state is peaked at x =10, y =0 for a coherent state with average

photon number Np = 100 and zero phase, i.e. α = 10. In Fig. 4.2(b) Q-function for the

final probe, for parameter values g2/κ∆ = 0.5/
√
Np, is plotted. Here, the probe state is

somewhat scattered with contribution from positive and negative phases while maintaining

the same photon number. This shows through a few oscillations of the Q-function at the

same radius from center. However, it is still not completely dispersed in phase as for these

parameters the noise term ((2(n−Np)g
2/κ∆)2) in the denominator of φn in Eq. (4.20) is still

not large enough. For g2/κ∆ = 0.7/
√
Np in Fig. 4.2(c) the probe is completely dispersed in

phase and there is negligible overlap with the initial probe state. Hence, we can in principle

distinguish the initial and final probe state almost perfectly implying a successful QND

measurement. This will be investigated in more details below. In (d) a discrete Fourier

transform (DFT) of the probe state is carried out, i.e. of the number state(|n〉) co-efficients

cne
inφn with cn being initial coherent state co-efficients and φn given in Eq. (4.20). As the

photon number is maintained the fourier transform should indicate the variation of the probe

state in quadrature phase. The same oscillatory structure in phase, exactly as in (c), are

observed in (d).

4.3.3 Inner product

For successful non-destructive detection of the signal in our scheme, one needs to distinguish

between the initial and final probe state practically with high probability. However, before

considering practical protocols feasible for implementation, it needs to be ensured that these

two states has negligible overlap. The overlap between the two states can be quantified by

an inner product distance measure. This gives the minimum theoretical error probability in

distinguishing the two states. Hence, the two states cannot be distinguished with a smaller
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error probability than |inner product|2 using any protocol. This is a theoretical minimum.

Figure 4.3: Overlap between initial and final probe states, quantified as the square of the
magnitude of inner product between these two states, (a) as a function of g2/κ∆ for Np

= 300 and (b) as a function of Np for g2/κ∆ = 0.7/
√
Np. Subfigure (a) shows that in a

certain parameter regime from g2/κ∆ ∼ 0.7/
√
Np to g2/κ∆ ∼ 1.4/

√
Np the overlap almost

vanishes. Hence initial and final state can in principle be distinguished almost perfectly
in this range. In (b) we see that the overlap decays almost as 1/

√
Np (disregarding the

oscillations) as explained in text. The characteristic oscillations of the system, introduced
by the phase shift dependence on the number of stored probe photons as seen in Fig. 4.2,
are visible in the overlap as well.

The value of the |inner product|2 changes as we change the value of g2
√
Np/κ∆. This is

shown in Fig. 4.3 (a). The graph is plotted for values Np = 300. We see that around the

parameter regime from g2/κ∆ ∼ 0.7/
√
Np to g2/κ∆ ∼ 1.4/

√
Np there is almost no overlap

between the two states. Hence here the two states can in principle be distinguished perfectly.

The graph shows a lot of fluctuations as g2/κ∆ comes also in the denominator of our phase

term as noise. Hence, to make our protocol robust against small experimental parameter

fluctuations we should choose our g2/κ∆ value so that it has minimal fluctuations, like places

close to g2/κ∆ = 0.7/
√
Np.

This value is used in Fig. 4.3 (b) to show |inner product|2 variation with Np. We can

easily see that the overlap between initial and final probe states goes proportional to 1/
√
Np.
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The initial probe, being a coherent state will always have a spread of radius 1 in phase

space. However the final probe state being spread all over the circle with photon number Np

(considering it almost uniformly for simplicity), almost like a band of width 1, will correspond

to a total length of 2π
√
Np. Therefore, the effective overlap between the two will decreases

as 1/
√
Np. However, this is a very crude argument. There are oscillations in |inner product|2

with Np (induced by the characteristic oscillations seen in Fig. 4.2), but the overall trend

scales as 1/
√
Np.

4.3.4 Quadrature detection for practical discrimination

The initial and final probe state can be operationally discriminated through Homodyne

detection. For that purpose the X quadrature is calculated for both of the states. In terms

of photonic annihilation and creation operators â and â† as the X quadrature operator can

be written as X̂ = â + â†. If eigenstates of X̂ are represented as |x〉 then we know from the

study of simple harmonic oscillators

|x〉 =
∑
n

Hn(x)

(2nn!)1/2

e−x
2/2

π1/4
|n〉 (4.22)

where Hn(x) is a nth-order Hermite polynomial evaluated at point x. To calculate the

quadrature measurement probability density at a quadrature value of x for our probe in a

particular quantum state |ψ〉 we calculated the value of |〈ψ|x〉|2.

For g2/κ∆ = 0.7/
√
Np and Np = 10 the X quadrature detection probabilities are shown

in Fig 4.4. Now, let us make a cut off (say, 1.64 in the above case) so that a the initial

probe state has its X quadrature value higher than 1.64 with a high probability (99.9% in

the above case). Now, whenever we get a X quadrature measurement of our probe below

that we decide in favor of the final probe state and say that a single photon passed through

in those cases. In this way, we will only be able to detect a signal with a certain success

probability (e.g. 72% for Np =10 as shown in Fig 4.4). However the probability that we

make a false positive decision about the presence of signal while it is not there is very low,
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Figure 4.4: X Quadrature measurement probability density of probe states with (red solid
line) and without (blue dashed line) a signal photon present for probe photon number Np =
10 and g2/κ∆ = 0.7/

√
Np.
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only 0.1%.

If we allow 1% or 10% error rate in detecting false positives (which will correspond to

initial probe state probabilities above the cut-off to be 99% and 90% respectively) we will

get success probabilities of detections of 81% and 85% respectively.

The success rates corresponding to different probe photon numbers are presented in

Table 4.1 for false positive detection (i.e. deciding there was a photon when there was none)

probabilities of 0.1 % and 1 %.

Probe photon Number (Np) Success rate of detection for
0.1% error rate

Success rate of detection for
1% error rate

10 72.29% 81.46%
30 76.27% 83.62%
50 80.80% 86.31%

Table 4.1: The success rate of our single photon QND proposal is shown for different values
of probe photon number (Np) and for g2/κ∆ = 0.7/

√
Np. The success rates are mentioned

for two different false positive detection probabilities of 0.1 % and 1 %.

One thing to be noted here is that the |inner product|2 between the probe states with and

without a signal photon for Np =10 was 0.0964. So, any type of measurement on the system

with vanishing error rate can only give you a maximum of 90.36% success rate. For the small

error rate of 0.1% we got 72.29% success rate for Np = 10. For vanishing error rates, we

couldn’t get very close to the theoretical maximum as the X quadrature measurement was

not providing the perfect discrimination, at least for small Np.

The different values between the theoretical discrimination by inner product and in a

practical approach like quadrature measurement originates from the fact that in a practical

approach we always measure probability distribution (e.g. |〈ψ|x〉|2 for quadrature) and

not the probability amplitude (i.e. 〈ψ|x〉). Hence, even if two states have vanishing inner

product they can not be distinguished by quadrature detection completely as long as they

overlap in quadrature values. However, this may not be an insurmountable difficulty. Other

clever measurements schemes (e.g. invoking interference) may be constructed such that the

states do not overlap in the corresponding observable. In such an ideal measurement scheme
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crafted for two particular states the practically achievable discrimination should approach

the theoretical minimum predicted by inner product.

On a more practical consideration, the values in Table 4.1 shows that success rate for the

quadrature detection increases with increasing N . This is expected as the overlap, i.e. |inner

product|2, between the initial and final probe states decrease with increasing N as shown

in Fig. 4.3(b) (except for the small characteristic oscillations). This is due to the fact that

the final probe state gets spread over a larger radius in the phase space while the spread

in the initial probe state remains constant in the phase space, as discussed in Section 4.3.3.

So, for a much larger N we would be able to nearly perfectly distinguish the probe states

in presence and absence of a signal photon even using the practical method of quadrature

detection.

Motivated by the application of non-destructive detection of single-photon qubits in im-

plementation of quantum networks [80], we focused on distinguishing a single-photon signal

from vaccuum. However, for other potential applications in quantum nonlinear optics the

physical parmaters of our scheme can be optimized to successfully discriminate between

other Fock states of the signal field.

4.3.5 Signal Fidelity for Time-Bin Qubit Detection

In this section, we analyze the signal fidelity of the output signal from the cavity once the

signal has imparted the necessary phase shift. As we discussed after Eq. (4.18), due to

the phase shift dependence on the number of stored probe photons some parts of the signal

gets detuned from cavity and does not impart phase shift to the atoms for all |n〉, where

n is a particular Fock state component of the probe pulse. This remains even after phase

compensation, performed by detuning the input signal, due to the residual phase shift. The

detuned portion of the signal gets reflected and do not contribute to the phase shift. However,

this does not reduce signal fidelity or efficiency as we use a single-sided cavity with a fast

decay rate compared to signal bandwidth. As a single-sided cavity is used the input signal
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reflected from front and the back mirror interferes and due to the fast cavity decay rate there

is almost no time lag to form the output signal. We show this mathematically in the following.

Using the input-output relation [113] for a one sided cavity, Êout(t) =
√

2κÊc(t)− Êin(t), we

find from Eq. (4.19)

Êout(t) =
κ+ 2i(Np−n)g2

∆

κ− 2i(Np−n)g2

∆

Êin(t). (4.23)

So, the output signal field differs from the input field by only a global phase(θ) of mag-

nitude 2×arg(κ+ 2i(Np−n)g2

∆
) or θ = 2 tan−1(2(Np−n)g2

κ∆
). This implies |Êout(t)|2 = |Êin(t)|2 for

all values of n.

If the signal photon is in a time-bin qubit then we need to maintain coherence between

the early and late time bins. Note, although the Eout gets different phases for different values

of n, this does not affect time-bin qubit state as both the early and late time bins pass

over the same atomic ensemble at a small time difference. If the time lag between early

and late qubit is T , the coherence needs to be maintained within this time interval implying

(Np − n) needs to remain constant in that time interval. Here, n denotes a specific photon

number state which is absorbed in the atoms and the corresponding atomic excitation are

transferred to another ground state. Hence, n correspond to excitations in a second ground

state, which may decay with time. If the rate of decay of the second ground state is γs then

with time expectation value of n turns into ne−γsT . If γsT << 1, then the change in n goes

as ∆n = n(1− e−γsT ) ≈ nγsT . Now, for small changes in n we can represent the change in

magnitude of θn as ∆θn where,

∆θn =
2g2

κ∆

1 + (2(Np−n)g2

κ∆
)2

∆n =
2g2

κ∆

1 + (2(Np−n)g2

κ∆
)2
nγsT. (4.24)

We include the the initial and final probe state discrimination condition of g2

κ∆
≈ 1√

Np

obtained from inner product analysis. The maximum value of ∆θn is around n = Np or

(∆θ)max ≈ 2
√
NpγsT for γsT << 1. For ∆θ = π the phase between two time bins flip

and as the phases will be different for different values of n this will severely limit the signal

58



fidelity. Hence we will need to have (∆θ)max << π for high fidelity signal output. Later in

Section 4.5, we estimate Np = 6000. So for a signal bandwidth of 1 MHz (i.e T = 1 µs) and

a moderate spin ground state dephasing rate γs = 0.34kHz at 5K temperature in Nd [116],

we have (∆θ)max ≈ 0.0527 ≈ π/60.

Given the probe state and hence the stored atomic excitations are in a coherence state

with coefficients of photon number state |n〉 given by cn = exp(-Np/2)
N
n/2
p√
n!

, we have signal

fidelity for time-bin qubit as
√∑

n |cn|2|
1+eiθn

2
|2. For the above mentioned parameters, where

we store the probe pulse in a second spin ground state with a long lifetime signal fidelity

is 0.9999. Instead if the probe is stored in the excited state using a different protocol, e.g.

atomic frequency comb quamtum memory protocol [101], we will have the decoherence rate

as γh = 100KHz for our doping as mentioned in Section 4.5. In that case, with a 1 MHz

bandwidth signal the fidelity drops to 0.6915 but using a 10 MHz bandwidth signal we will

acquire a fidelity of 0.9216.

4.4 Signal loss

In order to analyze off-resonant absorption loss for a cavity-enhanced signal we use the total

Hamiltonian in Eq. (4.1). This results in

˙̂σeg(t; δ) = (−γ + iδ)σ̂eg(t; δ)− igÊ†e−i∆t(σ̂gg(t; δ)− σ̂ee(t; δ)) (4.25)

The dynamics of the cavity field and the cavity input-output relation is given by

˙̂E(t) = −κÊ +
√

2κÊin(t) + ige−i∆t
∑
δ

N(δ)σ̂ge(t; δ) (4.26)

Êout(t) =
√

2κÊ(t)− Êin(t). (4.27)

Given that the single excitation wavefunctions are governed by the same equations, we can

find the steady state solution to these equations by taking the Fourier transform of Eqs. (4.25)
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and (4.26). Taking the Fourier transform of Eq. (4.25) gives,

σ̃eg(ω; δ) =
−ig

i(ω − δ) + γ
Ẽ∗(ω −∆). (4.28)

Using this result, and assuming that ∆ � δ ∀δ i.e. ∆ is larger than the inhomogeneous

linewidth of the atoms considered, we can simplify the resulting expression for the cavity

field to

Ẽ(ω) =

√
2κ

iω + κ+ ig2N
ω−∆+iγ

Ẽin(ω). (4.29)

Using this result and the cavity input-output relation we can find the cavity output field.

For the case where the signal bandwidth is smaller than the signal-atom detuning ∆, we can

assume that the loss will be uniform and therefore analyze the cavity output field at ω = 0.

This is given by,

Ẽout(ω = 0) =

(
2κ

κ− ig2N
∆−iγ

− 1

)
Ẽin(0). (4.30)

In order to estimate the loss, we find the output intensity with respect to the input field

intensity.

|Ẽout(0)|2 = α|Ẽin(0)|2 (4.31)

α =

(
1− 4γg2N

κ∆2
+ (

2γg2N

κ∆2
)2 + (

2g2N

κ∆
)2 +O(1/κ3)

)
.

Given that we assume κ to be the fastest rate in the system the main contribution to loss is

given by

ζ =
4γg2N

κ∆2
. (4.32)

However, the atoms are also within the cavity. If they are not completely off-resonant,

spontaneous emission is enhanced by the Purcell factor 3Q
4π2

(λ0/n)3

V
(κ/2)2

(κ/2)2+∆2 . Considering this

possible enhancement effect on spontaneous emission, the formula for the signal loss in cavity,

i.e. Eq. (4.32), becomes - 4γrg2N
κ∆2

3Q
4π2

(λ0/n)3

V
(κ/2)2

(κ/2)2+∆2 . Note that now homogenous linewidth, γ
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is replaced by radiative linewidth γr. This is because cavity enhances the radiative linewidth

γr to γr
3Q
4π2

(λ0/n)3

V
(κ/2)2

(κ/2)2+∆2 and in case of a large enhancement that becomes the major con-

tributing factor in the homogenous linewidth and hence in the resulting dephasing.

In the phase shift analysis we saw that g2

κ∆
∼ 1√

ηrN
entails faithful discrimination of the

probe pulse, where ηr is the probe retrieval efficiency and N is the number of atoms excited

by the probe. Based on the definition of spontaneous emission rate in a solid where dipoles

are oriented in one direction γr =
µ2
egk

3
s

πε0~ and single photon coupling g = µeg
√

ωs
2~ε0V , we find

that g2

κ∆
= 1

4π

λ2
0

n2A
Fγr
∆

. Here F is the finesse of the cavity and it is related to the cavity quality

factor as Q = F 2L
λ0/n

. Combining these formulas we find the cavity enhanced loss

4γrg
2N

κ∆2

3Q

4π2

(λ0/n)3

V

(κ/2)2

(κ/2)2 + ∆2
=

6

πηr

(κ/2)2

(κ/2)2 + ∆2
. (4.33)

Considering ideal retrieval ηr ∼ 1, we find the expression for loss to be - 2
ηr

(κ/2)2

(κ/2)2+∆2 .

Hence the only way to have low loss is having a high value of ∆ compared to κ/2. For

∆ = 3(κ/2) we have around 20% loss, while ∆ = 3κ amounts to only 5.4% loss. Until now

we have considered the ideal case with ηr = 1, but for practical purposes that may not be

achievable. However an ηr = 0.4 may well be achievable as that amounts to a total memory

efficiency of 16% only (considering storage and retrieval efficiency to be identical). That

will not make a huge change in the corresponding values of ∆ for similar loss probabilities.

∆ values will only need to be multiplied by a factor of approximately
√

(1/0.4) ∼ 1.6, i.e.

∆ = 2.4κ and ∆ = 4.8κ for 20% and 5.4% loss rates respectively when ηr = 0.4.

4.5 Implementation

Implementation of the proposal in rare earth ion-doped crystals has three stages - storing the

probe, imparting a significant phase shift by single photon level signal and finally measuring

the retrieved probe to know the presence of the signal. We already discussed about the probe

storage in Section 4.2. There, we mentioned the necessity of dynamically detuning the cavity
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to facilitate storage. We will return to this in more detail later in this section. Almost all of

this section is dedicated to the next stage which is estimating the imparted phase shift to the

probe. This is because much of the requirements for a proposed system are decided based on

this stage. In the final stage, the probe pulse needs to be measured to distinguish between

the probe states with and without the signal. In Section 4.3.4 we suggested to perform a

quadrature detection for this purpose by means of homodyne detection, which is a standard

optical measurement scheme.

4.5.1 Proposed parameter regime

The principal requirements for implementation of our proposed scheme are dictated by the

ability to impart a large enough phase shift. Hence, we shall first return to the phase shift

requirements for our proposal. The inner product analysis in Section 4.3.3 of our theoretical

model shows g2/κ∆ ≈ 1/
√
ηrNp needs to be satisfied to distinguish between the probe states

with and without a signal photon. This can be re-arranged to write it in terms of the factor

f = g2

κ∆

√
ηrNp ≈ 1. By considering single photon coupling g = µeg

√
ωs

2~ε0V and radiative

transition rate γr =
µ2
egk

3
s

3πε0~ this condition is equivalent to f = 1
4π

λ2
0

n2A
Fγr
∆

√
ηrNp ≈ 1, where n

is the refractive index inside cavity and F is the finesse. Considering N atoms inside the

cavity mode-volume V , we have Np ∝ N ∝ V . Hence, we conclude that f ∝ γr
∆
F
√

L
A

; note

that it depends linearly on the finesse, but only on the square root of the length.

This analysis shows that the implementation of the proposal in rare earth ion doped en-

semble demands a high finesse, small transverse area and preferably long cavity. Nanopho-

tonic rare-earth ion coupled cavities are being fabricated in photonic crystal cavities etched

inside rare-earth ion doped crystals [109, 110, 89, 90], in silicon photonic crystal cavity

evanescently coupled to rare-earth ions [91] or in fiber tip microcavities containg rare-earth

ion doped nanocrystals [92].

The rare-earth ion, which will be doped in such a cavity to interact with the photon,

will require a large dipole moment for higher atom-photon coupling (higher g and so γr) to
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increase the phase shift. For our estimates we have chosen neodymium (Nd3+ in Nd:YVO)

as it is one of the rare earth elements with a higher dipole and high optical coherence

time [117, 118]. Optical coherence time is important as we are going to use AFC quantum

memory protocol for probe storage in the excited state. We shall be using the Z1 to Y1 levels

in Nd3+:4I9/2 → 4F3/2 transition at 879 nm (see Fig. 1 of [117]). This levels in Nd:YVO

are particularly useful as each of these Z1 and Y1 levels (Krammers doublet) split into two

levels creating a four level system with favorable selection rules under an applied magnetic

field along the YVO crystal axis [117]. The selection rules are such that light polarized

along the crystal axis (or perpendicular to it) interacts only with each set of sub-levels and

there is no cross-talk between them (or vice-versa). This effectively creates convenient Λ

systems inside the four level system. In [117] it is experimentally shown that the branching

ratio between the direct and cross-transitions is 95%-5%, which is quite close to a perfect

selection rule. In our proposal both the probe and signal will be polarized along the crystal

axis and interact with only one sub-level, as both light and the cavity will be far detuned

from the other sub-level. The two sub levels will be far detuned by a large applied magnetic

field. Although, both signal and probe only interact with one sub-level we will still use the

Λ system for optical pumping to prepare the AFC quantum memory for probe storage.

The only experimentally free parameter in the phase shift formula (and hence in f) is ∆

which can be decreased to increase the phase shift. However, ∆ is constrained by signal loss.

As shown in Section 4.4, signal photon loss on resonance with a cavity with high quality

factor is given by 2
ηr

(κ/2)2

(κ/2)2+∆2 where the cavity enhanced spontaneous emission dominates the

decoherence process. Hence, a large detuning compared to cavity linewidth (around ∆ > 3κ)

is necessary for low loss.

We are now using the AFC storage protocol in Nd:YVO photonic crystal cavities [88] as

an example to provide an estimate for implementation of the scheme. The main condition

for successful implementation is to reach the phase shift condition g2/κ∆ ∼ 1/
√
ηrNp while

simultaneously having ∆ ≥ 3κ to keep the loss low. Here, we propose one set of parameters
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to reach the desired regime - g = 2π× 8 MHz, κ = 2π× 30 MHz, ∆ = 2π× 100 MHz,

ηr = 0.5 and Np = 6000. This yields f = g2

κ∆

√
ηrNp = 1.16 which is around 1 and hence

sufficient for a successful QND detection of a single photon. The corresponding value for loss

is 2
ηr

(κ/2)2

(κ/2)2+∆2 = 0.073 or 7.3%. For Np = 6000 the probability to distinguish between the

probe states with and without a signal photon present by an X quadrature measurement

is very high. The probe state that interacted with signal is scattered all over a circle in

phase space with a radius of around 77 (∼
√

6000 ), while the probe state without the signal

is a coherent state, which is highly localized. Based on this, we estimate the probability

of overlap between the X quadrature distributions of the two states to be less than 4%.

Hence, we can distinguish between the two states with very low error rates with a success

probability of over 96%. Incorporating the effect of the 7.3% loss this would produce around

89% success probability in total.

Nanophotonic cavities built in Nd:YVO have already achieved experimental quality fac-

tors around 20,000 [110] which corresponds to a cavity linewidth κ = 2π×17 GHz. Achieving

κ = 2π×30 MHz will probably require a combination of increasing the finesse and the length

of the cavity. This may be realistic given the steady and fast recent progress in building

high quality factor photonic crystal cavities [90, 91, 92]. For the Nd:YVO system Ref.

[110] suggests that it may be possible to improve the finesse by an order of magnitude or

more by changes in the fabrication process such as decreasing the sidewall angle for the

nanocavities and post-fabrication annealing. Increasing the length of the cavity should also

be possible, but will require longer milling times (for ion-beam based fabrication). Having

sufficiently many ions in the cavity to be able to store Np = 6000 photons as suggested

above probably requires an increase in the cavity length by at least an order of magnitude,

taking into account the fact that the AFC memory protocol requires spectral tailoring, which

reduces the available number of atoms. Another attractive way to increase the number of

atoms would be to use recently developed stoichiometric rare-earth crystals [111, 112] where

ultranarrow inhomogenous linewidth has been observed. However, currently these crystals
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are made only from weak dipole elements like Eu3+ which is not good for our proposal. A

nanocavity etched in a stoichiometric crystal, made of an rare-earth element with a strong

dipole element, would definitely be useful as many more atoms can be accommodated inside

the cavity.

The other approach towards ensemble QND measurements can be increasing atom-cavity

coupling or g value [90]. One way towards this is by decreasing cavity mode volume through

incorporation of dielectric discontinuities [119] into cavity design. However, the number of

available atoms for phase shift also decrease with decreasing cavity mode volume as reflected

in f ∝ F
√

L
A

. So, for the purpose of ensemble QND only decreasing the cavity transverse

area will help while decreasing cavity length to decrease mode volume will adversely affect

the ensemble QND detection. Another strategy to increase the coupling factor may be to

change the AC stark shift interaction to higher dipole 4f ↔ 5d transition while storing the

probe using the 4f↔ 4f transition which has desireable optical and spin coherence properties.

However, this will need a doubly resonant cavity [90].

Recently, there has also been development of other attractive nanocavity systems with

rare-earth ions incorporated into them [91, 92]. In [91] a Si-photonic crystal cavity was

manufactured through which light is evanescently coupled to a single Er3+ ion, present

inside a lightly doped Er:YSO crystal. This is an attractive system with cavity quality

factor of 51,000 for the Er3+ transition at 1.5 µm wavelength. This led to the coupling of

individual Er3+ ions to the cavity. Similar system can probably be constructed for higher

dipole moment rare earth ions like Nd3+ but the rare earth ions are evanescently coupled

here which decreases the cavity coupling g and Purcell factor compared to what will have

been possible if they were present inside the cavity. The evanescent coupling also decreases

the number of atoms that can be coupled to the cavity.

Another system containing a Eu3+ doped nanocrystal inside a free-space cavity between a

fiber tip and a mirror is introduced recently [92]. This also have attractive cavity parameters

of finesse 17,000, κ = 1.3 GHz and a corresponding cavity quality factor of around 400,000.
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The much higher finesse and quality factor of the cavity paves the way for implementing our

proposal. However, this design uses a nanocrystal of dimensions 40-60 nm. Hence, not a lot

ions can be accommodated inside the crystal, at least inside a reasonable frequency range

of 100 MHz-2 GHz which may impose some limitations. A short frequency range is required

so that the detuning (∆) doesn’t need to be too large.

4.5.2 Dynamical switching of the cavity

After the probe storage we need to detune the cavity by ∆ ∼ 100 MHz for it to be on

resonance with the signal and later detune it back to retrieve the probe. The cavity is

initially in resonance with the atoms at ν ∼ 340 THz frequency. If the original cavity length

is L and the change in length needed to detune the cavity by an amount ∆ (in frequncy) is

∆L then ∆L
L

= ∆
ν
∼ 3× 10−7. Considering the above strain and the Young’s modulus of the

YVO crystal = 133 GPa [120], we can calculate the necessary stress to be 44 kPa. Here,

we are taking a commercial piezo detector as an example, P-882.1 in [121]. This has a 6

mm2 surface area. Hence, 44 kPa stress will correspond to a applied force of 0.26 N. Piezo

can in general deliver far higher magnitude maximum forces, denoted as block forces than

this [122, 121]. In this specific case of [121], the piezo actuator has a block force of 190 N

corresponding to a maximum displacement of 8 µm . Hence the force necessary in our case is

only about 0.14 % of the maximum force. For applying such a small force resolution becomes

important. Piezos also generally have sub-nanometer resolution in precise positioning [121].

For the maximum displacement of 8 µm block force is 190 N [121] and for sub-nanometer

resolution the minimum force produced will be at most 0.023 N. We need a force of 0.26 N

hence this gives us at most a 10.8 % error or about 11 MHz error in positioning the 30 MHz

cavity. This can affect our phase shift to some amount. This commercial piezo actuator

[121] has microsecond response times which is around the AFC storage times. Also there

has been a lot of ongoing research on sub-microsecond piezo [123].

The other issue with the strain given by piezo is that this deforms the crystal structure
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which causes a small stark shift between Nd levels. To the best of our knowledge, there is no

experimental data in the literature on the strain (or equivalently stress) induced stark shift of

Nd:YVO. However, experiments have been performed on other crystals like Nd:YAlO3 [124].

In Nd:YAlO3 the magnitude of stress induced shift in Z1 to Y1 transition in Nd3+:4I9/2 →
4F3/2 levels is found to be around 32.05 Hz/Pa (using Eq. (2b) in [124]). This will imply

1.41 MHz of stress induced shift to our desired transition. This is small compared to our

required detuning of 100 MHz. For an approximately linear rise of the piezo actuator over 50

ns time this will give a phase shift to the probe of magnitude about 2π×0.035 rad. But, this

shift will not affect our proposal adversely as this phase shift will be present independent

of the presence of the signal. However, an unpredictable error in the piezo displacement

will affect the proposal. This is because the probe will be unpredictably phase shifted and

hence on making a quadrature measurement there will be some probability for false positive

result. So, for a 5% error in piezo displacement this will result in a phase shift of 2π×0.035.

Our proposal has a similar quantity like phase shift g2/κ∆ ∼ 1/
√

6000 = 0.012, and hence

naively, there should be about 30% error. But, the probe will not be scattered over the

phase space due to this phase shift as it occurs due to the Stark shift in the atoms and

has nothing to do with the presence of the cavity. Hence, the probability of false positive

detection will be very low even for a phase shift comparable to the 2π× 0.012 rad value as

due to the cavity in presence of a signal final probe state quadrature gets scattered all over

the phase space, i.e. in a 2π rad angle. So, this strain induced stark shift will only decrease

the success probability by a very small amount. If we consider that the final probe states

spreads uniformly this will correspond to roughly 0.012/1 ≈ 1% less success probability.

Another attractive approach toward achieving the dynamical detuning is to detune the

atoms, instead of the cavity, by Zeeman effect using an external magnetic field. A magnetic

field is already present to enforce the selection rules. The magnitude of this magnetic field

needs to be increased to give an extra 100 MHz detuning between the atoms quickly. Similar

to the piezo strain induced shift, in the Zeeman shift process the dynamical fluctuations
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while detuning the atoms will affect the phase shift.

4.5.3 Combining Cavity and Multipass Approach

Another avenue towards implementation can be combining the cavity approach with the

multipass approach described in [33]. In the multipass approach instead of using a cavity

the signal is simply passed multiple times through the crystal (in a waveguide) using an

optical switch. However, multipass arrangement alone can not achieve single photon QND

as it will require a lot of passes (> 200) [33] which is currently not feasible as the optical

switches, essential for the multipass arrangement, cause far too much switching loss for so

many passes. However, if we combine the multipass arrangement with the cavity then we

may be able to restrict ourselves with much fewer passes. The principle advantage of this

scheme is that loss can be decreased significantly without having a large detuning, which

will improve the phase shift considerably.

In the multipass arrangement as the photon passes over the atoms multiple(say m) times

both the phase shift and loss gets multiplied by m [33]. i.e. phase = m g2

κ∆
∼ 1√

ηrN
and loss

= m4γrg2N
κ∆2

3Q
4π2

(λ0/n)3

V
(κ/2)2

(κ/2)2+∆2 But, loss is proportional to ( g
2

κ∆
)2.Considering m g2

κ∆
∼ 1√

ηrN
we

eventually end up with loss decreased by a factor of m, i.e. 6
mπηr

(κ/2)2

(κ/2)2+∆2 . Now even with

(κ/2)2

(κ/2)2+∆2 ∼ 1 we can achieve low loss simply by having a moderate value of m. For ηr ∼ 1

and m = 10 we will have 20% loss, while having last factor as close to 1 as possible. Hence,

we can have low loss with as small a detuning as the AC stark shift approximation allows us

to. Also the phase shift is multiplied by m. So, now it will be much easier to achieve the new

phase shift condition m g2

κ∆
∼ 1√

ηrN
for much more moderate values of g, κ and N, especially

with a small value of ∆ allowed. This will also mean that now both the signal and the atoms

are in resonance with the cavity. So, there will also be no need for dynamically detuning the

cavity using piezo or other techniques. However, there are also going to be extra losses from

the optical switches used in the multipass and espcially due to the mode matching of the

cavity with the optical fiber. The main hurdle for this scheme is that cavity mode-matching
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is quite bad for most optical systems right now. In the nano-cavities of [88], the optimal

coupling transmission achieved right now is 27%. The multipass-cavity combination will

only be useful if this value can be improved significantly (to 95% or higher).

4.6 Conclusion

In summary, we performed a detailed theoretical analysis for a cavity-enhanced non-destructive

photonic qubit detector using an atomic ensemble and determined the necessary parameters

for implementation of the scheme in an ensemble of rare-earth ions doped in a crystal. A

single-pass configuration such as in the proof-of-principle experiment of Ref. [33] is unable

to reach single-photon level sensitivity due to a tradeoff between phase shift and loss. This

can be overcome by using a cavity. We showed that the presence of the cavity also introduces

a significant complication because the phase shift acquires a dependence on the probe photon

number, in addition to the desired dependence on the signal photon number. We analyzed

this effect in detail to determine the final probe state, using the Husimi Q-representation

in phase space and calculating the quadrature distributions, which allowed us to determine

the success probability and error rate of the scheme as a function of various parameter val-

ues. We modeled the cavity-enhanced loss and estimated system parameters for Nd:YVO

nanocavities as an example system toward implementation. For a successful implementation

of the scheme a small transverse area, high finesse and relatively long cavity are needed.

Although these values have not been achieved in current systems yet, we think that they are

within reach, given the recent rapid progress in coupling rare-earth ions to optical cavities.

We thus hope that the present work will prepare the ground for the experimental realization

of non-destructive photonic qubit detection in the not too distant future.

69



4.7 Acknowledgments

The authors acknowledge useful discussions with W.Tittel, C.Thiel, P.Barclay, T.Zhong,

A.Faraon, N.Sinclair, N.Lauk, R.Ahlefeldt and S.Wein. SG acknowledges support through

a Dean’s International Doctoral Recruitment Scholarship of the University of Calgary, an

Alberta Innovates Technology Futures (AITF) Graduate Student Scholarship (GSS) and

an Izaak Walton Killam Doctoral Scholarship. CS acknowledges support from the Natural

Sciences and Engineering Research Council of Canada (NSERC).

70



Chapter 5

Rydberg Excitons

5.1 Introduction

Rydberg systems are systems which behave like the hydrogen atom excited to a large prin-

cipal quantum number n. The most famous of the Rydberg systems are Rydberg atoms

[125, 126] which are atoms excited to a high n (n ∼ 100) state. Rydberg atoms are hydrogen-

like as their core (i.e., the tightly held inner electrons and the nucleus together) effectively

behaves as a single positive charge. Due to the very high n values Rydberg atoms have

large extensions (∼ 1µm for n = 100) which gives rise to large interaction effects between

atoms excited to Rydberg states. The interaction between Rydberg states is so enormous

that the excitation of one Rydberg state prohibits the excitation of another in its vicinity,

called Rydberg blockade effect [125]. The large interaction strength is also switchable as the

ground state has 12 orders of magnitude smaller interaction strength than Rydberg states

[127]. The high n states also have very long lifetimes [126]. These properties of Rydberg

atoms have garnered a lot of attention and made them a very attractive system for applica-

tions in quantum information processing [127]. Rydberg atoms have also been successfully

coupled to Bose-Einstein condensates [128].

More recently, Rydberg states were observed in excitons occurring in semiconductor sys-
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tems. Excitons are electron-hole pairs occurring in semiconductor and hence they are hydro-

gen like objects seen in condensed matter system (even for low n states). Rydberg excitons

were observed in several semiconductor system like Cu2O [129] or monolayer WS2,WSe2,

MoS2 etc. [130, 131, 132]. We focus on the Cu2O system and explore the properties of

Rydberg exciton.

5.2 Discovery

Exciton energies are below the conduction band at the band gap between the valence band

and conduction bands. Depending on the bands used there are four different exciton series

in Cu2O - blue, violet, yellow and green [133]. The yellow P exciton series was discovered

first [129]. The band gap is around 2.17 eV for yellow P excitons. The energy of the excitons

with principal quantum number n is given by –

En = Eg −Ry/(n− δl)2, (5.1)

with band gap energy Eg = 2.17 eV, Rydberg energy Ry = 92 meV and quantum defect

δl (e.g. δP = 0.23) depending on the azimuthal quantum number l. The quantum defect

is introduced to account for the deviation from hydrogen like behaviour. It is also seen in

Rydberg atoms where it occurs due to penetration of high angular momentum (large l) states

into the nucleus. The important difference between Rydberg atoms and excitons lies in the

Rydberg energy Ry which is multiple orders of magnitude smaller for Rydberg excitons. This

makes detecting high n states separately from the ionization continuum extremely difficult.

Excitons themselves were first observed in Cu2O in the 1950s. Still the initial efforts only

succeeded to see excitons up to around n = 10 due to the small Rydberg energy [134, 135].

Rydberg states in Cu2O excitons were observed finally in 2014 [129] using high-resolution

spectroscopy with a narrow linewidth laser (∼ 5 neV). P excitons were excited directly

using yellow optical light in a natural Cu2O crystal, kept at cryogenic temperature of 1.2 K.
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Figure 5.1: Absorption spectrum of different excited states of Cu2O. Insets show the higher
n (principal quantum number) states successively. States upto n = 25 are seen. High n
states behave as Rydberg states. Reprinted with permission from [129].
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The excitonic absorption spectrum at the different excitation energies is shown in Fig. 5.2.

Zooming into the successive insets in Fig. 5.1 one can see that excitation up to n = 24-25 are

observed. The linewidth of the absorption lines also gets successively narrower with higher

n, as expected. Here, nP excitons are shown which can be directly excited using a single

optical laser. Other exciton series like nS series can also be excited, although only using two

lasers due to the exciton selection rules [136].

Excitons at n = 25 already have giant extensions. Similar to Rydberg atoms [126] the

average radius of Rydberg excitons can be given by

〈rn〉 =
1

2
aB(3n2 − l(l + 1)) (5.2)

where aB is the Bohr radius, n and l are principal and azimuthal quantum numbers

respectively. For l = 1, i.e. P excitons aB = 1.11 nm [137]. Considering the above values

and n = 25 the average exciton radius of 〈rn〉 = 1.04 µm is calculated. Hence, the extension

(diameter) of P excitons at n = 25 is already larger than 2 µm, an extension only achieved

for n ∼ hundred for Rydberg atoms. Due to this large extension even at small n values

(compared to atoms) Cu2O excitons are expected to behave like a Rydberg system.

The most characteristic fingerprint of a Rydberg system is the Rydberg blockade effect

whereby one excitation to a Rydberg state prevents any other within a certain radius around

it, called blockade radius Rb. Blockade is seen in multiple different ways in [129], as explained

through Fig. 5.2. In Fig. 5.2 (a) Rydberg states are excited using one laser. As the laser

power is increased absorption decreases most prominently for higher n states which is exactly

what should be expected due to Rydberg blockade effect. The Rydberg interaction increases

exponentially with higher n (∼ n11) and hence only higher n states are the ones which show

the blockade effect and are called Rydberg states. Due to blockade, there is suppression

of excitation for high laser power and hence the fraction of the total light that is absorbed

decreases. In Fig. 5.2(b) two lasers (pump and probe) are used. One laser (pump) is tuned

74



Figure 5.2: Signature of Rydberg blockade in Cu2O excitons. (a) One laser experiment-
when laser intensity is increased, absorption decreases rapidly for high n states showing
suppression of excitation or Rydberg blockade effect for high n. (b) Two laser experiment
with pump and probe lasers. The pump laser frequency is fixed at n = 14. Absorption
due to probe laser decreases with increasing pump laser power showing asymmetric (n− n′)
blockade effect. Reprinted with permission from [129].

in resonance to n = 14 state while the other laser (probe) is scanned over multiple state.

As the pump laser energy is increased, the absorption due to the probe laser is observed to

decrease. This shows the presence of strong Rydberg interaction between different states

(i.e. n− n′ interaction or asymmetric interaction).

5.3 Properties

Since their discovery in 2014, many properties of Rydberg excitons in Cu2O have been stud-

ied. Rydberg interaction coefficients between two excitons were modeled for the interaction

Hamiltonian eigenstates [138]. Angular dependence of the interaction potential has been in-

vestigated too. The asymmetric Rydberg blockade effect (i.e., Rydberg interaction between

n− n′ states) has been experimentally observed and modeled in significant detail [139] after

its initial observation in [129].

The effect of magnetic field on Rydberg excitons was studied in [129] itself. An electron
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- previously moving in a straight line - moves in a circle on entering a region of constant

magnetic field perpendicularly. Hence, an electron already moving in a circle - like an electron

around a hole in an exciton -would feel an extra centripetal force in a constant magnetic

field. This would crudely explain why exciton wavefunction would get squeezed in magnetic

field. Due to squeezing of wave function, Rydberg interaction and hence blockade radius

would drastically decrease. This is observed in [129] where using no magnetic field showed

almost complete excitation suppression in high laser power while a magnetic field of 0.8 T

would get the wave function squeezed and excitation suppression at similar laser power is

only around 50 %. Due to this squeezing effect, large n states gets visible in presence of

magnetic field. States up to n = 55 were observed in [140]. Magnetic field also causes a rather

complicated splitting and mixing of different states due to Zeeman effect. Using this mixing

to one’s advantage dark paraexciton states -which are not normally optically addressable -

were observed. Paraexciton states get mixed with orthoexcitons (or the bright excitons) and

they were detected by using magnetic field up to 10 T [141]. Similar splitting and mixing

has been observed in Rydberg excitons in Cu2O in presence of electric fields too [142].

All the above studies in Cu2O excitons were performed in cryogenic temperatures, gen-

erally at ∼ 1-2 K. For practical applications in quantum technologies, high operation tem-

perature would be desirable though. Properties of Cu2O excitons above liquid nitrogen

temperature (∼ 80 K) were observed in [143]. States up to n = 6 for the yellow exciton

series and up to n = 4 for the green exciton series were successfully observed.

The effects of mechanical strain on crystals and excitons are well known. This has been

analysed for Cu2O excitons too. It was shown by theoretical modelling that using cylindrical

stresses excitons can be trapped or compelled to move along a waveguide [144].

Recently Cu2O microstructures have been manufactured and their properties were studied

[145]. Such microstructures may become crucial for applications of Cu2O excitons in quantum

technologies. A thin film of Cu was deposited over a layer of SiO2 and Si by electron beam

evaporation. Later the Cu layer undergoes vigorous oxidation to form the Cu2O microcrystal

76



layer. Exciton states of to n = 6 were already observed. More states can potentially be

observed with a larger microcrystal thickness [145].

5.4 Application

Rydberg excitons can potentially have applications in a diverse range of areas within quan-

tum sciences and more specifically in quantum technologies like quantum computing, quan-

tum networks, photonics, simulating quantum many body physics etc. One simple applica-

tion can be creating a single photon source using the Rydberg blockade effect, as proposed

in [146]. A Cu2O microcrystal with size smaller than the blockade volume is needed. When

excited by a pump laser only one exciton is excited in the microcrystal due to the blockade

effect. The photon produced from the recombination of the exciton can be collected in a

particular direction by embedding the microcrystal in a waveguide or an optical microcav-

ity. Another application of Cu2O Rydberg excitons was proposed whereby a maser can be

produced using the Rydberg exciton. The Rydberg states can be used as metastable state

to produce a CW maser in the THz frequency range [147].

Rydberg excitons in semiconductor microcavities are explored in [148] to create large

optical nonlinearities. Optical and THz light is used to access a three-level system to derive

nonlinear optical responses.

Quantum many body physics and phase transitions were studied in a model of Rydberg

excitons as an one dimensional spin chain. Topological spin phases were predicted to occur

[149]. Possible ways for their detection were analysed too [150]. These studies [150, 151]

essentially simulated many-body phenomenons using Rydberg excitons. Our paper on Ryd-

berg excitons [17] is also a proposal to simulate many-body dynamics (in particular Rydberg

Dynamics) using the Rydberg exciton system.

Many different quantum systems, which includes the Rydberg atoms, have already been

used to simulate quantum many body dynamics. Details of quantum simulation using dif-
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ferent quantum systems is presented in the next chapter.

Rydberg excitons in Cu2O were first discovered less than a decade ago. Hence, research

in their potential application is only picking up pace now and it can be safely said the bulk

of the possibilities remains to be discovered.
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Chapter 6

Quantum Simulation

Quantum simulators are quantum systems whose parameters can be controlled experimen-

tally to simulate the essential features of a much more complex real-world quantum system

[152, 153]. Richard Feynman alluded to this possibility of simulating real-world quantum

systems by using quantum systems itself in his now famous 1981 lecture – ‘simulating physics

with computers’ [154]. The power of quantum information processing is based on the premise

of being able to compute simultaneously on the exponentially increasing number of states

with growing number of qubits N. Feynman pointed out that the number of coefficients

needed to just write down the state of a N particle spin half system is 2N . Just storing

all these coefficients exceeds the capacity of a classical computer at around N = 50. Fur-

ther one needs to perform addition, multiplication and other operations to calculate the

dynamics of the quantum state of a N qubit system. This becomes practically challenging

beyond 20-25 spins already, even with current advances in computation. As a solution to

this problem Feynman proposed that another quantum system can instead be used to model

the evolution [154]. This is shown in Fig. 6.1. A quantum simulator can simulate a quantum

system of interest by preparing the simulator in the same initial state as that of the system,

mimicking the evolution of the system and then measuring the final state of the simulator

appropriately, to determine the corresponding quantity in the system. We focus on the evo-
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lution part as it is the most challenging. Feynman imagined a quantum machine that would

imitate any quantum system including the physical world. However, such a sophisticated

machine would be extremely difficult to build. It would be on the same level of difficulty as

building a quantum computer and hence constitutes a long-term goal for quantum simula-

tion. An easier and near-term goal for quantum simulation is to use a specific simulator to

model a particular system of interest. Hence there can be two kinds of simulator based on

the method of mimicking system evolution - one specific for a particular system which is an

analog simulator and another that will be work for any system called digital simulator [155].

6.1 Analog and Digital simulation

The evolution of the quantum system of interest can be modeled using an analog or digital

system as shown in Fig. 6.2. An analog simulator would have the same kind of Hamiltonian

evolution as the system of interest. However, this simulator would not simulate every part

of the system as Feynman imagined by ‘simulating reality’, but only certain essential parts

we are interested in. For example, in condensed matter system one is interested in certain

quantities (like magnetisation, correlation functions up to a few orders etc.) which decide

the phase diagram. If one is interested in a phase transition in a solid, simulating the

many details of the solid would be quite irrelevant. Quantum simulators themselves should

be more robust against errors than quantum computers as the properties in real quantum

systems like different phases appear despite disorders in the system [152]. Analog quantum

simulators are even more robust as they simulate the whole Hamiltonian directly instead

of digital simulators which may gather error due to the multiple steps involved in digital

simulation (explained later through Eq. 6.1 and Fig. 6.2) [152].

We now return to Feynman’s original conjecture of building a ‘universal quantum sim-

ulator’ that can simulate any quantum system [154]. It was proven by Seth Lloyd in 1996

that such a universal quantum simulator can be constructed [156]. The Hamiltonian cor-
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responding to the quantum system of interest Hsys can be assumed to be built out of few

particle interactions (i.e., local interactions).

Figure 6.1: A target quantum system is simulated by a quantum simulator- another simpler
quantum system with easily tunable parameters. The quantum simulator needs to be pre-
pared in the same initial state (as the target system) after which it needs to mimic target
system evolution and eventually the simulator’s final quantum state needs to be measured
accurately [155].

Then Hsys can be formed by simply adding these Hamiltonians together which act sep-

arately on |ψ(0)〉 to produce |ψ(t)〉. It was shown that Hsys can be rebuilt with loacal

Hamiltonians Hi over small time steps using Trotter decomposition [157],

e−iHsyst ≈ (e−
iH1t
n e−

iH2t
n ...e−

iHnt
n )n (6.1)

This holds exactly for the time in independent Hamiltonian Hsys =
∑

iHi . For time

dependent Hi, Eq. 6.1 is approximate. There are errors. But those errors become smaller

and smaller for smaller time intervals. Lloyd showed [156] that for any desired precision (i.e.

any finitely small errors), the time taken for the simulation grows only polynomially with the

number of qubits N and not exponentially. This shows that any unitary dynamics can be
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simulated using such a digital quantum simulator (see Fig. 6.2). It implies that a universal

digital quantum computer, if built, would also work as a universal quantum simulator.

Figure 6.2: The evolution of a quantum simulator shown in Fig. 6.1. can be carried out
in two ways. One would be the whole simulator Hamiltonian mimicking the target sys-
tem Hamiltonian (analog simulation) while another is using only local interaction between
simulator qubits (digital simulation) [155].

6.2 Different physical systems

Quantum simulations have been performed in various physical systems [153]. In this section,

some of the basic ideas of performing a quantum simulation are explained by describing a

few experiments. We will primarily focus on ultracold atoms [158, 159, 160, 161] which is

one of the most advanced systems in the context of quantum simulations. Experiments in

other systems are reviewed afterwards.

6.2.1 Ultracold atoms

Ultracold atoms are atoms that are kept near absolute zero (0 Kelvin) temperature by using

various cooling techniques like laser cooling, evaporative cooling etc. These atoms can be

either fermions or bosons depending on their total angular momentum. By controlling the

interactions among the cold atoms or subjecting them to carefully tuned potential landscapes
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one can study the various many-body physics phenomena involving either fermions or bosons

as they occur naturally in many systems, especially in condensed matter systems [159, 160,

161, 162]. Due to their ability to simulate solid state physics, systems of ultracold atoms are

also called artificial solids.

Ultracold atoms are primarily used for analog simulation. Analog simulation is carried out

by designing a system Hamiltonian that is of the same form as a target Hamiltonian although

with much greater tunability. Ultracold neutral atoms are perfect for such implementation

as experimental parameters can be tuned over many orders of magnitude [161]. Moreover,

the atoms can be measured with great precision individually or collectively using different

methods. A few simulation protocols using ultracold atoms are described below.

We first describe how ultracold Fermi gases can be used to simulate different parameter

regions of superfluidity in one system [163, 164, 165, 166]. Ultracold Fermi atoms are trapped

in a harmonic trap. These atoms together behave like an interacting Fermi gas with interac-

tion between them occurring primarily from collisions. The strength of these interactions can

be controlled using Feshbach resonances [167]. The interaction strength can be changed by

many orders of magnitude by using an external magnetic field. When the interaction is weak

the atomic system forms a weakly interacting Fermi gas where two fermions pair up and form

Cooper pairs. However, this pairing is in the momentum space and hence the fermions are

generally far apart physically. The wave function of these Cooper pairs can be understood

using the Bardeen-Cooper-Schrieffer (BCS) theory which first explained superconductivity

microscopically in 1957 [168]. In the strongly interacting regime, on the other hand, the

fermions tightly bind together to form bosonic molecules. These molecules are weakly in-

teracting among themselves though. So, these weakly interacting bosonic molecules from a

Bose-Einstein condensate (BEC). Hence changing the interaction strength results in a BCS

to BEC phase transition in a Fermi gas. Simulating this transition also lets one investigate

the region of intermediate interactions strength where the transition happens, the so-called

unitarity regime [166]. This simulation of Fermi gases is quite general in nature. Although
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this is carried out in cold atoms the simulation can also be used to model many other systems

- e.g., neutron stars’ crust made up of low-density neutron matter can be modeled despite

the many orders of magnitude difference in density.

Another revolutionary achievement in cold atom simulation is creating optical lattices

[159, 160, 169, 162]. An optical lattice is a lattice - like potential landscape created by

interference of several laser shined at various angles. Different lattice structures can be

created and lattice parameters can be tuned by changing angle, amplitude, frequency or phase

of the lasers [170, 171, 172, 173, 174]. Such tunability has paved the way for optical lattices to

become a perfect system which can simulate a variety of condensed matter systems. Atoms

moving through optical lattices can model the movement of electrons in a solid lattice over a

wide range of experimental parameters. If bosonic atoms are considered, one can observe the

BEC to Mott insulator phase transition by changing the interaction strength related to the

atoms’ kinetic energy which will determine the atoms’ ability to tunnel through the lattice

potential [175, 176, 177, 178]. the interaction strength can be changed through use of an

external magnetic field by tuning Feshbach resonances [167]. On the other hand, the kinetic

energy can be decreased by increasing the depth of the potential well in optical lattices. Both

paths were explored experimentally to observe the BEC to Mott insulator phase transition

[175, 176]. This quantum phase transition is witnessed by measuring the atomic density

fluctuations. In the BEC state the atomic wave function is spread out and hence atoms are

scattered over a large region. In the Mott insulator regime however, the kinetic energy is

much lower than the interaction energy which suppresses density fluctuations as they become

energetically costly. The density fluctuations of the atomic gas can be precisely detected by

detecting individual atoms through an advanced fluorescence imaging technique called the

atomic gas microscope [176, 179, 180].

The above experiments dealt with a collection of cold atoms. However, capability to

trap and read out multiple individual atoms has also been achieved [182, 183, 181] . In

a breakthrough experiment in 2017 [181], quantum simulation was demonstrated using 51
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Figure 6.3: Different ordered phases were observed due to the interaction of trapped Rydberg
atoms. Depending on the distance between the atoms, Rydberg interaction strength is
altered and correspondingly Z2, Z3 and Z4 phases were observed successively (from bottom
to top panel) where Rydberg states occur once at every 2, 3, 4 atoms. The ground state
of the atoms is shown by green dots and Rydberg state by red open circles. As the laser
detuning is changed, the atoms gradually transition into the ordered phase which is shown
in the left panel by colour coding. In the right panel, the probability of Rydberg state at
each site in the end is shown using histogram. Reprinted with permission from [181].
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individually trapped cold atoms. It was a 1D chain of neutral 87Rb atoms. The Rydberg levels

in Rb atoms were excited to implement long range interaction between the atoms. The atoms

are treated as two level systems - with ground level |g〉 and Rydberg Level |r〉 being two levels

- similar to spin-half particles. The chain of atoms was used to simulate a Quantum Ising

type Hamiltonian with programmable coefficients by controlling the Rydberg interaction

through change of atom-atom distance. Owing to the effect of Rydberg blockade, one would

see different phases like the Z2 phase where the atoms are in a state with only consecutive

atoms in the Rydberg state (e.g. |grgrgr. . . . . . . . . 〉 state). The two neighboring atoms

cannot be together in the Rydberg level due to the blockade effect. Increasing the blockade

radius further Z3 (e.g., |ggrggrggr. . . . . . . . . 〉 state) and Z4 (e.g., |gggrgggrgggr. . . . . . . . . 〉

state) ordered phases were also achieved. The transition to these different ordered states

is shown in Fig. 6.3 for 13 trapped atoms [181]. Z2, Z3, and Z4 order states are created

(from bottom to top) depending on the interaction strength which is varied by changing the

distance between the atoms as shown in the panels. As the laser parameter (detuning here)

is changed, the phase transition to the ordered states is clearly observed. The probability

of detecting Rydberg state at each site (and how it changes with time passing) is shown by

color coding. Also, the probabilities at the end are shown in separate histograms.

6.2.2 Other systems

Aside from ultracold atoms, there are several other promising physical platforms for imple-

menting quantum simulation. One of them is trapped ions [184, 155, 185]. Trapped ions form

a good system due to the ability to manipulate them precisely in ion traps, the variety of in-

teractions possible and the almost perfect measurement fidelity [184, 155, 185, 186, 187, 188].

A transverse field Ising model simulation was carried out using trapped ions showing a tran-

sition from paramagnetic to ferromagnetic order [189, 190, 185]. An ion trap quantum

simulator with hundreds of ions to simulate a tunable Ising interaction has also been demon-

strated [191]. On the other hand, the trapped ion system has been proposed for and also
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been used to simulate high energy phenomena [192, 193, 194, 195]. Relativistic scattering

through Klein tunneling has been simulated using trapped ion system [195]. Other than

analog simulations, trapped ion systems - which are a strong contender for implementing a

future universal quantum computer - can be used for digital simulations too. Ising spin chain

interactions with transverse field were simulated digitally in trapped ion systems [196, 197].

By employing quantum gates among the trapped ions one can program arbitrary interaction

among the spin qubits and simulate the dynamics of Ising spin chain.

Another system of considerable interest is superconducting circuits which is one of the

most advanced physical systems for quantum computing currently [13]. This system is also

attractive for quantum simulation due to fast and tunable interactions, high fidelity quantum

gates and readout [198, 199]. Another huge advantage of superconducting circuits is that

they can be manufactured in different geometries easily and in scale using conventional

chip manufacturing [200]. Superconducting circuits have been used to carry out analog

simulation of superfluid to Mott insulator phase transition [201]. Digital simulation has also

been explored on Ising model, quantum chemistry etc. [202, 203, 199].

Several other systems are being explored for quantum simulation too. Some of the inter-

esting systems among them are quantum dots, semiconductor dopants, atom-photon inter-

actions in cavity, polar ultracold molecules and excitons [153].

87



Chapter 7

Simulation of many-body dynamics

using Rydberg excitons

Preface

This is the second paper of the thesis proposing to build a quantum simulator using the

recently discovered Rydberg exciton system in cuprous oxide. Quantum simulations, if

successfully carried out, can have a revolutionary impact in many sciences with a wide

variety of applications ranging from drug discovery to material sciences. Along with giving

a proposal to build a quantum simulator using Rydberg excitons, we also highlighted the

possible application of such a system.

This work was done in collaboration with several co-authors. I primarily worked on the

design and implementation parts of the proposal, especially the photonic aspects. I proposed

and developed the alternative detection scheme. I wrote the majority of the paper with input

from all co-authors.
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Abstract

The recent observation of high-lying Rydberg states of excitons in semiconductors with

relatively high binding energy motivates exploring their applications in quantum nonlinear

optics and quantum information processing. Here, we study Rydberg excitation dynamics

of a mesoscopic array of excitons to demonstrate its application in simulation of quantum

many-body dynamics. We show that the Z2-ordered phase can be reached using physical

parameters available for cuprous oxide (Cu2O) by optimizing driving laser parameters such as

duration, intensity, and frequency. In an example, we study the application of our proposed

system to solving the Maximum Independent Set (MIS) problem based on the Rydberg

blockade effect.
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7.1 Introduction

The strong dipole transition between high-lying Rydberg states of atoms is the origin of

the long-range interaction between Rydberg atoms [204, 205]. The most notable manifes-

tation of Rydberg-Rydberg interaction is the Rydberg blockade effect where exciting one

atom prevents all other atoms in a certain vicinity from being excited to the same Ryd-

berg state [206, 207]. This feature has inspired several applications in quantum nonlinear

optics [208] for development of single photon sources [209], photon-photon gates [210], and

switches [211]. The application of Rydberg blockade effect has also been explored in gener-

ation of entangled states of atoms for atomic clocks [212] and for entanglement distribution

in quantum repeaters [213, 214]. Progress in trapping individual atoms combined with the

ability to controllably excite atoms to their Rydberg states is enabling applications in quan-

tum simulation of quantum many-body dynamics [181, 215] and in generation of many-body

entangled states [216]. Rydberg atoms in an optical lattice and the blockade effect provide

the opportunity to unlock their applications in finding quantum simulation solutions for

mathematical problems such as the Maximum Independent Set (MIS) problem [217].

Bound states of electron-hole pairs (excitons) in semi-conductors are governed by the

Coulomb attraction and therefore demonstrate properties similar to those of hydrogen-like

atoms. In semiconductors with a relatively high exciton binding energy Rydberg states

of excitons can be observed. In [129], the authors observed Rydberg states of excitons in

cuprous oxide (Cu2O) and the effect of Rydberg blockade on the absorption spectroscopy

outcome. This provides a platform to explore Rydberg excitons in various semiconductors

for applications in quantum non-linear optics [146, 218], photonic quantum information

processing, and in quantum simulation [149].

Here, we numerically simulate the many-body dynamics resulting from exciting an array

of Rydberg excitons in Cu2O. Our approach enables us to find optimal experimental con-

ditions for quantum simulation of many-body dynamics or to reach exotic quantum states.

In particular, we demonstrate that driving laser intensity, frequency and focusing can be

90



controlled to reach the Z2-ordered quantum many-body state [181]. In an example, we show

the application of our proposed system to finding the solution to the MIS problem based on

the Rydberg excitation pattern in a two-dimensional arrangement of Rydberg excitons. Our

proposed implementation is inspired by the progress in the Rydberg excitation of individ-

ually trapped atoms, offers a path for realization in a solid-state system with potential for

integration, and provides a platform to explore many-body quantum dynamics with Rydberg

excitons.

Scheme– The schematic of cuprous oxide’s (Cu2O) band structure with bound Rydberg

exciton states below the conduction band is shown in Fig. 7.1(a). These states can be

addressed both through single-photon [129] and two-photon [219] transitions. We aim to

address nS states which can be achieved with a two-photon transition via an off-resonant

coupling to the 2P (intermediate) state; see Fig. 7.1(b). The lack of directionality in the

Rydberg-Rydberg interaction between nS states enables us to consider various geometries

and to eliminate complications arising from angle-dependent interaction between nP states.

The excitons could be arranged in a polygon configuration (Fig. 7.1(c)) or for that matter in

any arbitrary configuration. This is discussed in more detail below. In Fig. 7.1(b), we show

how neighboring Rydberg states are addressed with an effective Rabi frequency (intermediate

state 2P ). As shown in Fig. 7.1(c), each excitation site is driven by a focused laser and all

sites are exposed to a global secondary exciting laser. Each site is used to define a qubit; |g〉

and |r〉 are the states of the qubit where |g〉 represents lack of an exciton and |r〉 an exciton

in the Rydberg level.

As shown in Fig. 7.1(b), each exciton is treated as a multi-level system being addressed

with an effective Rabi frequency resulting from two driving lasers. This is in particular

important for Cu2O where Rydberg states have relatively small energy spacing. At each

site, the lasers are focused in a tiny spot on a very thin crystal such that a small crystal

volume - smaller than the Rydberg Blockade volume - is illuminated prohibiting multiple

excitations in one site. Fig. 7.1(d) shows an example profile for the effective Rabi frequency
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Figure 7.1: (a) Energy band structure of yellow excitons in Cu2O (CB = Conduction Band
and VB = Valence Band), (b) A diagram of the level structure for a single exciton in the
case of 3 Rydberg levels, namely the n = 24, n = 25 and n = 26 states; nS states are
accessible through a two-photon excitation mediated by the 2P state (not shown here). The
effective Rabi frequency experienced by different states (Ωk(t)) varies due to their different
transition dipole moments. (c) Schematic diagram showing how multiple exciton sites, in a
regular polygon configuration, are created by focused laser excitations at selective positions
in a Cu2O micro-crystal. The blockade radius Rb of one exciton is shown which encompasses
its nearest neighbours. (d) The shape of Rabi frequency and detuning with time to the n =
25 level is shown here.
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and two-photon detuning pertaining to our numerical results that are discussed below.

The paper is organized as follows. After the introduction in Sec I, Sec II presents the

model for our quantum simulation and discusses the results for a polygon configuration of

excitons. We discuss the potential practical application of our scheme to solve MIS problems

in Sec III. Sec IV depicts the road ahead for the implementation of our model. There

a comparison is made with the atomic case with directions for future improvement, and

challenges like losses and various other issues associated with implementation are discussed.

We conclude in Sec V by summarizing our results.

7.2 Simulation

We study the many-body Rydberg excitation dynamics under the influence of population

dynamics and Rydberg-Rydberg interaction. An exciton in the Rydberg level has a large

dipole moment which prohibits an excitation within a certain distance, called blockade radius

(Rb). In our scheme (see Fig. 7.1(c)), the blockade radius Rb contains the neighbouring

exciton site but not the next nearest-neighbour site. Hence, the Rydberg blockade effect

blocks the two nearest neighbors from being excited together creating the Z2-ordered phase,

i.e. states of the form |rgrgrgr...〉 or |grgrgrg...〉. Similar to these Z2-ordered states, our

general objective states are the states with the maximum number of excitations that can

occur without any additional excitations within the blockade radius of a Rydberg exciton.

Our numerical treatment of the many-body dynamics aims to find the optimum pulse energy

and detuning to reach these objective states with the highest probability of success. To afford

numerical simulation of several multi-level systems we do not include the effect of excitation

decay. To circumvent this limitation, we operate at a fast excitation regime where the total

population dynamics remains faster than the expected lifetime of the Rydberg states; see

below for a more detailed discussion.

The excitons are detected by applying a detection laser (de-excitation) pulse to take
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them to the 2P state and then collecting the photons emitted from the 2P exciton decay.

Collection fibers and detectors can be placed behind every site to collect emitted photons.

However, this detection scheme is rather inefficient as the probability of collecting photons in

one direction from the excited state is small. The detection scheme and alternate approaches

to increase the detection efficiency dramatically are discussed in detail in Section 7.4.3.

In our proposal based on Cu2O, excitons in nS states, can only be excited via two-

photon excitation in a ladder configuration through the intermediate P states, owing to the

selection rules. Off-resonant coupling to the transition that promotes an exciton to the 2P

state provides the flexibility to operate at various wavelengths. The two-photon excitation

scheme [220, 221] off-resonantly through an intermediate state (e.g. the 2P state) can help

circumvent the underlying phonon-assisted absorption [129]. This approach is expected to

enable sharp two-photon transitions with optical depth and Rydberg blockade properties

comparable to that of cold atomic ensembles [220]. For the single-photon detuning of δ with

respect to the |2P 〉, the effective Rabi frequency representing the coupling to the |nS〉 is given

by Ω = Ω1Ω2/δ, where Ω1,2 = 〈E1,2 · dg2P,2PnS〉/2~. Here E1,2 are electric field associated

with the two excitation fields and dij is the transition dipole moment for |g〉 → |2P 〉 and

|2P 〉 → |nS〉 transitions. The ground state here represents a lack of exciton and the mode is

determined by that of the E1. For large δ (i.e. δ >> Ω1,Ω2), we can describe the two-photon

transition with the effective Rabi frequency, Ω. Such two-photon excitation was long used

to excite nS Rydberg excitons [222] with optical and infrared lasers. A degenerate two-

photon excitation with a laser at 1eV could simplify the experimental condition. Resonant

coupling to the intermediate state is also a possibility based on electromagnetically induced

transparency as explored in [218, 220] - using an optical and another THz laser - to show

enhanced non-linearity through Rydberg excitons in an optical cavity.

Contrary to the Rydberg atoms, in Cu2O excitons, the separation between Rydberg levels

is not much greater than the linewidth of these levels. The smaller ratio of line separation

and linewidth is a major challenge for effective excitation of Cu2O excitons to a single
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Rydberg level; which can be important for quantum information processing applications.

While trying to excite the intended excited state (say, n = 25) we may inadvertently excite

adjacent levels too (n = 24, n = 26 etc). This significantly decreases the probability of

achieving the objective state(s) in the Cu2O exciton system compared to the atomic system,

as discussed later. Hence, this effect is needed to be included for an effective simulation of

the quantum dynamics. For this purpose, we model each Cu2O exciton as a 4-level system,

1 ground and 3 Rydberg levels system as shown in Fig. 7.1(b). We aim to excite the n = 25

level. For this high lying Rydberg level (n = 25) the energy gaps to the adjacent Rydberg

levels are relatively small, 2π × 2.81 GHz above and 2π × 3.18 GHz below [129] while the

linewidth of n = 25 level is around 2π × 0.102 GHz.

In our model, each exciton is driven by a laser with kth Rydberg state coupled by effective

Rabi frequency Ωk(t) and detuning ∆k(t). The interaction potential between two exitons at

ith and jth position is modeled by the principal number dependent van der Waals interaction

Vkij = Ck
R6
ij

, where Rij is the distance between the two excitons and Ck is the interaction

coefficient corresponding to the kth Rydberg level. The Hamiltonian governing such a system

is given by

H

~
=
∑
k,i

Ωk(t)

2
(σki )−

∑
k,i

∆k(t)n
k
i +

∑
k,i>j

Vkijn
k
i n

k
j , (7.1)

where |gi〉 and |rki 〉 represent the the lack of an exciton and an exciton in kth Rydberg

level respectively at the ith position (site) in the arrangement. σki = |rki 〉 〈gi| + |gi〉 〈rki |,

nki = |rki 〉 〈rki |, and Vkij is the interaction potential between excitons i and j. As it can

be seen in Eq. 7.1, the interaction between different Rydberg states such as 24S − 25S is

not included in this model. Such cross-interaction terms brings a breadth of possibilities

specially in study of wave-packet dynamics in Rydberg excitons where a superposition of

multiple Rydberg states of the same exciton is present [223]. Here, we minimize excitation

to states other than the targeted 25S state numerically to eliminate the effect of these cross-

interaction terms.

95



Using a reference Rydberg state, the detuning with respect to the other adjacent states,

∆k′−1 and ∆k′+1, are calculated from the energy gaps [129]. Thus given k′ as a reference

level, Ry the Rydberg constant and δp the quantum defect, ∆k(t) is calculated as ∆k(t) =

∆k′(t) + Ry
(k′−δp)2 − Ry

(k−δp)2 . Similarly we calculate the Rabi frequency for each Rydberg level

using a set of Rabi frequencies and the relative electric dipole moments (µk), given a reference

k′ then Ωk(t) =
√

µk
µk′

Ωk′(t). In our case the reference k′ is the k′=25 state, for all parameters.

We propose the same square pulse for all the lasers, so the Rabi frequency is constant in

time and space (Ω′k = Ω) with Ω = 2π × 1.404 GHz, while ∆(t) is time dependent and is

iteratively optimized to maximize the probability of reaching a selected objective state(s).

In particular ∆(t) = at3 + bt + c is selected where a, b, c are constants optimized for a

small system size (such as 5) which is then used for the computation of larger site systems.

This ∆(t) is also truncated from above/below by ∆max, ∆min respectively, are selected as

to minimize the excitation of neighboring states. The shape of Ω(t) and ∆(t) used for the

simulations are shown in Fig. 7.1(d).

We choose the distance between two excitons (i.e. the nearest neighbor distance) as a

fraction of the blockade radius. The blockade radius is the distance between the exciton

sites such that Vij = Ω, or more directly Rb = 6

√
C6

Ω
. The distance was chosen to be about

0.958× Rb = 2.72µm [224]. By having the exciton sites separated by this distance, nearest

neighbors have Vkij >> Ωk, while second nearest neighbor have Ωk >> Vkij . This effect,

referred to as Rydberg blockade, blocks nearest neighbors from becoming excited. This was

done with the goal of obtaining an ordered objective state(s).

Our objective state(s) refers to the state(s) with the maximum number of excitations that

can occur without any nearest neighbors being excited for any arrangement of the exciton

sites. Hence, in our simulation where 12 exciton sites are arranged in a regular polygon, the

objective states would consist of two states - |rgrgrgrgrgrg〉 and |grgrgrgrgrgr〉. When the

sites in a polygon are excited by lasers a superposition of these states should ideally be the

final state of the system with high probability. We numerically simulated this dynamics.
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The state probabilities are plotted over time in Fig. 7.2(a). The objective states for the 12-

site polygon are the most probable states. In Fig. 7.2(a), we show the population dynamics

for generation of the objective states with any of the three neighboring Rydberg states

excited. As we aim to minimize Rydberg excitation in neighboring states this is relatively

close to dynamics of generating the objective state with a specific Rydberg state denoted as

|r1gr1...gr1g〉 and |gr1g...r1gr1〉.
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Figure 7.2: (a) Probabilities are plotted with time for the 7 most probable ensemble states
and the initial state with no excitons, |gggggggggggg〉 (dashed blue line), for 12 exciton
sites in a polygon configuration. For 12 sites the most probable states, |rgrgrgrgrgrg〉 and
|grgrgrgrgrgr〉, are equally likely. (b) Probabilities of achieving the objective state(s) for
simulations with different number of exciton sites are shown. The scaling can be modelled
with a exponential decay as shown with the blue line. (c) Correlation function g

(2)
ij , defined

in Eq. (7.2) between two excitons at specific positions (i and j), for 12 excitons with periodic
boundary conditions. Exciton sites neighboring each other, due to the blockade effect, are
mostly anti-correlated. The next nearest neighbour sites are then mostly correlated.

The maximum probability of the objective state(s) (|r1gr1...gr1g〉 and |gr1g...r1gr1〉) de-

creases with more exciton sites, as shown in Fig. 7.2(b). For a set of 6, 8, 10, and 12 exciton

sites probabilities to achieve the objective state are 0.1214, 0.06127, 0.03082 and 0.01545,

respectively. Here, it should be noted although the shape of ∆(t) with time is optimized to

get the highest probability, the same ∆(t) profile was used for all the different exciton sites.

This is to ensure scalability of our approach so that the optimization results can be applied

to higher number of excitons where solving the population dynamics become intractable.
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The probabilities in Fig. 7.2(b), similar to the system of individually trapped atoms

(see Fig. 4 in Ref. [181]), shows a clear exponential trend. Extrapolating this trend we

calculate that a polygon of 50 exciton sites would be expected to attain the objective state

with a probability of around P = (3.30 ± 0.07) × 10−8. This estimate is motivated by the

experimental demonstration of the many-body ordered phase in an array of individually

trapped atoms [181] and will allow us to gain perspective over our numerical results.

Full quantum state tomography remains very challenging as it requires a high number

of complementary measurements. An alternative and very important metric to measure the

ordered objective state is by measuring the second order atom-atom correlation function

defined as -

g
(2)
ij = 〈ninj〉 − 〈ni〉〈nj〉, (7.2)

where the average (< ... >) is taken over many repetitions. The blockade effect is apparent

within Fig. 7.2(c) where a positive value implies correlation while negative value implies

anti-correlation. The anti-correlation between the neighbouring sites and the correlation

between next-nearest neighbours shows a critical signature of the Z2-ordered phase induced

by Rydberg blockade between the nearest neighbours. We also see correlation in top-left or

bottom-right corner of Fig. 7.2(c) because the arrangement here is periodic - e.g. site 1 is

also the neighbour of site 12 and hence they are correlated.

Although the objective states we expect (|rgrgrgrgrgrg〉 and |grgrgrgrgrgr〉) - described

as the Z2 order in [181] - has complete correlations, these only occurs with probability

2 × 0.015 while other states with partial or no correlation also occur (Fig. 7.2(a)). As the

correlation function, g(2), is averaged over many runs of the simulation it dies down quickly

after a few sites. This is expected and similar results occurred in trapped atom simula-

tion experiments [181]. However, this makes g(2) an interesting and accessible experimental

signature as this correlation can be seen even in the presence of significant loss.
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7.3 Application

Maximum Independent Set (MIS) problem aims to find the largest subset of nodes in a graph

where no two nodes are adjacent (linked by an edge). It has been shown that solution to NP-

complete problems such as the MIS problem on planar graphs can be mapped onto the ground

state of a multi-body Rydberg system with proper arrangement of Rydberg atoms (or in our

case excitons); see [225]. This ground state is our objective state with maximum number of

Rydberg excitations such that no two excitations occur within the Rydberg blockade radius.

If there are two excitations within the blockade radius the total energy goes up and it is no

more the ground state. The Rydberg blockade effect combined with a proper positioning of

Rydberg excitons will allow us to naturally reach a solution for the MIS problem. Finding

the correct position for each Rydberg exciton is an exponentially challenging task for large

graphs. Below we treat an example with a graph of 10 nodes as shown in Fig. 7.3(a).
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Figure 7.3: (a) A 10 site graph with sites arranged arbitrarily in 2D to solve a Maximum
Independent Set (MIS) problem using the excitons. The blockade radius of each exciton is
shown by a dotted circle around it and if the separation between two excitons is less than
the blockade radius they are connected by an edge creating the graph. (b) Probabilities
over time of achieving different states for the 10 site graph. The probability of achieving
the MIS objective states was found to be 0.01187 and 0.01124, with a total probability of
0.02311. (c) The number of occurrences for different amounts of Rydberg excitons, based
off 2000 runs. The histogram is shown for expected number of detections given non-unitary
detection probabilities of 0.9, 0.7, 0.5, 0.3 and 0.1.

The polygon scheme described before was a trivial MIS configuration, with the objective
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state easy to find theoretically. Although we observed that the probability of achieving the

objective state is not very high in one repetition of the experiment - P = 2 × 0.015 for 12

sites in a polygon case - that wouldn’t eliminate our ability to find a solution as a solution

is easy to check in polynomial time. Given a solution one simply needs to check if two

of the excitations are within blockade radius - if not it is a ’valid’ solution and one looks

for the valid solution with maximum number of excitations. All that would be required is

enough experimental runs to have a high enough confidence there is no ’valid’ larger set of

excitations.

We depict such an MIS case in Fig. 7.3. Part (a) shows the ten exciton configuration

arbitrarily placed in 2D with the solid lines showing the associated planar graph. The

evolution of different possible final states of the exciton ensemble are shown in Fig. 7.3(b).

The objective states (which are called ’ground states’ in [225]) with the maximum possible

five excitons each, |rggrgrrggr〉 and |rggrgrrgrg〉, have the highest probabilities, 0.01187

and 0.01124, with a total probability of 0.02311. The number of Rydberg excitation in the

final state is plotted as an histogram in Fig. 7.3(c) over 2000 runs. We see a finite number

of occurrences for five excitons but six excitons also occur in small number (at detection

efficiency 0.9). Creation of six excitons is an error due to the presence of other nearby

Rydberg states (see, Fig. 7.1(b)). It can be easily checked that no state associated with

six excitation is ’valid’, as defined earlier. So, we conclude the five excitation states are

our objective (ground) states. Fig. 7.3(c) shows the effect of finite detection efficiencies

too, as Rydberg excitation numbers are indicated in different color for different detection

efficiencies. Naturally, for lower detection efficiencies we expect to detect smaller number

of excitons as more excitons in the final state remain undetected. Low detection efficiency

limits us in finding the objective state with maximum number of excitons; however, as it

can be seen in Fig. 7.3 even for a detection efficiency of 0.7, 2000 runs (attempts) is enough

to find the solution to the associted MIS problem. The objective state can be found at even

lower detection efficiencies by increasing the number of runs.
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7.4 Implementation

7.4.1 Comparison with atoms and improvements

In the following, a comparative analysis is drawn between Rydberg atoms and Rydberg ex-

citons (in Cu2O) for their application as a quantum simulator. This will allow us to put

our results in perspective and motivate experimental efforts based on Rydberg excitons.

Significant progress in trapping individual atoms and well-known Rydberg properties and

excitation strategies puts the atomic systems at a significant advantage. However, the rela-

tively slow trapping, excitation, and detection steps (in order of milliseconds) can become a

bottleneck in applications that require sampling over many outcomes. On the other hand,

for the fast exciton system trapping is not required which will offer simplicity and operation

time in the order of nanoseconds.

The closely placed absorption lines of Rydberg excitons (in Cu2O) prohibit effective

excitation of Rydberg states resulting in low probability of success in achieving the objective

state. The probabilities achieved in our Rydberg exciton simulation are much lower than

what is achievable with trapped atoms [181]. In Cu2O excitons, the radiative linewidth of

n = 25 state is 2π ∗ 0.102 GHz as compared to the 2π × 2.81 GHz line separation between

n = 25 and n = 26 levels. The linewidth is further broadened due to power broadening

effects. The small line-separation limits the range of Ω that can be used. To generate the

objective state one must prevent excitations into higher/lower Rydberg levels (n = 24, 26 in

our model). It is therefore desirable to have ∆k > Ωk for k 6= 25. In sharp contrast, this

condition is very easily satisfied in the atomic system where the atomic linewidth is millions

of times smaller than the line separation. Fortunately, this large linewidth and hence the

small lifetime of excitons is not without benefits, as it also allows many iterations of the

experiment to be performed orders of magnitude faster than individually trapped Rydberg

atoms. Operating on orders of nanoseconds instead of 100 µs, as in the atoms. This allows

one to do 100,000s of times more repetitions in the same time, increasing the number of
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successful attempts in generating the objective state. This in turn increases the probability

of a successful detection and hence identification of the objective state.

To compare these two different systems quantitatively we ask the following question - for

how much time T must the experiment be run to achieve a particular probability (say 99%)

of identifying the objective state of the simulation with n number of sites?

Detection probability is taken as 99% for each atom. It is similarly high for excitons,

which is justified for the alternative detection scheme discussed in Section 7.4.3. For the

excitons we use a more conservative 90% detection probability here combining the effect of

decay loss too. This is discussed and justified in detail in Section 7.4.2.

A single experimental run time takes around 250 ms for the atoms [181] and estimated

to be around 5 ns for the exciton. Assuming the above parameters, for the 50 site case, to

get a 99% chance of the correct state occurring at least once, about 1.94 billion runs need to

be made for the exciton case. This can be achieved in around 9.72 seconds. While for the

atomic case only 842 runs are needed. However, due to the larger individual run times this

would take around 210 seconds.

A smaller time for single experimental run lowers T by a fixed factor, while a better scaling

of success probability with n (data in Fig. 4a of [181] for atoms and in Fig 7.2(b) here for

excitons) enhances T slower for higher n. Hence, the atomic system perform favorably for

higher value of n (more number sites) while exciton system (in Cu2O) is faster for smaller n

values.

It can be concluded from the above analysis that to scale to a really large number of

sites, in the long term, one would actually need to improve line-separation vs linewidth

ratio which differentiated the excitons from the atoms. This has been a problem in Cu2O

system as other unwanted nearby states get excited which resulted in ineffective Rydberg

excitation and correspondingly worse success probability scaling. In the Cu2O system, the

small lifetime and the corresponding large linewidth of the Rydberg excitonic states caused

this. Optical cavities could be used to enhance the coupling efficiency or to reduce the
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decay rate in such a system. This deserves a dedicated study to find optimal conditions

for quantum nonlinear optics with Rydberg excitons. Another possible solution to this

problem may be to use engineered micro structures to enhance the lifetime. Such a system

has recently been experimentally demonstrated in the context of exciton condensation, in

MoSe2–WSe2 double layer material where the inter-layer excitons demonstrate long lifetimes

and maintain the large binding energy which is required to observe and address Rydberg

states [226]. Optical addressing and lifetime measurement of excitons in such structures have

recently been studied in [227] with exciton lifetime of 0.2 ms. Although such long lifetimes

may not actually be needed. Possibly a lifetime close to a microsecond would be enough as

that would already mean a line separation vs linewidth ratio above 1000. However, there

would be complications for long lifetimes as we would need trapping to keep the excitons in

one place which would otherwise move due to thermal motion, discussed in details in Section

7.4.4 . However, there is an important difference with the trapped atoms. Rydberg excitons

can be trapped mechanically using strain traps [228]. Such mechanical traps can be part of

fabrication or prepared with the system. This would save precious trap preparation time for

each iteration of the experiment, as needed for optical traps containing Rydberg atoms.

7.4.2 Decay loss

There are two principal sources of loss in our system - decay loss and detection loss. Detection

loss and ways to avoid it are presented in detail in Section 7.4.3. The decay loss is caused

by the decay of Rydberg states during the simulation. The objective state decays at a rate

proportional to the number of excitons present. Thus given a fully connected ensemble in a

regular polygon arrangement, the worst possible decay rate is proportional to 1/2 the size of

the ensemble. For fewer Rydberg excitations, in partially connected ensembles, the effect of

decay is even less. The low probability of Rydberg excitation at early part of the dynamics

(see Fig. 7.2(a)) and our fast excitation timescales with respect to the lifetime allow us to

reliably remove excitation decay from our numerical simulations for small number of sites.
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This helps to put computational resources towards treating higher number of qubits. The

objective state has a significant probability of being excited only starting from 0.1 ns (see

Fig. 7.2(a)). As the simulation ends at 0.24 ns, considering ∼ 1 ns lifetime of the state, an

individual exciton has a maximum of 14% chance of decay during simulation. However, this

is only if an exciton is already excited by 0.1 ns, i.e. when the excitation probability is just

picking up (as in Fig. 7.2(a)). On average, excitons would be excited much later and hence

the decay probability would also be smaller. As a crude estimation, it can be considered

around half of that (∼ 7%).

Even then, for a large number of sites, exciton decay can no longer be neglected for

theoretical simulation of the final state. However, for the practical purpose of detecting

the objective state in an experiment, the exciton decay loss plays an equivalent role to the

detection loss. The two losses manifest themselves differently - decay loss produces incorrect

final states of simulation and detection loss inhibits the correct detection of the final state.

But they both obstruct finding the objective state. With enough number of experimental

runs one can find the objective state in the presence of each of the two losses. Hence, the

maximum possible loss would simply be a combination of the two losses and the two losses

can be treated equivalently for the purpose of finding the objective state; our prime goal

in this proposal. Hence, even if we extrapolate our results for much larger number of sites

(as we did for 50 sites using Fig. 7.2(b)) without considering the effect of exciton decay, we

would still find the correct minimum probability of detecting the objective state(s) as long

as we combine the decay loss with the corresponding detection loss.

7.4.3 Detection

Faithful detection of the final state is an important requirement of our scheme. In the original

detection scheme, we try to detect the |r〉 = |25S〉 state by making it decay and detecting

emitted photon. However, |25s〉 state can only decay by two photon emission. Hence, as

shown in Fig 7.4 (a) we transfer the |25S〉 state to |2P 〉 state by a THz detection laser and
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detect the photon emitted from the |2P 〉 state. This detection scheme completely depends

on the ability to detect the one photon emitted from the |2P 〉 state. Even if one reaches

a very high combined collection and detection efficiency (say, around 90%) of detecting the

single photon or equivalently a single Rydberg excitation, the probability of detecting the

final state decreases exponentially with larger number of excitons. Moreover, the large size of

Rydberg excitons (∼ 1µm) compared to their blockade radius (∼ 2.82 µm) means Rydberg

excitation lasers (used for simulation) must be focused to a small area in the middle of the

crystal resulting in excitation in a single exciton compared to a collective excitation over

multiple excitons. Hence, there would be no preferred directions to the emitted photon in

contrast to collective emission. This random direction of emission, coupled with limited

coupling efficiency with the collecting fiber and finite detector efficiency lowers the photon

detection efficiency. One way to enhance efficiency is using an optical cavity which would

result in a directional emission even from a single exciton. Cavity would also enhance the

coupling strength of the relevant exction line while not enhancing the other off-resonant lines

which would suppress the off-resonant excitations. However, fabricating such a cavity would

also be challenging as it needs to have a quality factor in hundreds of thousands. In this

context, it should be noted - as we have stressed before - low detection efficiency doesn’t

affect g2 correlation function considerably as it is averaged over.

To solve this problem, in the following we propose an alternate detection scheme which

drastically improves the detection efficiency. Instead of directly detecting the Rydberg exci-

tation by making it decay, here we detect the presence of the Rydberg state |r〉 indirectly, as

a non-demolition detection. The scheme is based on cyclic transitions as shown in Fig 7.4(b)-

(c). Detection lasers pulses are applied at all sites to create low lying Rydberg excitons (say,

2P or 6P state). We try to detect the emitted photons and the sequence is repeated.

In the absence of a Rydberg excitation (i.e. at the sites in |g〉 state) |2P/6P 〉 excitons

would be created and decay by emitting photons (Fig 7.4 (c)). While in the presence of

a Rydberg excitation (i.e. at the sites in |r〉 state) ideally no |2P/6P 〉 excitons should be
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Figure 7.4: The two different detection schemes are shown. In the original scheme (a)
Rydberg excitons in |r〉 = |25S〉 state are detected directly by first transferring it to |2P 〉
state and then detecting the emitted photon. In the alternate scheme the presence of the |r〉
state is detected indirectly, as a non-demolition detection, through many-body fluorescence
detection. Detection laser pulse is applied to create low lying short lived P excitons which
decays by emitting photon that gets detected. The sequence is later repeated to detect a
large number of photons from each site. Moreover, many P excitons are created at each site
in each iteration as they are small in size compared to the |r〉 exciton. Such P excitons are
created if no |r〉 exciton is present (b) but in presence of a |r〉 exciton creation of P excitons
gets hindered due to the blockade effect (c).
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excited due to the blockade effect (Fig 7.4(b)). Such asymmetric Rydberg interaction exists

and has been observed between 6P and 17P states of Cu2O excitons. This was prominently

seen in Fig. 3(e) of [129]. We expect a similar effect between |25S〉-|2P/6P 〉 excitons

will allow us to implement our proposed detection strategy. This would result in reduced

excitation probability at a site in |r〉 state compared to one in |g〉 state. Hence |g〉 and

|r〉 states can be easily distinguished if a large enough number of photons can be collected.

The alternate detection scheme constitutes a non-demolition measurement of the Rydberg

state. Although, it does constitute a measurement, e.g. destroying the coherence between

two degenerate Z2 eigenstates. P excitons are excited resonantly here, contrary to the

two-photon excitation of S excitons, resulting in a phonon-assisted background absorption.

However, the background is not significant compared to the transition line. It is complicated

to include the exciton-phonon interaction in calculations. Hence, we neglect the effect of the

background absorption in our calculation.

The relatively small energy gap between Rydberg states and the asymmetric Rydberg-

Rydberg interaction raises a question whether all possible cross-interaction terms (n′S −nS

for n′ 6= n) should also be included in Eq. 7.1. In this work, we minimized excitation in

neighboring Rydberg states (where k 6= 25) to eliminate the effect of such cross-interaction

terms on the Rydberg population dynamics. For broadband addressing of Rydberg states

and study of Rydberg exciton wavepacket dynamics, it is essential to include all poten-

tially relevant cross-interaction terms. This novel complication introduces an opportunity to

develop novel applications of Rydberg excitons in quantum information processing.

Note that the alternative detection scheme doesn’t require a THz laser, only a yellow

optical laser is needed. Also note that it is tricky to talk about |g〉 state and |r〉 state anymore

as we are creating multiple excitons in the low lying p state. We discussed in introduction

how multiple excitons can break our approximation of two level system. However, please

observe that no additional |25S〉 exciton is excited due to the blockade as before. So, for

simplicity we will go on with the notation by redefining |g〉 and |r〉 state as absence and
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presence of |25S〉 exciton only.

The principal advantage of the alternative detection scheme is that the number of photons

collected from one site is huge as compared to maximum one in the original detection scheme.

This is due to three reasons. Firstly, we perform a cyclic transition by repeatedly creating

and detecting the |2P/6P 〉 excitons. This can be repeated many times within the lifetime

of the |25S〉 exciton as the lifetime of |2P/6P 〉 excitons are much smaller. Secondly, as the

size of |2P/6P 〉 excitons are much smaller than the |25S〉 exciton many |2P/6P 〉 excitons

can be excited simultaneously which would result in detection of multiple photons each time.

Thirdly, due to this ensemble excitation of |2P/6P 〉 excitons the correspondingly emitted

photons would be directional enhancing the photon collection efficiency. Please note that

we assumed that exciton linewidths to be radiative here, based on current evidences [129].

Although the contribution of phonon-mediated line broadening in excitons is not completely

clear, especially to the lower n values. This may adversely affect the detection efficiency.

We quantify the number of emitted photons from a site in |g〉 state to show that indeed

a very large number of photons are emitted. Lifetime of nth state is proportional to n3. So,

a transition to lower n levels can be repeated many times inside the lifetime of the |n = 25〉

state (∼ 1953 times to n=2 and ∼ 72 times to n=6 state). Moreover, the size of lower lying

excitons are much smaller, given by spherical volumes with radius 〈rn〉 = 1
2
aB(3n2− l(l+1)),

where Bohr radius aB = 1.11 nm and for s excitons l = 0 while for p exciton states l = 1.

This gives a radius of 1040.6 nm for 25S state while only 5.6 nm and 58.8 nm for 2P and 6P

states respectively. Assuming we wait for three lifetimes (of P state) to let all the excitons

emit, the combined effect of both factors would result in emission of a staggering number of

photons, 4.3× 109 and 1.3× 105 for 2S and 6S states respectively. Here, we have considered

the exciton radius itself instead of the blockade radius because blockade radius would depend

on the choice of detection pulse Rabi frequncy which is flexible. Also, the value of blockade

radius generally stays in the same order as the exciton radius.

We estimated the mean photon number above. But to distinguish between the |g〉 and |r〉
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states by measuring photon number, we need to know the photon number distribution too.

We assume the probability to successfully detect a particular exciton by photon detection

is P - i.e. combining probabilities of photon emission within the detection time window,

within the spatial collection angle and successful detection. If a total N number of excitons

are attempted to be detected (in time and space), their distribution is binomial resulting in

mean photon detected x = Np and variance σ2 = Np(1− p). As binomial distributions are

almost Gaussian for high N , to have a vanishing overlap (less than 1%) between the two

distribution (|g〉 and |r〉) the mean separation needs to be more than 6σ. As σ << x in our

case we can assume both σ and x to be almost same for both distribution. A 6σ separation

would imply, detection fidelity of 99.9%. We estimate below how much mean separation (i.e.

6σ) is needed as fraction of mean to achieve this. In our case, we have 6σ/x = 6
√

1−p
Np

. Using

N from above and assuming a photon collection probability of p = 0.5 we would have 6σ/x

of 0.000091 and 0.017 for n =2 and n = 6 cases respectively. Hence, to distinguish |g〉 and

|r〉 states with 99.9% fidelity we need only 0.0091% (or 1.7%) less photon emitted in case of

|r〉 state than in case of |g〉 state while using n = 2 (n = 6) state. This implies that even

very small asymmetric Rydberg interaction coefficients would be enough for such detection.

We didn’t estimate the interaction coefficient for asymmetric interaction here as that is out

of the scope of the current work.

We didn’t consider the effect of the decay of the Rydberg state on our alternative detection

scheme yet. When the Rydberg state decays, the blockade effect goes away and there is no

more suppression of photon emission. Hence, it seems best to detect early so that no Rydberg

state decays. However, if we don’t wait for long enough then there is not enough photons

and we can’t distinguish as seen above. Hence, there is an optimal time to stop detection

which we found out to be 0.5 × decay time. Decreasing the detection time by half adversely

affects the above estimate but not by a lot, especially given the small difference of photon

number required in our scheme .
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7.4.4 Other Implementation Details

We now discuss several details of our proposal. We chose nS Rydberg states because it offered

two important simplifications in tracking the quantum dynamics. nS states have only one

angular momentum state |n00〉 and hence the product state |n00〉|n00〉 is the eigenstate of

the non-interacting Hamiltonian [224]. Also, owing to the zero angular momentum nS states

doesn’t have any angle dependence in Rydberg interaction coefficients. Hence, for a polygon

configuration of sites (Fig. 7.1(C)) or even an arbitrary configuration (as explored in Fig. 7.3

for MIS problem) the Rydberg interaction and the corresponding evolution is tractable for

nS states (for upto 12 sites using computer systems available to us).

Although nP states can be excited directly by one yellow laser and offer an experimentally

simpler scenario, nP states introduce considerable complications in tracking the quantum

simulation. This includes angle-dependent Rydberg-Rydberg interaction and difficulty in

exciting eigenstates of the Rydberg interaction Hamiltonian, which in this case are mostly

entangled states [224].

For these reasons, we choose to address nS states and take advantage of the additional

flexibility in the geometry to apply this system to applications such as solving the MIS

problem. However, the superposition states holds promise for potential non-trivial many-

body quantum dynamics to be explored. In this context, many-body quantum dynamics of

Rydberg exciton has recently been explored in [149].

In the proposed experiment, we intend to excite the n = 25 excitation with about 1 µm

radius and about 3 µm blockade radius. Hence to prevent double excitons occurring along

the crystal propagation direction the crystal needs to be rather thin, around 3 µm. It is

a challenge to manufacture such small thickness artificial Cu2O crystals, although artificial

Cu2O micro-crystals has recently been created [145]. Another problem with using a small

thickness crystal is that it can change the energy level structure of the excitons, because it is

now confined inside a potential well. Considering these issues, a little more thickness would

actually probably be fine as the laser itself is focused in about 1− 2 µm length at the centre
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of the crystal and hence weaker in intensity at the edges, resulting in larger blockade radius

there.

There is also a possibility that the excitons could move due to thermal motion despite

the very small timescales used. This would be detrimental to our proposal. However, we

estimated that in the simulation duration of ∼ 0.2 ns and at 1K temperature, even if an

exciton moves ideally, uninhibited with its average thermal velocity, it would only travel

∼ 1 µm. Moreover, in practical systems there is scattering due to crystal imperfection

which would further slow down the exciton greatly. Also, the system can be cooled to mK

temperatures to constrain the exciton montion even more.

7.5 Conclusions

In conclusion, we simulated many-body Rydberg excitation dynamics in Cu2O excitons.

Despite the detrimental effect of neighboring Rydberg states, we demonstrated that Z2-

ordered phase can be reached and observed using correlation in detected emission. We

explored the scaling of the success probability and showed that such many-body quantum

states can be reached and observed for over 50 exciton sites at experimental run times two

orders of magnitude shorter than the individually trapped Rydberg atoms. Using the ability

to selectively excite excitons in an arbitrary configuration, we argued MIS problems can

be solved in the Rydberg exciton system. To further scale up the system, we discussed

the possibility of improving exciton lifetimes by many orders of magnitude using engineered

2D micro structures. Overall these results show the potential of Cu2O excitons and other

attractive semiconductor systems for Rydberg excitons to be used to simulate many-body

dynamics with applications extending to complex optimization problems.
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Chapter 8

Conclusion and Outlook

The proposals for two different quantum devices given in this thesis were at the junction

of photonic technologies and solid-state systems. We proposed a non-destructive photon

detection (or QND detection) scheme using rare-earth ion doped crystals. An intense probe

pulse is first stored in an ensemble of rare-earth ions inside a nanophotonic cavity. Later a

single photon signal passes through the cavity, giving the probe pulse stored in the atoms a

phase shift through cross phase modulation. The presence of the stored probe pulse in the

cavity complicates the phase-shift significantly, but we showed that non-destructive detection

is still possible with high success probabilities.

Several different approaches can be taken to further develop and eventually implement an

ensemble based solid state QND detector, working on the principle of cross phase modulation.

Both theoretical and experimental efforts may be necessary, especially to create a robust

and practical device. Developing long nanophotonic cavities with high quality factors is

one of the essential requirements of our proposal. Another direction can be minimising

the light coupling loss (or mode matching loss) to the cavities. For small coupling loss

light can be sent multiple times through the cavities, thereby increasing the phase shift in

such a multipass arrangement. Other solid-state systems can be modeled in search of a

more suitable parameter regime. Another direction is building a room temperature (or at
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least liquid nitrogen temperature) QND detector which will be more robust and suitable for

practical applications. In view of the proposals of spaceborne QND detectors, it may be

interesting to consider the requirements for such a device.

The quantum simulation proposal in Rydberg excitons was presented next. Rydberg

excitons with large dipole moment and blockade effect were recently discovered in Cu2O

semiconductors. On the other hand, systems of Rydberg atoms are being investigated for

their potential application as quantum simulators. Here we have developed a similar proposal

specific to the Rydberg excitons, which may prove to be more practical and flexible system

on the virtue of being a solid. The exciton system posed its own challenges and advantages

which were analysed. The maximum independent set (MIS) problem with an arbitrary

configuration of excitons was analysed as an application of the simulator. An alternative

high fidelity detection scheme based on asymmetric Rydberg interaction was introduced.

Research in building a quantum simulator or other quantum technologies from Rydberg

excitons can take many directions in the future, given the nascent but promising state of

the field. Further detailed theoretical modelling of the exciton system is definitely one such

direction. More detailed modelling would definitely facilitate research into further under-

standing the properties and potential applications of the exciton system. More proposals

for application of the Rydberg excitons is another direction. Such studies would provide the

impetus for both theorists and experimentalists to probe the system in more depth. Ry-

dberg exciton system in Cu2O has a rich structure. Considering the many possible states

and interactions, different quantum simulation scenarios can probably be implemented in

this system. These can be modelled for small number of qubits using classical computers or

even nascent quantum computers that are slowly becoming commercially available over the

cloud.
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[138] V. Walther, S. O. Krüger, S. Scheel, and T. Pohl, “Interactions between Rydberg

excitons in Cu2O,” Physical Review B, vol. 98, p. 165201, Oct. 2018.

[139] J. Heckötter, V. Walther, S. Scheel, M. Bayer, T. Pohl, and M. Aßmann, “Asymmet-

ric Rydberg blockade of giant excitons in Cuprous Oxide,” Nature Communications,

vol. 12, p. 3556, June 2021.
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[142] S. Zielińska-Raczyńska, D. Ziemkiewicz, and G. Czajkowski, “Electro-optical proper-

ties of Rydberg excitons,” Physical Review B, vol. 94, p. 045205, July 2016.

[143] D. D. Kang, A. Gross, H. Yang, Y. Morita, K. S. Choi, K. Yoshioka, and N. Y. Kim,

“Temperature study of Rydberg exciton optical properties in Cu2O,” Physical Review

B, vol. 103, p. 205203, May 2021.
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