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ABSTRACT 


Trop-NetAdjust predicts the residual tropospheric delays on the GPS (Global Positioning 

System)carrier phase observables using redundant measurements from a network of GPS 

reference stations. This method not only enhances the effectiveness and reliability of the 

integer ambiguity resolution process, but it provides a good approach for tropospheric 

parameter variation forecasting. 

The Trop-NetAdjust method is based upon least-squares prediction criteria and enables 

the prediction of residual tropospheric delays remaining after a standard tropospheric 

model has been applied to the raw GPS measurements. Two cases are analyzed, namely a 

first case when the delay is required for an existing satellite at a new point within the 

network and a second case when the tropospheric delay is required for a new satellite. For 

both cases, the prediction is based on the double difference carrier phase measurements 

made on existing satellites at the network reference stations. 

Field teas are first conducted using data collected in a network of 11 reference stations 

covering a 400km x 600km region in southern Norway. The results are analyzed in the 

measurement domain (double difference ionospheric-free residuals) and show 

improvements of 20% to 65% RMS errors using Trop-NetAdjust. Similar fieid teas are 

also conducted using a 5-receiver network covering a LSOkm x 400km region in the 

southern part of Sweden. Improvements of 20% to 66% were obtained for this test 

network A comparison between the residual tropospheric delays estimated by the 

Trop-NetAdjust method and the water vapor radiometer (WVR) measurement shows the 

Iimitation of Trop-NetAdjust to estimate absolute tropospheric delays. 
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CHAPTER I 


INTRODUCTION 


1.1 Atmosphere and radio wave propagation 

As radio signals propagate through the atmosphere, they are delayed by the atmosphere 

where different layers rehct  it in various ways, as shown in figure 1.1 (McCorkle 1998). 

Figure 1.1: Atmosphere dwerent layen 

The first layer it encounters is the ionosphere, which is charged with a large number of 

tiee electrons that refract the signal. The resulting delay depends on the signal frequency 

(because the ionosphere is a dispersive medium),which is why it is possible to use data 

fkom dual-frequency receivers to estimate and b o a  entirely eliminate the delay by a 

linear combination of these dud frequency data. 

Having passed through the ionosphere, the signal then undergoes a different kind of the 

delay in the neutd atmosphere, which is nondispersive at GPS frequencies and thus 

cannot be eliminated by dud firequency measurements. The neutral atmosphere consists 
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of the troposphere, stratosphere and part of the mesosphere. The delay in the radio signal 

propagation through the neutral atmosphere is mostly due to the effect of the troposphere. 

The n e u d  atmosphere is also often referred to as the troposphere in GPS applications. 

The tropospheric delay consists of two components. The hydrostatic (or "dry") 

component, which is dependent on the dry air gases in the atmosphere, accounts for 

approximately 90% of the delay. The "wet" component, which depends upon the 

moisture content of the atmosphere and contains signiticant levels of water vapor, 

accounts for the remaining effect of the delay (Emardson 1998, Dodson & a1 1996). 

Although the dry component is the larger effect, the errors in the models for the wet 

component are larger than the errors in the models for the dry component because the wet 

component varies more spatially and temporally. Usually, the hydrostatic component is 

called "dry delay" and the wet component is called "wet delay" (Davis & al 1985). 

The hydrostatic delay is caused by the non-water portion of the atmosphere. It is the 

larger of the two parts of the delay. The hydrostatic delay in the zenith direction is 

typically about 2.3 m (Businger & al 1996, Dodson & a1 1996). This hydrostatic 

component has a smooth, slowly time-varying characteristic due to its dependence on 

variations in surface air pressure (weather cells), so this part can be modeled and 

removed with an accuracy of a few milhetres or better using a surface model (including 

pressure, temperature and humidity). It does not therefore create much of a problem as far 

as  its effect on GPS signals (Saastarnonien 1972, Tralli & Lichten 1990). However, the 

wet delay, which is mostly dependent on water vapor pressure and strongly influenced by 

small to Iarge scale turbulence, is as small (in the zenith component) as a few centimetres 

or less in arid regions and as large as 35 centimetres in humid regions. This delay 

component is usually far more variable and more difficult to remove based on standard 

tropospheric models using surface measurements (Bevis & al 1992, Darin & al 1997, 

Duan & al 1996). Therefore, the residual delay remaining after applying a standard 

troposphere model is mostly due to the wet component. If this residual deIay can be 

estimated or predicted in some way, GPS accuracy performance can be enhanced 
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signifcantIy for high precision relative GPS positioning, especially in the context of 

carrier phase integer ambiguityresolution. 

1.2 Measurement approaches of residual tropospheric delays 

To determine the amount of residual tropospheric delay that is not removed by a standard 

tropospheric model, three major methods have been developed during the past several 

years. 

1.2.1 Radiosondes 

Radiosondes are weather measurement instruments that measure upper air profiles of 

pressure, temperature and humidity when launched into the upper atmosphere on a 

weather balloon (see figure 1.2). Wind speed and direction are also measured by 

monitoring the balloon's progress from ground level to altitudes in excess of 30 km. 

Radioactivity and ozone measurements can also be made. The observed data are 

transmitted to ground equipment that processes the data into weather messages. 

Figure 1.2: Ftadiosondes for water vapor measurement 

Using the obtained profiles it is possible to calculate the total amount of water vapor by 

integrating the data accordingto 
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where pvis the water vapor mass density at the altitude z, which is available &om the 

relative humidity U and the temperature measurement T, as 

where e ,  is the saturation water vapor pressure and R, is the specific gas constant for 

water vapor. 

If the atmospheric water vapor has been measured by radiosondes, the tropospheric wet 

delay can be derived &om it. Therefore, radiosondes can measure the tropospheric wet 

delay with good vertical resolution but poor horizontal resolution, and varying temporal 

resolution. Because most of the residual tropospheric delays result fiom the tropospheric 

wet component, radiosondes provide a good way to measure the residual tropospheric 

delay. However, they are expensive and inconvenient because only limited measurements 

are available (2 launches per day). 

1.22 Water vapor radiometer 

The Water Vapor Radiometer (WVR) is an instrument that can provide the wet deIay 

estimates along the signalpropagation path and accordingly information on the integrated 

water vapor. The WVR measures the background microwave radiation produced by the 

atmosphere, usualiy at two kqyencies centred at the water vapor absorption line (22.235 

GHz) and, using various conversion algorithms, transforms these measurements into 

integrated line-of-sight precipitable water vapor. Its intensity output will depend on the 

amount and distribution of water vapor in the slant path direction of the antenna It has 

the high temporal resolution of the wet delay, but is costly and does not fimction weU in 

all weather conditions, especially under rainy and heavy cloud conditions. Figure 1.3 

shows the appearance of a WVR (OnsaIa Space Observatory 1998). 



Figure 1.3: Water vapor radiometer 

1.23 Global Positioning System 

The Navigation System with Timing And Ranging (NAVSTAR)Global Positioning 

System (GPS) is a satellite-based navigation system run by the US Department of 

Defense (DoD), which is conceived as a ranging system from known positions of 

satellites in space to unknown positions on land, sea, in air and space. 

Each GPS satellite currently transmits data on two carrier frequencies, L 1 (1575.42 MHz) 

and L2 (1227.60 MHz). Atomic clocks onboard the satellite produce a fimdarnental L-

band frequency, namely 10.23 MHz. The L1 and L2 carrier frequencies are generated by 

multiplying the hdamentai ffequency by 154 and 120, respectively. Two pseudorandom 

noise (PRN) codes, along with satellite ephemerides (broadcast ephemerides), 

ionospheric modeling coefficients, status information, system time, and satellite clock 

corrections, are superimposed onto the two carrier fkequencies. The measured traveI 

times of the signals fiom the sateIIites to the receivers are used to compute the 

pseudoranges. 

GPS is becoming an important tool to measure the tropospheric wet delay caused by 

atmospheric water vapor. Because the ionospheric delay is dispersive and can be 

determined by observing both kquencies transmitted by the satellites, these kin& of 
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delays affecting observations recorded by a dual-frequency GPS receiver can be 

eliminated directly without reference to observations recorded by other GPS receivers in 

the same network. If the position of the receiver is accurately known and the ionospheric 

delay has been accounted for, an estimate of the tropospheric wet delay overlying the 

receiver can be derived fiom the GPS signals. Usually additional measurements of the 

surface temperature and pressure with good temporal and spatial resolutions are required 

for the standard troposphere model corrections. 

Reviews of the principles of the tropospheric delays of radio signals can be found fiom a 

wide library of authors, namely Brunner (1 984), Dixon (199 I), Elegered (1 992), Langley 

(1992), Trehauft (1992), B m e r  and Welsch (1993), and Hofmann-Wellenhof & a1 

(1993). Dixon (1991) gives an introduction to the troposphere delay of radio waves, 

especially for reducing residual tropospheric delay effects. Trehauft (1992) reviews 

troposphere delays in very long baseline interferometry (VLBI), which applies similarly 

to GPS.Based on significant tropospheric research, several theoretical troposphere zenith 

models and associated mapping functions have been developed during the last several 

decades. Modeling atmosphere delays was reviewed by Herring (1992), who describes 

the separation of the neuttal atmosphere into wet and hydrostatic components. Janes & d 

(1991) compares several models and mapping functions with ray traced standard 

atmosphere conditions. They conclude that the Saastamoinen (1973) zenith delay model, 

in conjunction with either the Davis (1986) or Goad and Goodman (1974) mapping 

fimctions are best suited for GPS relative positioning. Mendes and Langiey (1 994) 

comprehensively compare 15 geodeticquality mapping hctions,  determining that the 

Lanyi (1984), Herring (1992), Ifadis (1986), and Neil1 (1993) mapping functions are the 

most reliable for high precision positioning applications. 

However, these theoretical troposphere models are not able to always satisfy the 

requirements of high precision GPS applications because of the significant residuai 

tropospheric delay that cannot be well modeled nor removed. In order to estimate the 

residual tropospheric delays, conventional weighted least squares and Kalman filter 
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algorithms have been developed by various researchers. Reviews of various estimation 

techniques are covered in: Lichten and Border (1987), Dixon and Kornreich WoIf(1990), 

Herring & aI (1990), Lichten (l990), Tralli and Lichten (1990), and Elgered & a1 (1991). 

Lichten and Border (1987) give a review, describing in functional form of the modeling 

of the tropospheric delay as a random walk or Gauss-Markov stochastic process. Lichten 

(1990) gives a comprehensive review of a Kalrnan filter approach to stochastic estimation 

of the troposphere delay and achieves better than 5mm r.m.s delay estimates. They 

conclude that the random walk or Gauss-Markov process provides equivalent estimates 

of residual tropospheric delays. They predict that GPS has the potential to resolve, in near 

real-time (on the order ofa few minutes), zenith delay fluctuationsat the centirnetrelevel. 

1.3 Researchstatement and objective 

1.3.1 Research objective 

The intent of this thesis is to develop and test a new method to predict the residual 

tropospheric delay in reai-time on GPS carrier phase observables using the redundant 

measurements available in a network of GPS reference stations. For any GPS network, 

the redundant information available through the availability of multiple reference stations 

should intuitively be useful in improving the prediction accuracy. The prediction method 

is based on a least-squares criteria and enables one to predict the residual tropospheric 

delay remaining after a standard model has been applied to the data 

This method to estimate the residual tropospheric delay is different compared with 

- traditional approaches, such as conventional weighted least squares and KaIman filtering. 

Two specific sub-objectives are 

Optimal prediction of residual tropospheric delays for an existing satellite at any user 

location using the satellite measurements available from a network of fixed reference 

stations.Thiswill result in a flster estimation of the integer ambiguities at the user since 

a Iarge part of the carrier phase errors are due to the troposphere. 
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Prediction of residual tropospheric delays for new satellites being observed by the 

network stations and user alike, using other satellite measurements available in the 

network This implies that tropospheric delays between satellites and observation points 

are spatially correlated which is indeed the case. This is important in order to resolve 

quickly ambiguities involving new satellites. These satellites are initially relatively low 

and their tropospheric delays relatively high. 

1.3.2 Thesis outhe 


The remaining parts of this thesis consist of the following chapters. 


Chapter 2 describes GPS carrier phase observables as well as  double difference error 

sources. Each carrier phase double difference error source is analyzed. The ionospheric 

delay and satellite position errors are described in detail. 

Chapter 3 describes the effects of the troposphere on the GPS signals. Characteristics of 

the troposphere are first reviewed. Secondly, the refraction of GPS signals in the 

troposphere is presented. Along with the analysis of the physics associated with the 

troposphere, several typical troposphere models are introduced with associated mapping 

functions. Finally, the ionospheric-he (IF) double difference observable is provided as a 

measurement of the residual tropospheric delay. 

In Chapter 4, a review of the traditional estimation approaches for residual tropospheric 

delays is first presented based on conventional weighted least squares and Kalman 

filtering. Secondiy, the basic methodology of Trop-NetAdjust is introduced for the 

estimation of the residual tropospheric deIay using a GPS network adjustment. Based on 

the network optimal estimation, the Trop-NetAdjust method is mathematically derived 

based on least squares prediction for two different predicting cases: a new station and a 

new satelhe. The covariance function of the residual tropospheric delay is derived fkom 

GPS network fieId data based on the analysis of its temporal and spatial correlation. 



In Chapter 5, the derived covariance bc t ion  and the Trop-NetAdjust method are 

applied to data fiom a GPS network located in Norway. New station prediction and new 

satellite prediction for residual tropospheric delays are considered independently. The 

results are analyzed in the measurement domain. The Trop-NetAdjust performance 

improvement with respect to satellite elevation angles is also investigated in the latter 

part of this chapter. 

In Chapter 6, the Trop-NetAdjust method is applied to a GPS network located in 

Sweden. In this case, the residual tropospheric delay can also be measured by a water 

vapor radiometer. A performance comparison of the estimated results between 

Tmp-NetAdjust and the WVR is presented in the latter part of this chapter. 

Chapter 7 provides the conclusions and recommendations for future research. 



CHAPTER 2 


GPS CARRIER P W EOBSERVABLESAND DOUBLE DIBWXENCE ERROR 


SOURCES 


In this chapter, various GPS error sources and their influence on camer phase double 

difference observables are analysed. Double differencing is described as an approach to 

eliminate or reduce most errors, and each significant error source that remains after 

double differencing is analysed in greater detail. 

2.1 Carrier phase observables and double differencing 

Most GPS receivers generate two primary observables: the pseudorange measurement 

based on tracking of the GPS signal code, and a measurement of the carrier phase from 

the integrated beat frequency between the received GPS carrier signal and the carrier 

signal generated locally within a GPS receiver. 

2.1.1 Carrier phase observables 

The carrier phase can be measured by beating the received Doppler-shifted satellite 

carrier with a signal of the constant tiequency generated in a GPS receiver. The camer 

transmitted by a satellite can be extracted either by complete knowledge of the pseudo- 

random noise code (C/A code or P code), or by codeless signal processing techniques, 

such as squaring,or cross-correlation(Hohann-Wellenhof & a1 1993). Since a receiver 

can only measure the f'ractional part of the beat carrier phase, the integer number of 

whole wavelengths in each phase measurement is unknown. This integer number is called 

the initial carrier phase ambiguity. In essence, this integer number N can be thought of 

as a constant, adding an unknown bias in each of the camer phase measurements. The 

values for N are independent for measurements between different receivers or different 
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satellites, But the values of N are constant for successive measurements taken at 

different epochs (assuming no cycle slips between those epochs). If the initial integer 

cycle ambiguity codd be resolved reliably, the phase measurement would provide a very 

precise position in differential mode. 

The measured carrier phase range observable ( (Lachapelle, 1997) can be written in the 

following form, where all quantities are in units of distance: 

4 = p+dp+cdt -cdT -d, +ti,,, +E, +AV (2.1) 

where 

p is the geomehc range from satellite to receiver, 

dp is the satellite orbit error, 

c is the light speed, 

dt is the satellite clock error, 

dT is receiver clock error, 

d,",,, is the ionospheric delay. 

dm is the tropospheric delay, 

is the carrier phase measurement noise (receiver noise and multipath),E+ 

A is the wavelength of GPS carrier, and 


N is the carrier phase integer ambiguity (in cycles). 


2.1.2 Double differencing 

In order to eliminate or reduce many of the errors for precise differential GPS, a "double 

difference" observable is generated. That is, the carrier phase observables are first 

differenced between different satellites. Then these differenced observables for the same 

set of satellites are frnther differenced between the receivers. This is illustrated in figure 

2.1. 



Receiver P Receiverb 

Figure 2.1: GPS double difference 

First, a single difference observable is generated by differencing simultaneous 

measurements between two satellites and a receiver: 

vq$; ,-.= 4; -4; (2.2) 

where subscripts 'a ' refers to receiver a and superscripts 'x ' and 'y ' refer to satellite x 

is the carrier phase observable at receiver a for satellite 

Next. single difference observables between two receivers for the same pair of satellites 

are differenced in order to form the fo11owing double difference observable 

AV+: =V4: -V&"' (2-3) 

According to equations 2.1,2.2 and 2.3, the double difference observable is written as 

#: For instance, .ysatelliteand 
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Equation 2.4 can be simplified as follows with the assumption that the measurements 

were collected at both receivers simultaneously (dTaX=dcyand d y  =dT,Y ) and the 

signals were transmitted at the same time fiom satellites x and y (dt,' =dt,Y and 

In this equation, each of the error sources is presented in the form of a double difference, 

where 

AVdpz is the double differenced satellite orbit error, 

AV~,,: is the double differenced ionospheric delay, 

AVd,,,: is the double differenced tropospheric delay, and 

A V E ~ ~is the double differenced measurement noise which includes muitipath 

and receiver noise. 

Here, only the satellite position enor dp is considered in equation 2.5. But most DGPS 

algorithms involves generating a nominal "computed" range between the receiver and the 

satellite from the best known coordinates of the receiver and the satellite. Further 

considering the errors in the "known" receiver positions relative to the true positions, the 

double differenced geometric true range AVpz can be written in the following form 

(Raquet 1998): 

AVpz = AVR: -AVdRz (2-6) 

where R is the computed range between the satellite and the receiver, and W is the 

receiver position error. 

Combining equation 2.6 with 2.5 results in 

AV#z =AVRZ i-AVdp: -AV&g -AVdlom: +AVd-2 +AVE+,~ (2.7)+MVN: 
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In the following, the measurement-minus-range observable AV ( is used in order to give 

a good representation of the error sources themselves. equation 2.7 can be written in 

another form as: 

Equation 2.8 can also be written in units of cycles as: 

where, R is the wavelength of GPS carrier phase (L1 or L2 frequency). 

2.2 Canier phase double difference error sources 

To achieve millimetre precision using GPS, it is necessary to analyze GPS carrier phase 

measurements and eliminate or significantly reduce the biases and errors influencing the 

measurements. According to equation 2.9, it is clear that the major error sources of the 

double difference GPS carrier phase measurements are atmospheric refraction in the 

ionosphere and troposphere (neutral atmosphere), satellite orbit errors. measurement 

errors (multipath bias and receiver noise), as well as reference station coordinates errors. 

Here, it is assumed that the carrier phase ambiguity is resolved correctly to an integer. 

The following discussion highlights the significant error sources in double difference 

precise GPS positioning. Further information on GPS biases and errors can be found in: 

Kroger & a1 (1986)-Wells & al (1986), Dixon (I99 I), and Blewitt (1993). In order to 

describe the troposphere effect in greater detail, it is discussed in the next chapter. In this 

section, other error sources that affect GPS observations are reviewed. 

2.2J Ionospheric delay 

The ionosphere is the part of the upper atmosphere where fiee electrons occur in 

sufficient density to have an appreciable influence on the propagation of radio frequency 
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electromagnetic waves. This ionization depends primarily on the Sun and its activity. 

Ionospheric structures and peak densities in the ionosphere vary greatly with time 

(sunspot cycle, seasonally, and diurnally), with geographical location (polar, auroral 

zones, mid-latitudes, and equatorial regions), and with certain solar-related ionospheric 

disturbances (Klobuchar 1996). 

The region of the ionosphere extends from 50 to LOO0 km (Langiey 1992). Ionization 

appears at a number of atmospheric levels, producing layers or regions, which may be 

identified by their interaction with radio waves. These layers are known as the D, E, and 

F layers, and their locations are shown in figure 2.2 for both night and day conditions at 

mid-latitudes. The first ionospheric layer found is the so-called E layer or region at about 

90-120 krn altitude. It is used by radio operators as a surface ffom which signals can be 

reflected to distant stations. It is interesting to note that this works also the other way 

round and, for example, the auroral kilometric radiation created by the precipitating 

particles high above the ionosphere does not reach the ground because of the ionospheric 

E layer. Above the E layer, an F layer consisting of two parts can be found:F1 is at about 

170 km altitude, and F2 at about 250 km altitude. The F layer also reflects radio waves. 

The lowermost region of the ionosphere below 80 km altitude, the D layer, however, 

principally absorbs radio waves. 

Plasma density [crn31 

Figure 2.2: Ionosphere layers 
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Ionospheric temporal variations can be separated into two classes. The first (and most 

important) class is due to the slowly varying global temporal variations. The second class 

is due to local variations. The slow global variations are due primarily to solar radiation 

(i.e., the ionizing source), electron recombination and to some extent atmospheric waves. 

As the Earth rotates from day to night and back to daylight, the Earth-fixed ionosphere 

undergoes a quasi-periodic variation in its electron density. The ionospheric correction 

between a satellite and a receiver is actually a path integral (i.e., the total electron content 

or TEC)through the ionospheric electron density. The electron density varies with height 

but an approximation can be obtained by considering the majorities of ionospheric TEC 

to be at a fixed height and examining the time variation of the electron density. 

During daylight hours, the ionizing source (i.e., solar radiation) is strong enough such 

that the ionospheric electron density approaches a quasi-steady state. The intensity is 

roughly proportional to the radiation source strength (and the atmospheric density). 

Dm-ng the night, no radiation source is fkeeing electrons (except for auroral activity at 

the poles) and therefore the existing electrons slowly recombine with the ionospheric ions 

(the ionosphere is a neutral plasma field). Thus,we expect that the zenith ionospheric 

electron density is roughly a bc t ion  of the local earth time of signal transmission. 

The major effects the ionosphere can have on GPS are the following: 1) group delay of 

the signal moddation, or absolute range error; 2) camer phase advance, or relative range 

error; 3) Doppler shift, or range-rate error; 4) Faraday rotation of all actually polarized 

signals; 5) rehction or bending of the radio wave; 6) distortion of pulse waveforms; 7) 

signal amplitude fading or amplitude scintillation; and 8) phase scintillation. Usually the 

ionospheric range error can vary fiom only a few metres, to several tens of metres at the 

zenith. 

Fortunately, the ionosphere is a dispersive medium: the reftaction index is a h c t i o n  of 

the operating Eequency, and dual ftequency GPS users can take advantage of this 

prop- of the ionosphere to measure and correct for the firstsrder ionospheric range 
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and range-rate effects direbiy. The refi-actionindex n of the ionosphere can be expressed 

as (Klobuchar 1996). 
1r 


where x = l V e e 2 / ~ , m o ' ,Y, =f,cos(8)/ f , Y, = f, sin(@)/ f ,Z = v / o ,  0 = 2 &  

where 

f is the frequency of income signal, in Hz, 

N, is the eiectron density, in elech.m/m3,  


e is the electron change, =-1.602x 10-I' coulomb, 


E, is the permittivity of Free space. =8.854 x lo-'* farad/m, 


m is the rest mass of a electron, =9.107 1 o-~'kg, 


B is the angle of the ray with respect to the Earth's magnetic field, 


v is the electron-neutral co Ilision frequency, and 


f, is the electron gyro fiequency, typically 1-5MHz. 


For kquencies in the GHz range n can be approximated with an accuracy of better than 

1% by: 

and 

The ionospheric group delay is therefore 

where the quantity IiV,&is the TEC, in ellm', integrated dong the path from the 
S 

observer to the satellite. The TEC represents the munber of fiee electrons in a 1-square 
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metre column along the path. The TEC varies both with latitude and time and in the 

Earth's ionosphere values between loL6and 10" e l lm' have been measured (Klobuchar 

f 996). 

The phase of the GPS signal is advanced in the ionosphere by the same amount (when 

converted to metres) that the code is delayed. 

2.2.2 Multipath 

Multipath is the phenomena whereby a signal travels from a transmitter to a receiver via 

multiple paths due to refraction and dieaction, as shown in figure 2.3. It is one of the 

major sources of error in precise GPS applications. Multipath can distort the signal 

modulation, resulting in measurement errors of the pseudo-random code. Multipath can 

also degrade the phase of the carrier, resulting in the errors in phase measurements. 

Unlike other error sources, it is highly localized and does not cancel out through 

differencing. 

GPS 


Figure 2.3: Multipath S i p d  
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A mathematical representation of the camer phase observable for a two-path signal (one 

reflected signal)to gain insight into multipath errors, can be expressed as 

S= Acos(&) + culcos(4, + 8) (2.14) 

where 

S is the received signal, 

A is the ideal (direct) signal amplitude, 

&.is the phase of the ideal (direct) signal, 

a is the reflectivity coefficient that relates the relative strength of the reflected 

signal to the actual signal (typically less than l ) ,and 

@ is the phase shift caused by the reflected signal. 

Because the direct and reflected signals have the same frequency, the superposition of the 

two can be written in the form 

s = a ,A cos(4', + @,it)  (2.15 )  

where a,ttis the attenuation of the signal due to multipath, and 8, is the induced phase 

shift ofthe signal due to multipath. 

Comparing equations 2.14 and 2.15, yields 

and 

Ohsf= tan-' [ asin(9) 
I1+ acos(8) 

The case of maximum path delay must firlfill the condition /at9 = 0 ,which occurs 

at B,,= fcos-' ( a ) .  Therefore, the m e u r n  carrier phase muitipath error induced by 

a single reflected signal is a function of only the reflected signal strength ratio in this 

simplistic model. The maximum theoretical error therefore occurs for a vdue of a = 1, 

which corresponds to f90". As &9o0isequivalent to one quarter of a cycle, the 

maximum theoretical carrier phase enor due to mdtipath is A 14, or approximateIy 4.8 
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cm when converted corn L1 cycles to metres (Leick 1995). However, in most real-world 

applications, the reflected signal will be attenuated to a lesser extent, and typical phase 

multipath values are more on the order of I cm or Iess (Lachapelle 1994). 

Code multipath is similar to carrier phase multipath., only its magnitude tends to be 

several orders of magnitude higher. For code measurements, the multipath signals are 

always delayed compared to line-of-sight signals because of the longer travel paths 

caused by the reflection. The direct and reflected signals will superimpose to produce the 

received signal and it will have a great effect on the GPS receiver's conelator as shown in 

figure 2.4 (Lachapelle 1997) and introduce some measurement errors of the calculated 

GPS signal time delay. The magnitude of this error is site, geometry and equipment 

dependent, but it is typically less than a few metres. Similar to the carrier phase, in which 

the maximum multipath is a fkaction of the wavelength, multipath for the code is related 

to the code-chipping rate, and is a function of the length of the codes. The higher the 

chipping rate, the lower the maximum multipath. Depending upon this rule, the expected 

multipath on the P-code pseudorange (chipping rate is 10.23MHz)is smaller than for 

C/A-code pseudorange (chipping rate is 1-023MHz). 

Figure 2.4: Multipath effeet on code cornlator 
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A number of significant research work has been done to characterize the effects of the 

multipath on a Delay Lock Loop @LL) in a GPS receiver. These multipath effects can 

be reduced using three typical methods: antenna-based mitigation, improved receiver 

technology, and signal and data processing. Antenna based mitigation modifies the 

antenna gain pattern to counter the multipath, such as a chock ring with a ground plane. 

For receiver technology to mitigate the multipath, the typical example is Narrow 

Correlator Spacing (Fenton & a1 199I, van Dierendonck & a1 1992). Multipath mitigation 

using the signal-to-noise ratio is explored by Axelrad & a1 (1994), while Raquet and 

Lachapelle (1996) investigate the use of multiple reference stations to deal with this 

problem. Regarding carrier phase multipath mitigation, a system comprised of muitiple 

closely-spaced antennas was developed and tested by Ray & al(1998). 

2.2.3 Receiver noise 

Receiver noise can be considered as white as it is uncorrelated over time. Also, there is 

no correlation between separate parallel measurements taken at the same time in a GPS 

receiver, because of the use of independent signal tracking loops for each separate 

measurement. The noise level is a function of code correlation method, receiver 

dynamics, and satellite elevation (due to antenna gain) (Lachapelle 1997). Code and 

carrier phase measurement noise can be estimated by a "zero baseline" tea. The GPS 

signal is split into two and fed to two separate but same-type receivers. Typical receiver 

noise levels are outlined in Table 2. I . 

Table 2.1: Approximate GPS receiver noise Ievel 
Observable Approximate noise level 

I CarrierPhase (L1) I 0.5 -3 I 
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2.2.4 Satellite orbit error 
Satdlite orbit error results 6om the uncertainties in the orbital information. These 

uncertainties are due to the accuracy limitations associated with Selective Availability 

(SA) and the predicted nature of the broadcast ephemeris. The broadcast navigation 

message includes Kepierian orbital elements and time derivatives for these elements. It is 

generated using the measurements from five GPS monitor stations and is updated once 

every two hours. Tests have shownthat the orbit error is about 5 to 20 metres when SA is 

turned off(Lachapelle 1997). 

Since most users derive the position of GPS satellites fiom the broadcast ephemeris, the 

significant uncertainties of the broadcast ephemeris result in errors in positioning. Orbital 

errors can be greatly reduced in relative positioning by double differencing because of the 

spatial correlation of the orbit error. However, the residual orbit error increases as the 

baseline length increases. Therefore, a more effective way to handle the orbit error for 

long baseline positioning is to use precise orbits, which are calculated using 

measurements tiom many reference stations for many days before and after the time 

period. These precise orbits typically have an accuracy better than 6 cm (Rothacher 

1997). Generally, the following equation gives a simple relationship between satellite 

orbit error and baseline estimated error for a worst case, as shown in fi,pre 2.5: 

&/b =&/p (2.18) 

where 
+ + 
(16 is the baseline error due to a satellite orbit error &, 

6 is the baseline length, and 

p is the range to satellite (approximately 20,000 km). 

The maximum baseline error is therefore Ippm or better for each 20 m of satellite orbit 

error. 



Figure 2.5: Effect of orbit errors on DGPS 

2.2.4.1 Samples of satelliteorbit errors from field data 

In order to evaluate satellite orbit errors, they can be calculated by differencing the 

position generated from the broadcast ephemeris and the position generated from the 

precise orbit. 

The primary data used in this thesis was fiom I 1  reference receivers spread throughout 

the southern portion of Noway, as described in detail in Appendix A. The data was 

collected on September 30. 1997and a 10' cut-off angle is chosen for processing. [nthe 

following analysis, two sets of baselines are selected. The direction of one set is North-

South and they are Ales-Berg (249h), Ales-Geim (243km)and Ales-Kris (498km),and 

the associated double differencing errors are shown in figure 2.6. The statistics of these 

erron are listed in Table 2.2 and shownin figure2.7. Another set of baselines is along the 

West-East direction and they are Geim-Geir (29km), Berg-Geir (164km), Geir-Tryr 

(247km) and Berg-Tryr (4071rm), and the associated double differencing e m n  are shown 

in figure 2.8. The statistical analyses of these baselines are presented in Table 2.3 and in 

figure 2.9. 
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Figure 2.6: DD orbit errors over NorthSouth direction baselines 

Table 2.2: Statisticsof DD orbit errors over baselines along North-South direction 

Baseline Name I Baseline Length (km) I Mean (cm) IRMS (cm) I


I I IIAles-Geim 1 243 1 -0.12 1 2.69 IIAles-Berg 
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Figure 2.7: Statistics of DD orbit errors over North-South direction baselines 
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Figure 2.8: Double difference orbit errors over West-East direction baselines 
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Table 23: Statistics of DD orbit errors over baselines along West-East direction 

Figure 2.9: Statistics of DD orbit errors over West-East directionbaselines 

Baseline Name 

Geim-Gei. 

Berg-Geir 

Geu-Tyr 

Berg-Tryr 

Baseline Length (km) 

29 

164 

247 

407 

Mean (em) 

0.09 

0.47 

0.82 

1.01 

RMs(cm) 

0.27 

1.45 

2.35 

3.55 
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Note that, for the double difference satellite position errors, the rms of this error increases 

as the baseline length increases. This is because the spatial correlation of satellite orbit 

errors decreases with the increase of the baseline length. With the decrease of spatial 

correlation, the residual double difference errors due to satellite orbit errors will increase. 

Figure 2.10 shows the rms of double difference satlIite orbit errors versus the baseline 

distances by the combinationof two baseline sets above. The trend is quasi-linear. 

Y 
0 100 200 300 400 500 600 

Basellnu dlstanca (km) 

Figure 2.10: RMS of double daerence orbit errors versus baseline distance 



CHAPTER 3 

TROPOSPHEFW E3WtCT ON GPS SIGNALS 

GPS signals have to propagate through the Earth's atmosphere. Two atmospheric regions 

degrade the quality of GPS observations: the ionosphere and the neutrai atmosphere 

layer. The ionosphere is a frequency-dispersive medium,that is, the fke electrons of the 

ionosphere cause a frequency dependent phase advance or a group delay to the GPS 

signals. Hence, the first-order ionospheric effects can be removed by dual-tiequency 

observations (Hofmann-Wellenhof & al 1993). However, the neutral atmosphere, which 

includes the lower part of the stratosphere and the troposphere, is a non dispersive layer. 

The modeling of this effect on GPS signals requires the information of the atmospheric 

properties. 

In this chapter, the characteristics of the troposphere are reviewed, describing its 

compositions and significance in GPS relative positioning. Secondly, the refraction of 

GPS signal in the troposphere is analyzed. Along with the analysis of the physics of the 

troposphere, several typical tropospheric models are introduced. Thirdly, the ionospheric-

free (IF) double difference observable is provided as the measurement of residual 

tropospheric effects and the concept of residual tropospheric delay is put forward in 

detail. FinaIly, the troposphere standard model improvement is tested and andysed using 

field data-

3.1 Troposphere composition and structure 

The neutral atmosphere layer consists of three temperaturedeiineated regions: the 

troposphere, the stratosphereand part of the mesosphere. The n e M  atmosphere is ofken 

simply referred as the troposphere because in radio wave propagation the troposphere 

effects dominate with respect to other effects. Figure3.I gives the temperature profile of 

the standardatmosphere (Champion 8t a1 1985). 
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Figure 3.1: Thermal profde of atmosphere showing approximate altitude o f  

temperature regions 

From figure 3.1, it is obvious that the temperature in the troposphere region decreases 

with increasing height at a rate of 6.S°C/km., on average. The actual value of this 

temperature gradient is a function ofheight, season and geographical location. 

The troposphere contains about 80% of the total motecdar mass of the atmosphere 

(Wallace and Hobbs 1977), and nearly all the water vapor and aerosols. Considering the 

composition ofthe troposphere, it can be divided into two parts: dry air and water vapor. 
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Dry air is a mixture of gases, in which nitrogen, oxygen, and argon are the major 

constituents and account for about 99.95% of the total volume. Dry air is mixed very 

consistently up to an altitude of approximately 80km.The main source of water vapor is 

the evaporation fiom bodies of water and transpiration by plants. The water vapor content 

is a h c t i o n  of the focal geographic conditions and meteorological phenomenon. Its 

concentration is less than 1% of the volume of the air in the polar regions and large desert 

region, but quite significant over tropical rain forests, reaching over 4% of the volume of 

the air (Lutgens and Tarbuck 1979).Therefore, water vapor in the troposphere is a spatial 

and temporal variable. 

Dry air gases, and water vapor in hydrostatic equilibrium, are easily modeled 

theoretically with the ideal gas law and the hydrostatic equations. Hence, this is the 

reason to separate the contents of the troposphere into hydrostatic and non-hydrostatic, or 

wet components. Since the hydrostatic delay is due to the transient or induced dipole 

moment of all the gaseous constituents of the atmosphere including water vapor. the term 

hydrostatic delay is favored over the sometimes used term "dry delay". The hydrostatic 

delay can be well determined from pressure measurements, and at sea level it typically 

reaches about 2.3 m in the zenith direction. The zenith wet delay can be less than 10 mm 

in arid regions and as large as 400 mm in humid regions. Significantly, the daily variation 

of the wet delay usually exceeds that of the hydrostatic delay by more than an order of 

magnitude, especially in temperate regions. 

32 Refraction of GPS signals in the troposphere 

When the radio signais traverse the earth's atmosphere, they are affected significantly by 

variations in the rehctive index of the troposphere. The rehctive index is greater than 

unity and it causes an extra path delay. Simultaneously, the changes in the rehctive 

index with varying height cause a bending of the ray. The combination of these two 

effects is the so-called troposphere refractionof propagation delay. 
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The tropospheric propagation delay is directly related to the refiactive index (or 

rehctivity). At each point in the troposphere, the rehctive index of a particle of air can 

be expressed as a function of atmospheric pressure, temperature and humidity. The 

troposphere propagation delay can be usually divided into hydrostatic and wet 

components and can be determined from models and approximations of the atmosphere 

profiies. 

3.2.1 Refractivity 

The refiactive index of a medium, n ,  is defined as the ratio of the speed of propagation 

of an electromagnetic wave in a vacuum, c, to the speed of propagation in this medium, 

v: 

The refractive index of moist air is different from unity because its constituents suffer 

polarization induced by the electromagnetic field of the radio signals. As the 

electromagnetic waves in the atmosphere propagate just slightly slower than in a vacuum, 

the refiactive index is more conventionally expressed by refractivity, N : 

If we take into account the compressibility factors to account for the non-ideal behavior 

of gases (Mendes 1999), the rehctivity N can be written as 
-

where P, is the partial pressure of dry air (mbar), T is the absolute temperature (K), e is 

the partial pressure of water vapor (mbar), z;' is the inverse compressibility factor for 

dry air collsdtuents, 2;' is the inverse compressibility factor for water vapor, and 

K,,K 2 ,K, are empirically determined constants ( K / mb,K l mb, K' / mb). Table 3.1 

summarizes the most significant recent evaluations of the rehctivity constants (Mendes 

1999). 



Table 3.1: Refractivity empirical constants 
Reference K,(KImb) K2(K/ rnb) K,(~O'K'/M~) 

I

Boudouris (1963) 77.59 +0.08 72f11 3.75 +0.03 

Smith and Weintraub (1953) 77.61f0.01 72k9 3.75 +0.03 
IThayer (1974) 

From equation 3.3, it is obvious that the refhctivity N is divided into a dry part and a wet 

part. According to Davis 8r aI (1985) and Thayer (1974), the refractivity model can be 

expressed in the more conventional form as fol1ows: 

where R, is the gas content for dry air, and p is the total mass density of the troposphere. 

The first term ofequation 3.4 is no longer purely "dry", as there is a contribution of the 

water vapor hidden in the total density. As opposed to the "dry" component of equation 

3.3, the first term of equation 3.4 is the so-called hydrostatic component of the 

refractivity. a term suggested by Davis & a1 (1985) which is now widely used. Therefore. 

the refiactivity from equation 3.4 can be divided into hydrostatic and wet components. 

The errors induced in estimating rehctivity assuming the "dry/wetU formalism instead of 

"hydrostatic/wet" formalism depend upon the errors in the assumption that the dry 

pressure is equivalent to the total pressure excluding the water vapor pressure. It is more 

accurate to express the refractivity in terms of hydrostatic and wet components since the 

hydrostatic components can be described with the equation of state of gases and the 

hydrostatic equation, but dry components cannot be. Hence the hydrostatic component 

can be modeled with 111 accuracy and the zenith delay based on the hydrostatic 

component is not influenced by the water vapor component, unlike the "dry" component 

formalism. 



33.2 Troposphere path delay 


The propagation range of a radio signd can be expressed as: 


where L is the so-called optical path length, or the electromagnetic path length, and n is 

the rehctive index described in the previous section. The integral is evaluated along the 

path of the signal in the troposphere. The geometric path, the corresponding stmight-liae 

path, can be expressed by equaling n to unity: 

so= J~.o (3-6) 

where the integral is performed in vacuum. Therefore, the troposphere propagation delay 

is defined as the difference between the electromagnetic path deiay and the geometric 

path delay, neglecting the ray bending, 

Considering equation 3.4, the refractivity N can be divided into hydrostatic and wet 

components. Hence equation 3.7 can be written as 

dTmp= lod I N ~ * ~ + ~ o ~  (3-8)J N , ~ ~ ? ~  


or symbolically, 

d T . p  = dH* -I-dm, (3*9) 

where d,,, represents the hydrostatic delay and d,, is the wet delay. 

Propagation delays at arbitrary elevation angles are determined firom the zenith delays 

and the so-called "mapping hctions". As the zenith delay can be expressed as the sum 

of the hydrostatic and wet components, mapping fkctions can be developed in order to 

map separately the hydrostatic and wet components. Therefore, in general we have 

where di' is the hydrostatic zenith deIay, d,$,is the wet zenith delay, mH+ is the 

hydrostatic mapping function, nr,,is the wet mapping hct ion ,  and &is the elevation 
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angle. In the simplest case which assumes a flat earth and a constant rehctivity, the 

mapping function follows the "cosecant law": 

But obviously this is not accurate since it depends on assumptions: a flat earth and a 

constant rehctivity. 

3 3  Troposphere propagation delay modeling 

In the past several decades, a number of troposphere propagation models have been 

reported in the scientific literature. As for the expression in the previous section, the 

tropospheric propagation delay can be approximated by finding dosed-form analytical 

models for the zenith delay and then by mapping this delay to the arbitrary elevation 

angles using a mapping function. 

33.1 Review of modeling approaches 

Much research has gone into the creation and testing of tropospheric rehction models to 

compute the refractivity N along the path of signal travel: Saastamonien (1972, 1973), 

Hopfield (1969), Goad and Goodman (1974), and Black (1978). The various tropospheric 

models differ primarily with respect to the assumptions made regarding the vertical 

retiactivity profiIes and the mapping of the vertical delay with elevation angles. The 

following presents several modeIs where meteoro1ogicaI surface data are taken into 

account-

Saastamonien model 

Saastamonien described a standard mode1 for RF tropospheric delay valid for elevations 

s>- 10' and it is given as follows: 

=0*002277 +o . o ~ ~[ p +(y -tan2zIcosz 
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where d,,, is the delay correction in metres, Zdenotes the zenith distance of the satellite 

or apparent zenith angle Z =90' -E,and E is the elevation angle, p is the atmospheric 

pressure in mbar, e is the pamal pressure of water vapor in mbar, and T is the surface 

temperature in Kelvin. Saastamonien has also refined this model by adding two 

correction terms, one dependent on the height of the observation site and the other on the 

height and the zenith distance. Equation 3. I2 can be refined as: 

0.002277 
= +a cosz I 

where D =0.0026 cos(24)+0.00028h, where ( is the local latitude and h is the station 

height in km. The correction terms bX and B can be interpolated tiom Table 3.2. 

Table 3.2: Correction terms for Saastamonien model 

Zenith distance Station height above sea level 1 


Bopfield model 

Hopfield (1969) developed a dud quartic zenith model of the rehctivity with different 

quartics for the dry and wet atmospheric profiles usingred data covering the whole earth. 

The refiactiviitycan be written as a fimction of height h above the surface by 



N ~ " P  (h)=iV;y (1 -	-).I h 


hd 


under the assumption of a single polytropic layer with thickness 

h, =40136+148.72(T-273.16) [m] 

where N J T ~is the refractivity of dry component at surface. 

and 

where^:? is the 	 refractivity of wet component at surface and the mean value of 

h, = 1 1000m is used. Unique values for h,, h, cannot be given because they depend on 

location and temperature. The effective troposphere heights are given as 

JOkmsh, 445h and 10hbnhw113h. 

A slight variation of the Hopfield model contains an arbitrary elevation angle 6 at the 

observation site using sin(&' + 6.25)-'I' as a mapping hct ion for the dry component 

and sin(&' + 2.25)-"' for the wet component. Therefore, the tropospheric delay can be 

written as follows: 

drmp(6)= dimP( E )+dLmP( E )  	 (3-17) 

where 

77.64-P 


dFp((E)=- [40136+148.72(T-273.16)] 

5 J-

where p is the atmospheric pressure inmbar, e is the paaid pressure of water vapor in 

mbar and T is the temperature in Kelvin. 
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Modified Hopfield model 

Instead of the height h, the modified Hopfield model is refined as a hc t ion  of the length 

of the position vector. Denoting the earth's radius by RE,the corresponding lengths are 

r, =RE +h, and r = RE+h,as shown in Figure 3.2. 

Figure 3.2: Geometry for troposphericdelay 

Therefore, the rehctivity for the dry and wet components is of the following form 

[ ' d  -'14( r )=~l;~ 
' t i  - R E  

and 

Based on a series expansion of the integral, the modified Hopfield model can be 

expressed in the following form, where a subscript i is introduced which reflects either 

the dry component (replace i by d) or the wet component (replace i by w). The 

tropospheric path delay in metres is thus given by 



9 a&.,kdfmP(E)= 1o - ~IV:rp[C--ri ] 
&=I k 

where 

a , ,  = 1 = 4a, a, ,  = 6ai2+ 4b, 

aaj= 4a,(a: + 36,) a , ,  = a: +12a:b, +6b,' asj= 4aib,(a,'+ 36,) 

a, = b: (60: + 46,) a, = 4a,# a,,, = b,! 

and 


sinE 


33.2Mappingfunctions 

Over the past 20 years or so, geodesists and radio meteorologists have developed a 

variety of model profdes and mapping functions for the variation of the delay 

experienced by signals propagating through the troposphere at arbitrary elevation angles. 

The simplest mapping hct ion  is the cosecant of the elevation angle that assumes that 

spherical constant-height nufaces can be approximated as plane surface. This is a 

reasonably accurate approximation only for high elevation angles and with a small degree 

of bending. Saastamonien (1973) and Baby & al(1988) mapping hctions are basically 

dependent on this "cosecant law " with extension. 

The more complex mapping hctions are based on the tnmcation of the continued 

£?actions.This type of mapping h c t i o n  includes Marini (1972), Chao (1972), Davis & al 

(1985), and Neil (1996). The mapping fimctions derived by Marini (1972), Davis & al 

(198s) and Neil (1996) are described below. 
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Marini mapping function 

Marini (1972) showed that the elevation angles of the tropospheric path delay can be 

expressed as a continued hction in terms of the sine of the elevation angle: 

a

sin&+ 


b
sin E+ 


sinE + C 


sins+ ...... 
where the coefficients a ,b, c .. . are constants or linear functions. 

Davis & ai (1985) have developed a more complex function for the dry (hydrostatic) 

component based on Marini model (1972) wherein the coefficients a, b. and c are 

dependent on surface pressure, temperature, lapse rates, and tropospheric height 4 .This 

model is termed as the Davis mapping function and has the form: 

where a, b, and c depend upon measurements or estimates: 

a = 0.001185+0.6071x10~(p, -1000)-0.1471x10"e,-, 
(3 35)

+ 0.3072x lo-' (T,-20)+ 0.1965 x lo-' ( p+ 6.5) -0.5645x lo-' (h,-1 1.23 I)] 

wherep is the tropospheric temperature lapse rate in OCfkm, h, is the height of the 

troposphere in km, T,is the surface temperature in OC, po is the atmospheric surface 

pressure in mbar, and e, is the pressure in mbar of water vapor. 

NeiI mappingfimction 

Differing from most typical tropospheric delay models, NeiI has developed a hydrostatic 

and wet mapping kction with new forms whose combined use reduces errors in 
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geodetic estimation for observations as low as 3' in elevation. Even if it has no 

parameterization in terms of actual meteorological conditions, they agree as well or better 

with mapping functions calculated from radiosonde profiles. Instead, when there is no 

information about the state of the atmosphere other than at the d a c e ,  the variation of 

the mapping function is found to be better modeled in terms of the seasonal dependence 

of the atmosphere, taken to be sinusoidal, and in terms of the latitude and height above 

the sea level of the site. In fact, for this model, the coefficients of the continued fhction 

representation of the hydrostatic mapping function depend on the latitude and height 

above sea level of the observing site and on the day of the year. The dependence of the 

wet mapping bction is only on the site latitude. The form adopted for this mapping 

function is the continued hction of Marini (1972) with three constants but normalized to 

unity at the zenith as proposed by Herring (1992) and can be expressed in the foIlowing 

form: 

1 

sinE + a 


sinE + 6 

sing+c 

In addition to a latitude and seasonal dependence due to varying solar radiation, the 

hydrostatic mapping fimction should also be dependent on the height above the geoid of 

the point of observation because the ratio of the atmosphere "thickness" to the radius of 

cumature decreases with height This does not apply to the wet mapping function since 

the water vapor is not in hydrostatic equilibrium ,and the height distriiution of the water 

vapor is not expected to be predictable fiom the station height. Therefore, the hydrostatic 

and wet mapping fimction can be written as: 



6, 


sin E I 

sin E + sin E+ Qht 


sin E + b ~ , ,  sinE+ b, 

sin E +CH* sin E + chr 

sinE + 0, 


sin E + 

sin E + C, 

where E is the elevation angle, and a ,  = 2.53 x 10-' ,6 ,  = 5.49x 10" ,c ,  = 1.14 x 1o - ~. 

For the coefficients aHNm they can be interpolated based on the parameter,b,+ 

values extracted from Table 3.3 by the following interpolationrule: 

for the latitude range 15' 141 75",where (is the user's latitude and the subscripts refer 

to the nearest tabular latitude, t is the day-of-year, p represents the calculated coefficients 

a, b or c. and T, is the adopted phase, Day-of-year @Ow 28. The average value of 

a,*, 6,* ,c,, and amplitude value of a,* ,bH+, c,,, are listed in Table 3 -3. 



Table 3.3: Coefficientsof the hydrostatic mapping function 

Latitude(degree) af,)& (average) b,?j ,h (average) cHj& (average) 

15 I2769934e-3 2.9153695e-3 . 62.6 10505e-3 

30 12683230e-3 2.9 152299e-3 62.837393e-3 

45 1 2465397e-3 2.928844Se-3 63.721774e-3 

60 1 2196049e-3 2.9022565e-3 63.824265e-3 

75 1.2045996e-3 2,90249 12e-3 64258455e-3 

Latitude(degree) a,,, (amplitude) b,,, (amplitude) c,,, (amplitude) 

I5 0.0 0.0 0.0 

30 12709626e-5 2.14I4979e-5 9.0 128400e-5 

45 2.6523662e-5 3.0 160779e-5 4-3497037e-5 

60 3.4000452e-5 7.2562722e-5 84.795348e-5 

75 4.1202191e-5 1 I -723375e-5 1 7037206e-5 

For the latitude 141 5 15' , 

For the latitude 141 2 75' 

In case of the wet mapping firnction, the interpolation rule is also based on the following 

equation but the average values of a,, b , ,c,are listed in the Table 3.4. 

for the latitude range 15' 141 75' and 

For the latitude 141 115', 

~ ( 3 = p,(lsO4 t )  



For the latitude 141 2 75" 

~ ( 4 7 t )= P, ( 7 5 O  

Table 3.4: Coefficients of the wet mapping fimction 
Latimde(de!Fee) am,(average) b , (average) c , (average) 

3.4 Residual tropospheric delays and ionospheric-free measurements 

As we have mentioned in the previous sections, the hydrostatic delay in the zenith 

direction is typically about 2.3m (Businger & a1 1996, Dodson & a1 1996) but this 

component can be modeled and removed with an accuracy of a few millimetres or better 

using one of the surface models (including pressure, temperature and humidity) 

presented in section 3.3. It is actually not much of a problem as far as its effect on GPS 

signals is concerned. However, the wet delay, which is mostly due to water vapor and is 

as mall (zenith component) as a few centimetres or less in arid regions and as large as 35 

centimetres in humid regions, is usually far more variable and more difficult to remove 

based on standard tropospheric models using d a c e  measurements. Therefore, the delay 

remaining after applying a standard troposphere model and associated mapping function 

is called the "residual tropospheric delay" and it is mostly due to the wet component If 

this residual tropospheric delay can be estimated or predicted in some way,GPS accuracy 

performance can be enhanced significantly. The residual tropospheric delay can be 

expressed as foflows: 

dWp= d,, (model)+d,, (residual) (3.35 )  
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where d,, is the total tropospheric path delay, d,,, (model) is the predicted tropospheric 

path delay using one of the standard models as well as an associated mapping function, 

and dTmP(residual) is the remaining tropospheric path delay after applying the standard 

models. 

The residual tropospheric delay in some instances can be estimated using GPS data itself. 

The ionospheric-free combination of GPS carrier phase observations is a good 

measurement for this residual troposphericdelay computation. 

3.4.1 Carrier phase ionospheric-free measurement 

In order to study the tropospheric path delay of GPS signals, the ionospheric effect 

should tirst be eliminated from the obsenmbles. As both ionospheric delays and advances 

are frequency dependent, it is possible to eliminate the ionospheric effects with dual-

fkquency receivers. Then, the large part of the tropospheric path delay can be removed 

by standard models and associated mapping functions. The remaining part is the residual 

tropospheric delay. 

Consider a GPS measurement based on a linear combination of the Lf and Lr phase 

measurements 

4 ,  = L + W L 2  (3-36) 

where @L, is the L, carrier phase measurement, &, is the L2carrier phase measurement, j 

and k are the Linear combination coefficients for eL,and 4L2;and bj,kis the combination 

After applying equation 2.9 and conside~gthe measurement noise 6 is the combination 

of muItipath enor rn and receiver noise v ,  the doubIe difference equation of the 

measurement-minus-range obsenrable is m e t  1998): 



-.9' 
where x and y denote the satellites and a and b the receivers. AV@,,i,t, is the double 

difference (measurement-minus-range observable) in cycles, lit,,= is the 
j-4 +Y 

wavelength of combined measurement term, d,, is the residual tropospheric delay 

(delay remaining after applying the standard troposphere model based on surface 

meteorological measurements of pressure, temperature and humidity), d is the 

ionospheric delay, d&, is the satellite position error, qCis the reference receiver 

position error, m is the multipath error, v is the measurement noise, f ;  is the LI 

frequency (Hz), is the L2 Cequency (Hz), A, is the LIwavelength, /1, is the L2 

wavelength, N,is the Ll  ambiguity,N, is the Lz ambiguity,and c is the speed of light. 

To extend equation 3.37 from equation 2.9, the ionospheric delay, multipath and receiver 

noise are considered as the frequency dependent terms, while the remaining satellite orbit 

error, receiver coordinate error and tropospheric error are considered as the non-

frequency dependent terms. 

The ionospheric free carrier phase measurement combination is obtained when 

i = I,k = --f, .Depending upon this combination, the ionospheric term is not included 
f ,  

yet. However, the integer nahue of the initial ambiguities N, and N, on this new 

combination is lost because of the non-integer factor k so that the ionospheric-fke 

measurements cannot be used for integer search. 
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For the case when the integer ambiguities for L 1 and L2 have been correctly determined, 

and if precise satellite orbits are used and receiver coordinates are assumed to be known 

accurately, that is, the satellite orbit error AVdp, and receiver position error A V a Care 

small enough to be ignored in equation 3.37, the ionospheric-fiee double difference 

measurement can be simplified as 

- 1 1
AV4 ,  =-(AVdr,) c-(~Vrn,, )-- --A- (3.38)+A V ~ ,  (*VrnE +AVv,J+AVN, fi 


JIf 4 A& f ;  


where 

A ,  = A 
, = 1 , k  =-A---

- f: = 0.4844 ( m )  
(3.39) 

I t  A ,  -1 ,  
- f, 

For long inter-receiver distances, the tropospheric term in equation 3.38 will dominate the 

residual errors which also include carrier phase rnultipath and receiver noise. Therefore, 

equation 3.38 represents a good measurement of the residual tropospheric delay assuming 

that the L 1 and L2 ambiguities have been solved already. The objective of this thesis is to 

find a method to estimate residual tropospheric delays using all ionospheric-fiee carrier 

phase measurements simultaneously available fiom a network. 

3.5 Field data tests for troposphere standard model improvement 

In this section, the performance improvement prior to and after applying the troposphere 

standard model is analysed based on the ficld data fiom the Norway network, where there 

are total 11 reference receivers spread throughout the network and is described in 

Appendix A. The data was collected on September 30, 1997and a 10' cut-off angle was 

selected for the processing and analysis. 

The test results depend on the analysis of the ionospheric-free double difference 

measuremen&which is the phase combination of L1 and L2 and a good measurement of 

the residual tropospheric delay as presented in section 3.4.1. The statistical performance 

of ionospheric-ke double difference measurements are first andysed with and without 

applying the standard troposphere model. For this analysis, the modified Hopfield model 
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is chosen as one of the standard troposphere model and the defined sea IeveI values of the 

pressure Po, temperature To and relative humidity f, are used: P, =1013.25mb, 

& =291.12K, f, =50%. 

Two sets of double difference baselines are chosen. The direction of one set is North-

South and they are Ales-Geim (243km)and Ales-Kris (498km).The ionospheric-free 

double difference measurements, with and without applying the modified Hopfield model 

on the raw GPSmeasurements are shown in figures 3.3 and 3.4. 
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The statistics of the test results for this set of baselines are listed in Table 3.5. 

Table 3.5: Statistics of IF DD measurementswith and without applyingmodified 

Hopfield model over the baselines along the NorthSouth direction 

Baseline Name DD RMS without DD RMS with Percentage 

tropo model (m) tropo model (m) improvement (%) 

Ales-Geim (243km) 0.53 0.03 94.3% 

Ales-Kris (498km) 0.78 0.04 94.9% 

The direction of another set is the West-East direction and they are Tryr-Geir (2471an) 

and Tryr-Berg (407km).The ionospheric h e  double difference measurements, with and 

without applying the modified Hopfield model on raw GPS measurements are shown in 

figure 3.5 and 3.6. 
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Figure 3 5  (b): IF DD measurements with applyingmodifiedBopfield model for 
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The statisticsof the test results for this set of baselines are listed in Table 3.6. 

Table 3.6: Statistics of IF DD measurements with and without applying modified 


Hopfield model over the baselines along the West-East direction 


Baseline Name DD MAS without DDRMSwith Percentage 

tropo model (m) tropo model (m) improvement (%) 

Tryr-Geir (247km) 0.4 1 0.03 92.7% 

Tryr-Berg (407km) 0.73 0.05 93.1% 

Based on the test results shown in figures 3.3 to 3.6, a significant improvement can be 

obtained if a staudard model of the troposphere correction (such as modified Hopfield 

model) is applied to the GPS measurements. Tables 3.5 and 3.6 show an improvement of 

92% to 95% on ionospheric-free double difference measurements prior to and after 

applying the modified Hopfield model. For the Tryr-Berg baseline (407km),the rms of 

ionospheric-free double difference measurements without applying the modified Hopfield 

model can be as much as 0.73 metres. The rms value decreases significantly after 

applying the modified Hopfield model to 0.05 metres. From figures 3.3 to 3.6, it is 

obvious that the maximumvalue of the ionospheric-he double difference measurements 

is greatly decreased fiom 3.0 metres level to 0.2 metres level, an improvement of 93%. 

From Tables 3.5 and 3.6, it is obvious that the double difference residual tropospheric 

delays (based on the ionospheric-free double difference measurements), after applying 

the modified Hopfield model, are sfill at the centime* level with a possible maximum of 

20 centimetres. The goal of this thesis is to develop and test a network adjustment method 

in order to have accurate estimations and predictions of the remaining tropospheric delay. 



CHAPTER4 

ESTIMATION OFRESIDUAL TROPOSPHERIC DELAYS USING A GPS 


NETWORK ADJUSTMENT APPROACH 


Residual tropospheric delays can be estimated using GPS observables. In the last ten 

years several approaches were developed to independently determine the residual 

tropospheric delay, which is mostly caused by the variable wet component of the 

troposphere. In thischapter, a review of conventional estimation approaches is presented. 

Following that, a new method called "Trop-NetAdjust", which is derived from the 

NetAdjust method proposed by Raquet (1998), is described to estimate the residual 

tropospheric delay for two cases: 1) residual tropospheric delay prediction for new users 

and 2) residual tropospheric delay prediction for new satellites. 

4.1 Review of conventiond estimation approaches 

The conventional estimation approaches for residual tropospheric delays can be classified 

into two categories: least-squares, and KaIman filtering. U d I y  only one unknown 

residuai tropospheric zenith delay per site and observation session can be estimated in a 

conventional weighted least-squares algorithm. Such a method tends to average any 

temporal variation of the residual tropospheric zenith delay. A logical extension of this 

method is to estimate several residual tropospheric delay parameters per session. 

Alternatively an individual delay constrained by a stochastic model can be estimated for 

every observation epoch. 

4.1.1 Lewt-squares method 

Least-squares methods have been successfully applied to the estimation of the residual 

tropospheric delay. Equation 2.5 can be writtenas 

AV42 = AV~,: +AVE,~+MVNz (4-1)AVpz +AVdpz - +(1+ad)~VdTmP2 
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where a, is the double difference scale factor (Dodson 8 al 1996). Typically, one factor 

is solved for per session, whereby a constant offset to the sdace standard tropospheric 

model is determined depending on the double difference scale factor. In equation 4.1, 

A , , is the double difference tropospheric delay determined from d a c e  standard 

model. The difference between the actual tropospheric delay and the modeled delay is 

presented by the double difference scale factor a,. Such an algorithm does not allow for 

the time-varying nature of the atmosphere. An alternative to that is to introduce a 

polynomial tropospheric zenith delay scale factor given by 

AV$l= A V '  + A V ~-AVd!,z + 

[I+%+a,(t, -t,,)+q(t, -to)?+.....+ a,(t,-to)n]hVd,m; 


+AVE;: cam 

This model is correlated through time via the connection of the start epoch toand the 

current epoch t i .  The behavior of this model is dictated by the order (n) of the 

polynom*al.For instance, a &-order polynomial will solve for an offset (constant) and a 

rate. Depending upon the least-squares criteria, the scale factors aican be solved based 

on the measurements from several different pairs of satellites combination at two 

reference stations a and b. The design matrix for a system of equations, such as equation 

4.2, contains residual tropospheric delay scale factors valid for "n"observations. Then it 

would contain a banded hyper-matrix of unknown delay parameters. The general form of 

a parametric least-squares adjustment is 

;= - ( A ~ P A ) - IA ~ P [  (4.3 

where 
A 

x is the least-squares optimized vector of estimated parameter corrections, 

A is the first design matrix, 

P is the observation weight matrix ( P = C;',mdC, is the observation covariance 

matrix), 

and I is the observation vector. 
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4.13 Kalman Filtering 

An alternative to the previous technique is to model the ternpod (and spatial) fluctuation 

in the atmosphere statistically or by some probabilistic law (TraUi and Lichten 1990). The 

spatial aod temporal characteristics of the residual tropospheric delay, which is mostly 

due to the water vapor fluctuation in the atmosphere, can be characterized by 

probabilistic Iaws or statistical models. The effects of the troposphere on radio wave 

propagation then can be predicted over varying spatial dimensions and temporal scales 

according to a given probability density function or stochastically in terms of the spatial 

and temporal correlations of the fluctuations. In general, we can consider that the residual 

tropospheric delay is correlated in time by a sum of some stochastic processes, such as 

first-order Gauss-Markov, random walk, random ramp and bias. 

A stochastic process needs to be defined by some model characterizing the nature of the 

atmosphere. For example in a first-order Gauss-Markov process, the correlation time 

(s,,,) and stochastic process noise (aG.,)need to be determined. Here the stochastic 

model is assumed to be a first-order Gauss-Markov process. In the following, based on 

the analysis of the autoconelation and power spectral density for residual tropospheric 

delays, the stochastic model and its parameters are identified. 

4.1.2.1 Analysis of the autocorrelation and power spectral density of the residual 

tropospheric delay 

In order to model the residual tropospheric delay, its autocorrelation fimction and power 

spectral density are adyzed. From the analysis, it is found that the residual tropospheric 

delay can be modeled as a first-order Gauss-Markov process. 

In generaI, a tint-order Gauss-Markov process can be expressed by the differential form: 

dAVd,, / dt =-AVd,,, ( t )Ir,, +w(t) (4-4) 

where r, is the correlation time and w(t) is a zero-mean white noise of variance at 

given by the ensemble average of its square, 
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~[w(t)w(r)']= o$(t -7)  (4-5) 

where E[ ] denotes the expectation operator and 6(t -r)is the Dirac delta firnction. 

The discrete solution of equation 4.4 can be written as: 

AVdTmp(t + At) = mAVdTw( t )+ (1 -m)"' wW ( t)  (4.6) 

where the parameter rn is given by 

m = exp(-LVI r,, ) (4-7) 

which is a measurement of the exponentialcorrelation between adjacent measurements of 

sampling interval At. In figure 4.1, a typical system representation of the fm-order 

Gauss-Markov process is shown. 

Figure 4.1: First-orderGauss-Markov process 

The autocorrelation function of a fust-order Gauss-Markov process is given by: 

~ ( s )= o,2e''"f~~ (4.8) 

where 

E[w(t)w(l+ r) l= [2umf2Ir,, IS(?) (4.9) 

and a&,is the steady-state variance of the first-order Gauss-Markov process and it is 

satisfied with the differential equation: 

and the relationship between the correlation time r, and the steady-state variance oh 
is 

2cW =rw6i/2 (4.1 I) 



By taking the Fourier transfiorm of the autocorrelation function, the power spectral 

density can be obtained: 

In figures 4.2 and 4.3, the typical autocorrelation function plot and power spectral density 

of a first-order Gauss-Markov are shown, respectively. 

Figure 4.2: The autocorrelation of first-order Gauss-Markov process 

F i p n  43: The power spectral density of first-order Gauss-Markov process 

In order to stochastically anaiyse the residual tropospheric delays, the test data fiom the 

network described in Appendix A are used for the following analysis. The analysis is 

based on the calculation of autocorrelation hct ion of ionospheric-free double difference 

measurements for the selected receiver-satellite pairs. AlI the double difference pairs are 

based on the Berg-Tryrbaseline ( 4 0 k )and two sets of satellite pairs (PRN 16-14, and 

PRN 16-18) are chosen for the tests. 



The following figures (figure 4.4 and 4.5) show the ionospheric-free double difference 

measurements (residual tropospheric delays) and their normalized autocorrelation 

fimctions for the selected satellite pairs. The data period of the ionospheric-free double 

difference measurements is 1000 seconds (about 17 minutes) and the data sampling rate 

is 10 seconds. Comparing these plots with the typical plot of the autocorrelation of first-

order Gauss-Markov processes (figure 4.2), it is reasonable to consider that the double 

difference residual tropospheric delays are first-order Gauss-Markov processes because 

their autocorrelation functions show a clear exponentid attenuation trend similar to figure 

4.2. 
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Figure 4.4(a): IF DD measurements for satellite pair 16-14 
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Figure 4.4@): Thenormalbed alttocorrehtion of IFDD measurementsfor satellite 

pair 16-14 
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Figure 4.5(a): IF DD measurements for satellitepair 16-18 

Figure 4.5(b): The normalized autocorrelation of IF DD mealmrements for satellite 

pair 16-18 

Residual tropospheric zenith delays are modeled as Gauss-Markov processes and 

parameterized by the steady-state standard deviation cGA,and correlationtime r,, .The 

correlation time r ,  can be obtained h r n the value of m and sampling interval At,  

using equation4.7: 

Given m,the expression 

(t+At) -m ~ V d ~ ~ ~(t)]'Low = 
(I-mZ) 





zk=& +vk 

where 

r, is the measurement vector (rn x 1), 

vk is the measurement white noise (rn x 1) with zero mean and known covariance 

matrix E[v,v,'] = R . 

Optimal K h a n  filtering minimizes the trace of the corresponding covariance matrix of 

error estimates using the state model equation 4.15 and the measurement model equation 

4.16. The Kalman tiltering is carried out sequentially: prediction and update. The 

prediction equations are: 

where 

A 

x k  is the optimal estimate of the state vector, 

A 

x t , t - ~is the prior estimate of the state vector; 

Pkis covariance m a t .of the error estimates and 

P,, ,-, is the priory covariance matrix of the error estimates. 

The update equationsare: 



Pk = (1- K,H)P,,,-, 

where Kkis the optimal gain matrix. 

The calculation scheme of Kalman filtering is shown in figure 4.6 (Gelb, 1974). 

Figure 4.6: Calculation scheme of Kalman filtering 

Implementation of this process requires two input "parameters":the transition matrix of 

the system model and the noise variance matrix of the system model. The transition 

matrix elements corresponding to the residual tropospheric delay parameters are m 

(equation 4.6) for the first-order Gauss-Markov process. The system noise covariance 

elements are given by equation 4.14. 

Although Kalman filtering is an optimal solution to the filtering problem, the algorithm is 

prone to serious numerical diEcdties. For instance, although it is theoretically 

impossible for the covariance matrix to have a negative eigenvalue, such a situation can, 

and often does r e d t  due to numerical computation using f i n i t e  wordengths. It may 

happen especidly when 1) the measurements are very accurate and/or 2) a hear 
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combination of state vector components is known with great precision while other 

combinations are nearly unobservable (i.e., there is a large range of magnitude of state 

covariance eigenvalues). Such a condition can lead to subsequent divergence or total 

failure of the recursion. Therefore, numerical instability can be a problem for a 

conventional Kalman fltering. 

To circumvent this inherent numeric problem in a Kaiman filter, alternate recursion 

relationships have been developed to propagate and update a state estimate and its error 

covariance matrix. Methods such as SRIF (square root information filter) and U-D 

factorization are proposed by Bierman (1977) to provide greater numerical stability. 

Lichten (1990) describes the use of the SRIF and U-Dfactorization to the application of 

satellite orbit and geodetic parameter estimation using GPS. Here, for the residual 

tropospheric deiay estimation. U-D factorization algorithm is recommended. A flowchart 

of estimating the tropospheric delay using Kalman filtering is presented in figure 4.7. 

GPS data and rneteoroiogical data 

Measurement model Updated 
state vectorDynamic model and

( initial State covariance - Prediction 4vector and 
4 

t 

Measurement update 

v 
Final solution 

Figure 4.7: Flowchart of the tropospheric delay estimation usingffilman filtering 
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4.2 Mathematical review of NetAdjust method 

For differential GPS,two or more reference receivers collect simultaneous measurements 

fiom common satellites at each epoch. In the case of a GPS network, there are three or 

more reference receiven and, usually at least one mobile receiver (Emardson 1998, 

Raquet 1998). AU phase measurement-minus-range observables fiom the reference 

receivers are used to form an observation vector I, 

- X 

where 4 ,is the phase measurement-minus-range observable from receiver a to satellite 

x, n,, is the number of reference receiven in the network. and n ,  is the number of 

observed satellites. Next, d l  the linearly independent double difference combinations of 

f,, can be used to form the vector AV!, as 

,12 - 1% - 12 - In, 

Avl, = [ A v  #12  ....AV 4,: .......AV ,...AV IIn,j r  

-
where AV+z is the double difference measurement-minus-range observables between 

receivers a and b and satellites x and y. The double difference matrix B, for the network 

is d e h e d  as 

Since the double difference observation vector elements of AV~,  are direct Iinear 

combinations of the observation vector in ,the B, matrix is made up of the values + 1, -1, 

and 0. Therefore, the double difference observation vector A V ~ ,can be expressed by 

multiplying the observation vector i, by the B, matrix: 

AVZn = Bmln 

42.1 Least Squares Prediction 
Least squares estimation is a standard method to obtain a unique set ofvalues fora set of 

unknown parameters fkom a redundant set of observables through a knownmathematical 
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model. The standard cases of least squares estimation have been discussed by numerous 

authors, egg. Schmid and Schmid (1965), Wolf (1968),and Wells and Krakiwsky (1971). 

Moritz (1972) made a modification of the original least squares estimation to least 

squares collocation (prediction). Assuming a predictable process, the problem is to 

estimate a quantity at certain points using measured quantities at other points. Let I be 

the measurement vector including a measured quantities: 

1 = [ I , , [  ?,......lnIT (4-26) 

and s is the vector of m unknown signals to be predicted: 

s = [s,,s2,.-.-.s,lr (4.27) 

where the superscriptT represents transposition. 

Next, let us assume each measured quantity I, and signal s, has zero expectation, i.e., 

where E denotes the mathematical expectation. In practice. these characteristics normally 

exist. 

The degree of correlation between the measurement vector I and the signal vector s is 

given by a cross-covariance matrix C,.The statistical characteristics of the measurement 

vector I and the signal vector s are given by their covariance matricies C, and C,, 

respectively. Assuming and s are zero expectation vectors, the covariance matrix and 

cross-covariance matrix are given by 

Cu= flllr ] (4.29) 

cd= ~ S I 'I (4.30) 

and 

where the dimensions of C,I,C,,C, are n x n ,m x n and m x m respectively. 



In order to find the best estimate for the signal vector s based on measurement vector 1 ,  
A 

a hear minimumvariance unbiased estimate scan be expressed as 

where H is a matrix with dimension m x n . Because of the zero-expectation of 2 and 

hear property of the H matrix, is an unbiased estimate of s, i.e., =as].The 
problem is to find the best H that satisfies the least-squares criterions, namely that the 

error variance of the predicted signals is minimized. The estimation error vector is 

defined as 

and the error covariance matrix C, is written as 

A \ 

C, =E[E' ] = E[(s- s)(s- s)' ] (4.34) 

Applying equation 4.32 into equation 4.34, the error covariance kction can be rewritten 

as 


Noting that C, = ~[[s']=c.:,equation 4.35 can be written in the following form using 

equations 4.29,4.30, and 4.31, 

Adding and subtracting the same term c,c~'c,into the right hand of equation 4.36, one 

obtains 

c, =c, -C,~~C,;'C,+HC,;H' -c,H*-HC.;+c,,,c,;'c, (4.37) 

Performing the operations in equation 4.37 usingthe relation 

c,c~'=c;'c,,=1 (4.38) 

where I is the unit matrix, the following f o d a  is obtained 

C, =C, -C',C~'C, +(H-C,C~')C,(H-C,~C~')~ (4.39) 

According to the above equation 4.39, the error covariance matrix is consisted of two 

matrices U and V: 



Since U is independent fiom H, C, is minimized when V is equal to zero. Hence, 

Inserting equation 4.41 into equation 4.32, the desired solution for the unknown signal s 

is: 

The estimated error covariance matrix is equal to U, 

c, = c . w  -c,,cilc, (4.43) 

Equations 4.42 and 4.43 give the best solution of least squares prediction based on the 

principle of least squares. Depending on these two equations, it is possible to predict the 

signalsat a point where measurements are not available. 

4.2.2 Residual Tropospheric Delay Estimation using Least Squares Prediction 

The goal of this research is to develop a methodbased on least squares prediction, using a 

GPS network of reference receivers that predicts the residual tropospheric delay of GPS 

observations at existing or new points and for existing or new satellites. In figure 4.8, this 

problem is illustrated. The reference receivers are represented by circles, and a mobile 

receiver is represented by a triangle. 



Figure 4.8 GPSNetwork of four reference receivers and one mobile receiver 

Based on the theory of [east squares prediction presented in the previous section, a 

network adjustment method called 'WetAdjust" algorithm, was developed by Raquet 

(1998). This method is modified herein to estimate the residual tropospheric delay and 

the modified method is referred to as "Trop-NetAdjust". 

1.2.2.1 Detinition of measurement equation for residual tropospheric:delays 

Let us rewrite equation 3.38 and the ionospheric-he double difference measurement-
-

minus-rangeobservable AV 4,F : 

where d,,is the residual tropospheric delay after appIying a standard tropospheric 

model and is of interest to us. Assuming that the residual tropospheric error has some 

spatial correlation, i.e, it is a functionof receiver position p,, it can be referred to as the 

correlated term. The uncorrefated error term includes aII the errors which are not 

eliminated in the double difference and usually consists of multipath (m) and 

measurement noise (v). 
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A point p, is defined as a fixed position fiom where d the differential errors will be 

referred and is called the "zero-point". Usually it is chosen to be somewhere near the 

center of the network, in order to minimize the distances to the reference receivers. In 

fact, the results are not very sensitive to the location of po.  Define the relative residud 

tropospheric delay, which is assumed as the correlated term in equation 4.44, 

Therefore, equation 4.44 can be written in metres as 

where the correlation term is 

& = ~ ; , , ( P , , P * )  

and the uncorrelated term is 

Inserting equation 4.25 into equation 4.46, 

where the elements in the left hand side are the known quantities. The problem is how to 

cdculate the %at the computation point, which is the location of the mobile receiver. 

Here cp means the computation point Because the vector 61 is the misclosure vector 

fiom the phase observation, it is expected to have zero-mean. Raquet (1998) has shown 

some results fiom real field data to confirm this property. Applying the least squares 

prediction equation 4.42 into equation 4.49, the prediction solution for the computation 

point can be written as 

where the double difference measurement covariance matrix C,,, is 

] (4.5 I)- c,,, =a(~vd;l)(~va)~] =~ [ ( ~ 6 1 ) ( ~ 6 1 ) ~=BC,B' 

and the cross-covariancematrix is 
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Substituting equations 4.51 and 4.52 into 4.50, the find form of the Least squares 

prediction solution for the computation point (cp ) is written as 

A 

61, =C,~,,B~(BC,B~)-~(BZ-/I,AVN,) (4.53) 

and for the corrected measurement fiorn one of the reference receivers, 

A h 

where d and are the estimates of the GPS errors at the reference receiver locations 

and at the computation point(s). N, is the ionospheric-free ambiguity which does not 

preserve the integer ambiguity property. Generally N ,  can be presented by the linear 

I2combination of L 1 ambiguity N,and L2 ambiguity Nz ( iV, =N,  --N,). Provided 
f ,  * 

that the double difference ambiguities AVN, and AVN, are already resolved, therefore 

the value of AVN, can be derived from them (AVN, = AVN, -LAVAT,) (Sun& a1 
f ,  

1999). The measurement-minus-range vector 1 comes directly from the GPS 

measurements made by the network receivers. In addition, C, is the covariance matrix 

between the network measurement errors and C, a is the cross-covariance matrix 
rp* 

between the network and mobile measurement errors. As in any other prediction process, 

the effectiveness of the network adjustment method is dependent on the accuracy of the 

covariance matrices C,  and C, (Raquet & aI 1998). The covariance matrices are 
T 

formed using the residual tropospheric delay cov&ance function which is discussed in 

the next section. 

4.3 Calculation of residual tropospheric delay covariancefirnetion parameters 

In the "Trop-NetAdjust" method, it is important to develop the covariance function with 

enough accuracy so that good prediction results can be obtained. In this section, the 

detailed steps for calculationof this covariance f'unctionare presented. 
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43.1 Determination of mapping function for residud tropospheric delay from field 

data test 

For the standard tropospheric model, the simplest cosine-law mapping function can be 

used. This mapping function is developed for the total tropospheric path delay. However, 

for the residual tropospheric delay, it is not clear whether this simple cosine-law mapping 

function can be used. In this section, the mapping hct ion  for the residual tropospheric 

delay is calculated f?om GPS network data described in Appendix A. 

-n, 

For the data set, the ionospheric-fiee double difference measurement errors AV(, are 

valid measurements of the residual tropospheric delays, if the multipath and measurement 

noise are small enough to be ignored. So the ionospheric-free double difference 

- .CY 
measurement errors AV/, are used for estimating the mapping function. 

h the Norway network, there are 11 reference receivers and 55 baselines. In order to 

make sure that the tropospheric delay effects dominate the ionospheric-free double 

difference residuals of equation 3.38, the short baselines (< 100km) are not used for our 

calculations and only 50 baselines (not including the five short baselines Tryr-Trym, 

Geir-Geim, Arer-Arem, Arer-Kris, and Arem-Kris) will be used. For a fixed set of 

elevations, the estimates of the mapping function will be calculated for each baseline. 

Then a function is generated to fit the averaged mapping fimction estimates (Raquet 

1998). The main steps for these calculations are: 

1. 	 All independent combinations of ionospheric-free double difference measurement 

-.N 
errors AV(,, are calculated for the 50 baselines. The measurement interval is 

assigned to be one minute, and the time period is 24 hours. 

2. 	 Reject any double difference combination which does not have a satellite above 45' 

(makingsure the higher satellite's elevation is high enough). 

-9' 

3. 	 Group the doubIe differences AV+, into bins according to the lower satellite 

elevation angle: each bin size is 3'. 
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4. 	 The variance of ionospheric-fiee double differences AV9, is calculated for each 

bin, 

5. 	 The average of variances for the 50 baselines is calculated with respect to the lower 

satellite elevation angles. 

6. 	 Based on the relationship between the double difference residual tropospheric delay 

variance E[(hVdTmp2 and the double difference residual tropospheric delay )'I 

variance in the zenith direction E [ ( A V ~ , , ~ ~  the mapping function for lower)I], 


elevation satellite is 

In 	our calculations, the double difference residual tropospheric delays AV~,.; are 

--? 

derived from the ionospheric-free double difference measurement errors AV(, , 

assuming the tropospheric term dominates it. On the other hand, because of the high 

elevation angle for higher satellites, and the fact the mapping function changes very little 

for high elevation angles, M F ( ~ " ~ * )can be calculated using the average value of high 

satellite elevation angles over 24 hours. In our current data, the high averaging elevation 

angle is about 62'. 

Based on the above six steps, the mapping bc t ion  was calculated using actuai 

ionospheric-fkee double difference measurement error data Firstly, in figure 4.9, the 

average RMS value and +-Lawindow for ionospheric-free double difference 

measurement errors of the different baseline combinations are calculated and shownwith 

respect to the elevation angles of lower satellites. Depending on them, the mapping 

fimction can be derived fiom equation 4.55. The resulting mapping fimctior is shown in 

figure 4.10. 



Figure 4.9: Average RMS values of ionospheric-free double difference 

measurement errors for the different baselines in the Norway network 

Mapping function for etMm using IFDD RMS awages 

Figure 4.10: Mapping Functionusing IFDD measurement error RMS averages 

Finally, the data shown in figue 4.10 was used in a least squares fit to determine the 

coefficients ofthe elevation mapping hction. The mapping b c t i o n  can be given in the 

following form: 



where a is the coefficient which is determined by least squares fitting. As shown in figure 

4.1 1, if we consider this type of mapping function, the coefficient a is calculated as 0.97, 

which is very near 1. In order to simplify our calculation, we assume that a=l and then 

the mapping function is given by 

Elevation of lower satellite (degrees) 

Figure 4.11: Mapping function points and fmctional fit of mappingfunction for 

ionospheric-freecarrierphase combinations 

Based on the above results, it is obvious that for the residual tropospheric delays the 

simplest cosine-law mapping bction ilIustrated by equation 4.57 can be used to map the 

zenith residual tropospheric delay to an arbitraryelevation. In the following analysis, this 

form of mapping function is used for all calculations. 



43.2 Relative residual tropospheric zenith delay 

432.1 Definition of relative residual tropospheric zenith delay 

If we use T to represent the tropospheric delay, the double difference residual 

tropospheric delay AVTZ is given by 

A V T ,  =[TdMFK--T,m($)I-[T&F(Eb') -T,zW(Ea')I (4.58) 

where, T, and & are the residual tropospheric zenith delays at receivers a and b. ,W;(&) 

is a mapping function with respect to the elevation angle E, which is used to map the 

zenith delay to an arbitrary elevation. Clearly, as reference receivers a and b get closer to 

each other, there is a little difference between the satellite observed elevation angles from 

the two different receivers and this can be easily found from the following examples of 

the selected baseline Berg-Ales (248 km)for satellite PRN 16,14 and 18, shown in figure 

4.12. 
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Figure 4.12: The satellite elevation anglesfrom Berg and Ales stations for PRN 16, 

PRN 14and PRN 18 



Therefore, 

W(&,')+MF(&;)

m(e)-+rn(& 
and 

where gr and gYare the average elevation angles of the two receivers for satellite x and 

y, respectively. 

Hence?we can rewrite Equation 4.59 as 

AVT: n(T, - T , ) [ M F ( d ) - M F ( E ~ ) ]  

D e f ~ gthe relative tropospheric zenith delay (RTZD) as (Duan & al 1996, Businger & 

aI 1996) 

R m = (TQz-Ti,=) (4.6 I) 

The double difference can be represented as a function of RTZD, 

AVT;" =[MF(E") - IMF(E~) ]XRTZD (4.62) 

4.3.2.2 Use of A@(&) to map double daerence tropospheric residual variance to 

RTZD 

The variance of the double difference residual tropospheric delay AVTZ is defined by its 

stochastic expectation ~ [ ( ~ ~ ~ z ) ' ] a s s u m i n ~that AVT''is zero-mean. I f  the mapping 

function is used, the following equation represents the relationship between 

E [ ( A v T ~ ) ' ]and Q ( R Z D ) ~ ] ,  

E [ ( A V T ~ ) '] = [w(E') -MF(~?')]' x &((RZD)'] (4.63) 

where E[(RIZD)']is the variance of the relative residual tropospheric zenith delay 

assuming that the mean of RTZD is zero. Based on equation 4.63, the variance of the 
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double difference residual tropospheric delay is linked to the variance of relative residual 

tropospheric zenith delay through the mapping function. 

43.23 RTZD variance caIcuIation from field data 

The 24-hour double difference data set fmm the network shown in figure 4.13 was used 

to estimate the RTZD variance. The data was collected at a 1-Hzrate from 16:OO UTC 

(17:OO local) on September 29, 1997 to 16:OO UTC the following day, and it was thinned 

to two-second intervals. This data set will be used for the tests in this thesis. The cut-off 

elevation angle was chosen as 10'. Post-mission precise orbits were used to fix the 

integer ambiguities between the network stations and to obtain the ionospheric-free 

double difference measurements. 

Figure 4.13: Southern Norway GPS reference Network 

In the calculation of the relative residual delay stochastic parameters, baselines shorter 

than 100 km were not used because noise and carrier phase multipath errors are expected 

to be significant relative to the residual tropospheric errors. The 50 baselines described 

earlier were used. Two different sizes of sub-networks are analyzed The first one 

includes all of the 11 reference receivers and it is called "LargeNet", which includes 

Ales,Tron, Tryr, Trym, Arer, Arem, Kris, Stav, Berg, Geim, arid Geir (see figure 4.14). 

In figure4.14,50used baselines are shown. 



Figure 4.14: 50 baselines used in LargeNet 

Also, as mentioned in the calculation of RTZD based on equation 4.62, all the double 

difference measurements used to calculate the RTZD should have enough elevation angle 

difference. Otherwise the mapping function difference with respect to two observed 

satellites is near zero and this results in the divergence of RTZD. The variance 

calculation consists of two components: 

I. 	 Firstly, based on our selected Long baselines, calculate the relative residual 

tropospheric zenith delay RTZD from equation 4.62. 

2. 	 The variance of the RTZD is calculated for each of the long baselines in the network, 

as shown in figure 4.15, where each circle represents the RTZD variance of one 

baseline. 



Dlrtrncr (km) 

Figure 1.15: Calculated RTZDvariances (circles) and curve fitting function for 


LargeNet 


Based on figure 4.15,the RTZD variances (circles) show a power-law dependence on the 

baseline distance r, i.e., 

E[(RTZD)']= a ,  +a, x r n  (4.68) 

where, a,,,a,and n are constants. 

Following this and hct ion  fitting the calculated variance of RTZD in figure 4.15, it can 

be found that n=l ,a, =0.0012(cyde2)and a, =1.485x i0-' (cycle2 Ih)for LargeNet. 

Therefore, the followingcurve fitting function of RTm variancescan be given by 

E[(RTZD)~]0.0012 +1.485x 10" (4.69)= xr(cycle2) 

A small size GPS network is then considered in order to compare the performance of the 

tropospheric estimation as compa~dto LargeNet This small size network is called 

SmalINet and it includes eight stations as shown in figure 4.16 (Berg, Geim, Geir, Tryr, 

Trym, Arer, Arem and Stav). As shown in figure 4.16, three short baselines (Geim-Geir, 

Tryr-Trym and Arer-Arem) were not used and the other 25 baselines were used for 

SmaHNet computations and analysis. 



ALES a 

Figure 4.16: 25 baselines used in SmaWet 

The variance of the RTZD is calculated for each of the long baselines shown in figure 

4.16. The results are shown in figure 4.17, where each circle represents the RTZD 

variance of one baseline. 

Figure 4.17 :CaIcuIatedRTZD variances (circles) and curve titting function for 
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From figure 4.17, it is also obvious that the RTZD variances (circles) have a power-law 

dependence on baseline distance. Depending on hct ion  fitting of the calculated 

variances of RTZD in Fig.4.17, we can find that n=l, a, =0.0008649(cycle2) and 

a, =1.6 1x 10" (cycle' l km) for SmaWet (only using eight reference stations for 

calculation). Therefore, the curve fitting h c t i o n  can be expressed as 

E [ ( R T . ) ' ]=0.0008649+ 1.6 1x 1o 5  x r (cycle') (4-70) 

4.33 Calculationof covariance function parameters 

Now we investigate how to calculate the actual residual tropospheric delay variance by 

taking into account the RTZD variances estimated in the previous section. Clearly, the 

ionospheric-fiee double difference measurement error AV& can be divided into a 

correlated term AV4qQrCD&)), can be estimated by Trop-NetAdjust, andwhich an 

unconelated term AV&# as 

A V # , ~= AVd,#(p, .p , )  + AV6J + AVN (4.71) 

where d&pmfldis the correlated term which includes aLI errors which are purely a 

function of the receiver position p,, and the point Po (Raquet 1998). The point 18 is 

defined as a fixed position f?om which all of the differential errors will be referenced and 

is called the "zero-point". 6,( is the uncomlated error term that includes all enon 

which cannot be estimated by the network adjustment procedure and includes 

measurement noise and multipath. We can define the function 

d ( p m 9P.) = R(&h@ m ) - 6 c 4 z  (pH))'] (4.72) 

to be the variance of the differential correlated zenith errors @ between two arbitrary 

points P, and p, . The relationship between E[(RTQ'], ~@4&.,)-6~4(la)f]and 

must be established in order to find the covariance function parameters of the 

residual tropospheric delay. Expanding the RTZD within the expectation yields 

http:Fig.4.17
mailto:~@4&.,)-6~4(la)f]


assuming no correlation between the uncorrelated zenith error 6,4= with other error 

sources. According to equation 4.72, equation 4.73 can be written as 

where a$(res)and &(req)are uncorrelated error variances with respect to receiver a and 

receiver b, respectively. Taking equation 4.69 into account, equation 4.74 can be 

rewritten as 

E[(RTZD(p,,p,))']  =a, x r+a:, (rec,) +o;(rec,) (4.75) 

where r is the distance between reference stations a and b. For the test network used, the 

parameters a, and the constant 2 ~ )  Table 4.1. Based on the covariance are given in 

parameten given in Table 4.1, the covariance matrix of the residual bopospheric delays 

can be easily calculated for any receiver-satellite pair. 

Table 4.1: Covariance hnction parameters of residual tropospheric delays for 

LargeNet and SrnalI.Net 

Network Type \ Parameters a, (unit: 2 1 ) a&(-)(unit: 

( M e )  
LargeNet 1.485 x 10" 0.0006 

4.4 Summary of covariancehc t ion  calculation for residual tropospheric delays 

In this section, we s u m m e  the covariance h c t i o n  calculation for residual 

tropospheric deIay estimation based onthe previous discussion. 
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The covariance matrix C, consists of individual elements c z ,  which correspond to the 

ionospheric-fiee measurements d;(fiom receiver a to satellite x )  and d I ~ ( h r n  

receiver 6 to satellite y ) as 

c: =E[(Gl,')(a:)I 

Receiver a is located at pa,  and receiver b is located at pb. 
Actually, fourpossible cases of receivers and satellites exist, namely 

1. when a =b and x =y (same receivers and same satellites) 

where f". ( p ,,pa, pa) is the correlated variance function (here is referred to residual 

tropospheric delay), 6' is the elevation angie and M F ( g X )  is the mapping function, 

which is given by 

1
MF ( E )  =-

sinE 

and o& (rec,)is taken fiom Table 4.1. 

2. when a # b and x =y (different receivers and same satellites) 

where E:* is the average elevation angle between two elevation angles with respect to 

two receivers and the mapping function is the same form of equation 4.78. 

3. when x # y and a =b (different satellites and same receivers) 

=a "= A@(&," )W@,YIU:, (P,9 P,9 P, +4; (rec, )I 
where the mapping fimction is the sameform of equation4.78. 

4. when x # y and atb (merent satellites and different receivers) 

where E,Z and E: are the satellite elevation angles and the mapping hc t ion  is the same 

form of equation4.78. 

For the above covariance f'unction,the correlated variance hction is presentedas 



The differential variance function is described by 

where r is the distance between p, and p, ,and a, is taken fiomTable 4.1. 

4.5 Trop-NetAdjust algorithmflowchart 

The Trop-NetAdjust software was developed to estimate residual tropospheric delays 

based on the algorithm presented in the previous sections, using the information available 

from the reference stations. It requires measurements fiom the network reference stations 

and it performs double differencing, calculates the misclosure of the ionospheric-free 

doubie difference measurements and then it generates network estimates of the residual 

tropospheric delays using least squares prediction. The measurement vector I ,  is 

generated directly h m  the reference receiver network measurements, and it is 

independent of the computation point. The residual tropospheric delay at the computation 

point is not only depgndent upon the measurements fiom the reference receivers, but also 

a function of the computation point. Figure 4.18 gives a brief flow diagram of the 

Trop-NetAdjust software. 
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Figure 4.18: Flowchart of Trop-NetAdjmt software 



CHAPTER 5 

ANALYSIS OF RESIDUAL TROPOSPHERIC DELAYESTIMATION 

PERFORMANCE 

In this chapter, the Trop-NetAdjust algorithm presented in Chapter 4 is used to estimate 

the residual tropospheric delay using the redundant information available through the 

multiple reference stations in a GPS network. Two specific cases are addressed, namely: 

Prediction of residual tropospheric delays for existing satellites at a user location 

optimally using the satellite measurements available fiom a network of reference 

stations. This will result in a faster estimation of the integer ambiguities at the user 

since a part of the camer phase errors are due to the troposphere. 

Prediction of residuai tropospheric delays for new satellites being observed by the 

network stations and user alike, using existing satellite measurements available in the 

network. This implies that tropospheric delays between satellites and observation 

points are spatially correlated, which is indeed the case. This case is important in 

order to resolve quickly ambiguities involving new satellites. These satellites are 

initially at relatively low elevation angles and their tropospheric delays relatively 

high. 

5.1 Use of test network 

The Norway network, which is described in detail in Appendix A, consists of 11 

reference receivers as shown in figure 5.1. 



Figure 5.1: Southern Norway GPS reference Network 

To analyse the impact of network geometry on Trop-NetAdjust performance, two 

different "mobile" receiver locations are chosen. One is Iocated at the center of the 

network at the Geim reference station and this case is referred to as the Geim-Net, as 

shown in figure 5.2. An existing reference station is used as the location of the mobile 

user because the actual measurements at the reference station can be used to externally 

assess the accuracy of the predicted values. In the Geim-Net, the Geir station is not used 

for Trop-NetAdjust prediction because it is near Geim (<100km).The measurements at 

the reference station are naturally excluded fiom the data set used in the prediction, 

otherwise predicted and measured values would be practically identical and no 

performance assessment could be made. Likewise for the second test, the mobile 

receiver location is chosen to be Tryr, as shown in figure 5.3. In the Tryr-Net, the Trym 

station is not used because of the short distance between Tryr and Tryrn. A mobile 

receiver is treated as though it was moving, even though it is actually stationary. It yields 

the results which are very similar to the results obtained if the receiver were actually 

moving, as long as tuning parameters (such as process noise in a Kalman filtering) are set 

to the values for a moving receiver. This approach can be taken because most of the 

differential GPS errors (atmospheric and satellite position errors) are independent of 

receiver dynamics. In general, the rnultipath decreases with dynamics (relative to a 

stationary receiver). Therefore, a stationary receiver treated as a mobile receiver often 
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represents a worst-case scenario. In figures 5.2 and 5.3, circles represent reference 

receivers and triangles represent the test receivers. Each receiver is identified by a four 

letter designation. Table 5.1 summarizes the characteristics of each of the test nets. 

Table 5.1: Summary of test network characteristics 
Network Mobile 

Receiver Network Reference Receivers 

Geim-Net Geim Ales, Tron,Tryr,Trym,Arer, Arem, Kris,Stav, Berg 

Tryr-Net T r ~ r  Ales, Tron,Arer, Arem, Kris, Stav,Berg, Geim,Geir 

Figure 5.2: Geim Test Net Figure 53: Tryr Test Net 

5.2 Prediction of residual tropospheric delays at a mobile receiver and for an 

existing sateUite 

The goal is to estimate the residual tropospheric delay at a mobile receiver based on the 

ionospheric-fke double difference measurements from the reference network receivers. 

The individual ionospheric-free double difference measurement-minus-range observables 

were calculated over the sampling period using the data from the test network. These 

ionospheric-free observables are the direct measurements of the residual tropospheric 

delays assuming multipath and measurement noises are small enough to be neglected. 
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These ionospheric-free double difference observables were computed between the 

selected "mobile" receiver and one of the reference receivers in the test network using 

raw (uncorrected) data. After this, Trop-NetAdjust was used to calculate estimates of the 

residual tropospheric delays for this "mobile" receiver based on all of the redundant 

measurements from the reference receivers of the network Then the residual tropospheric 

delay estimates were applied to the raw measurements in order to test how well the 

residual tropospheric delays were estimated by analysing the reduction in the double 

difference error. Reducing these errors improves the ability to resolve the carrier phase 

ambiguities, and provides better positioning performance once the ambiguities are 

known. It also provides a means to measure the tropospheric wet delay and monitor its 

change because the major part of the residual tropospheric delay results from water 

vapor. 

5.2.1 Geim.Net test network 

In this analysis, the "mobile" receiver is located at the Geim reference station, which is 

near the center of the Norway network, as shown in figure 5.4. 

Figure 5.4: Seven test baselines in Geim-Net 
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In order to illustrate the effectiveness of Trop-NetAdjust, results are i l l m t e d  in figure 

5.5 to figure 5.8. Trop-NetAdjust was used to calculate the corrections for ionospheric- 

free (IF) carrier phase measurements using the methods and covariance function 

described in Chapter 4. Actually Trop-NetAdjust generates estimates of the residual 

tropospheric delays for both reference receiver measurements and the &own 

measurements at the "mobile" receiver (computation point). The total corrections are 

calculated as  the sum of the estimates of the residual tropospheric delay at the reference 

receiver and the "mobilet' receiver. After calculating these estimated tropospheric 

corrections, they are then applied to the raw ionospheric-free double difference 

measurements to reduce the residual tropospheric delay errors. 

Shown in figures 5.5(a) and 5.5(b) are the ionospheric-fiee double difference 

measurements for the mobile reference pair Geirn-Tron, prior to and after including the 

tropospheric corrections calculated by Trop-NetAdjust . The results for two different 

pairs of satellites 27-2 and 27-17 are shown and their elevation and azimuth changes are 

shown in figure 5.5(c). The data period is about one hour and the residuals decrease by 

72% when the Trop-NetAdjust corrections are used, demonstrating the effectiveness of 

the approach in this case. 

In figures 5.6,5.7, and 5.8, three sets of results corresponding to three different directions 

from Geim are shown. They are based on three testing baselines (Geirn-Kris: southern 

direction; Geim-Tryr: Eastern direction; and Geim-Berg: Western direction). The change 

of elevation and azimuth angles for the selected satellite pairs are also shown. From these 

figures, it is obvious that a significant improvement has been achieved. The improvement 

ranges from 35% to 72%. 
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Figure 5.5(a): Geim-Tron (372km)for PRN 27-2 (RMS improvement=72%) 
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Figure 5.5(b): Geim-Tron(372km)forPRN 27-17(RMS improvement =72%) 
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Figure 5.5(c): Elevation aad azimuth mgles for satellite pairs27-2 and 27-17 
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Figure5.6(a): Geim-KrEs (272km)forPRN9-21(RMS improvement = 59%) 
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Figure 5.6(b): Geim-Kris (272km)forPRN6-25(RMSimprovement = 38%) 
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Figure5.7(a): Geim-Tryr (276km)forPRN3-17(RMS improvement=43.8%) 

Figure S.l(b): Geim-Tryr (276km)for PRN 3-26 (RMS improvement =35%) 
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Figure 5.7(c): Elevationand azimuth mgles for satellitepairs 3-17 and3-26 
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Figure 5.8(a): Geim-Berg (163km)for PRN 31-21 (RMS improvement =35%) 
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Figure 5.8(b): Geim-Berg (l63km) for PRN 9-7 (RMS improvement=46%) 

I 

GFST i m(s)m d  WTim0 

a:34& 00:$8 
 07.04ram0 07-191- 07%
1a64m 0748mt 

F i p r e  S.S(e): Elevation and azimuth anglesfor satellite pairs31-21and9-7 



96 

5.2.1.1 Statisticalanalysis of Trop-NetAdjust performance 

In order to analyze the performance improvement of Trop-NetAdjtut, 15hours of data at 

a 3-minute sampling rate were processed for statistical analysis. To implement this 

statistical analysis, the steps followed are Listed below: 

I )  Choose "Geim as the "mobile" receiver (computationpoint). 

2) Choose seven test baselines from Geim whose directions are different &om each 

other, as shown in figure 5.4. 

3) For each baseline, Trop-NetAdjust residual tropospheric delay corrections were 

calculated as the sum of the estimates at the "mobile" receiver and the estimate at the 

corresponding reference receiver. 

4) 	 For each basehe, apply this Trop-NetAdjust residual tropospheric delay correction 

to the raw ionospheric-he double difference measurements. 

5) For each baseline, calculate the R M S  of each double difference (DD) satellite- 

receiver pair for raw measurements and corrected measurements, respectively. 

6) Compare the RMS percentage improvement between raw measurements and 

corrected measurements. 

For instance, since typically seven satellites were available above 10°, six DD satellite- 

pairs were selected, as one of the satellites is chosen as the base satellite for each 

baseline. If the sampling interval is three minutes, the total number of measurements for 

each baseline over 15 hours is given by 

(7-1) x 15x 6O(min)
Total DD Measurements= - = I800 

In figure 5.9 to figure 5.12, comparisons between raw and corrected measurements are 

shown as time series for four test baselines, which have the followingdirections: Geim-

Tron: Noahem direction; Geim-kris: Southern direction; Geim-Tryr. Eastern direction; 

and Geim-Berg: Western direction. From these figures, the improvement of 

TrqJetAdjust is consistently over 50%. 
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Seven baseline test results are summarized in figure 5.13 and Table 52. The 

improvement when the residual tropospheric delay corrections are applied is consistently 

at the 55% level for this case, 

= R a w  IF D O  

corrected I F  
D D  

Getrn- G e ~ m - G e ~ m - G e i m - Garm- G u ~ m -  Goom-  
Krls A l e s  B e r g  S t a v  r e T r o n  T r y r  

D ti lerent b a S O l i n e ~from Getm s ~ t e  

Figure 5.13: Stochastic RMS residual analysis -Geim-Net (seven baselines), new 

station case 

Table 5.2: RMS residual improvement-Geim-Net, New station case 
DD RMS residuals DDRM residuals 
(noresidual tropo (residual tropo corr) Percentage improvement 

Baselines corr) (cm) (% 

I 

Geim -Kris (272km) 3.13 1-48 53% 
Geim -Ales (242 km) 3-46 1.51 56% 


Geim -Berg (163 km) 3.39 1.53 55% 

Geim -Stav (222 km) 1 331 54% 


Geim -Arer (223 km) I 3.24 I I 52 I 540/0 


Geim -Tron (372 km) 1.57 62%
1 1 IGeim -Tryr (276 km) 4.101.58 166 54Y0 

52.2 Tryr.Net test network 

For the second test net, the "mobiIe" receiver is located at the Tryr reference station, 

which is at the edge of the network, as shown in figure 5-14, and different network 

geometry occurs-



Figure 5.14: Seven test baselines in Tryr.Net 

In order to illustrate the effectiveness of Trop-NetAdjust, results are illustrated in figure 

5.15 to figure 5.18 corresponding to the following four different baselines: Tryr-Tron: 

Northern direction; Tryr-Kris: Southern direction; Tryr-Geim: Western direction 

(medium baseline); and Tryr-Berg: Western direction (long baseline). For the western 

direction, two baselines with different lengths are chosen, which shows the increase of 

residual tropospheric delays with the increase of the baseline length. Similar to the Geirn-

Net test network, the total corrections applied to raw measurements were calculated as 

the sum of the estimates of residual tropospheric delays at the rekrence receiver and the 

"mobile" receiver-Tryr. 

Figures 5.15(a) and 5.15(b) show the ionospheric-free double difference measurements 

for the mobile reference pair Tryr-Tron. The double difference residuals prior and after 

including the residual tropospheric delay corrections were calculated by Trop-NetAdjust. 

The elevation and azimuth changes corresponding to the related two different satellite 

pairs 27-2 and 27-10 are shown in figure 5.15(c). The residuals still decrease over 36% 

when the Trop-NetAdjust corrections are used, demonstrating the effectiveness of this 

approach. Figures 5.16,S. 17 and 5.18 show the significant improvements for three sets of 

results, namely Tryr-Geim, Tryr-Berg and Tryr-Kris baselines. The elevation and 

azimuth changes of selected satellite pairs for each basetine are also presented. 
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Figure 5.1S(a): Tryr-Tron (220km) for PRN 27-2 (RMS improvement = 55%) 
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Figure 5.1J(b): Tryr-Tron (220km)for PRN 27-10 (RMSimprovement =36%) 
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Figure 5.16(a): Tryr-Geim (276km)for PRN 30-6 (RMSimprovement =54%) 
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Figure 5.16(c): Elevation and azimuth angles for satellite pair30-6 and 30-4 
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Figure 5.17(a): 	 Tryr-Berg (406km)for PRN 17-6 (RMS improvement = 55%) 
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Fipre 5.17(b): 	Tryr-Berg (406km)for PRN 9-26 (RMS improvement = 61%) 
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Figure 5.17(c): Elevation and azimuth angles for satellite pairs 17-6and 9-26 
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Figure5.18(a): 	Tryr-Kris (448km)forPRN 26-2 (RMS improvement =59%) 
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Figure 5.18(b): 	 Tryr-KriP (448km)forPRN26-23(RMS improvement =71%) 
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5.23.1 Statistical analysis of Trop-NetAdjust performance 

The same 15 hours of data at a 3-minute sampling rate were processed for statistical 

analysis for the Tryr.Net case. To implement this statistical analysis, several steps were 

followed similar to the analysis for Geim-Net: 

1) Choose "Try"as the "mobile" receiver (computation point). 

2) Choose seven test baselines fiom Tryr whose direction is different from each other, as 

shown in figure5.14. 

3) 	 For each baseiine, Trop-NetAdjust estimated residual tropospheric delay corrections 

are calculated as the sum of the estimate at the "mobile" receiver and the estimate at 

the corresponding reference receiver. 

4) 	 For each baseline, apply this Trop-NetAdjust residual tropospheric delay corrections 

to raw ionospheric-free double difference measurements. 

5) For each baseline, calculate the RMS of each double difference (DD) satellite-

receiver pair for raw measurements and corrected measurements, respectively. 

6) Compare the RMS percentage improvement between raw measurements and 

corrected measurements. 

Figure 5.19 to figure 5.22 show the improvements between the raw and corrected 

measurements after using Trop-NetAdjust, with respect to the following baselines: Tryr-

Tron, Tryr-Geim, Tryr-Berg and Tryr-Kris. For each comparison, all possible satellite 

pairs are combined together to measure the overall statistical performance. 
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Figure 5.20: Time series of IFdouble diterence measurementsfor Tryr-Geim 
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Figure 5.21: Time series of IF double dEerence measurementsfor Tryr-Berg 
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The test results for the seven baselines shown in figure 5-14 are summarized in figure 

5.23 and Table 5.3. The improvement when the residual tropospheric delay corrections 

are applied is at the range fiom 20% to 39%. The reason the improvement is lower than 

in the previous case is that the geometry of the network and the sub-optimal location of 

Tryr at the eastern edge of the network. 

Tryt- Tryr- Tryr- Tryr- Tryr-Kns l y r - fyt-

Tron Ator Borg Staw Arrm G a m  


O~ftrrrnt basollrros from Gem sttr 


Figure 5.23: Stochastic RMS residual analysis- Tryr.Net (seven baselines), new 

station case 

Table 53: RMS residual improvement -Tryr.Net, new station case 

DD RMS residuals DD RMS residuals 


(no residual trope con) (residualtropo con) Percentageimprovement 

Baselines ( cm) (m) 


Tryr-Tron (DOkm) 3.97 2.77 30% 


Tryr-Ales (344 krn) 

Tryr-Berg (406km) 
Tryr-Stav (461 km) 

Tryr-Kris (448 km) 

Tryr-Arem ( 384 km) 
Tryr-Geim (276km) 

5.3 Prediction of residual tropospheric delays for a new satellite 
Usually the tropospheric effect on a new satellite is very significant because of the 

relatively low elevation angle as the satellite rises above the horizon. The residual 

tropospheric delay for a new satellite, whose elevation angle is low (such as 54 is 

relatively large. Hence, Tro~NetAdjjustprovides a good method to deal with this 

probIem and predict the residual tropospheric delay for the new satellite. The RMS of 

corrected measurements after using Trop-NetAdjust will be sign.ificantIy smaller 

http:Tryr.Net
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compared with raw measurementsand it will be very usefid to resolve the ambiguities for 

this new satellite. Trop-NetAdjust was tested using the Geim.Net and Tryr.Net cases 

described in the previous section (figures 5.2 and 5.3). In order to test the residual 

tropospheric delay prediction performance for a new satellite, the methodology used is as 

follows: 

select one existing satellite to be the predicted "new" satellite and remove this 

satellite corn the measurements. 

select one reference station as the computationpoint (such as Geim or Tryr). 

use all the other visible satellite measurements fiom all reference stations in 

Trop-NetAdjust and calculate residual tropospheric delay estimates for the predicted 

satellite at the computation point. 

apply the residual tropospheric delay estimates to the ionospheric-fi-ee (IF) DD raw 

measurements and calculate the corresponding corrected IF DD measurements. As 

the selected "new" satellite is fiom one of the observed satellites, the raw 

measurements of this satellite can be used for comparison of performance 

improvement. 

5.3.1 Geirn.Net test network 

The same four baselines are chosen to provide examples of improvement prior to and 

after Trop-NetAdjust corrections. Figure 5.24 shows the prediction case for the Geim-

Tron baseline where the "new"satellites are SV 1and SV 19, whose changes in elevation 

and azimuth angles are shown in figure 5.24(c). When double differencing, the total 

residual tropospheric delay correction for a pair of satellite is the sum of the estimate for 

the new satellite and the estimate for the base satellite (which is usually the highest 

elevation satellite) at the computation point-Geim. The DD residual improvement after 

Trop-NetAdjust corrections are applied is significant, at over 50%. Figures 5.25, 5.26 

and 5.27 also show significant improvements for Geim-Kris, Geirn-Berg and Geim-Tryr 

baselines. For Geim-Kris, satellite SVIO and SV 7 are assumed to be the new satellites 

for the Trop-NetAdjust prediction. For Geim-Berg, the new satellites are SV 17and SV 

30. For Geim-Tryr, SV 22 and SV 26 are calculated as the new satellites. The 



corresponding elevation and azimuth angles with respect to each satellite pair are shown 

in the set (c)of each figure. 
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Figure 534(a): Geim-Troa (372 km) for PRN 5-1, new PRN 1 (RMSimprov.=6l%) 
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Figure 5.24(b): Geim-Tron (372km)for PRN3-19, new PRN 19(RMS improv.=57%) 
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F i i e  5.24 (c): Elevation and azimuth anglesforsatellitepairs PRN 5-1 and 
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Figure 535(a): Geim-Kris (272 km) for PRN 6-10, new PRN 10 (RMS improv. =65%) 
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Figure 535(b): Geim-Kris (272 km)for PRN 9-7, new PRN 7(RMSimprov. =32%) 
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Figure 5.25 (c): Elevation and azimuth angles for satellitepairsPRN 6-10 and PRN 



5 ,  

4 -

1 4 5 6 0 4  t 4 6 2 0 4  t r r 4 0 4  
1 7  0 7  7 7  1 7  1 7  2 7  1 7  3 7  1 7  4 7  1 7  5 7  

G P S 1 1 m  a ( s )  a n d  L o  c m I  T l m  m ( h ]  

Figure 536(a): Geim-Berg(l63 km)for PRN 27-17, new PRN 17(RMS improv.=72%) 
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Figure 536(b): Geim-Berg(l63 km)for PRN 5-30, new PRN 30 (RMS improv.=69%) 
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Figure 526(c): Elevation and azimuth angies for satellite pairs PRN 27-17and 

PRN 5-30 
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Figure 527(a): Geim-Tryr(276 km)for PRN 3-22, new PRN 22(RMS improve.=S3%) 
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Figure 537(b): Geim-Tryr(276 km) for PRN 9-26, new PRN 26(RMS improve.=77%) 

Figure S.27(c): Elevationand azimuth angles for satellite pairs PRN 3-22 and PRN 
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53.1.1 Statisticalanalysis for Trop-NetAdjust performance 

In order to analyze the performance improvement of Trop-NetAdjust for the new satellite 

prediction case, the same 15 hours of data at a 3-minute sampling rate was processed for 

statistical analysis. For this analysis, the following steps were implemented: 

I) Choose "Geim" as the "mobile" receiver (computation point). 

2) Each existing satelliteis sequentially omitted and used as the new satellite. 

3) Choose seven test baselines from Geim which are along different directions to each 

other, as shown in figure 5.4. 

4) 	 For each baseline, Trop-NetAdjust estimated residual tropospheric delay for the 

"selected" new satellite is calculated using all available measurements from all 

reference stations to d l  other visible satellites, 

5) 	 For each baseline. Trop-NetAdjust residual tropospheric delay corrections were 

calculated as the sum of the estimate at the "mobile" receiver for the "selected" new 

satellite and the estimate at the corresponding reference receiver for the same new 

satellite. 

6) 	 For each baseline, apply this Trop-NetAdjust residual tropospheric delay correction 

to raw ionospheric-free double difference measurements to obtain the corrected 

ionospheric-free double difference measurements. 

7) 	 For each baseline, calculate the RMS for each double difference (DD) satellite-

receiver pairs for raw and corrected measurements, respectively. 

8) Compare the RMS percentage improvement between raw and corrected 

measurements, 

In figures 5.28 to 5.31, a comparison between the raw and corrected measurements is 

shown among Geim-Tron, Geim-Kris, Geim-Berg and Geim-Tryr baselines. The 

improvement prior to and after, applying Trop-Netlidjust is above 55% in all cases. All 

of the seven baseline test results are summarized in figure 5.32 and Table 5.4. Since 

seven satellites were generally available, the Trop-NetAdjust prediction was normally 

based on six satellitest measurements as one of the seven satellites was selected as the 

"new" one. Since these predictions were made every three minutes, the rms values for 



each case over the 15 hour time period are based on approximately 1,500 DD 

measurements. 

GPS Time (s)and Localmrne (h) 

Figure 5.28: Time series of IF double difference measurements for Geim-Tron 
baseline (372km)-65% improvement percentage 
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Figure 5.29: Time series of IFdouble differencemeasurementsfor Geim-Kris 
baseline (272km)-56% improvement percentage 
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Figure 530: Time series of IF'double difference measurements for Geim-Berg 
baseline (163km)d l% improvement percentage 
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Figure 5.31: Time series of IF double Merenee measurementsfor Geim-Tryr 
baseline (276km+58% improvement percentage 
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Figure 5.32: Stochastic RMS residual analysis - Geim-Net (seven baselines), new 

satellite case 

Table 5.4: RMS residual improvement - Geim-Net, new satellite case 
I DD RMS residuals 1 DD RMS residuals I Percentage 

Baselines (noresidual tropo corr) (residual tropo con) improvement 

Geim - Kris (272 km) 
( cm) 
3.13 

( cm) 
1.37 

( % I  
56% 

Geim- Ales (242 km) 3.46 1.41 59% 
Geim-Berg (163 km) 3.3 9 1 -44 61% 
Geim 4 t a v  (222km) 3.33 1.38 58% 
Geirn -Arer (223 km) 3-24 1.37 58% 
Geim Tron ( 372km) 4.10 1.44 65% 
Geirn - Tryr (276km) 3.58 l.5 1 58% 

53.2 Tryr.net test network 

For the second Tryr test net, the corresponding results are shown in figures 5.33 to 5.36. 

Different new satellites are chosen in these figures. The computation point is the "Tryr" 

site. In figure 5.33, satellite SV 17 and SV 5 are processed as the "new"satellites for the 

baseline Tryr-Tron. The elevations and azimuths of the DD satellite pairs are shown in 

figure 5.33(c). Figures 5.34, 5.35, and 5.36 present more time series examples for the 

double difference measurements with the "new" satellites according to Tryr-Kris, Tryr-

Geim and Tryr-Berg baselines. The elevation and azimuth angles of each satellite DD 

pair are shown in the set (c) of each figure. 



0 4 . 5 2  	 0 5 . 0 7  0 5 . 2 2  0 5 . 3 7  0 5 : 5 2  0 6  0 7  0 6 : 2 2  
G P S  1 tm e (s) a n d  L o c a l  T i m  r ( h )  

Figure 5.33(a): Tryr-Tron (220 km)for PRN 3-17, new PRN 17 (RMS improv.=46%) 
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Figure 5.33(b): Tryr-Tron (220 km) for PRN 30-5, new PRN 5 (RMS improve=29%) 
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Figure 533(c ): Elevation and azimuth angles for PRN 3-17 and PRN 30-5 
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Figure 5.34(a): 	 Tryr-Kris (448km) for PRN 313, new PRN 3 (RMS improv.=63%) 
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Fipre 534(b): Tryr-Kris (448km) for PRN 26-2, new PRN 2 (RMS improv.=57%) 
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Figure 534(c): EIevation md azimuthmgIe for PRN 31-3a d  PRN 26-2 
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Figure 535(a): Tryr-Geim (276km)for PRN 26-7, new PRN 7 (RMS improv.=59%) 
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Figure 535(b): Tryr-Geim(276km) for PRN 30-29,new PRN 29(RMS improv.=33%) 
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Figure 535(c): Elevation and azimuthangies for PRN 26-7 and PRN 30-29 
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Figure 536(a): Tryr-Berg (406km)for PRN 9-7, new PRN 7 (RMS improv.=43%) 
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Figure 536(b): Tryr-Berg(406km) for PRN 26-23, new PRN 23(RMS improv.=21°h) 
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Figure 536(c ): Elevationmd azimuthangles forPRN 9-7 and PRN 26-23 



53.2.1 Statistical analysis of Trop-NetAdjust perCormance 

To analyze the performance improvement of Trop-NetAdjust, the same 15 hours of data 

at 3-minute sampling rate was processed. To implement this statistical analysis, the steps 

followed was: 

1) Choose "Tryr" as the "mobile" receiver (computation point). 

2) Each existing satellite was sequentially assumed to be missing and used as the new 

satellite. 

3) Choose seven test baselines from Tryr to different directions, as shown in figure 5.14. 

4) For each baseline, the Trop-NeMdjust residual tropospheric delay for the "selected" 

new satellite was calculated by using measurements from all reference stations to d l  

the other visible satellites. 

5) 	 For each baseline, Trap-NetAdjust corrections were calculated as the sum of the 

estimate at "mobile" receiver for this "selected" new satellite and the estimate at the 

corresponding reference receiver for the same new satellite. 

6) For each baseline, apply this Trop-NetAdjust correction to raw ionospheric-he 

double difference measurements. 

7) For each baseline, calculate the RMS of raw measurements for each double difference 

(DD) satellite-receiver pair and corrected measurement, respectively. 

8) Compare RMS improvements between raw and corrected measurements. 

Figures 5.37 to 5.40 show a comparison between raw and corrected measurements with 

respect to the following four baselines: Tryr-Tron, Tryr-Kris, Tryr-Geim and Tryr-Berg. 

The improvement with Trop-NetAdjust can be clearly seen and range from 23% to 44%. 

The seven baselines test results are summarized in figure 5.41 and Table 5.5. The 

improvement when the tropospheric residual corrections are applied is still at the 30% 

level. The reason that the improvement is lower than in the previous case is the geometry 

of the network and the sub-optimal location of Tryrat the eastern limit of the network. 
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Figure 5.37: Time series of IF double dnerence measurements for Tryr-Tron 
baseline (220k.m)-32% improvement percentage 
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Figure 5.38: Time series of IF double Merence measurementsfor Tyr-Kris 
baseline (448km)-38% improvement percentage 
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Figure 5.39: Time series of IF double difference measurements for Tryr-Geim 
baseline (276km)-23% improvement percentage 
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Figure 5.41: Stochastic RMS residual analysis -Tryr-Net (seven baselines), new 

satellite case 

Table 5.5: RMS residud improvement - Tryr-Net, new satellite case 
I DD R M S  residuals I DD RMS residuals I 1 

(no residual tropo (residual tropo corr) Percentage 
Baseiines corr) ( cm improvement ( % ) 

(a) 

Tryr-Tron (220km) 3-97 2.68 3240 


Tryr-Ales (344 km) I 420 I 2.49 I 30% I 
Tryr-Berg (406 krn) 4.59 2-57 44% 

Tcyr-Stav (461 km) 2.68 33% 
 I 
Tryr-Kris (448km) 

Tryr-Arem (384km) 

Tryr-Geirn (276km) 


5.4 Analysis of Trop-NetAdjnst performance improvement Venus satellite elevation 

To analyze the Trop-NetAdjust performance improvement with respect to satellite 

elevations, the double difference measurements with and without Trop-NetAdjust 

corrections were compared to obtain the RMS percentage improvement based on the 

remote satellite elevations. The remote satellite elevations were divided into six groups, 

namely 10'-20°, 20'-30°, 30'-40°, 40'-SO0, SO0-60°, and 60'-70'. 
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The same test nets were used to compare the differences between the performance 

improvement with respect to satellite elevations. They are Geim-Net and Tryr-Net, as 

shown in figures 5.2 and 5.3. For Geim-Net, the "mobile" receiver was located at Geim 

and for Tryr-Net, the "mobile" receiver was Tryr. Figure 5.42 shows the location of the 

reference receivers and the triangles represent the "mobile" receivers. 

Figure 5.42 Reference and "mobile" receivers 

For these tests, Trop-NetAdjust was used to calculate the estimates of residual 

tropospheric delays at t!!e computation point ("mobile" receiver) and at the reference 

receiver. Using the sum of these estimates, the residual tropospheric delay corrections for 

a double difference receiver pair were then calculated. Applying these corrections to the 

raw IF double difference measurements, a significant decrease was achieved because of 

the predicted corrections. It should be noted that the following analysis is based on the 

previous "new station" prediction case discussed in section 5.2. 

Geirn-Net: 

For each elevation range, the RMS percentage improvement between raw and corrected 

ionospheric-free double difference measurements after applying Trop-NetAdjust 

estimates are listed in Table 5.6. 



I 
Table 5.6: RMS percentage improvement as a fnnction of elevation range 

1-Baselines 

Remote SatelliteElevation(degrees) 

2e-3C 1 # 0"-6o0 60'-7 
-
Raw Raw Cor. Raw Raw Cor. Raw Raw Cot: 

=Or. 

% (cm) % (cm)(cm)% (cm)(m: 

4.08 1.41 66% 3.52 139 61% 3.36 1.42 58% 2.69 1.3 1 52% 2.06 1-04 

2.50 1.39 45% 2.32 45% 1.90 1.18 38Ya 1.35 o.n 
2.54 1.40 45% 2.39 43% 2.81 1.22 57% 1-45 0.72 

277 1.47 47% 2.75 55% 2.89 1.37 53% 274 0.88 

2.56 1.37 46% 3.16 65% 3.00 124 59% 2.27 0.82 

2.05 1.54 30% 239 59% 2.13 1.20 43% 1.28 0.83 

3.41 1.66 51% 2.42 15% 0.77 124 -59% 0.82 0.89 

*Raw: raw m ~ r n e n t s ;Cor.: correctedmeasurements; %: pacentnge improvement 

Tryr-Net: 


The RMS percentage improvements between raw and corrected ionospheric-free double 


difference measurements prior and afterapplying Trop-NetAdjust are listed in Table 5.7. 


Table 5.1 RMS percentage improvement as a function of elevation range 
I Remote SatelliteElevation (degrees) 1 
Baselines -

10"-20' SOQ-( 10" 60"-7 
7 * -

Raw Cor. Raw Cor. Raw Cor. Raw Cor. 

(a(a)Yo (m)(cm: % (cm)(cm]-
Tryr-Tron 5.51 3.74 -32% 2.53 1.62 36% 2.41 1.68 

Tryr-Ales 6.99 3-81 -45% 1.79 1-64 5% 1-40 1.97 

Tryr-Berg 6.40 3.67 -43% 5-76 1.43 75% 3.65 1-49 

Tryr-Gcim 6.22 4.07 -35Yo 0.80 1-71-1 13% 0.80 1.77 

Tryr-Slztv 5.56 3.63 -35% 3.46 1.49 57% 3.28 1.34 

Tryr-Kris 6.54 3.70 -43% 13-011.65 45Yo 242 1-42 

Tryr-Amn 6.72 3.82 -43% 1.84 1.67 10% 0.99 1-45 

*Raw: raw I le;lsurementS Cor.: corrected rneasUrer lents; YO:percentage improveme 

Considering TabIe 5.6 and 5.7, one can see that the performance improvement is high, 

stable and consistent for low elevation satelIites (10' -20'). Mostly the RMS percentage 

improvement can be as much as 60% for the Geim.Net and 45% for the Tryr-Net with 
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little variations. However, the stochastic performance varies largely in the case of high 

elevation angles ( 50' -70' ) and the RMS percentage is negative for some baselines 

(Geim-Tryr for Geim.Net, Tryr-Geh, Tryr-Ales, and Tryr-Arem for Tryr-Net). [n these 

cases, the Trop-NetAdjust approach yields poorer results than the uncorrected approach 

This is due to the fact that the absolute vaiues of the RMS of raw measurements for the 

negative improvement cases (high elevations) are already small considering the size of 

the error level typically caused by multipath and receiver noise. The values prior to the 

correction are in the order of 1 cm level. Therefore, even though having a negative 

improvement as much as -59% for Geim-Net and -121% for Tryr-Net, it does not usually 

increase the absolute value of RMS much and does not cause a problem in modeling the 

errors in the network 

In practice the largest effect of the tropospheric delay on GPS signal mostly results fiom 

the satellites with low elevations due to the limitation of the standard tropospheric model 

on low elevation satellites. Therefore, the stable performance of Trop-NetAdjust for 

satellites with low elevations is signifi~cant because there is still room for improvement. 

It should be noted that accuracy estimates are also obtained when applying the prediction 

equations. The estimated covan-ance matrix of the predicted quantities is given by 

equation 4.43. The estimated standard deviations were compared to the RMS values 

obtained by comparing the predicted and ionospheric-fiee double differences. The 

agreement was consistently better than 30%, which is considered satisfactory. In this 

chapter, RMS values were used because they are considered more statistic since "true" 

double differences were used to generate them. 

http:Geim.Net


- - - - - - - - 

ANALYSIS OF TROP-NETADJUST PERFORMANCE USING SWEDISH GPS 


NETWORK AND WVR 


6.1 Description of Swedish GPS network 

A permanent GPS network was designed for continuous measurements of the vertical and 

horizontal c  d  deformations in Sweden and was built in cooperation with the Swedish 

National Land Survey (NLS).  It currently consists of 21 continuously operating GPS 

stations, as shown in figure 6.1 (Onsala Space Observatory 1998). Some of the sites are 

situated in rather remote areas in order to meet the most important requirements, that is 

access to solid rock, low horizon mask.and no knownconstruction plans that could cause 

interference problems in the future. The complete permanent GPS network spans 400 km 

x 1200 km in the east-west and north-south directions, respectively. The average 

separation between the sites is about 200 km but baselines as short as 100 km dso  exist. 

The coordinates of these 21 GPS stations are listed in Table 6.1 (Emardson, 1998). 

Table 6.1 GPS sites in Swedish network 
GPS site (Acronym) Latitude (ON) Longitude ("E) Eliipsoidd Height (m) 

Kim 67.8775731694 21-0602357889 497.97 1 
Over 
b - e  
Skel 
Vilh 

Umea 
Oste 
Sund 
Sveg 
Leks 
Mart 
Karl 
LOVO 
vane 
Norr 
Ioak 
Bora 
Viib 
Onsa 
Oska 
Hass 



130 

In order to achieve similar operating conditions at all sites, a carem design was done. 

The network uses 14 SM-8000 TurboRogue and 28 Ashtech-Z12 GPS receivers. At 

several permanent GPS sites located in areas with periodically severe environmental 

conditions, such as snow or heavy rain, radomes have been employed. In order to 

maintain network homogeneity, dl sites have been equipped with radomes since the start 

of the network in 1993. AU receivers provide code and carrier phase observables on both 

fiequencies, even when Anti-Spoofing (AS) is enabled, utilizing the cross correlation 

technique. 

Figure 6.1: Swedish GPS network 

6.2 Water vapor radiometer at Onsala 

One of the tasks of the Onsala Space Observatory is to monitor the wet delay using a 

microwave water vapor radiometer (WVR). The radiometer measures the radiation from 

the atmosphere at two different frequencies, 21-0and 3 1.4 G k This data can be used to 

infer the total amount of water vapor and cloud liquid water in the atmosphere along the 

direction of the observation. With this instrumentwe can studyvariation in the wet delay. 
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The radiometer is mounted on a foundation some ten metres &om., and at approximately 

the same height as, the GPS antenna where the radome of a 20m radio-telescope results in 

- a relatively small sky blockage. The installed microwave radiometer is shown in figure 

6.2 (Onsala Space Observatory 1998). 

Figure 6.2: Water vapor radiometer at Onsala 

Elgered (1993) gives the wet delay estimate from a WVR, measuring the emission at two 

. different frequencies v, and vZ,as 

=cbxb 
where X,is formed from the observablesas 

where Gg,, is the equivalent temperature of the cosmic background and the atmospheric 

oxygen. Titand Tiare the linearized brightness temperatures and can be determined from 

themeasured brightness temperature T,and T,as (Jarlemark 1994) 

where T'& is the cosmic background radiation, T'and T;bare the effective temperature 

and linearized effective temperature of the atmosphere respectively. The two latter 

temperatures are determined by the temperature proae of the atmosphere and the height 

profile of the atmospheric absorption in the microwave range due to water vapor. The 



coefficients Cb in equation 6.1 can be modeled using meteorological d a c e  data. Elgered 

(1993) suggests three different models, where the simplest is a constant and the most 

sophisticatedis 

c =c,( l+a,P,  +a,T, +a ,X , )  (6.4) 

where the coefficients crBand a,can be estimated using radiosonde pmfiles. PA,TAand 

X, are the deviations fkom the mean for the pressure, the temperature at the ground and 

the observable X ,  from equation 6.1 respectively. 

6 3  Analysis of Trop-NetAdjust prediction of residual tropospheric delays in the 

double difference measurement domain 

As shown in figure6.3,a sub-networkwith five stations in the southern part of Sweden is 

used for this test. The acronyms of these five stations are knk  (Jonkoping), Vane 

(Viinersborg), Karl (Karlstad), Bora (Bods) and Hass (Hiissleholm). The GPS 

measurements were made on April 30, 1998. The GPS sampling data rate was five 

seconds and the mask angle was 10'. The Bora reference receiver is selected as the 

"mobile" receiver for residual tropospheric delay prediction because the actual GPS 

measurements at the reference station Bora can be used to externally assess the accuracy 

of the predicted values. The measurements at the Bora station are excluded from the data 

set used in the Trop-NetAdjust prediction. 

Figure 6.3: Fourbaselinesfrom Bora to other referencestations 
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In order to present the results of the Trop-NetAdjust method, the residual tropospheric 

delay is estimated at the Bora site using Trop-NetAdjust. To test the improvement, the 

estimated residual tropospheric delay is applied to the ionospheric-fiee double difference 

measurements based on the predicting station location and other reference stations. 

Analysing the reduction in the double difference errors provides us a good method to test 

how well the residual tropospheric delay is estimated at the Bora site. The basic approach 

was illustrated in Chapter 5. 

To relax the computational burden, 21 hours of the data at a two-minute rate was 

processed for statistical analysis. During the test, five or more satellites were typically 

visible at any time at each receiver site. The number of observed satellites is shown in 

figure 6.4. The number of observed satellites shown here is the average value of the 

number of observed satellites fkom all of the reference stations in the test network, 

3 ,  

2 ,  

t ,  

0 ,
345600 356400 3 67200 378000 388800 lOS6OO 4 10400 
0 t : O O  0 4 : O O  0 7 : O O  1 0 : O O  1 3 : O O  1 6 : O O  1 9 : O O  

G P S  T i m e  ( a )  a n d  L o c a l f i r n o  (h)  o n  A p r l l 3 0 .  1 9 8 8  

Figure 6.4: Average number of visible satellites from four stations on 30/04/1998 

Four different baseIines starts fiom the Bora site, as shown in figure 6.3, namely Bora-

Vane, Bora-KarI, Bora-Jonh, and Bora-Hass. For each baseline, all of the possible double 

difference satellite pairs are used for the comparison between raw and corrected 

ionospheric-fiee double difference measurements. A significant improvement is achieved 

for the residual tropospheric delay estimation using the Trop-NetAdjust Because 

residual tropospheric delays are mostly due to the tropospheric wet delay, it follows that 

Trop-NetAdjust gives us a good approach to estimate the tropospheric wet delay. 

However, the correct percentage of ambiguity resolution isnot 100%but above 90%, and 
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the measurements with wrong ambiguities were removed &om Trop-NetAdjust 

calculations. All the results are based on the assumption that the corrected ambiguities are 

used for Trop-NetAdjust estimation. As an example, the measurements with wrong 

ambiguities for baseline Bora-Hass (188lrm)on 30/04/1998 are shown in figure 6.5. In 

this figure, all of the measurements with different satellite pairs are combined together 

using a two-minute sampling data rate. 

-60 	 I 
345600 3564UU 3-
 378000 388BW3 399- 410400 
01:OO 	 0 4 : O O  0 7 : O O  7O:OO 13:OO 16:OO 19:OO 

GPS Time i s )  and Local fime ih) on Aori l30.  1998 

Figure 6.5: 22-hour raw ionospheric-freedouble difference measurements for 


Bora-Eass (188km) 


Figure 6.6 shows the number of satellites available during the obse~atioa period. It is 

obvious that there are some very shoa time periods during which the number of satellites 

is down to three, such as from GPS time 398640 (seconds) to 400560 (seconds) which is 

about 32 minutes. For this short time period, the satelIite geometry is not good for 

positioning. 
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Figure 6.6: Observed number of satellites for Bora-Bass (188k.m) 

In figure 6.5, the ionospheric-fiee double difference measurements include some large 

values, which are like biases and their amplitudes are close to one or two times the L1 

wavelength (L 1: 19.03cm).This is caused by the fact that the ionospheric-free double 

difference measurement is the combination of L1 and L2 camer phase measurements: 

If there is a cycle enor in the LI ambiguity, the ionospheric-fiee double difference 

measurement becomes biased by this amount bias. Similarly, if there is a cycle error in 

the L2 ambiguity, the ionospheric-fiee double difference measurement is biased by -fi 
A 

times this error. Picking a satellite pair from figure 6.5, figure 6.7presents us with a good 

example of a case with a wrong ambiguity for satellite pair PRN 15-3 1, thus causing a 

large bias error to exist in the double difference measurements. Figure 6.8 presents the 

elevation angles of the two satellites. 



t 7146 17:56 18:06 18:16 1 8 : 2 6  18:36 t 8 : 4 6  1 8 5 6  19:06 
G P S  Time (s) and Loca lT ime  (h) on Apri l  3 0 .  1998 

Figure 6.7: Satellite pair PRN 15-31 for Born-Bass (188km) 

GP S Time ( s )  and Local Tim a (h) on Aprrl30, 1990 

Figure 6.8: Elevation angles for satellite pair PRN15-31(Bora-Aass baseline) 


A similar example of wrong ambiguities is shown in figure 6.9 for satellite pair PRN 3-


26. Figure6.10 shows the satellite elevations for the two satellites. 
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Figure 6.9: Satellite pair PRN 3-26 for baseline Born-Bass (188km) 
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Figure 6.10: Elevation angles for satellite pair PRN3-26 (Bora-Aass baseline) 

[n order to remove the effect of incorrect ambiguities, an ionosphere fiee double 

difference measurement between network reference receivers was rejected if the 

measurement exceeded a 40 vafue based on a priori double difference error covariance 

matrix B,c,* B:. In this case, the measurement was not a part of any usable double 

difference measurements between network reference receivers, so its errors were 

unobservable, and no correction codd be generated. Only the measurements that were 

corrected were included in the output corrected measurement file. 

While analyzing the error reduction brought about by Trop-NetAdjust, it is desirable to 

compare various results generated fkom corrected reference receiver measurements with 

results generated f?om the ra.w reference receiver measurements. R e c d  that 
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Trop-NetAdjust generates residual tropospheric delay estimates for both the reference 

receiver measurements and for the unknown measurements at the "mobile" receiver, or 

computation point (Bora site in this case). The total corrections were calculated as the 

sum of the estimated residual tropospheric delay at reference receivers and computation 

point These corrections were applied to the raw measurements to generate corrected 

measurements. A cut-off angle of 10' is chosen for this analysis. 

In figures 6.11 to 6.14, the comparison between the raw IF double difference 

measurements and corrected IF double difference measurements are shown in time series. 

The measurements with wrong ambiguities have been rejected fiom the Trop-NetAdjust 

estimation. The data period is about 21 hours and the data rate is two-minutes. 

0100 0400 0700  1 0 0 0  13.00 tC )OD 1 9 0 0  
GPS Ttmo (s)and Local T~ms(h) on Apnl30. 1998 

-1s1 	 1 
345600 	 366400 - 37mm -- 41-
07:00 	 13.9:00 0700 10:QO 13.00 16~00 19:OO 

GPSTime (s)and LocalTime (nlon April 30.1998 

Figure 6.11: IF double diff'erence measurementsfor Born-Hass (188km) 
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Figure 6.12: IFdouble difference measurements for Bora-Vane (159km) 
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Figure6.13: IFdouble ditference measurements for BorPJonk (70km) 
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Figure 6.14: IF double difference measurements for Bora-Karl(196km) 

The stochastic RMS analysis results based on these selected four baselines are 

summarized in figure 6.15 and Table 6.2. For each baseline, the rms of residuals prior to 

and after applying Trop-NetAdjust corrections were calcuiated for each double 

difference pair at an interval of two minutes. Since typically six satellites were available 

above 10' fiom figure 6.6, the nns values for each baseline are based on approximateIy 

3,000 DD measurements. 

RMS of corractsd IF 

Ban- Born- Barn-
Vanr(159km ) Hmss(l68km ) Kari(TQ6km) 

GPS Time (seconds) 

Figure 6.15: StochasticRMSmidud mdysis 
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Table 6.2: RMS residual im~rovement 

L 

Baselines DD RMS residuals DD RMS residuds Percentage 

(no residual bop0 ( residual improvement (%) 

corr) tropo corr) 

(cm) (cm) 

Bora- Jonk (70 km) 1.63 1.3 1 20% 

Bora-Vane (IS9km) 1-94 1.27 35% 

Bora-Hass (188 km) 2-95 1.OO 66% 

Bora-Karl(l96 km) 2.2 1 0.77 65% 

The RMS percentage improvement of the ionospheric-fiee double difference 

measurements increases as the baseline length increases. For short baselines (such as 

Bora-Jonk 70km), the differential errors are already low, and the additional network 

reference receivers do not provide much useM information. As the baseline length 

increases. the residual tropospheric delay errors grow, and the network reference 

receivers become more usell. Figure 6.16 shows that the raw ionospheric-free double 

difference measurements increased with an increase in the baseline length. In addition, 

figure 6.17 presents the RMS percentage improvement between raw and corrected 

measurements as a hct ion of the baseline length. A clear trend is evident with larger 

improvements occurring at longer baseline lengths. Therefore, the double difference 

errors can be decreased much for a long baseline because of the significant RMS 

percentage improvement. The remaining errors after Trop-NetAdjust become s m d  

enough for precise GPSpositioning applications. 
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Fipre  6.16: RMS of ionospheric-free double dflerence for raw and corrected 

measurements 

Baseline length (km) 

Fipre  6.17: RMS percentage improvements of ionosphere free double difference 

for raw and corrected measurements 

6.4 Performance comparison between Trop-NetAdjust estimates and WVR 

measurements 

In this section, the residual tropospheric delay estimated from Trop-NetAdjust is 

compared with the water vapor radiometer (WVR) measurements. As mentioned in the 

previous sections, ground-based, upward-looking water vapor radiometers (WVRs) are 

instruments that measure the background microwave radiation produced by atmospheric 

water vapor and can estimate the corresponding wet delay along a given Line of sight. 

WVRs a d y  measure the skybrightness temperature at two or more frequencies. The 

algorithm that is used to retrieve wet delay h m  obsemation of sky brightness 

temperature contains parameters which show seasonal and geographic variation. Because 
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of the limited scope of this thesis, the details for retrieving the wet delay fiom sky 

brightness temperature is not presented here. 

For this analysis, 3-days of WVR measurements were provided by the Onsala 

observation lab. from UTC 1998/4/29: 23@):02(m):35(s) to L 998/5/2:23@):58(m):39(s) ., 
which have been converted to GPS time. In figure 6.1 8, the equivalent zenith wet delay 

fiom WVR is plotted as the solid curve. The dotted curve shows the zenith wet delay 

calculated from modified Saastamonien model, which is provided with WVR data by 

OnsaIa observation lab. The unit of zenith delay is cm. The sampling data interval is not 

consistent but averaged over LO seconds. 

I 1 I 1 * t * 
342167 378167 414167 450167 486167 522167 558167 594167 
00:03 10:03 20:03 06:03 ?6:03 02:03 12:03 2203 

GPS Time (s)and Local Time (h) 

Figure 6.18: Zenith wet delay from WVR 

These WVR measurements are used for comparison with the results of residual 

tropospheric delay derived from Trap-NetAdjust using the network reference GPS 

stations. The retrieved wet delay at the Onsala station &om the water vapor radiometer is 

used as the calibration term because most of the residud tropospheric delay is due to 

modeled wet delay. The \KVR measurements have the accuracy for retrieving wet 
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delay better than lcm. It is a good calibration for our estimated wet delays (most part of 

residual tropospheric delays) fiom Trop-NetAdjust 

For this comparison, two different days of water vapor radiometer measurements at 

Onsala are used in order to present the change of the wet delay. The measurement 

comparison periods are chosen from UTC 1998/4/30: Ol(h): I8(m): OO(s) to UTC 

1998/4/30: 17@):18(rn):OO(s) and fiom UTC 1998/5/1: Ol(h):53(m):OO(s) to UTC 

1998/5/1: 19(h):53(m):OO(s). As shown in figure 6.19, the five stations in the southern 

part of Swedish GPS network around the Onsala site are used to estimate the residual 

tropospheric delay at Onsala using the Trop-NetAdjust method. The GPS data at the 

same measurement period have been processed with a sampling data rate of five seconds. 

Onsala is selected as the prediction point based on the redundant GPS measurements 

from five other stations: Hass, Jonk, Karl, Bora and Vane. Then Trop-NetAdjust is used 

to estimate the residual tropospheric delays at the prediction point Onsala Here the mask 

angle of GPS observation is chosen as 100. Figure 620 shows the flow chart of the 

approach used to obtain the Trop-NetAdjust estimated wet delay and the comparison 

with the wet delay fiom WVR. 

m n g  (km) 

Figure6.19: Five GPS reference sites aroundOnsala 
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Figure 620: Flow chart of the data processing algorithm 

In the test network, the separation between receivers is less than 200 km.With the use of 

double difference GPS measurements to estimate the residual tropospheric delays in the 

Trop-NetAdjust, the differencing of the GPS data may be more sensitive to relative than 

to absolute tropospheric changes. This is because a GPS satellite observed by two or 

more receivers is viewed at almost identical elevation angles for a relatively short 

baseline, causing the delay estimates to be highly correlated. The tropospheric delay at 

one station is called the absolute delay, which is the measurement by the WVR, while the 

relative delay is the differential tropospheric delay between two stations. For 

Trop-NetAdjust, the estimate of residual tropospheric delay is relative in nature. 

Hydrostatic delay 
calculation 

Figures6.21 shows the absolute and relative wet delays f?om WVR and Trop-NetAdjust 

over a 16 hour data period on April 30, 1998. Note that, in figure 6.21, TKVR 

measurement data are not available over a period of about 4 hours. Figure 6.22 shows the 

absolute and relative wet delays fmm WVR and Trop-NetAdjjust of 18 hours data on 

May 1,1998. 
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Figure 6.21: Absolute and relative wet delays from WVR and Trop-NetAdjust at 

Onsala (30/4/1998) 
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Figure 6.22: Absolute and relative wet delays from WVR and Trop-NetAdjust at 
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It is obvious that there are large differences between wet delay estimated £?om 

Trop-NetAdjust and wet delay &om WVR measurements.This difference makes them 

difficult to compare. Using Trop-NetAdjust method, the relative tropospheric delay 

between two reference stations can be obtained. If the distribution of the tropospheric 

delay is assumed to be homogeneneous in this region, the relative tropospheric delay 

fiom Trop-NetAdjust should be flat or close to zero given that the absolute values of the 

two sides are quite the same. Lf R W t  measurements are available in more than one 

station, the relative tropospheric delay fkom WVR and fiom Trop-NetAdjust can then be 

compared. 

On the other hand, if the absolute wet delay has been measured at one reference station, 

for example at Onsala site, the estimates of relative wet delay fiom Trop-NetAdjust can 

be used to calculate the absolute wet delays for surrounding stations, such as Jonk, Bora, 

Karl, Hass and Vane. Therefore, even though the Trop-NrtAdjust method cannot give 

the absolute estimates of wet delay, it provides a good approach to map the absolute wet 

delay available at one reference station from WVR measurements to mounding stations. 

Based on this approach, a regional wet delay distrhution map can be easily achieved in 

red-time using GPS network information plus one station's WVR measurements. 



CHAPTER 7 

CONCLUSIONS AND RECOMMENDATIONS 

Trop-NetAdjust predicts the residual tropospheric delay on the GPS carrier phase 

observables using redundant measurements fiom a network of GPS reference stations. 

The Trop-NetAdjust method is based on least squares prediction and effectively 

estimates the effects of residual tropospheric delays on GPS signals using a network of 

reference stations. Based on the ionospheric-free double difference GPS measurements, 

this prediction approach enables one to predict the residual tropospheric delays remaining 

after a standard tropospheric model has been applied to the GPS data. As in any 

prediction method, the covariance fimction of the residual tropospheric delays must be 

calculated. 

Two Trop-NetAdjust prediction cases were analyzed, namely a fist case when the 

tropospheric delay is required for an existing sateliite at a new location within the 

network using optimally all available satellite measurements fiom the network. A second 

case was to predict the residual tropospheric delays for a new satellite being observed by 

the network stations and user dike, using other satellite measurements available fiom the 

network. This implies that the tropospheric delays between satellites and observation 

points are spatially correlated, which is indeed the case. 

Trop-NetAdjust method was tested using an 11-receiver network covering a 400km x 

600km region in southern Norway. Two different test networks, Geim-Net and Tryr-Net, 

of different network geometry and varying baseline lengths and directions, were used to 

evduate the Trop-NetAdjust performance. AU of the evaluation results were based on the 

RMS percentage improvement of ionospheric-fiee doubIe difference measurements prior 

to and after applying the TrupPNetAdjust residual tropospheric delay estimates. For the 

new station prediction case, Trop-NetAdjust yielded consistent improvements in the 
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double difference domain at the 55% level for Geim-Net and at 30% level for Tryr-Net. 

For the new satellite prediction case, Trop-NetAdjust yielded improvements in the 

double difference domain at 60% level for Geim-Net and 30% level for Tryr-Net. Based 

on the analysis of the relationship between the RMS improvements and the satellite 

elevations, the improvements using Trop-NetAdjust are high, stable and consistent for 

low elevation satellites (10'-209. The improvements vary largely in the case of high 

elevation satellites (SO0-704. But the RMS of raw measurements of the satellites with 

high elevations usually is small. Therefore, it does not result in a problem for 

Trop-NetAdjust even if the RMS improvements are not stable. The resuits demonstrate 

that Trop-NetAdjust significantly improves the tropospheric modeling overall 

The performance of Tro p-NetAdjust was tested using the permanent Swedish network of 

GPS stations. This test was conducted on a small network, comprised of five stations in 

the southern part of Sweden. Improvements in the ionospheric-fiee double difference 

residuals ranged fiom 20% to 66% in this case. For the short baselines, Trop-NetAdjust 

yielded less significant improvements; however, for the longer baselines the 

improvement fiom Trop-NetAdjust was most significant. At 196 km the RMS of IF DD 

measurements was reduced ftom 2.21 crn down to 0.77 cm. The associated RMS 

percentage improvement is at 65% level. 

The Trop-NetAdjust method provides relative wet delays based on estimates of the 

residual tropospheric delays. By combining the wet delay measurements fiom a water 

vapor radiometer at one reference station with the estimates from Trop-NetAdjust, the 

absolute wet delays can be extended for any locations near the WVR station. Therefore, 

even if the Trop-NetAdjust method cannot provide absolute estimates of wet delays, it 

can provide a good method of mapping the absolute wet delay fiom one reference station 

equipped with a WVR to surrounding locations. With this approach, a regiond wet delay 

distribution map can be generated in real-time using a GPS network of reference stations 

and WVR. 

Some recommendations followingare presented for the consideration: 
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I) Analyze the sensitivity of the Trop-NetAdjust prediction results to the choice of 

covariance finctions. 

2) Develop a method to generate selected covariance fimction parameters adaptively in 

order to track the real-time changes in the tropospheric delays. 

3) 	Test the prediction performance of the Trop-NetAdjust method with different data 

sets collected Eoom different GPS networks, and under a wide variety of weather 

conditions. 

4) Develop and test an effective method to map the absolute wet delay tiom one 


reference station to others, and compare the results with raw WVR measurements. 


5) Tea the prediction performance of the Trop-NetAdjust method for the case of low 


satellite elevations (such as 54. 
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APPENDIX A 


DESCRIPTION OF NORWAY TEST NETWORK AND LOCAL ATMOSPHERIC 


CONDITIONS 

The Norway test network is located in the southern portion of Norway. indicated in figure 

A.I. 

Figure A.1: Test network spaced throughout the southern portion of Norway 

This test network consists of 11 reference receivers as shown in figure A.2. The 

coordinates of these 1 1  reference sites are shown in Table A.1 and these are expressed in 

WGS-84ellipsoidal coordinates (Raquet, 1998). Five of the receivers (KRIS, STAV, 

BERG, ALES, and TROW were part of the existing Norwegian SATREF system used 

for code differential GPS inland and in the waterways around Norway. The receivers at 

these stations are Trimble 4000 SSi dual-fkquency receivers using ground plane 

antennas. The other six receivers (AREM, ARER, GEIM, GEIR, TRYM, TRYR) are 
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dual-fkequency Ashtech 2 1 2  receivers which were temporarily set up for this test. The 

GEIM, GEIR, 'TRYM, and TRYR receivers used Dome-Margolin ground plane antennas 

while the AREM, AFER receivers used standard Ashtech dual-frequency ground plane 

antennas. 

g tml . . .  m+" " I  
1 1 ;..9v "0"
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G U M '  

Figure A2: Relative location of 11 reference receivers in test network 

Table A.1 WGS-84 ellipsoidal coordinates for 11 reference sites 
Reference Receiver Longitude (degrees) Latitude (degrees) Height (metres) 

Ales 6.198539697 62.4763 80742 194.982 

Arer 

Berg 

Geim 

Geir 8.200342981 60.525564727 814.3241 1 1 


Stav 


Tron 


Trym 


Tryr 
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A 24-hour GPS data set was collected at I-& fiom 16:OO UTC (17:OO local) on 

September 29, 1997 to 16:OO UTC (17:OO local) the following day, and later thinned to 

0.5 Hz. This data will be used for all of the tests discussed in this thesis. The cut-off 

elevation angle for all of the analysis was 10'. 

The Norwegian Meteorological Mtute  provided approximate 24-hour average surface 

weather statistics for most of the reference stations (there is no data for Kris site). The 

measurement terms include temperature (mean temperature, maximum temperature, and 

minimum temperature), precipitation/rahfiall (24 hours period), mean relative humidity, 

air-pressure at sea level, as well as mean wind value, maximum 10 minutes mean wind 

value, and maximum gust of wind. The statistical value are based on measurements done 

at 06 (07:OO local), 12(13:OO local) and 18 (19:OO local) UTC. 

Temperature, relative humidity and air pressure at sea level are the major terms under all 

standard tropospheric models. The distribution maps of mean temperature, mean relative 

humidity and atmospheric pressure at sea level are shown in figures A.3, A.4 and A.5. 

Considering figure A.3, it is obvious that the atmospheric temperature increased From 

east to west. The similar trend for the relative humidity is shown in figure A.4. 



Figure A.3: Mean temperature distribution map 

Figure A.4: Mean relative humidity distribution map 



Figure AS: Atmospheric pressure at sea level (kPa) 

Table A 2  shows the 24-hour average surface weather statisticd values of measurement 

data. The weather over the test period varied from cloudy to clear. No major storm fionts 

existed during this time. 

I 
Table A 2Approximate sudace weather data for referencesites 

Temp- ("0 Prrxipitation(mm) I MeanRelative I Air Pressure nt 

Reference sites 
Mean Max Min Humidity (%) SeaLevef (kPa)I I

1 I 

Ales 11.5 126 9.3 I 1.6 73% 1013.0 

AnrnfArw 9.0 15.9 2.3 0.1 75% 1019-8 

Berg 10-4 13.1 8.0 I 0.8 92% 1020-6 

GeimIGeir 5.7 9.5 2.0 * 64% * 

I 1 I I 1 I 

Note: *: not availabIe 




