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ABSTRACT

Trop_NetAdjust predicts the residual tropospheric delays on the GPS (Global Positioning
System) carrier phase observables using redundant measurements from a network of GPS
reference stations. This method not only enhances the effectiveness and reliability of the
integer ambiguity resolution process, but it provides a good approach for tropospheric

parameter variation forecasting.

The Trop NetAdjust method is based upon least-squares prediction criteria and enables
the prediction of residual tropospheric delays remaining after a standard tropospheric
model has been applied to the raw GPS measurements. Two cases are analyzed, namely a
first case when the delay is required for an existing satellite at a new point within the
network and a second case when the tropospheric delay is required for a new satellite. For
both cases, the prediction is based on the double difference carrier phase measurements

made on existing satellites at the network reference stations.

Field tests are first conducted using data collected in a network of 11 reference stations
covering a 400km x 600km region in southern Norway. The results are analyzed in the
measurement domain (double difference ionospheric-free residuals) and show
improvements of 20% to 65% RMS errors using Trop_NetAdjust. Similar field tests are
also conducted using a 5-receiver network covering a 150km x 400km region in the
southern part of Sweden. Improvements of 20% to 66% were obtained for this test
network. A comparison between the residual tropospheric delays estimated by the
Trop_NetAdjust method and the water vapor radiometer (WVR) measurement shows the
limitation of Trop_NetAdjust to estimate absolute tropospheric delays.
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NOTATION

List of Symbols
A Design matrix
B Double difference matrix
c Speed of light
C, Covariance matrix of the measurement vectors
C, Covariance matrix of signal vectors
C, Cross-variance matrix of signal and measurement vectors
C,. Error covariance matrix
dt Satellite clock error
dT Receiver clock error
e Partial pressure of water vapor
H Kalman filter measurement matrix
[ [dentity matrix
K Kalman filter gain matrix
L1 GPS frequency of 1575.42 MHz
L2 GPS frequency of 1227.60 MHz
n Refractive index of a medium
N Carrier phase integer ambiguity
p Air pressure
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CHAPTER 1

INTRODUCTION

1.1 Atmosphere and radio wave propagation

As radio signals propagate through the atmosphere, they are delayed by the atmosphere
where different layers refract it in various ways, as shown in figure 1.1 (McCorkle 1998).
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Figure 1.1: Atmosphere different layers

The first layer it encounters is the ionosphere, which is charged with a large number of
free electrons that refract the signal. The resulting delay depends on the signal frequency
(because the ionosphere is a dispersive medium), which is why it is possible to use data
from dual-frequency receivers to estimate and almost entirely eliminate the delay by a
linear combination of these dual frequency data.

Having passed through the ionosphere, the signal then undergoes a different kind of the
delay in the neutral atmosphere, which is non-dispersive at GPS frequencies and thus
cannot be eliminated by dual frequency measurements. The neutral atmosphere consists
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of the troposphere, stratosphere and part of the mesosphere. The delay in the radio signal

propagation through the neutral atmosphere is mostly due to the effect of the troposphere.
The neutral atmosphere is also often referred to as the troposphere in GPS applications.
The tropospheric delay consists of two components. The hydrostatic (or "dry")
component, which is dependent on the dry air gases in the atmosphere, accounts for
approximately 90% of the delay. The "wet" component, which depends upon the
moisture content of the atmosphere and contains significant levels of water vapor,
accounts for the remaining effect of the delay (Emardson 1998, Dodson & al 1996).
Although the dry component is the larger effect, the errors in the models for the wet
component are larger than the errors in the models for the dry component because the wet
component varies more spatially and temporally. Usually, the hydrostatic component is
called “dry delay” and the wet component is called “wet delay” (Davis & al 1985).

The hydrostatic delay is caused by the non-water portion of the atmosphere. It is the
larger of the two parts of the delay. The hydrostatic delay in the zenith direction is
typically about 2.3 m (Businger & al 1996, Dodson & al 1996). This hydrostatic
component has a smooth, slowly time-varying characteristic due to its dependence on
variations in surface air pressure (weather cells), so this part can be modeled and
removed with an accuracy of a few millimetres or better using a surface model (including
pressure, temperature and humidity). [t does not therefore create much of a problem as far
as its effect on GPS signals (Saastamonien 1972, Tralli & Lichten 1990). However, the
wet delay, which is mostly dependent on water vapor pressure and strongly influenced by
small to large scale turbulence, is as small (in the zenith component) as a few centimetres
or less in arid regions and as large as 35 centimetres in humid regions. This delay
component is usually far more variable and more difficult to remove based on standard
tropospheric models using surface measurements (Bevis & al 1992, Darin & al 1997,
Duan & al 1996). Therefore, the residual delay remaining after applying a standard
troposphere model is mostly due to the wet component. If this residual delay can be

estimated or predicted in some way, GPS accuracy performance can be enhanced
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significantly for high precision relative GPS positioning, especially in the context of

carrier phase integer ambiguity resolution.

1.2 Measurement approaches of residual tropospheric delays

To determine the amount of residual tropospheric delay that is not removed by a standard
tropospheric model, three major methods have been developed during the past several

years.

1.2.1 Radiosondes

Radiosondes are weather measurement instruments that measure upper air profiles of
pressure, temperature and humidity when launched into the upper atmosphere on a
weather balloon (see figure 1.2). Wind speed and direction are also measured by
monitoring the balloon's progress from ground level to altitudes in excess of 30 km.
Radioactivity and ozone measurements can also be made. The observed data are

transmitted to ground equipment that processes the data into weather messages.

Figure 1.2: Radiosondes for water vapor measurement

Using the obtained profiles it is possible to calculate the total amount of water vapor by
integrating the data according to

[p.(2)dz (L.1)
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where p, is the water vapor mass density at the altitude z, which is available from the

relative humidity U and the temperature measurement T, as

p, =Uxe,x (12)

R xT
where e, is the saturation water vapor pressure and R, is the specific gas constant for

water vapor.

[f the atmospheric water vapor has been measured by radiosondes, the tropospheric wet
delay can be derived from it. Therefore, radiosondes can measure the tropospheric wet
delay with good vertical resolution but poor horizontal resolution, and varying temporal
resolution. Because most of the residual tropospheric delays result from the tropospheric
wet component, radiosondes provide a good way to measure the residual tropospheric
deiay. However, they are expensive and inconvenient because only limited measurements

are available (2 launches per day).

1.2.2 Water vapor radiometer

The Water Vapor Radiometer (WVR) is an instrument that can provide the wet delay
estimates along the signal propagation path and accordingly information on the integrated
water vapor. The WVR measures the background microwave radiation produced by the
atmosphere, usually at two frequencies centred at the water vapor absorption line (22.235
GHz) and, using various conversion algorithms, transforms these measurements into
integrated line-of-sight precipitable water vapor. Its intensity output will depend on the
amount and distribution of water vapor in the slant path direction of the antenna. It has
the high temporal resolution of the wet delay, but is costly and does not function well in
all weather conditions, especially under rainy and heavy cloud conditions. Figure 1.3
shows the appearance of a WVR (Onsala Space Observatory 1998).



Figure 1.3: Water vapor radiometer

1.2.3 Global Positioning System

The Navigation System with Timing And Ranging (NAVSTAR) Global Positioning
System (GPS) is a satellite-based navigation system run by the US Department of
Defense (DoD), which is conceived as a ranging system from known positions of

satellites in space to unknown positions on land, sea, in air and space.

Each GPS satellite currently transmits data on two carrier frequencies, L1 (1575.42 MHz)
and L2 (1227.60 MHz). Atomic clocks onboard the satellite produce a fundamental L-
band frequency, namely 10.23 MHz. The L1 and L2 carrier frequencies are generated by
multiplying the fundamental frequency by 154 and 120, respectively. Two pseudorandom
noise (PRN) codes, along with satellite ephemerides (broadcast ephemerides),
ionospheric modeling coefficients, status information, system time, and satellite clock
corrections, are superimposed onto the two carrier frequencies. The measured travel
times of the signals from the satellites to the receivers are used to compute the

pseudoranges.

GPS is becoming an important tool to measure the tropospheric wet delay caused by
atmospheric water vapor. Because the ionospheric delay is dispersive and can be
determined by observing both frequencies transmitted by the satellites, these kinds of
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delays affecting observations recorded by a dual-frequency GPS receiver can be

eliminated directly without reference to observations recorded by other GPS receivers in
the same network. If the position of the receiver is accurately known and the ionospheric
delay has been accounted for, an estimate of the tropospheric wet delay overlying the
receiver can be derived from the GPS signals. Usually additional measurements of the
surface temperature and pressure with good temporal and spatial resolutions are required

for the standard troposphere model corrections.

Reviews of the principles of the tropospheric delays of radio signals can be found from a
wide library of authors, namely Brunner (1984), Dixon (1991), Elegered (1992), Langley
(1992), Trehauft (1992), Brunner and Welsch (1993), and Hofmann-Wellenhof & al
(1993). Dixon (1991) gives an introduction to the troposphere delay of radio waves,
especially for reducing residual tropospheric delay effects. Trehauft (1992) reviews
troposphere delays in very long baseline interferometry (VLBI), which applies similarly
to GPS. Based on significant tropospheric research, several theoretical troposphere zenith
models and associated mapping functions have been developed during the last several
decades. Modeling atmosphere delays was reviewed by Herring (1992), who describes
the separation of the neutral atmosphere into wet and hydrostatic components. Janes & al
(1991) compares several models and mapping functions with ray traced standard
atmosphere conditions. They conclude that the Saastamoinen (1973) zenith delay model,
in conjunction with either the Davis (1986) or Goad and Goodman (1974) mapping
functions are best suited for GPS relative positioning. Mendes and Langley (1994)
comprehensively compare 15 geodetic-quality mapping functions, determining that the
Lanyi (1984), Herring (1992), Ifadis (1986), and Neill (1993) mapping functions are the

most reliable for high precision positioning applications.

However, these theoretical troposphere models are not able to always satisfy the
requirements of high precision GPS applications because of the significant residual
tropospheric delay that cannot be well modeled nor removed. In order to estimate the
residual tropospheric delays, conventional weighted least squares and Kalman filter
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algorithms have been developed by various researchers. Reviews of various estimation

techniques are covered in: Lichten and Border (1987), Dixon and Kornreich Wolf (1990),
Herring & al (1990), Lichten (1990), Tralli and Lichten (1990), and Elgered & al (1991).
Lichten and Border (1987) give a review, describing in functional form of the modeling
of the tropospheric delay as a random walk or Gauss-Markov stochastic process. Lichten
(1990) gives a comprehensive review of a Kalman filter approach to stochastic estimation
of the troposphere delay and achieves better than Smm r.m.s delay estimates. They
conclude that the random walk or Gauss-Markov process provides equivalent estimates
of residual tropospheric delays. They predict that GPS has the potential to resolve, in near

real-time (on the order of a few minutes), zenith delay fluctuations at the centimetre level.

1.3 Research statement and objective

1.3.1 Research objective

The intent of this thesis is to develop and test a new method to predict the residual
tropospheric delay in real-time on GPS carrier phase observables using the redundant
measurements available in a network of GPS reference stations. For any GPS network,
the redundant information available through the availability of multiple reference stations
should intuitively be useful in improving the prediction accuracy. The prediction method
is based on a least-squares criteria and enables one to predict the residual tropospheric

delay remaining after a standard model has been applied to the data.

This method to estimate the residual tropospheric delay is different compared with
traditional approaches, such as conventional weighted least squares and Kalman filtering.

Two specific sub-objectives are

e Optimal prediction of residual tropospheric delays for an existing satellite at any user
location using the satellite measurements available from a network of fixed reference
stations. This will result in a faster estimation of the integer ambiguities at the user since

a large part of the carrier phase errors are due to the troposphere.
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e Prediction of residual tropospheric delays for new satellites being observed by the

network stations and user alike, using other satellite measurements available in the
network. This implies that tropospheric delays between satellites and observation points
are spatially correlated, which is indeed the case. This is important in order to resolve
quickly ambiguities involving new satellites. These satellites are initially relatively low

and their tropospheric delays relatively high.

1.3.2 Thesis outline

The remaining parts of this thesis consist of the following chapters.

Chapter 2 describes GPS carrier phase observables as well as double difference error
sources. Each carrier phase double difference error source is analyzed. The ionospheric

delay and satellite position errors are described in detail.

Chapter 3 describes the effects of the troposphere on the GPS signals. Characteristics of
the troposphere are first reviewed. Secondly, the refraction of GPS signals in the
troposphere is presented. Along with the analysis of the physics associated with the
troposphere, several typical troposphere models are introduced with associated mapping
functions. Finally, the ionospheric-free (IF) double difference observable is provided as a

measurement of the residual tropospheric delay.

In Chapter 4, a review of the traditional estimation approaches for residual tropospheric
delays is first presented based on conventional weighted least squares and Kalman
filtering. Secondly, the basic methodology of Trop NetAdjust is introduced for the
estimation of the residual tropospheric delay using a GPS network adjustment. Based on
the network optimal estimation, the Trop_NetAdjust method is mathematically derived
based on least squares prediction for two different predicting cases: a new station and a
new satellite. The covariance function of the residual tropospheric delay is derived from
GPS network field data based on the analysis of its temporal and spatial correlation.



In Chapter 5, the derived covariance function and the Trop_NetAdjust method are
applied to data from a GPS network located in Norway. New station prediction and new
satellite prediction for residual tropospheric delays are considered independently. The
results are analyzed in the measurement domain. The Trop_NetAdjust performance
improvement with respect to satellite elevation angles is also investigated in the latter
part of this chapter.

In Chapter 6, the Trop_NetAdjust method is applied to a GPS network located in
Sweden. In this case, the residual tropospheric delay can also be measured by a water
vapor radiometer. A performance comparison of the estimated results between

Trop_NetAdjust and the WVR is presented in the latter part of this chapter.

Chapter 7 provides the conclusions and recommendations for future research.



10

CHAPTER 2

GPS CARRIER PHASE OBSERVABLES AND DOUBLE DIFFERENCE ERROR
SOURCES

In this chapter, various GPS error sources and their influence on carrier phase double
difference observables are analysed. Double differencing is described as an approach to
eliminate or reduce most errors, and each significant error source that remains after

double differencing is analysed in greater detail.

2.1 Carrier phase ohservables and double differencing

Most GPS receivers generate two primary observables: the pseudorange measurement
based on tracking of the GPS signal code, and a measurement of the carrier phase from
the integrated beat frequency between the received GPS carrier signal and the carrier
signal generated locally within a GPS receiver.

2.1.1 Carrier phase observables

The carrier phase can be measured by beating the received Doppler-shifted satellite
carrier with a signal of the constant frequency generated in a GPS receiver. The carrier
transmitted by a satellite can be extracted either by complete knowledge of the pseudo-
random noise code (C/A code or P code), or by codeless signal processing techniques,
such as squaring, or cross-correlation (Hofmann-Wellenhof & al 1993). Since a receiver
can only measure the fractional part of the beat carrier phase, the integer number of
whole wavelengths in each phase measurement is unknown. This integer number is called
the initial carrier phase ambiguity. In essence, this integer number N can be thought of
as a constant, adding an unknown bias in each of the carrier phase measurements. The

values for N are independent for measurements between different receivers or different
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satellites. But the values of N are constant for successive measurements taken at

different epochs (assuming no cycle slips between those epochs). If the initial integer
cycle ambiguity could be resolved reliably, the phase measurement would provide a very

precise position in differential mode.

The measured carrier phase range observable ¢ (Lachapelle, 1997) can be written in the
following form, where all quantities are in units of distance:

¢=p+dp+cdt—cdl -d,,, +d,, , +&, +AN .1

fono Trup

where
p s the geometric range from satellite to receiver,
dp s the satellite orbit error,
¢ isthe light speed,
dt s the satellite clock error,
dT s receiver clock error,

d,,.. Iisthe ionospheric delay,

Iono

d

Trop

is the tropospheric delay,

g, Iis the carrier phase measurement noise (receiver noise and multipath),

A is the wavelength of GPS carrier, and

N is the carrier phase integer ambiguity (in cycles).

2.1.2 Double differencing

[n order to eliminate or reduce many of the errors for precise differential GPS, a "double
difference” observable is generated. That is, the carrier phase observables are first
differenced between different satellites. Then these differenced observables for the same
set of satellites are further differenced between the receivers. This is illustrated in figure
2.1.
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Figure 2.1: GPS double difference

First, a single difference observable is generated by differencing simultaneous

measurements between two satellites and a receiver:

Ve =4, -4) 22)
where subscripts 'a' refers to receiver a and superscripts 'x' and ' y ' refer to satellite x
and satellite y . For instance, ¢ is the carrier phase observable at receiver a for satellite

X.

Next, single difference observables between two receivers for the same pair of satellites

are differenced in order to form the following double difference observable

AV, =V -V 2.3)

According to equations 2.1, 2.2 and 2.3, the double difference observable is written as

AV, =(@; —07)— (85 - &)
={[(p; —p))—(p; — P+ (dp; —dp})~(dp; —dp;)]
+[e(dt? - dt?) —c(dt} —dt?)]—[c(dT —dT?)—c(dT} - dT})] (2.4)
~[{( om0 =D tomoe) = @ tanos = romos )1+ (g, = Ay ) — (A, =i )]
+(g,. —€,0)=((5,, —&, 1+ A[(N; —N])=(N; —N])]
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Equation 2.4 can be simplified as follows with the assumption that the measurements

were collected at both receivers simultaneously (d7, =d7)and d7," =d7,”) and the

signals were transmitted at the same time from satellites x and y (dt; =dt’ and
dt; =dt):
AV@Z = AVp2 +AVdp? -AVd,, > +AVd, > +AVe,” +AAVNY (2.5)

lono gb Trop o

In this equation, each of the error sources is presented in the form of a double difference,

where

AVdp? is the double differenced satellite orbit error,
AVd,, .~ is the double differenced ionospheric delay,

AVd,_ 7 is the double differenced tropospheric delay, and

Trop g
AVedz is the double differenced measurement noise which includes multipath

and receiver noise.

Here, only the satellite position error dp is considered in equation 2.5. But most DGPS

algorithms involves generating a nominal "computed” range between the receiver and the
satellite from the best known coordinates of the receiver and the satellite. Further

considering the errors in the "known" receiver positions relative to the true positions, the
double differenced geometric true range AVp?2 can be written in the following form
(Raquet 1998):

AVp? = AVRY - AVdRY (2.6)

where Ris the computed range between the satellite and the receiver, and dRis the

receiver position error.

Combining equation 2.6 with 2.5 results in

AV$3Z = AVRZ +AVdp3 —AVARZ - AVd,,,> +AVd,,” +AVe,” + AAVNZ (2.7)

long ab Trop 45
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In the following, the measurement-minus-range observable AV(}& is used in order to give

a good representation of the error sources themselves. equation 2.7 can be written in

another form as:

-
AV@,, = AVET -AVRY =AVdp7 -AVdRY - AVd,,, . +AVd, = +AVe,” + JAVNG  (2.8)

Tropas

Equation 2.8 can also be written in units of cycles as:

RS AVg,

¥ + AVd

.
AV, = -;T(AVdpz —AVARZ -AVd,,,” e 7).+ AVNZ (2.9)

where, A is the wavelength of GPS carrier phase (L1 or L2 frequency).

2.2 Carrier phase double difference error sources

To achieve millimetre precision using GPS, it is necessary to analyze GPS carrier phase
measurements and eliminate or significantly reduce the biases and errors influencing the
measurements. According to equation 2.9, it is clear that the major error sources of the
double difference GPS carrier phase measurements are atmospheric refraction in the
ionosphere and troposphere (neutral atmosphere), satellite orbit errors, measurement
errors (multipath bias and receiver noise), as well as reference station coordinates errors.

Here, it is assumed that the carrier phase ambiguity is resolved correctly to an integer.

The following discussion highlights the significant error sources in double difference
precise GPS positioning. Further information on GPS biases and errors can be found in:
Kroger & al (1986), Wells & al (1986), Dixon (1991), and Blewitt (1993). In order to
describe the troposphere effect in greater detail, it is discussed in the next chapter. In this

section, other error sources that affect GPS observations are reviewed.

2.2.1 Ionospheric delay

The ionosphere is the part of the upper atmosphere where free electrons occur in

sufficient density to have an appreciable influence on the propagation of radio frequency
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electromagnetic waves. This ionization depends primarily on the Sun and its activity.

Ionospheric structures and peak densities in the ionosphere vary greatly with time
(sunspot cycle, seasonally, and diurnally), with geographical location (polar, auroral
zones, mid-latitudes, and equatorial regions), and with certain solar-related ionospheric
disturbances (Klobuchar 1996).

The region of the ionosphere extends from 50 to 1000 km (Langley 1992). lonization
appears at a number of atmospheric levels, producing layers or regions, which may be
identified by their interaction with radio waves. These layers are known as the D, E, and
F layers, and their locations are shown in figure 2.2 for both night and day conditions at
mid-latitudes. The first ionospheric layer found is the so-called E layer or region at about
90-120 km altitude. It is used by radio operators as a surface from which signals can be
reflected to distant stations. It is interesting to note that this works also the other way
round and, for example, the auroral kilometric radiation created by the precipitating
particles high above the ionosphere does not reach the ground because of the ionospheric
E layer. Above the E layer, an F layer consisting of two parts can be found: F1 is at about
170 km altitude, and F2 at about 250 km altitude. The F layer also reflects radio waves.
The lowermost region of the ionosphere below 80 km altitude, the D layer, however,

principally absorbs radio waves.

lonosphere
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Figure 2.2: Ionosphere layers
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Ionospheric temporal variations can be separated into two classes. The first (and most

important) class is due to the slowly varying global temporal variations. The second class
is due to local variations. The slow global variations are due primarily to solar radiation
(i.e., the ionizing source), electron recombination and to some extent atmospheric waves.
As the Earth rotates from day to night and back to daylight, the Earth-fixed ionosphere
undergoes a quasi-periodic variation in its electron density. The ionospheric correction
between a satellite and a receiver is actually a path integral (i.e., the total electron content
or TEC) through the ionospheric electron density. The electron density varies with height
but an approximation can be obtained by considering the majorities of ionospheric TEC

to be at a fixed height and examining the time variation of the electron density.

During daylight hours, the ionizing source (i.e., solar radiation) is strong enough such
that the ionospheric electron density approaches a quasi-steady state. The intensity is
roughly proportional to the radiation source strength (and the atmospheric density).
During the night, no radiation source is freeing electrons (except for auroral activity at
the poles) and therefore the existing electrons slowly recombine with the ionospheric ions
(the ionosphere is a neutral plasma field). Thus, we expect that the zenith ionospheric
electron density is roughly a function of the local earth time of signal transmission.

The major effects the ionosphere can have on GPS are the following: 1) group delay of
the signal modulation, or absolute range error; 2) carrier phase advance, or relative range
error; 3) Doppler shift, or range-rate error; 4) Faraday rotation of all actually polarized
signals; 5) refraction or bending of the radio wave; 6) distortion of pulse waveforms; 7)
signal amplitude fading or amplitude scintillation; and 8) phase scintillation. Usually the
ionospheric range error can vary from only a few metres, to several tens of metres at the

zenith.

Fortunately, the ionosphere is a dispersive medium: the refraction index is a function of
the operating frequency, and dual frequency GPS users can take advantage of this

property of the ionosphere to measure and correct for the first-order ionospheric range
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and range-rate effects directly. The refraction index n of the ionosphere can be expressed

as (Klobuchar 1996).

n=l- X

(2.10)

2 4 2
1-iZ - L+ i) — + ¥/
20-X-iZ) |4(0-X-iZ)"
where X = N,e*/gma’, ¥, =f,cos(0)/ f, ¥, =f,sin(@)/ f, Z=viw, o=21f,
where
f s the frequency of income signal, in Hz,

N, is the electron density, in electrons/m’,

e is the electron change, =—1.602x10™" coulomb,

&, is the permittivity of free space, =8.854x 10™'* farad/m,

m is the rest mass of a electron, =9.107 107" kg,
8 is the angle of the ray with respect to the Earth's magnetic field,
v is the electron-neutral collision frequency, and

[y 1s the electron gyro frequency, typically 1.5MHz.

For frequencies in the GHz range n can be approximated with an accuracy of better than
1% by:

n=1-X12 @.11)
and
1=221Nas 2.12)
S

The ionospheric group delay is therefore
40.3

2

I

TEC (2.13)

where the quantity IN,ds is the TEC, in el/m*, integrated along the path from the
5

observer to the satellite. The TEC represents the number of free electrons in a 1-square
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metre column along the path. The TEC varies both with latitude and time and in the
Earth's ionosphere values between 10" and 10" e//m” have been measured (Klobuchar
1996).

The phase of the GPS signal is advanced in the ionosphere by the same amount (when

converted to metres) that the code is delayed.

2.2.2 Multipath

Multipath is the phenomena whereby a signal travels from a transmitter to a receiver via
multiple paths due to refraction and diffraction, as shown in figure 2.3. It is one of the
major sources of error in precise GPS applications. Multipath can distort the signal
modulation, resulting in measurement errors of the pseudo-random code. Multipath can
also degrade the phase of the carrier, resulting in the errors in phase measurements.
Unlike other error sources, it is highly localized and does not cancel out through

differencing.

Figure 2.3: Multipath Signal
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A mathematical representation of the carrier phase observable for a two-path signal (one

reflected signal) to gain insight into multipath errors, can be expressed as

S = Acos(¢,) +adcos(g, +86) (2.14)
where

S is the received signal,

A is the ideal (direct) signal amplitude,

@, 1s the phase of the ideal (direct) signal,

a is the reflectivity coefficient that relates the relative strength of the reflected

signal to the actual signal (typically less than 1), and

@ is the phase shift caused by the reflected signal.

Because the direct and reflected signals have the same frequency, the superposition of the

two can be written in the form
S =a, Acos(g, +6,,) (2.15)

where a,, is the attenuation of the signal due to multipath, and 4,,is the induced phase
shift of the signal due to multipath.

Comparing equations 2.14 and 2.15, yields

a,, =l+a* +2acos() 2.16)
and
6. =tan™ _EM 2.1
u [l + a cos(d) @17

The case of maximum path delay must fuifill the condition 84,,/88 =0 , which occurs

at 8,,, = *cos™' (—a) . Therefore, the maximum carrier phase muitipath error induced by
a single reflected signal is a function of only the reflected signal strength ratio in this
simplistic model. The maximum theoretical error therefore occurs for a value of & =1,
which corresponds to +90°. As +90°is equivalent to one quarter of a cycle, the
maximum theoretical carrier phase error due to multipath is 4/4, or approximately 4.8
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cm when converted from L1 cycles to metres (Leick 1995). However, in most real-world

applications, the reflected signal will be attenuated to a lesser extent, and typical phase

multipath values are more on the order of I ¢cm or less (Lachapelle 1994).

Code multipath is similar to carrier phase multipath, only its magnitude tends to be
several orders of magnitude higher. For code measurements, the multipath signals are
always delayed compared to line-of-sight signals because of the longer travel paths
caused by the reflection. The direct and reflected signals will superimpose to produce the
received signal and it will have a great effect on the GPS receiver's correlator as shown in
figure 2.4 (Lachapelle 1997) and introduce some measurement errors of the calculated
GPS signal time delay. The magnitude of this error is site, geometry and equipment
dependent, but it is typically less than a few metres. Similar to the carrier phase, in which
the maximum multipath is a fraction of the wavelength, multipath for the code is related
to the code-chipping rate, and is a function of the length of the codes. The higher the
chipping rate, the lower the maximum muitipath. Depending upon this rule, the expected
multipath on the P-code pseudorange (chipping rate is 10.23MHz) is smaller than for
C/A-code pseudorange (chipping rate is 1.023MHz).

No Miltipet Multioart Direct + Multipath

-T T -T T -T T

Figure 2.4: Multipath effect on code correlator
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A number of significant research work has been done to characterize the effects of the

multipath on a Delay Lock Loop (DLL) in a GPS receiver. These multipath effects can
be reduced using three typical methods: antenna-based mitigation, improved receiver
technology, and signal and data processing. Antenna based mitigation modifies the
antenna gain pattern to counter the multipath, such as a chock ring with a ground plane.
For receiver technology to mitigate the multipath, the typical example is Narrow
Correlator Spacing (Fenton & al 1991, van Dierendonck & al 1992). Multipath mitigation
using the signal-to-noise ratio is explored by Axelrad & al (1994), while Raquet and
Lachapelle (1996) investigate the use of multiple reference stations to deal with this
problem. Regarding carrier phase multipath mitigation, a system comprised of multiple

closely-spaced antennas was developed and tested by Ray & al (1998).

2.2.3 Receiver noise

Receiver noise can be considered as white as it is uncorrelated over time. Also, there is
no correlation between separate parallel measurements taken at the same time in a GPS
receiver, because of the use of independent signal tracking loops for each separate
measurement. The noise level is a function of code correlation method, receiver
dynamics, and satellite elevation (due to antenna gain) (Lachapelle 1997). Code and
carrier phase measurement noise can be estimated by a "zero baseline" test. The GPS
signal is split into two and fed to two separate but same-type receivers. Typical receiver
noise levels are outlined in Table 2.1.

Table 2.1: Approximate GPS receiver noise level

Observable Approximate noise level
C/A-code 30-300cm
P-code 3-30cm
Carrier Phase (L1) 0.5 -3 mm
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2.2.4 Satellite orbit error
Satellite orbit error results from the uncertainties in the orbital information. These

uncertainties are due to the accuracy limitations associated with Selective Availability
(SA) and the predicted nature of the broadcast ephemeris. The broadcast navigation
message includes Keplerian orbital elements and time derivatives for these elements. It is
generated using the measurements from five GPS monitor stations and is updated once
every two hours. Tests have shown that the orbit error is about S to 20 metres when SA is
turned off (Lachapelle 1997).

Since most users derive the position of GPS satellites from the broadcast ephemeris, the
significant uncertainties of the broadcast ephemeris result in errors in positioning. Orbital
errors can be greatly reduced in relative positioning by double differencing because of the
spatial correlation of the orbit error. However, the residual orbit error increases as the
baseline length increases. Therefore, a more effective way to handle the orbit error for
long baseline positioning is to use precise orbits, which are calculated using
measurements from many reference stations for many days before and after the time
period. These precise orbits typically have an accuracy better than 6 cm (Rothacher
1997). Generally, the following equation gives a simple relationship between satellite

orbit error and baseline estimated error for a worst case, as shown in figure 2.5:

dbl b =drl p (2.18)

where

db s the baseline error due to a satellite orbit error dr ,
b is the baseline length, and
p is the range to satellite (approximately 20,000 km).
The maximum baseline error is therefore Ippm or better for each 20 m of satellite orbit

€ITOor.



Figure 2.5: Effect of orbit errors on DGPS

2.2.4.1 Samples of satellite orbit errors from field data
[n order to evaluate satellite orbit errors, they can be calculated by differencing the
position generated from the broadcast ephemeris and the position generated from the

precise orbit.

The primary data used in this thesis was from 11 reference receivers spread throughout

the southern portion of Norway, as described in detail in Appendix A. The data was

collected on September 30, 1997 and a 10° cut-off angle is chosen for processing. In the
following analysis, two sets of baselines are selected. The direction of one set is North-
South and they are Ales-Berg (249km), Ales-Geim (243km) and Ales-Kris (498km), and
the associated double differencing errors are shown in figure 2.6. The statistics of these
errors are listed in Table 2.2 and shown in figure 2.7. Another set of baselines is along the
West-East direction and they are Geim-Geir (29km), Berg-Geir (164km), Geir-Tryr
(247km) and Berg-Tryr (407km), and the associated double differencing errors are shown
in figure 2.8. The statistical analyses of these baselines are presented in Table 2.3 and in
figure 2.9.
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Figure 2.6: DD orbit errors over North-South direction baselines

Table 2.2: Statistics of DD orbit errors over baselines along North-South direction

Baseline Name | Baseline Length (km) | Mean (cm) RMS (cm)
Ales-Geim 243 -0.12 2.69
Ales-Berg 249 -0.42 2.51
Ales-Kris 498 -0.55 5.50
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Figure 2.7: Statistics of DD orbit errors over North-South direction baselines
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Figure 2.8: Double difference orbit errors over West-East direction baselines
Table 2.3: Statistics of DD orbit errors over baselines along West-East direction

Baseline Name | Baseline Length (km) Mean (cm) RMS (cm)
Geim-Geir 29 0.09 0.27
Berg-Geir 164 0.47 1.45
Geir-Tryr 247 0.82 235
Berg-Tryr 407 1.01 3.55
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Figure 2.9: Statistics of DD orbit errors over West-East direction baselines
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Note that, for the double difference satellite position errors, the rms of this error increases

as the baseline length increases. This is because the spatial correlation of satellite orbit
errors decreases with the increase of the baseline length. With the decrease of spatial
correlation, the residual double difference errors due to satellite orbit errors will increase.
Figure 2.10 shows the rms of double difference satllite orbit errors versus the baseline

distances by the combination of two baseline sets above. The trend is quasi-linear.
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Figure 2.10: RMS of double difference orbit errors versus baseline distance



CHAPTER 3

TROPOSPHERE EFFECT ON GPS SIGNALS

GPS signals have to propagate through the Earth's atmosphere. Two atmospheric regions
degrade the quality of GPS observations: the ionosphere and the neutral atmosphere
layer. The ionosphere is a frequency-dispersive medium, that is, the free electrons of the
ionosphere cause a frequency dependent phase advance or a group delay to the GPS
signals. Hence, the first-order ionospheric effects can be removed by dual-frequency
observations (Hofmann-Wellenhof & al 1993). However, the neutral atmosphere, which
includes the lower part of the stratosphere and the troposphere, is a non dispersive layer.
The modeling of this effect on GPS signals requires the information of the atmospheric
properties.

In this chapter, the characteristics of the troposphere are reviewed, describing its
compositions and significance in GPS relative positioning. Secondly, the refraction of
GPS signal in the troposphere is analyzed. Along with the analysis of the physics of the
troposphere, several typical tropospheric models are introduced. Thirdly, the ionospheric-
free (IF) double difference observable is provided as the measurement of residual
tropospheric effects and the concept of residual tropospheric delay is put forward in
detail. Finally, the troposphere standard model improvement is tested and analysed using
field data.

3.1 Troposphere composition and structure

The neutral atmosphere layer consists of three temperature-delineated regions: the
troposphere, the stratosphere and part of the mesosphere. The neutral atmosphere is often
simply referred as the troposphere because in radio wave propagation the troposphere
effects dominate with respect to other effects. Figure 3.1 gives the temperature profile of
the standard atmosphere (Champion & al 1985).
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Figure 3.1: Thermal profile of atmosphere showing approximate altitude of

temperature regions

From figure 3.1, it is obvious that the temperature in the troposphere region decreases
with increasing height at a rate of 6.5°C/km, on average. The actual value of this
temperature gradient is a function of height, season and geographical location.

The troposphere contains about 80% of the total molecular mass of the atmosphere
(Wallace and Hobbs 1977), and nearly all the water vapor and aerosols. Considering the
composition of the troposphere, it can be divided into two parts: dry air and water vapor.
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Dry air is a mixture of gases, in which nitrogen, oxygen, and argon are the major
constituents and account for about 99.95% of the total volume. Dry air is mixed very
consistently up to an altitude of approximately 80km. The main source of water vapor is
the evaporation from bodies of water and transpiration by plants. The water vapor content
is a function of the local geographic conditions and meteorological phenomenon. Its
concentration is less than 1% of the volume of the air in the polar regions and large desert
region, but quite significant over tropical rain forests, reaching over 4% of the volume of
the air (Lutgens and Tarbuck 1979). Therefore, water vapor in the troposphere is a spatial

and temporal variable.

Dry air gases, and water vapor in hydrostatic equilibrium, are easily modeled
theoretically with the ideal gas law and the hydrostatic equations. Hence, this is the
reason to separate the contents of the troposphere into hydrostatic and non-hydrostatic, or
wet components. Since the hydrostatic delay is due to the transient or induced dipole
moment of all the gaseous constituents of the atmosphere including water vapor, the term
hydrostatic delay is favored over the sometimes used term “dry delay”. The hydrostatic
delay can be well determined from pressure measurements, and at sea level it typically
reaches about 2.3 m in the zenith direction. The zenith wet delay can be less than 10 mm
in arid regions and as large as 400 mm in humid regions. Significantly, the daily variation
of the wet delay usually exceeds that of the hydrostatic delay by more than an order of

magnitude, especially in temperate regions.

3.2 Refraction of GPS signals in the troposphere

When the radio signals traverse the earth's atmosphere, they are affected significantly by
variations in the refractive index of the troposphere. The refractive index is greater than
unity and it causes an extra path delay. Simultaneously, the changes in the refractive
index with varying height cause a bending of the ray. The combination of these two
effects is the so-called troposphere refraction of propagation delay.
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The tropospheric propagation delay is directly related to the refractive index (or

refractivity). At each point in the troposphere, the refractive index of a particle of air can
be expressed as a function of atmospheric pressure, temperature and humidity. The
troposphere propagation delay can be usually divided into hydrostatic and wet
components and can be determined from models and approximations of the atmosphere

profiles.

3.2.1 Refractivity

The refractive index of a medium, n, is defined as the ratio of the speed of propagation
of an electromagnetic wave in a vacuum, c, to the speed of propagation in this medium,
v

n=-— (3'1)

v
The refractive index of moist air is different from unity because its constituents suffer
polarization induced by the electromagnetic field of the radio signals. As the
electromagnetic waves in the atmosphere propagate just slightly slower than in a vacuum,
the refractive index is more conventionally expressed by refractivity, N :
N =10°(n-1) (3.2)
[f we take into account the compressibility factors to account for the non-ideal behavior

of gases (Mendes 1999), the refractivity ¥ can be written as
P e e
N =K (HZ;} +[K,(=)+ K, (=)])Z] 3.3
l(T) d [ -(T) J(Tl)] w ( )

where P, is the partial pressure of dry air (mbar), T is the absolute temperature (K), e is

-1

the partial pressure of water vapor (mbar), Z, is the inverse compressibility factor for

dry air constituents, Z_' is the inverse compressibility factor for water vapor, and

K,.K,,K, are empirically determined constants ( K/mb,K/mb,K*/mb). Table 3.1

summarizes the most significant recent evaluations of the refractivity constants (Mendes
1999).



Table 3.1: Refractivity empirical constants

Reference K, (K / mb) K, (K /mb) K,(10°K* / mb)
Boudouris (1963) 77.59%0.08 72+11 3.75+£0.03
Smith and Weintraub (1953) | 77.61+0.01 72%9 3.75+£0.03
Thayer (1974) 77.60x0.01 64.79+£0.08 3.776 £0.004

From equation 3.3, it is obvious that the refractivity N is divided into a dry part and a wet
part. According to Davis & al (1985) and Thayer (1974), the refractivity model can be

expressed in the more conventional form as follows:
N =KRp K, =+ K 123 (3.4)

where R, is the gas content for dry air, and pis the total mass density of the troposphere.
The first term of equation 3.4 is no longer purely "dry", as there is a contribution of the
water vapor hidden in the total density. As opposed to the "dry" component of equation
3.3, the first term of equation 3.4 is the so-called hydrostatic component of the
refractivity, a term suggested by Davis & al (1985) which is now widely used. Therefore,
the refractivity from equation 3.4 can be divided into hydrostatic and wet components.
The errors induced in estimating refractivity assuming the "dry/wet" formalism instead of
"hydrostatic/wet" formalism depend upon the errors in the assumption that the dry
pressure is equivalent to the total pressure excluding the water vapor pressure. It is more
accurate to express the refractivity in terms of hydrostatic and wet components since the
hydrostatic components can be described with the equation of state of gases and the
hydrostatic equation, but dry components cannot be. Hence the hydrostatic component
can be modeled with full accuracy and the zenith delay based on the hydrostatic
component is not influenced by the water vapor component, unlike the "dry" component

formalism.



3.2.2 Troposphere path delay
The propagation range of a radio signal can be expressed as:

L= j’ nds (3.5)
where L is the so-called optical path length, or the electromagnetic path length, and n is
the refractive index described in the previous section. The integral is evaluated along the
path of the signal in the troposphere. The geometric path, the corresponding straight-line
path, can be expressed by equaling n to unity:

S, = [ds, (3.6)
where the integral is performed in vacuum. Therefore, the troposphere propagation delay
is defined as the difference between the electromagnetic path delay and the geometric
path delay, neglecting the ray bending,

d

Trop

=L-$, = [(n-1)ds
(3.7
=10"¢ jNazso

Considering equation 3.4, the refractivity N can be divided into hydrostatic and wet

components. Hence equation 3.7 can be written as

drp =10 [Ny ds +107 [N, ds (3.8)
or symbolically,
d?’mp = dH_ulm + dWa (3-9)

where 4, represents the hydrostatic delay and d,,, is the wet delay.

Propagation delays at arbitrary elevation angles are determined from the zenith delays
and the so-called "mapping functions". As the zenith delay can be expressed as the sum
of the hydrostatic and wet components, mapping functions can be developed in order to

map separately the hydrostatic and wet components. Therefore, in general we have
D1y = A i X My, () + diy, % My, (€) (3.10)
where df,.is the hydrostatic zenith delay, dy, is the wet zenith delay, m,,,is the

hydrostatic mapping function, m,,, is the wet mapping function, and ¢is the elevation
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angle. In the simplest case which assumes a flat earth and a constant refractivity, the

mapping function follows the "cosecant law":

1
sin(g)

m(g) = (3.11)

But obviously this is not accurate since it depends on assumptions: a flat earth and a

constant refractivity.

3.3 Troposphere propagation delay modeling

In the past several decades, a number of troposphere propagation models have been
reported in the scientific literature. As for the expression in the previous section, the
tropospheric propagation delay can be approximated by finding closed-form analytical
models for the zenith delay and then by mapping this delay to the arbitrary elevation

angles using a mapping function.

3.3.1 Review of modeling approaches

Much research has gone into the creation and testing of tropospheric refraction models to
compute the refractivity N along the path of signal travel: Saastamonien (1972, 1973),
Hopfield (1969), Goad and Goodman (1974), and Black (1978). The various tropospheric
models differ primarily with respect to the assumptions made regarding the vertical
refractivity profiles and the mapping of the vertical delay with elevation angles. The
following presents several models where meteorological surface data are taken into

account.

Saastamonien model

Saastamonien described a standard model for RF tropospheric delay valid for elevations
£210°and it is given as follows:

dr = 0.002277 |’p+ (1225 +0.05)e — tan? z] 6.12)
cos”Z |_ T
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where d,,,is the delay correction in metres, Z denotes the zenith distance of the satellite

or apparent zenith angle Z =90° —¢, and ¢ is the elevation angle, p is the atmospheric

pressure in mbar, e is the partial pressure of water vapor in mbar, and T is the surface
temperature in Kelvin. Saastamonien has also refined this model by adding two
correction terms, one dependent on the height of the observation site and the other on the
height and the zenith distance. Equation 3.12 can be refined as:

P
dpy =220277 1, DY p+ (1222 40.05)e~ Btan? Z | + &R (.13)
cos”Z T

where D =0.0026 cos(2¢) + 0.00028~ , where ¢ is the local latitude and h is the station

height in km. The correction terms JR and B can be interpolated from Table 3.2.

Table 3.2: Correction terms for Saastamonien model

Zenith distance Station __height above  sea level  [km]
0 0.5 1 L5 2 3 4 5
60°00' 0.003  0.003 0.002 0002 0002 0.002 0001 0.00!
66°00' 0.006 0.006 0.005 0005 0004 0003 0003 0.002
70°%0' 0.012 o011l 0010 0009 0008 0.006 0.005 0.004
73°00’ 0.020 0018 0017 0015 0013 0.011 0009 0.007
75°00° 0.031  0.028 0.025 0023 0021 0017 0014 0.01I
76°00 0.039  0.035 0032 0029 0026 0.021 0017 0.014

SR,metre: 700 0050 0045 0041 0037 0033 0027 002 0018

78°00" 0.065 0.059  0.054 0049 0044 0036 0030 0.024
78°30° 0075 0068 0062 005 0051 0042 0034 0028
79°00" 0087 0079 0072 0065 0059 0049 0040 0.033
79°30" 0.102 0093 008 0077 0070 0058 0047 0.039
79°45" 0.111  0.101 0092 008 0076 0063 0052 0.043
80°00" 0.121 0.110  0.100 0091 0083 0068 0056 0.047
B. mbar .16 1079  1.006 0938 0874 0757 0654 0.563
Hopfield model

Hopfield (1969) developed a dual quartic zenith model of the refractivity with different
quartics for the dry and wet atmospheric profiles using real data covering the whole earth.
The refractivity can be written as a function of height h above the surface by
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Nf””(h)=N53”(1—hi)‘ (3.14)
o

under the assumption of a single polytropic layer with thickness

h, =40136+148.72(T —273.16) [m] (3.15)

where NJ?? is the refractivity of dry component at surface.

and

Ni‘""'(h)=N£f:"(1-hi)* (3.16)

w

where N['?¥ is the refractivity of wet component at surface and the mean value of
h, =11000m is used. Unique values for A,,A, cannot be given because they depend on

location and temperature. The effective troposphere heights are given as

40km < h, <45km and 10km < h, <13km.

A slight variation of the Hopfield model contains an arbitrary elevation angle £ at the
observation site using sin(¢® +6.25)™"* as a mapping function for the dry component
and sin(e” +2.25)™"" for the wet component. Therefore, the tropospheric delay can be
written as follows:

d™ (&) =d™ (&) +d™ (¢) (3.17)

where

106 77642

5 \/sin(sz +6.25)

% _ 5
d™™ (&) = &MLX 11000 (3.18)

5 (Jsin(e2+225 T°

where p is the atmospheric pressure in mbar, e is the partial pressure of water vapor in

drr(e)= [40136 +148.72(T -273.16)]

mbar and T is the temperature in Kelvin.
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Modified Hopfield model

Instead of the height h, the modified Hopfield model is refined as a function of the length
of the position vector. Denoting the earth's radius by R, the corresponding lengths are

r, =R;+h, and r = R; + h, as shown in Figure 3.2.

Figure 3.2: Geometry for tropospheric delay

Therefore, the refractivity for the dry and wet components is of the following form

NI (ry= NI [ (3.19)
T or,—Rg
and
N (r)= NTP[—=—_J" (3.20)
or,—Re

Based on a series expansion of the integral, the modified Hopfield model can be
expressed in the following form, where a subscript i is introduced which reflects either
the dry component (replace i by d) or the wet component (replace i by w). The
tropospheric path delay in metres is thus given by
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9

d™ (E) =10 N[} E;ir" ] (3.21)
k=1
where
r, = {(R; +h)} (R, cose)’ —R,sing (3.22)
a, =1 a,, =4a; a,, = 6a,.2 +4b,
a,, =4a,(a} +3b;) a,, =a’ +12a}b, +6b} a,; =4ab,(a; +3b,)
a,; =b}(6a] +4b;,) ag, =d4ab’ a,, =b]
and
__sing
i hi
_cos’e
" 2hR,
3.3.2 Mapping functions

Over the past 20 years or so, geodesists and radio meteorologists have developed a
variety of model profiles and mapping functions for the variation of the delay

experienced by signals propagating through the troposphere at arbitrary elevation angles.

The simplest mapping function is the cosecant of the elevation angle that assumes that
spherical constant-height surfaces can be approximated as plane surface. This is a
reasonably accurate approximation only for high elevation angles and with a small degree
of bending. Saastamonien (1973) and Baby & al (1988) mapping functions are basically

dependent on this "cosecant law " with extension.

The more complex mapping functions are based on the truncation of the continued
fractions. This type of mapping function includes Marini (1972), Chao (1972), Davis & al
(1985), and Neil (1996). The mapping functions derived by Marini (1972), Davis & al
(1985) and Neil (1996) are described below.
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Marini mapping function
Marini (1972) showed that the elevation angles of the tropospheric path delay can be
expressed as a continued fraction in terms of the sine of the elevation angle:
m(g) = ! (3.23)
sine + 5

sing+
sin g+ —

where the coefficients a, b, ¢ ... are constants or linear functions.

Davis & al (1985) have developed a more complex function for the dry (hydrostatic)
component based on Marini model (1972) wherein the coefficients a, b, and c are
dependent on surface pressure, temperature, lapse rates, and tropospheric height A, . This
model is termed as the Davis mapping function and has the form:

1

m(e) = - (3.24)
sing+

tane +

tane+c

where a, b, and ¢ depend upon measurements or estimates:

a=0.001185+0.6071x10~* (p, —1000)—-0.1471x10 ¢,

) , (3.25
+0.3072x107(T, ~20) +0.1965x 107 (8 +6.5) - 0.5645x 10 (h, ~11.231)]

b =0.001144x[1+0.1164x10™(p, ~1000)~0.2795x10 ¢,
+0.3109x1072(7, —20) +0.3038x10™ (8 +6.5) —0.1217x107 (h, —11.231)]

¢ =-0.0090
where £ is the tropospheric temperature lapse rate in °C/km, A, is the height of the

troposphere in km, 7,is the surface temperature in °C, p, is the atmospheric surface

pressure in mbar, and e, is the pressure in mbar of water vapor.

Neil mapping function
Differing from most typical tropospheric delay models, Neil has developed a hydrostatic

and wet mapping function with new forms whose combined use reduces errors in
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geodetic estimation for observations as low as 3° in elevation. Even if it has no

parameterization in terms of actual meteorological conditions, they agree as well or better
with mapping functions calculated from radiosonde profiles. Instead. when there is no
information about the state of the atmosphere other than at the surface, the variation of
the mapping function is found to be better modeled in terms of the seasonal dependence
of the atmosphere, taken to be sinusoidal, and in terms of the latitude and height above
the sea level of the site. In fact, for this model, the coefficients of the continued fraction
representation of the hydrostatic mapping function depend on the latitude and height
above sea level of the observing site and on the day of the year. The dependence of the
wet mapping function is only on the site latitude. The form adopted for this mapping
function is the continued fraction of Marini (1972) with three constants but normalized to
unity at the zenith as proposed by Herring (1992) and can be expressed in the following

form:

m(e) = l+c (3.26)

sin € +
sing +

sine+c
In addition to a latitude and seasonal dependence due to varying solar radiation, the
hydrostatic mapping function should also be dependent on the height above the geoid of
the point of observation because the ratio of the atmosphere "thickness" to the radius of
curvature decreases with height. This does not apply to the wet mapping function since
the water vapor is not in hydrostatic equilibrium , and the height distribution of the water
vapor is not expected to be predictable from the station height. Therefore, the hydrostatic

and wet mapping function can be written as:
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1 [ 1 7
a —
| 4o |4 On
LDt Lo bu
L+ Chpim 1 I+c, H (3.27)
m )= + - x
i () 1 sing l 1000
a
sing+ a""’;’ sing + u p
sing + ——e sing + —2——
sing+cy,, L sing +c¢,, |
and
|
a
|+ et
I+ b
[+
mm (5) = T c'" (3'28)
: a\'!l
sine +
sing + ——~—
sing+c,,

where ¢ is the elevation angle, and a,, =2.53x107°,5,, =5.49x107 ¢, =1.14x107.
For the coefficients g, »54um+C e+ they can be interpolated based on the parameter

values extracted from Table 3.3 by the following interpolation rule:

PB) = Do B+ [Py Brt) — Doy B)]x 22
¢i+! —¢i 3 79
¢_¢i t—]; ( - )
+{pamp (¢1) +[pamp (¢i+l ) - P,,,,,,, (¢, )] X ¢i+l _¢i }X COS(27I3—6§§)

for the latitude range 15° <|g| < 75" ,where @ is the user’s latitude and the subscripts refer
to the nearest tabular latitude, t is the day-of-year, p represents the calculated coefficients

a, b or ¢, and T, is the adopted phase, Day-of-year (DOY) 28. The average value of

@ t1yiirs s O et C iy a0 amiplitude value of a0y 40 s € e are listed in Table 3.3.
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Table 3.3: Coefficients of the hydrostatic mapping function

Latitude(degree) @14y (average) B 4o (average) € byamo (average)
15 1.2769934e-3 2.9153695e-3 62.610505¢e-3
30 1.2683230e-3 2.9152299¢-3 62.837393e-3
45 1.2465397e-3 2.9288445¢-3 63.721774e-3
60 1.2196049e-3 2.9022565¢-3 63.824265¢-3
75 1.2045996e-3 2.9024912e-3 64.258455¢e-3
Latitude(degree) @y (amplitude) | by, (amplitude) € tyuire (amplitude)
15 0.0 0.0 0.0
30 1.2709626e-5 2.1414979e-5 9.0128400e-5
45 2.6523662e-5 3.0160779¢-5 4.3497037e-5
60 3.4000452¢e-5 7.2562722e-5 84.795348e-5
75 4.1202191e-5 11.723375¢e-5 170.37206e-5
For the latitude |g| <15°,
P(@B.0) = Py (15°) + P 1y, (15° ) x cOS(27 =Ty ) (3.30)
365.25
For the latitude |g| > 75°
p(@.t) = pm(75°)+pmp(75°)xcos(21z' -1, ) (3.3D)
365.25

In case of the wet mapping function, the interpolation rule is also based on the following

equation but the average values of a,,,.b,,,,c,, are listed in the Table 3.4.

p(g.0)= puvg(¢l) +[pmg(¢i+l )— pmg(¢l)]x

for the latitude range 15° <|g| < 75° and
For the latitude |¢| <15°,

p(@,1) = p, (15°)

¢ -¢i
¢i+l '¢i

(3.32)

(3.33)
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For the latitude |g| > 75°

P(B.0) = P (15°) (3.34)

Table 3.4: Coefficients of the wet mapping function

Latitude(degree) a,,, (average) b, (average) c,., (average)
15 5.8021879¢-4 1.4275268e-3 4.3472961e-2
30 5.6794847e-4 1.5138625e-3 4.6729510e-2
45 5.8118019e-4 1.4572752e-3 4.3908931e-2
60 5.9727542¢-4 1.5007428e-3 4.4626982e¢-2
75 6.1641693e-4 1.7599082e-3 5.4736039e-2

3.4 Residual tropospheric delays and ionospheric-free measurements

As we have mentioned in the previous sections, the hydrostatic delay in the zenith
direction is typically about 2.3m (Businger & al 1996, Dodson & al 1996) but this
component can be modeled and removed with an accuracy of a few millimetres or better
using one of the surface models (including pressure, temperature and humidity)
presented in section 3.3. It is actually not much of a problem as far as its effect on GPS
signals is concerned. However, the wet delay, which is mostly due to water vapor and is
as small (zenith component) as a few centimetres or less in arid regions and as large as 35
centimetres in humid regions, is usually far more variable and more difficult to remove
based on standard tropospheric models using surface measurements. Therefore, the delay
remaining after applying a standard troposphere model and associated mapping function
is called the "residual tropospheric delay” and it is mostly due to the wet component. If
this residual tropospheric delay can be estimated or predicted in some way, GPS accuracy
performance can be enhanced significantly. The residual tropospheric delay can be
expressed as follows:

Ay =dp,,, (model)y+d,,  (residual) (3.35)

Trop
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where d;,_is the total tropospheric path delay, dp,,,(model) is the predicted tropospheric

Trop
path delay using one of the standard models as well as an associated mapping function,
and dy,,,(residual) is the remaining tropospheric path delay after applying the standard

models.

The residual tropospheric delay in some instances can be estimated using GPS data itself.
The ionospheric-free combination of GPS carrier phase observations is a good

measurement for this residual tropospheric delay computation.

3.4.1 Carrier phase ionospheric-free measurement

In order to study the tropospheric path delay of GPS signals, the ionospheric effect
should first be eliminated from the observables. As both ionospheric delays and advances
are frequency dependent, it is possible to eliminate the ionospheric effects with dual-
frequency receivers. Then, the large part of the tropospheric path delay can be removed
by standard models and associated mapping functions. The remaining part is the residual

tropospheric delay.

Consider a GPS measurement based on a linear combination of the L; and L, phase

measurements

¢j,k = jo,, + ko, (3.36)
where ¢, is the L, carrier phase measurement, ¢, , is the L, carrier phase measurement, j
and k are the linear combination coefficients for ¢, and ¢,,; and ¢, , is the combination

of ¢, and 4,,.

After applying equation 2.9 and considering the measurement noise & is the combination
of multipath error m and receiver noise v, the double difference equation of the

measurement-minus-range observable is (Raquet 1998):



.7 1
AV yiin = 7 (AVd,, = +AVdp," —AVdR, %)
ik
+AL(AVm3“ +AVV3LJ+/1L(AV"'3L2 +AVVE ) (337
! 2

Vi w
_A drma.s(lf2+k-f')+jAVNl+kAVN2
¢ Sif

xv

where x and y denote the satellites and a and b the receivers. AV&;,,U' ;) is the double

difference (measurement-minus-range observable) in cycles, A= Al is the

o +

wavelength of combined measurement term, d,, is the residual tropospheric delay

(delay remaining after applying the standard troposphere model based on surface

meteorological measurements of pressure, temperature and humidity), d is the

fono

ionospheric delay, dp,, is the satellite position error, dR, is the reference receiver

position error, m is the multipath error, v is the measurement noise, f, is the L,
frequency (Hz), f,is the L, frequency (Hz), 4, is the L, wavelength, 4, is the L
wavelength, M, is the L; ambiguity, ¥, is the L, ambiguity, and c is the speed of light.

To extend equation 3.37 from equation 2.9, the ionospheric delay, multipath and receiver
noise are considered as the frequency dependent terms, while the remaining satellite orbit
error, receiver coordinate error and tropospheric error are considered as the non-

tfrequency dependent terms.

The ionospheric free carrier phase measurement combination is obtained when

j=Lk =~ £ . Depending upon this combination, the ionospheric term is not included

1
yet. However, the integer nature of the initial ambiguities N, and N, on this new
combination is lost because of the non-integer factor k so that the ionospheric-free

measurements cannot be used for integer search.
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For the case when the integer ambiguities for L1 and L2 have been correctly determined,

and if precise satellite orbits are used and receiver coordinates are assumed to be known
accurately, that is, the satellite orbit error AVdp,, and receiver position error AVdR,, are

small enough to be ignored in equation 3.37, the ionospheric-free double difference

measurement can be simplified as

-1 1 f. fi
AV, =—(AVd, ) +—(AVm, +AVy, Y= (AVm,, + AVv,, )+ AVN, —22 AVN, (3.38)
IF /l”;- Frop. /‘1 Ll L] f;i.' L2 L2 1 j; 2
where
Ap = 4 ;= 44 = 0.4844 (m) (3.39)
j=l. k==L f,
N /I = _-}‘l
/i

For long inter-receiver distances, the tropospheric term in equation 3.38 will dominate the
residual errors which also include carrier phase multipath and receiver noise. Therefore,
equation 3.38 represents a good measurement of the residual tropospheric delay assuming
that the L1 and L2 ambiguities have been solved already. The objective of this thesis is to
find a method to estimate residual tropospheric delays using all ionospheric-free carrier

phase measurements simultaneously available from a network.

3.5 Field data tests for troposphere standard model improvement

[n this section, the performance improvement prior to and after applying the troposphere
standard model is analysed based on the ficld data from the Norway network, where there
are total 11 reference receivers spread throughout the network and is described in
Appendix A. The data was collected on September 30, 1997 and a 10° cut-off angle was

selected for the processing and analysis.

The test results depend on the analysis of the ionospheric-free double difference
measurement, which is the phase combination of L.1 and L2 and a good measurement of
the residual tropospheric delay as presented in section 3.4.1. The statistical performance
of ionospheric-free double difference measurements are first analysed with and without
applying the standard troposphere model. For this analysis, the modified Hopfield model
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is chosen as one of the standard troposphere model and the defined sea level values of the

pressure F,, temperature 7, and relative humidity f, are used: P, =1013.25mb,

T, =291.12K, f, =50%.

Two sets of double difference baselines are chosen. The direction of one set is North-
South and they are Ales-Geim (243km) and Ales-Kris (498km). The ionospheric-free
double difference measurements, with and without applying the modified Hopfield model

on the raw GPS measurements are shown in figures 3.3 and 3.4.
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Figure 3.3 (a): IF DD measurements without applying modified Hopfield model for
baseline Ales-Geim (243km)
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Figure 3.3 (b): IF DD measurements with applying modified Hopfield model for
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Figure 3.4 (a): IF DD measurements without applying modified Hopfield model for
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The statistics of the test results for this set of baselines are listed in Table 3.5.

Table 3.5: Statistics of IF DD measurements with and without applying meodified
Hopfield model over the baselines along the North-South direction

Baseline Name DD RMS without DD RMS with Percentage
tropo model (m) tropo model (m) improvement (%)
Ales-Geim (243km) 0.53 0.03 94.3%
Ales-Kris (498km) 0.78 0.04 94.9%

The direction of another set is the West-East direction and they are Tryr-Geir (247km)

and Tryr-Berg (407km). The ionospheric free double difference measurements, with and

without applying the modified Hopfield model on raw GPS measurements are shown in

figure 3.5 and 3.6.
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Figure 3.6 (a): IF DD measurements without applying modified Hopfield model for

IF DD value{m)

Figure 3.6 (b): IF DD measurements with apolying modified Hopfield model for

4 v L] LY
3t 4
2- -
Py 1L . * . : * g - .. “ :. .
E L S R S
g #. o - - ' .s: -
§ 0»," : '_‘I' J‘_._-&»:. 2[’ f; -
8 B .‘.o' \ o?\\ﬁ‘\‘-.'. A \. g 'Y b’, -":.\.
T | O O UYL B W N
R A T R XY 2"
N A O
3l T : ]

)
[=]
o
.
[}
. A
. §
;:‘ﬂ
5
[ aad
e
- ‘&
.‘_-l - %' .
&%
5oe
1‘1"."

4 L . . : L R A
144404 155204 166004 176804 187604 198404 209204 220004
17.07 20:07 23:.07 02:07 05.07 08:07 11.07 14:.07
GPS Time (s) and Local Time (h) on September 30, 1997

baseline Tryr-Berg (407km)

0'2 T L4 L

0.15L - .

01} * 2% : .
.. v e :":. AT '5. . -
. ” 0. .. , . . . . LA

005p s LEL Ve T . :
Pt Pernls, der o 8ot . ..
L eI\ AN N . T ey .

0&'{‘::.-.'.'!" ERTRGE LA ",}. % 3

'Q
nr,
[y
K
%
.:.
3
K |
SR
L) ’h'f
S
vet
*‘..‘ .
e
bt *
}.
Yl

:‘q.'.’ 'l..ﬁ-": \':: TN
. Y X3 T o .,
0.1 . ” ..'b‘. .”:- L :. o '-\.
.. . o
- - -
”* .
-0.15L .

02 . R ; ; ) N A
144404 155204 166004 176804 187604 198404 209204 220004

17.07 20:07 23:07 02:.07 0507 08:.07 11:07 14:.07
GPS Time (s) and Local Time (h) on September 30, 1997

baseline Tryr-Berg (407km)



52
The statistics of the test results for this set of baselines are listed in Table 3.6.

Table 3.6: Statistics of IF DD measurements with and without applying modified
Hopfield model over the baselines along the West-East direction

Baseline Name DD RMS without DD RMS with Percentage
tropo model (m) tropo model (m) improvement (%)
Tryr-Geir (247km) 0.41 0.03 92.7%
Tryr-Berg (407km) 0.73 0.05 93.1%

Based on the test results shown in figures 3.3 to 3.6, a significant improvement can be
obtained if a standard model of the troposphere correction (such as modified Hopfield
model) is applied to the GPS measurements. Tables 3.5 and 3.6 show an improvement of
92% to 95% on ionospheric-free double difference measurements prior to and after
applying the modified Hopfield model. For the Tryr-Berg baseline (407km), the rms of
ionospheric-free double difference measurements without applying the modified Hopfield
model can be as much as 0.73 metres. The rms value decreases significantly after
applying the modified Hopfield model to 0.05 metres. From figures 3.3 to 3.6, it is
obvious that the maximum value of the ionospheric-free double difference measurements

is greatly decreased from 3.0 metres level to 0.2 metres level, an improvement of 93%.

From Tables 3.5 and 3.6, it is obvious that the double difference residual tropospheric
delays (based on the ionospheric-free double difference measurements), after applying
the modified Hopfield model, are still at the centimetre level with a possible maximum of
20 centimetres. The goal of this thesis is to develop and test a network adjustment method

in order to have accurate estimations and predictions of the remaining tropospheric delay.
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CHAPTER 4

ESTIMATION OF RESIDUAL TROPOSPHERIC DELAYS USING A GPS
NETWORK ADJUSTMENT APPROACH

Residual tropospheric delays can be estimated using GPS observables. In the last ten
years several approaches were developed to independently determine the residual
tropospheric delay, which is mostly caused by the variable wet component of the
troposphere. In this chapter, a review of conventional estimation approaches is presented.
Following that, a new method called "Trop_NetAdjust", which is derived from the
NetAdjust method proposed by Raquet (1998), is described to estimate the residual
tropospheric delay for two cases: 1) residual tropospheric delay prediction for new users

and 2) residual tropospheric delay prediction for new satellites.

4.1 Review of conventional estimation approaches

The conventional estimation approaches for residual tropospheric delays can be classified
into two categories: least-squares, and Kalman filtering. Usually only one unknown
residual tropospheric zenith delay per site and observation session can be estimated in a
conventional weighted least-squares algorithm. Such a method tends to average any
temporal variation of the residual tropospheric zenith delay. A logical extension of this
method is to estimate several residual tropospheric delay parameters per session.
Alternatively an individual delay constrained by a stochastic model can be estimated for

every observation epoch.

4.1.1 Least-squares method
Least-squares methods have been successfully applied to the estimation of the residual

tropospheric delay. Equation 2.5 can be written as

AV$Z =AVpZ +AVdp3 —AVd,,,> +(1+a,)AVd,,” +AVe,” +IAVNT  (4.1)

lono aby Trop gp
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where a,, is the double difference scale factor (Dodson & al 1996). Typically, one factor
is solved for per session, whereby a constant offset to the surface standard tropospheric

model is determined depending on the double difference scale factor. In equation 4.1,

AVd,,,™ is the double difference tropospheric delay determined from surface standard
model. The difference between the actual tropospheric delay and the modeled delay is
presented by the double difference scale factor «,, . Such an algorithm does not allow for
the time-varying nature of the atmosphere. An alternative to that is to introduce a
polynomial tropospheric zenith delay scale factor given by
AVES =AVp? +AVdp -AVd,,,.r +
[+, +a,(t ~t )+ (t; —1,) +.... 4@, (t, —1,) Wy, (4.2)
+AVe,"” +IAVN
This model is correlated through time via the connection of the start epoch ¢,and the

current epoch ¢,. The behavior of this model is dictated by the order (n) of the
polynomial. For instance, a first-order polynomial will solve for an offset (constant) and a
rate. Depending upon the least-squares criteria, the scale factors «;can be solved based

on the measurements from several different pairs of satellites combination at two
reference stations a and b. The design matrix for a system of equations, such as equation
4.2, contains residual tropospheric delay scale factors valid for "n" observations. Then it
would contain a banded hyper-matrix of unknown delay parameters. The general form of

a parametric least-squares adjustment is

x=—(ATPA) " ATPI (4.3)

where

.;:is the least-squares optimized vector of estimated parameter corrections,

A is the first design matrix,

P is the observation weight matrix (P =C;", andC, is the observation covariance
matrix),

and [ is the observation vector.
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4.1.2 Kalman Filtering
An alternative to the previous technique is to model the temporal (and spatial) fluctuation
in the atmosphere statistically or by some probabilistic law (Tralli and Lichten 1990). The
spatial and temporal characteristics of the residual tropospheric delay, which is mostly
due to the water vapor fluctuation in the atmosphere, can be characterized by
probabilistic laws or statistical models. The effects of the troposphere on radio wave
propagation then can be predicted over varying spatial dimensions and temporal scales
according to a given probability density function or stochastically in terms of the spatial
and temporal correlations of the fluctuations. In general, we can consider that the residual
tropospheric delay is correlated in time by a sum of some stochastic processes, such as

first-order Gauss-Markov, random walk, random ramp and bias.

A stochastic process needs to be defined by some model characterizing the nature of the
atmosphere. For example in a first-order Gauss-Markov process, the correlation time
(7, ) and stochastic process noise (oy,,) need to be determined. Here the stochastic
model is assumed to be a first-order Gauss-Markov process. In the following, based on
the analysis of the autocorrelation and power spectral density for residual tropospheric

delays, the stochastic model and its parameters are identified.

4.1.2.1 Analysis of the autocorrelation and power spectral density of the residual
tropospheric delay

In order to model the residual tropospheric delay, its autocorrelation function and power
spectral density are analyzed. From the analysis, it is found that the residual tropospheric

delay can be modeled as a first-order Gauss-Markov process.

In general, a first-order Gauss-Markov process can be expressed by the differential form:
davdy,, /dt =—AVd,, (1) Tg, +w(t) 4.4)

where 7, is the correlation time and w(t) is a zero-mean white noise of variance o

given by the ensemble average of its square,
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Elw(t)w(z) ] = o28(t —7) 4.5)

where E[ ] denotes the expectation operator and &(¢ — 7) is the Dirac delta function.

The discrete solution of equation 4.4 can be written as:
AV, (t+ A1) = mAVd,, () +(1—m)'"* we, () (4.6)
where the parameter m is given by
m=exp(-At [ 7g,,) “.7
which is a measurement of the exponential correlation between adjacent measurements of

sampling interval At. In figure 4.1, a typical system representation of the first-order

Gauss-Markov process is shown.

fn -+ fdt .

- AVd,mp (3]
/¢

Figure 4.1: First-order Gauss-Markov process

The autocorrelation function of a first-order Gauss-Markov process is given by:
R(r)=a,, e (4.8)
where
E[w(t)w(t + )] =[20,,* / T, 16(7) 4.9)
and o, is the steady-state variance of the first-order Gauss-Markov process and it is

satisfied with the differential equation:

%a‘éM () ==Q2/tg, )05, ) +0? (4.10)

and the relationship between the correlation time 7, and the steady-state variance o,
is

oL, =7g,0212 @.11)
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By taking the Fourier transform of the autocorrelation function, the power spectral
density can be obtained:

¥ ()= 20'WZ ! T

= - 4.12
o’ +(1/1y,)* (4.12)

In figures 4.2 and 4.3, the typical autocorrelation function plot and power spectral density
of a first-order Gauss-Markov are shown, respectively.
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Figure 4.2: The autocorrelation of first-order Gauss-Markov process
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Figure 4.3: The power spectral density of first-order Gauss-Markov process

In order to stochasticaily analyse the residual tropospheric delays, the test data from the
network described in Appendix A are used for the following analysis. The analysis is
based on the calculation of autocorrelation function of ionospheric-free double difference
measurements for the selected receiver-satellite pairs. All the double difference pairs are
based on the Berg-Tryr baseline (407km) and two sets of satellite pairs (PRN 16-14, and
PRN 16-18) are chosen for the tests.
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The following figures (figure 4.4 and 4.5) show the ionospheric-free double difference
measurements (residual tropospheric delays) and their normalized autocorrelation
functions for the selected satellite pairs. The data period of the ionospheric-free double
difference measurements is 1000 seconds (about 17 minutes) and the data sampling rate
is 10 seconds. Comparing these plots with the typical plot of the autocorrelation of first-
order Gauss-Markov processes (figure 4.2), it is reasonable to consider that the double
difference residual tropospheric delays are first-order Gauss-Markov processes because
their autocorrelation functions show a clear exponential attenuation trend similar to figure
4.2,
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Figure 4.4(a): [F DD measurements for satellite pair 16-14
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Figure 4.4(b): The normalized autocorrelation of IF DD measurements for satellite
pair 16-14
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Figure 4.5(a): IF DD measurements for satellite pair 16-18
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Figure 4.5(b): The normalized autocorrelation of IF DD measurements for satellite
pair 16-18

Residual tropospheric zenith delays are modeled as Gauss-Markov processes and
parameterized by the steady-state standard deviation &, and correlation time z,, . The
correlation time r;, can be obtained from the value of m and sampling interval Ar,
using equation 4.7:

Ty = —At/In(m) (4.13)
Given m, the expression

ol = [AVd,,, (t+Ar)—mAVd,, Gl

» - 4.14)
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yields the steady-state variance for the first-order Gauss-Markov process. In the limit of

infinite or large correlation time relative to data sampling interval Ar, modeling the
residual tropospheric delay as a Gauss-Markov process becomes equivalent to modeling
it as a random walk process. Since the first-order Gauss-Markov process has zero mean, a
constant term is estimated and added as an additional parameter. In fact, this is equivalent

to adding a random ramp process into the statistical model.

4.1.2.2 Kalman Filtering Parameter Estimation

A Kalman filter is an optimal LMV (Linear Minimum of Variance of error) estimator that
processes measurements to deduce a minimum error estimate of the state of a system by
utilizing the knowledge of the system and measurement dynamics, assumed statistics of
system noises and measurement errors, and initial condition information (Gelb 1974). For
instance, given a linear system model and any measurements of its behavior, plus
statistical models which characterize system and measurement errors, plus initial
condition information, the Kalman filtering describes how to process the measurement

data.

Let us consider any linear system that can be described using the following space-state
model:
X =@ Xy + Gy Wy (4.15)

where

x, is the state vector (nx1),

®, ., is the transition matrix (nxn),

G, ¢, 1s the input matrix (nx r), and

w,., is the input white noise (r x1) with zero mean and known covariance matrix

Elw,_w,.,"1=Q, which describes the uncertainty of the system model.

Part of the state vector components or their linear combinations are directly observable

according to the measurement equation:
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z, = Hx, +v, (4.16)
where

z, is the measurement vector (mx 1),

v, is the measurement white noise (m x 1) with zero mean and known covariance

matrix E[v,v," ]=R.

Optimal Kalman filtering minimizes the trace of the corresponding covariance matrix of
error estimates using the state model equation 4.15 and the measurement model equation
4.16. The Kalman filtering is carried out sequentially: prediction and update. The

prediction equations are:

Xerk-t =@y | Xk 4.17)
Py = (Dk.k-lek-l(D{,k-l + Gk.k—lQGkr.k—l (4.18)

where
x« is the optimal estimate of the state vector,

.’:k/k-l is the prior estimate of the state vector;
P, is covariance matrix of the error estimates and
Py 4, 1s the priory covariance matrix of the error estimates.
The update equations are:
K,=P, H'[HP,, H" +R]" (4.19)

Fal A

Xk =X+ K, (2, = H.;:‘krk-l ) (4.20)
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P,=(I-K.H)P,, ., (4.21)

where K, is the optimal gain matrix.

The calculation scheme of Kalman filtering is shown in figure 4.6 (Gelb, 1974).

A A

Xerkal =Dy X

!

Pojea = mu-xpt-l‘t’:.:-l + Gy 410G {4y

K, = Pk.k~lHr[HPk.k-lHr + R]_l

hY 2l A
Xe = Xeea+ K, (2, = H xpa-1)

P, = ([—KkH)Pk/k-l

Figure 4.6: Calculation scheme of Kaiman filtering

[mplementation of this process requires two input "parameters”: the transition matrix of
the system model and the noise variance matrix of the system model. The transition
matrix elements corresponding to the residual tropospheric delay parameters are m
(equation 4.6) for the first-order Gauss-Markov process. The system noise covariance

elements are given by equation 4.14.

Although Kalman filtering is an optimal solution to the filtering problem, the algorithm is
prone to serious numerical difficulties. For instance, although it is theoretically
impossible for the covariance matrix to have a negative eigenvalue, such a situation can,
and often does result due to numerical computation using finite wordlengths. It may

happen especially when 1) the measurements are very accurate and/or 2) a linear
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combination of state vector components is known with great precision while other

combinations are nearly unobservable (i.e., there is a large range of magnitude of state
covariance eigenvalues). Such a condition can lead to subsequent divergence or total
failure of the recursion. Therefore, numerical instability can be a problem for a

conventional Kalman filtering.

To circumvent this inherent numeric problem in a Kalman filter, alternate recursion
relationships have been developed to propagate and update a state estimate and its error
covariance matrix. Methods such as SRIF (square root information filter) and U-D
factorization are proposed by Bierman (1977) to provide greater numerical stability.
Lichten (1990) describes the use of the SRIF and U-D factorization to the application of
satellite orbit and geodetic parameter estimation using GPS. Here, for the residual
tropospheric delay estimation, U-D factorization algorithm is recommended. A flowchart
of estimating the tropospheric delay using Kalman filtering is presented in figure 4.7.

GPS data and meteorological data

I

Measurement model

Updated
l state vector

Dynamic model

( initial State
vector and —
covariance)

and
Prediction [€— covariance

4
Measurement update

v

Final solution

Figure 4.7: Flowchart of the tropospheric delay estimation using Kalman filtering



64
4.2 Mathematical review of NetAdjust method
For differential GPS, two or more reference receivers collect simultaneous measurements
from common satellites at each epoch. In the case of a GPS network, there are three or
more reference receivers and, usually at least one mobile receiver (Emardson 1998,

Raquet 1998). All phase measurement-minus-range observables from the reference

receivers are used to form an observation vector /,

L=, b, b.-b, — b, b, 1 (422

X

where @ , is the phase measurement-minus-range observable from receiver a to satellite

X, n. is the number of reference receivers in the network, and n,, is the number of

rnc

observed satellites. Next, all the linearly independent double difference combinations of

[, can be used to form the vector AV/, as

22 ", 12 1n,,

AVI, =[AV §y,..AV G, AV G, ..AV S, | (4.23)

where AV @) is the double difference measurement-minus-range observables between
receivers a and b and satellites x and y. The double difference matrix B, for the network

is defined as

B = 6AV1,, (424)
"~ Tal,

Since the double difference observation vector elements of AV/ are direct linear
combinations of the observation vector /,, the B, matrix is made up of the values +1, -1,
and 0. Therefore, the double difference observation vector AV/, can be expressed by
multiplying the observation vector [, by the B, matrix:

AV, =B, (4.25)

4.2.1 Least Squares Prediction
Least squares estimation is a standard method to obtain a unique set of values for a set of

unknown parameters from a redundant set of observables through a known mathematical
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model. The standard cases of least squares estimation have been discussed by numerous

authors, e.g. Schmid and Schmid (1965), Wolf (1968), and Wells and Krakiwsky (1971).

Moritz (1972) made a modification of the original least squares estimation to least
squares collocation (prediction). Assuming a predictable process, the problem is to
estimate a quantity at certain points using measured quantities at other points. Let / be
the measurement vector including n measured quantities:

[=[,0d, ] (4.26)
and s is the vector of m unknown signals to be predicted:

R R (4.27)

where the superscript T represents transposition.

Next, let us assume each measured quantity /, and signal s, has zero expectation, i.e.,

E{]=0

Fls]=0 (4.28)

where E denotes the mathematical expectation. [n practice, these characteristics normally

exist.

The degree of correlation between the measurement vector / and the signal vector s is
given by a cross-covariance matrix C,. The statistical characteristics of the measurement
vector / and the signal vector s are given by their covariance matricies C, and C,,

respectively. Assuming / and s are zero expectation vectors, the covariance matrix and

cross-covariance matrix are given by

C, =E[l"] (4.29)

C,=E[sl"] (4.30)
and

C, =E[ss"] (4.31)

where the dimensions of C,,,C,,C_are nxn,mxnand mxm respectively.
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In order to find the best estimate for the signal vector s based on measurement vector /,

A
a linear minimum variance unbiased estimate s can be expressed as

s =HI 4.32)
where H is a matrix with dimension mxn. Because of the zero-expectation of / and
linear property of the H matrix, s is an unbiased estimate of s, i.e., Es]= Es]. The

problem is to find the best H that satisfies the least-squares criterions, namely that the

error variance of the predicted signals is minimized. The estimation error vector is
defined as

A

e=s—5 (4.33)

and the error covariance matrix C__is written as

C.. =E[e"|= E[(s-s5)s-9)"] (4.34)
Applying equation 4.32 into equation 4.34, the error covariance function can be rewritten

as
C, =HEU"\H" —E[si"JH" - HE[Is" |+ E[ss"] (4.35)
Noting that C,, = E[Is"]=C], equation 4.35 can be written in the following form using
equations 4.29, 4.30, and 4.31,
C,=HC,H -C,H" -HC! +C_ (4.36)
Adding and subtracting the same term C,C,'C,, into the right hand of equation 4.36, one
obtains
c,=C,-C,C,'C,+HC,H -C,H" - HC! +C C;'C, (4.37)
Performing the operations in equation 4.37 using the relation
C,C;' =C;'C, =1 (4.38)
where I is the unit matrix, the following formula is obtained
C.=C,-C,C,'C, +(H-C,C;")Cy(H-C,Ci")T (4.39)
According to the above equation 4.39, the error covariance matrix is consisted of two
matrices U and V:
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U=Cc_-C,C;'C
= . (4.40)

V =(H—CJICII )CII(H—CSlC” )

Since U is independent from H, C_, is minimized when V is equal to zero. Hence,

H=C/.C;' (4.41)
Inserting equation 4.41 into equation 4.32, the desired solution for the unknown signal s
is:

s=C,CM (4.42)
The estimated error covariance matrix is equal to U,

C. =C,-C,C;/'C, (4.43)
Equations 4.42 and 4.43 give the best solution of least squares prediction based on the

principle of least squares. Depending on these two equations, it is possible to predict the

signals at a point where measurements are not available.

4.2.2 Residual Tropospheric Delay Estimation using Least Squares Prediction

The goal of this research is to develop a method based on least squares prediction, using a
GPS network of reference receivers that predicts the residual tropospheric delay of GPS
observations at existing or new points and for existing or new satellites. [n figure 4.8, this
problem is illustrated. The reference receivers are represented by circles, and a mobile

receiver is represented by a triangle.
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Figure 4.8 GPS Network of four reference receivers and one mobile receiver

Based on the theory of least squares prediction presented in the previous section, a
network adjustment method called "NetAdjust" algorithm, was developed by Raquet
(1998). This method is modified herein to estimate the residual tropospheric delay and
the modified method is referred to as "Trop_NetAdjust".

4.2.2.1 Definition of measurement equation for residual tropospheric delays

Let us rewrite equation 3.38 and the ionospheric-free double difference measurement-

minus-range observable AV¢-$ -
p 1 1 pA
AV, =—(AVd,,,,) +—(AVm,, + AV, )——=2~(AVm,, +AVv,, ) +AVN (4.44)
A A Hhi
where d, is the residual tropospheric delay after applying a standard tropospheric
model and is of interest to us. Assuming that the residual tropospheric error has some
spatial correlation, i.e, it is a function of receiver position p,,_, it can be referred to as the

correlated term. The uncorrelated error term includes all the errors which are not
eliminated in the double difference and usually consists of multipath (m) and

measurement noise (v).
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A point p, is defined as a fixed position from where all the differential errors will be

referred and is called the "zero-point". Usually it is chosen to be somewhere near the

center of the network, in order to minimize the distances to the reference receivers. In
fact, the results are not very sensitive to the location of p,. Define the relative residual
tropospheric delay, which is assumed as the correlated term in equation 4.44,

od Trop (Prc: Do) =d Trop (Pn.)—d Trop (Po) (4.45)

Therefore, equation 4.44 can be written in metres as

AV § - A AVN . = AVl +AV S, (4.46)
where the correlation term is

&c = &Tmp (pru' * pO) (4.47)

and the uncorrelated term is

AVl = iﬁ'(AVYII + AVV“ ) —M"i(Avm 5+ AVy 2) (4'48)
u /{1 Ll fﬂq L2 L

M

Inserting equation 4.25 into equation 4.46,

B - Az AVN . = AV(Sl, +81,) = AV Sl = Bl (4.49)
where the elements in the left hand side are the known quantities. The problem is how to
calculate the & ,at the computation point, which is the location of the mobile receiver.
Here cp means the computation point. Because the vector &/ is the misclosure vector
from the phase observation, it is expected to have zero-mean. Raquet (1998) has shown
some results from real field data to confirm this property. Applying the least squares

prediction equation 4.42 into equation 4.49, the prediction solution for the computation

point can be written as
Olp=Cg waCavaAVA (4.50)
where the double difference measurement covariance matrix C,g, is

- Cyva = E[(AVAYNAVA) = E[(BA)(BAT) l.] =BC4B T 4.51)

and the cross-covariance matrix is

Cs, sva = EWA, NAVA) | = E[(,, )X BA) 1=Cy_zB" (4.52)
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Substituting equations 4.51 and 4.52 into 4.50, the final form of the least squares

prediction solution for the computation point ( ¢p) is written as

Sl =Cy 4B (BCyBT)"(Bl—A;AVN ) (4.53)

and for the corrected measurement from one of the reference receivers,
51=CyB"(BC4B")" (Bl - 4,;AVN ) (4.54)

where & and &, are the estimates of the GPS errors at the reference receiver locations

and at the computation point(s). N, is the ionospheric-free ambiguity which does not

preserve the integer ambiguity property. Generally N,. can be presented by the linear

combination of L1 ambiguity N, and L2 ambiguity N, (N, =N, -%Nz). Provided

that the double difference ambiguities AVN, and AVN, are already resolved, therefore

the value of AVV . can be derived from them (AVN,. = AVN, —%—AVNz) (Sun & al

l

1999). The measurement-minus-range vector / comes directly from the GPS
measurements made by the network receivers. In addition, C,; is the covariance matrix
between the network measurement errors and C s, 1S the cross-covariance matrix
between the network and mobile measurement errors. As in any other prediction process,
the effectiveness of the network adjustment method is dependent on the accuracy of the
covariance matrices C, and C s, (Raquet & al 1998). The covariance matrices are

formed using the residual tropospheric delay covariance function which is discussed in

the next section.

4.3 Calculation of residual tropospheric delay covariance function parameters

In the "Trop_NetAdjust” method, it is important to develop the covariance function with
enough accuracy so that good prediction results can be obtained. In this section, the
detailed steps for calculation of this covariance function are presented.
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4.3.1 Determination of mapping function for residual tropospheric delay from field

data test

For the standard tropospheric model, the simplest cosine-law mapping function can be
used. This mapping function is developed for the total tropospheric path delay. However,
for the residual tropospheric delay, it is not clear whether this simple cosine-law mapping
function can be used. In this section, the mapping function for the residual tropospheric
delay is calculated from GPS network data described in Appendix A.

X

For the data set, the ionospheric-free double difference measurement errors AV&MF are

valid measurements of the residual tropospheric delays, if the multipath and measurement

noise are small enough to be ignored. So the ionospheric-free double difference

-y
measurement errors AVg . are used for estimating the mapping function.

In the Norway network, there are 11 reference receivers and 55 baselines. In order to
make sure that the tropospheric delay effects dominate the ionospheric-free double
difference residuals of equation 3.38, the short baselines (< 100km) are not used for our
calculations and only 50 baselines (not including the five short baselines Tryr-Trym,
Geir-Geim, Arer-Arem, Arer-Kris, and Arem-Kris) will be used. For a fixed set of
elevations, the estimates of the mapping function will be calculated for each baseline.
Then a function is generated to fit the averaged mapping function estimates (Raquet
1998). The main steps for these calculations are:

1. All independent combinations of ionospheric-free double difference measurement

w

errors AVq_ﬁ i are calculated for the 50 baselines. The measurement interval is

assigned to be one minute, and the time period is 24 hours.

[\ ]
*

Reject any double difference combination which does not have a satellite above 45°
(making sure the higher satellite’s elevation is high enough).

-5
3. Group the double differences AV¢g,,. into bins according to the lower satellite

elevation angle: each bin size is 3°.
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xv

4. The variance of ionospheric-free double differences AV;SG'MF is calculated for each
bin.

5. The average of variances for the 50 baselines is calculated with respect to the lower
satellite elevation angles.

6. Based on the relationship between the double difference residual tropospheric delay

variance E[(AVdmpz)l] and the double difference residual tropospheric delay

variance in the zenith direction E[(AVdTmpzz)z], the mapping function for lower

elevation satellite is

2E[(AVd,,2)*]
E[(AVdy,,7,)}]

Trop pz7

MF (%" y? (4.55)

MF(gww) =J

In our calculations, the double difference residual tropospheric delays AVd.rmpz are

Xy

derived from the ionospheric-free double difference measurement errors AVgBa;,F ,

assuming the tropospheric term dominates it. On the other hand, because of the high
elevation angle for higher satellites, and the fact the mapping function changes very little

for high elevation angles, MF(¢"“") can be calculated using the average value of high
satellite elevation angles over 24 hours. In our current data, the high averaging elevation
angle is about 62°.

Based on the above six steps, the mapping function was calculated using actual
ionospheric-free double difference measurement error data. Firstly, in figure 4.9, the
average RMS value and +l-o window for ionospheric-free double difference
measurement errors of the different baseline combinations are calculated and shown with
respect to the elevation angles of lower satellites. Depending on them, the mapping
function can be derived from equation 4.55. The resulting mapping functior is shown in
figure 4.10.
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Figure 4.9: Average RMS values of ionospheric-free double difference

measurement errors for the different baselines in the Norway network

Mapping function for elevation using IF DD RMS averages
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Figure 4.10: Mapping Function using IF DD measurement error RMS averages

Finally, the data shown in figure 4.10 was used in a least squares fit to determine the
coefficients of the elevation mapping function. The mapping function can be given in the

following form:
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(4.56)

a
sin(€)

MF(g)=

where a is the coefficient which is determined by least squares fitting. As shown in figure
4.11, if we consider this type of mapping function, the coefficient a is calculated as 0.97,
which is very near 1. In order to simplify our calculation, we assume that a=1 and then
the mapping function is given by

|

MF(£)= sin(g)

(4.57)
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Figure 4.11: Mapping function points and functional fit of mapping function for

ionospheric-free carrier phase combinations

Based on the above resuits, it is obvious that for the residual tropospheric delays the
simplest cosine-law mapping function illustrated by equation 4.57 can be used to map the
zenith residual tropospheric delay to an arbitrary elevation. In the following analysis, this
form of mapping function is used for all calculations.
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4.3.2 Relative residual tropospheric zenith delay

4.3.2.1 Definition of relative residual tropospheric zenith delay

If we use T to represent the tropospheric delay, the double difference residual
tropospheric delay AVT? is given by

AVTY =[T,MF(&;)-T,, MF(e)] -1, MF(&}) - T;, MF(&;)] (4.58)
where, T, and 7,, are the residual tropospheric zenith delays at receivers a and b. MF(¢)

is a mapping function with respect to the elevation angle £, which is used to map the
zenith delay to an arbitrary elevation. Clearly, as reference receivers a and b get closer to
each other, there is a little difference between the satellite observed elevation angles from
the two different receivers and this can be easily found from the following examples of
the selected baseline Berg-Ales (248 km) for satellite PRN 16,14 and 18, shown in figure
4.12.
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Figure 4.12: The satellite elevation angles from Berg and Ales stations for PRN 16,

PRN 14 and PRN 18
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Therefore,
MF(7) > MF(&})
MF (&) - MF(&})
and
AVTZ = MF(&* YT, ~T,7) ~ MF(* YT, = T,;) (4.59)

where £ and £’ are the average elevation angles of the two receivers for satellite x and

y, respectively.

Hence, we can rewrite Equation 4.59 as

AVT? = (T, -T,, ) [MF (¢*) - MF (£*)] (4.60)

Defining the relative tropospheric zenith delay (RTZD) as (Duan & al 1996, Businger &
al 1996)

RTZD =(T, -T,;) (4.61)
The double difference can be represented as a function of RTZD,
AVTS =[MF (") - MF (&’)]x RTZD (4.62)

4.3.2.2 Use of MF(&) to map double difference tropospheric residual variance to
RTZD

The variance of the double difference residual tropospheric delay AVT? is defined by its

stochastic expectation E[(AVT.Y)’]assuming that AV7,) is zero-mean. If the mapping
function is used, the following equation represents the relationship between
E[(AVT3)*] and E[(RTZD)],

E[(AVT)*1=[MF(s") - MF (")}’ x E[(RTZD)’] (4.63)

where E[(RTZD)?]is the variance of the relative residual tropospheric zenith delay

assuming that the mean of RTZD is zero. Based on equation 4.63, the variance of the
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double difference residual tropospheric delay is linked to the variance of relative residual

tropospheric zenith delay through the mapping function.

4.3.2.3 RTZD variance calculation from field data

The 24-hour double difference data set from the network shown in figure 4.13 was used
to estimate the RTZD variance. The data was collected at a 1-Hz rate from 16:00 UTC
(17:00 local) on September 29, 1997 to 16:00 UTC the following day, and it was thinned
to two-second intervals. This data set will be used for the tests in this thesis. The cut-off
elevation angle was chosen as 10°. Post-mission precise orbits were used to fix the
integer ambiguities between the network stations and to obtain the ionospheric-free

double difference measurements.
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Figure 4.13: Southern Norway GPS reference Network

In the calculation of the relative residual delay stochastic parameters, baselines shorter
than 100 km were not used because noise and carrier phase muitipath errors are expected
to be significant relative to the residual tropospheric errors. The 50 baselines described
earlier were used. Two different sizes of sub-networks are analyzed. The first one
includes all of the LI reference receivers and it is called "LargeNet", which includes
Ales,Tron, Tryr, Trym, Arer, Arem, Kris, Stav, Berg, Geim, and Geir (see figure 4.14).
In figure 4.14, 50 used baselines are shown.
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Figure 4.14: 50 baselines used in LargeNet

Also, as mentioned in the calculation of RTZD based on equation 4.62, all the double

difference measurements used to calculate the RTZD should have enough elevation angle

difference. Otherwise the mapping function difference with respect to two observed

satellites is near zero and this results in the divergence of RTZD. The variance

calculation consists of two components:

I. Firstly, based on our selected long baselines, calculate the relative residual
tropospheric zenith delay RTZD from equation 4.62.

2. The variance of the RTZD is calculated for each of the long baselines in the network,
as shown in figure 4.15, where each circle represents the RTZD variance of one
baseline.
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Figure 4.15: Calculated RTZD variances (circles) and curve fitting function for
LargeNet

Based on figure 4.15, the RTZD variances (circles) show a power-law dependence on the
baseline distance r, i.e.,
E[(RTZD)]=a, +a, xr" (4.68)

where, a,,a, and n are constants.

Following this and function fitting the calculated variance of RTZD in figure 4.15, it can
be found that n=1, a, =0.0012(cycle’)and a, =1.485x10"*(cycle® / km) for LargeNet.

Therefore, the following curve fitting function of RTZD variances can be given by

E[(RTZD)*]=0.0012 +1.485x107° x r (cycle?) (4.69)

A small size GPS network is then considered in order to compare the performance of the
tropospheric estimation as compared to LargeNet. This small size network is called
SmallNet and it includes eight stations as shown in figure 4.16 (Berg, Geim, Geir, Tryr,
Trym, Arer, Arem and Stav). As shown in figure 4.16, three short baselines (Geim-Geir,
Tryr-Trym and Arer-Arem) were not used and the other 25 baselines were used for
SmallNet computations and analysis.



81

400

2m- P

Northing (km)

=100}

-200F

000 200 -100 0 100 200 300 400
Easting (km)

Figure 4.16: 25 baselines used in SmallNet

The variance of the RTZD is calculated for each of the long baselines shown in figure
4.16. The results are shown in figure 4.17, where each circle represents the RTZD

variance of one baseline.
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Figure 4.17 : Calculated RTZD variances (circles) and curve fitting function for
SmailNet
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From figure 4.17, it is also obvious that the RTZD variances (circles) have a power-law

dependence on baseline distance. Depending on function fitting of the calculated
variances of RTZD in Fig.4.17, we can find that n=1, a, =0.0008649(cycle’)and

a, =1.61x107(cycle’ / km) for SmallNet (only using eight reference stations for
calculation). Therefore, the curve fitting function can be expressed as

E[(RTZD)*]=0.0008649 +1.61x107° x r (cycle®) (4.70)

4.3.3 Calculation of covariance function parameters

Now we investigate how to calculate the actual residual tropospheric delay variance by

taking into account the RTZD variances estimated in the previous section. Clearly, the

ionospheric-free double difference measurement error AVg, can be divided into a

correlated term AVA#p.,m), which can be estimated by Trop_NetAdjust, and an

uncorrelated term AVSg as

AV, = AVd.$(p,. p,)+AVS,4 +AYN 4.71)
where d¢(p,,pn) is the correlated term which includes all errors which are purely a
function of the receiver position B, and the point P, (Raquet 1998). The point A is
defined as a fixed position from which all of the differential errors will be referenced and

is called the “zero-point”. J,¢ is the uncorrelated error term that includes all errors

which cannot be estimated by the network adjustment procedure and includes

measurement noise and multipath. We can define the function

G2 (Pu»Pn) = ElS.8:(P,)~6.8,(P,))’] (4.72)
to be the variance of the differential correlated zenith errors dg between two arbitrary

points P,and pP,. The relationship between E[(RTZD’], H@$(n)-34,@)f] and

H@,,)’] must be established in order to find the covariance function parameters of the
restdual tropospheric delay. Expanding the RTZD within the expectation yields


http:Fig.4.17
mailto:~@4&.,)-6~4(la)f]
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E(RTZD(p,,p,))’] = EWJ ; -8,,)%]
= E[((0c0uz (P,)—0csz (P ) (8,802 =6,8,2))° ] (4.73)
= E(3:0.,(P,)=0c8sz(p,) 1+ E[(S,0,, 6,8, ))° ]
=E[(8c 0z (P.) =88z (Py)) 1+ E(S,8.2)° 1+ E[(8,8,7)° ]

assuming no correlation between the uncorrelated zenith error §,4. with other error

sources. According to equation 4.72, equation 4.73 can be written as

E[(RTZD(p,, p,))'1=05(p,, P,) + Oy (rec,)

, 4.74)
+0,;(rec,)

) . . . .
where 0 {(reg)and o2, (reg )are uncorrelated error variances with respect to receiver a and

receiver b, respectively. Taking equation 4.69 into account, equation 4.74 can be

rewritten as

E[(RTZD(p,,p,))’1=a,xr +al(rec,) + al(rec,) (4.75)
where r is the distance between reference stations a and b. For the test network used, the
parameters a, and the constant 0':2(-) are given in Table 4.1. Based on the covariance

parameters given in Table 4.1, the covariance matrix of the residual tropospheric delays

can be easily calculated for any receiver-satellite pair.

Table 4.1: Covariance function parameters of residual tropospheric delays for

LargeNet and SmallNet
Network Type\ Parameters a, (unit: (cycle)® /km) sz () (unit:
(cycle)*)
LargeNet 1.485x1075 0.0006
SmallNet 1.610x107° 0.0004

4.4 Summary of covariance fanction calculation for residual tropospheric delays

In this section, we summarize the covariance function calculation for residual

tropospheric delay estimation based on the previous discussion.
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The covariance matrix C, consists of individual elements ¢, which correspond to the
ionospheric-free measurements &, (from receiver a to satellite x) and & (from
receiver b to satellite y) as
ca = E[(A; )] (4.76)
Receiver a is located at p,, and receiver b is located at p, .

Actually, four possible cases of receivers and satellites exist, namely

l. when a=band x =y (same receivers and same satellites)

¢; = MF (") fic(Pys Pus o) + 045 (rec,)] 4.77)
where f..(p,,P,.P,)is the correlated variance function (here is referred to residual
tropospheric delay), &is the elevation angle and MF(¢") is the mapping function,
which is given by

MF () =—— (4.78)

sing

and o, (rec,)is taken from Table 4.1.
2. when a#band x =y (different receivers and same satellites)

Cap = MF*(£3) f.c (P> Py> P0) (4.79)
where ¢, is the average elevation angle between two elevation angles with respect to

two receivers and the mapping function is the same form of equation 4.78.

3. when x # yand a = b (different satellites and same receivers)

c;y =MF‘(gz)m(g:)[.f:C(pa’pa’pﬂ)+o.nzz(reca)] (4’80)
where the mapping function is the same form of equation 4.78.

4. when x # yand a# b (different satellites and different receivers)
Co = MF(6)MF (&) f.c(Pa> Py Po) (4.81)

where ¢, and &; are the satellite elevation angles and the mapping function is the same

form of equation 4.78.

For the above covariance function, the correlated variance function is presented as
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G (s Do)+ 05 (Dys Po) =05 (Dy, Py)

Sfc(Pas Py Do) =- . (4.82)
The differential variance function is described by
o5 (P, py)=ayxr (4.83)

where r is the distance between p,and p,, and g, is taken from Table 4.1.

4.5 Trop_NetAdjust algorithm flowchart

The Trop_NetAdjust software was developed to estimate residual tropospheric delays
based on the algorithm presented in the previous sections, using the information available
from the reference stations. It requires measurements from the network reference stations
and it performs double differencing, calculates the misclosure of the ionospheric-free
double difference measurements and then it generates network estimates of the residual
tropospheric delays using least squares prediction. The measurement vector [, is
generated directly from the reference receiver network measurements, and it is
independent of the computation point. The residual tropospheric delay at the computation
point is not only dependent upon the measurements from the reference receivers, but also
a function of the computation point. Figure 4.18 gives a brief flow diagram of the
Trop_NetAdjust software.
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Figure 4.18: Flowchart of Trop_NetAdjust software
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CHAPTERSS

ANALYSIS OF RESIDUAL TROPOSPHERIC DELAY ESTIMATION
PERFORMANCE

In this chapter, the Trop_NetAdjust algorithm presented in Chapter 4 is used to estimate
the residual tropospheric delay using the redundant information available through the

multiple reference stations in a GPS network. Two specific cases are addressed, namely:

e Prediction of residual tropospheric delays for existing satellites at a user location
optimally using the satellite measurements available from a network of reference
stations. This will result in a faster estimation of the integer ambiguities at the user

since a part of the carrier phase errors are due to the troposphere.

e Prediction of residual tropospheric delays for new satellites being observed by the
network stations and user alike, using existing satellite measurements available in the
network. This implies that tropospheric delays between satellites and observation
points are spatially correlated, which is indeed the case. This case is important in
order to resolve quickly ambiguities involving new satellites. These satellites are

initially at relatively low elevation angles and their tropospheric delays relatively

high.

5.1 Use of test network

The Norway network, which is described in detail in Appendix A, consists of 11

reference receivers as shown in figure S.1.
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Figure 5.1: Southern Norway GPS reference Network

To analyse the impact of network geometry on Trop_NetAdjust performance, two
different “mobile” receiver locations are chosen. One is located at the center of the
network at the Geim reference station and this case is referred to as the Geim-Net, as
shown in figure 5.2. An existing reference station is used as the location of the mobile
user because the actual measurements at the reference station can be used to externally
assess the accuracy of the predicted values. In the Geim-Net, the Geir station is not used
for Trop_NetAdjust prediction because it is near Geim (<100km). The measurements at
the reference station are naturally excluded from the data set used in the prediction,
otherwise predicted and measured values would be practically identical and no
performance assessment could be made. Likewise for the second test, the mobile
receiver location is chosen to be Tryr, as shown in figure 5.3. In the Tryr-Net, the Trym
station is not used because of the short distance between Tryr and Trym. A mobile
receiver is treated as though it was moving, even though it is actually stationary. It yields
the results which are very similar to the results obtained if the receiver were actually
moving, as long as tuning parameters (such as process noise in a Kalman filtering) are set
to the values for a moving receiver. This approach can be taken because most of the
differential GPS errors (atmospheric and satellite position errors) are independent of
receiver dynamics. In general, the muitipath decreases with dynamics (relative to a

stationary receiver). Therefore, a stationary receiver treated as a mobile receiver often
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represents a worst-case scenario. In figures 5.2 and 5.3, circles represent reference

receivers and triangles represent the test receivers. Each receiver is identified by a four

letter designation. Table 5.1 summarizes the characteristics of each of the test nets.

Table 5.1: Summary of test network characteristics

Network Mobile
Receiver Network Reference Receivers
Geim-Net Geim Ales, Tron, Tryr,Trym,Arer, Arem, Kris,Stav, Berg
Tryr-Net Tryr Ales, Tron, Arer, Arem, Kris, Stav,Berg, Geim,Geir
400 400
3001 300
2001 200
E 100 E 100 "
i #
-100¢ =100
=200/ =200/
.%0 -200 -100 Q 100 mn 300 400 -%0 -200 =100 ] 100 2?” W0 400
Easting (km) Easting (km)
Figure 5.2: Geim Test Net Figure 5.3: Tryr Test Net

5.2 Prediction of residual tropospheric delays at a mobile receiver and for an
existing satellite

The goal is to estimate the residual tropospheric delay at a mobile receiver based on the
ionospheric-free double difference measurements from the reference network receivers.
The individual ionospheric-free double difference measurement-minus-range observables
were calculated over the sampling period using the data from the test network. These
ionospheric-free observables are the direct measurements of the residual tropospheric

delays assuming multipath and measurement noises are small enough to be neglected.
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These ionospheric-free double difference observables were computed between the

selected "mobile” receiver and one of the reference receivers in the test network using
raw (uncorrected) data. After this, Trop_NetAdjust was used to calculate estimates of the
residual tropospheric delays for this "mobile" receiver based on all of the redundant
measurements from the reference receivers of the network. Then the residual tropospheric
delay estimates were applied to the raw measurements in order to test how well the
residual tropospheric delays were estimated by analysing the reduction in the double
difference error. Reducing these errors improves the ability to resolve the carrier phase
ambiguities, and provides better positioning performance once the ambiguities are
known. [t also provides a means to measure the tropospheric wet delay and monitor its
change because the major part of the residual tropospheric delay results from water

vapor.

5.2.1 Geim-Net test network

[n this analysis, the "mobile"” receiver is located at the Geim reference station, which is

near the center of the Norway network, as shown in figure 5.4.
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Figure 5.4: Seven test baselines in Geim-Net
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In order to illustrate the effectiveness of Trop_NetAdjust, results are illustrated in figure

5.5 to figure 5.8. Trop_NetAdjust was used to calculate the corrections for ionospheric-
free (IF) carrier phase measurements using the methods and covariance function
described in Chapter 4. Actually Trop NetAdjust generates estimates of the residual
tropospheric delays for both reference receiver measurements and the unknown
measurements at the "mobile" receiver (computation point). The total corrections are
calculated as the sum of the estimates of the residual tropospheric delay at the reference
receiver and the "mobile" receiver. After calculating these estimated tropospheric
corrections, they are then applied to the raw ionospheric-free double difference

measurements to reduce the residual tropospheric delay errors.

Shown in figures 5.5(a) and 5.5(b) are the ionospheric-free double difference
measurements for the mobile reference pair Geim-Tron, prior to and after including the
tropospheric corrections calculated by Trop_NetAdjust. The results for two different
pairs of satellites 27-2 and 27-17 are shown and their elevation and azimuth changes are
shown in figure 5.5(c). The data period is about one hour and the residuals decrease by
72% when the Trop_NetAdjust corrections are used, demonstrating the effectiveness of

the approach in this case.

In figures 5.6, 5.7, and 5.8, three sets of results corresponding to three different directions
from Geim are shown. They are based on three testing baselines (Geim-Kris: southern
direction; Geim-Tryr: Eastern direction; and Geim-Berg: Western direction). The change
of elevation and azimuth angles for the selected satellite pairs are also shown. From these
figures, it is obvious that a significant improvement has been achieved. The improvement
ranges from 35% to 72%.
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Figure 5.6(c): Elevation and azimuth angles for satellite pairs 9-21 and 6-25
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Figure 5.7(b): Geim-Tryr (276km) for PRN 3-26 (RMS improvement = 35%)
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5.2.1.1 Statistical analysis of Trop_NetAdjust performance

In order to analyze the performance improvement of Trop_NetAdjust, 15 hours of data at
a 3-minute sampling rate were processed for statistical analysis. To implement this
statistical analysis, the steps followed are listed below:

1) Choose "Geim" as the "mobile" receiver (computation point).

2) Choose seven test baselines from Geim whose directions are different from each
other, as shown in figure 5.4.

3) For each baseline, Trop_NetAdjust residual tropospheric delay corrections were
calculated as the sum of the estimates at the "mobile" receiver and the estimate at the
corresponding reference receiver.

4) For each baseline, apply this Trop_NetAdjust residual tropospheric delay correction
to the raw ionospheric-free double difference measurements.

5) For each baseline, calculate the RMS of each double difference (DD) satellite-
receiver pair for raw measurements and corrected measurements, respectively.

6) Compare the RMS percentage improvement between raw measurements and

corrected measurements.

For instance, since typically seven satellites were available above 10°, six DD satellite-
pairs were selected, as one of the satellites is chosen as the base satellite for each
baseline. If the sampling interval is three minutes, the total number of measurements for
each baseline over 15 hours is given by

(7 -1)x15x 60(min)
3(min)

Total DD Measurements = =1800

In figure 5.9 to figure 5.12, comparisons between raw and corrected measurements are
shown as time series for four test baselines, which have the following directions: Geim-
Tron: Northern direction; Geim-kris: Southern direction; Geim-Tryr: Eastern direction;
and Geim-Berg: Western direction. From these figures, the improvement of
Trop_NetAdjust is consistently over 50%.
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Figure 5.11: Time series of IF double difference measurements for Geim-Tryr
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Seven baseline test results are summarized in figure 5.13 and Table 5.2. The
improvement when the residual tropospheric delay corrections are applied is consistently

at the 55% level for this case.
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Figure 5.13: Stochastic RMS residual analysis -Geim-Net (seven baselines), new
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Table 5.2: RMS residual improvement - Geim-Net, New station case

DD RMS residuals | DD RM residuals
(no residual tropo (residual tropo corr) | Percentage improvement
Baselines corr) (cm) (%)
(cm)
Geim - Kris (272 km) 3.13 148 53%
Geim -~ Ales (242 km) 3.46 1.51 56%
Geim — Berg (163 km) 3.39 1.53 55%
Geim — Stav (222 km) 333 1.53 54%
Geim — Arer (223 km) 3.24 1.52 34%
Geim — Tron (372 km) 4.10 1.57 62%
Geim — Tryr (276 km) 3.58 1.66 54%

5.2.2 Tryr-Net test network

For the second test net, the "mobile" receiver is located at the Tryr reference station,
which is at the edge of the network, as shown in figure 5.14, and different network

geometry occurs.
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Figure 5.14: Seven test baselines in Tryr-Net

In order to illustrate the effectiveness of Trop_NetAdjust, results are illustrated in figure
5.15 to figure 5.18 corresponding to the following four different baselines: Tryr-Tron:
Northern direction; Tryr-Kris: Southern direction; Tryr-Geim: Western direction
(medium baseline); and Tryr-Berg: Western direction (long baseline). For the western
direction, two baselines with different lengths are chosen, which shows the increase of
residual tropospheric delays with the increase of the baseline length. Similar to the Geim-
Net test network, the total corrections applied to raw measurements were calculated as
the sum of the estimates of residual tropospheric delays at the reference receiver and the

"mobile" receiver-Tryr.

Figures 5.15(a) and 5.15(b) show the ionospheric-free double difference measurements
for the mobile reference pair Tryr-Tron. The double difference residuals prior and after
including the residual tropospheric delay corrections were calculated by Trop_NetAdjust.
The elevation and azimuth changes corresponding to the related two different satellite
pairs 27-2 and 27-10 are shown in figure 5.15(c). The residuals still decrease over 36%
when the Trop NetAdjust corrections are used, demonstrating the effectiveness of this
approach. Figures 5.16, 5.17 and 5.18 show the significant improvements for three sets of
results, namely Tryr-Geim, Tryr-Berg and Tryr-Kris baselines. The elevation and

azimuth changes of selected satellite pairs for each baseline are also presented.
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Figure 5.17(b): Tryr-Berg

Figure 5.17(c): Elevation and azimuth angles for satellite pairs 17-6 and 9-26
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406km) for PRN 9-26 (RMS improvement = 61%)
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Figure 5.18(a): Tryr-Kris (448km) for PRN 26-2 (RMS improvement = 59%)
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Figure 5.18(c): Elevation and azimuth angies for satellite pairs 26-2 and 26-23
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5.2.2.1 Statistical analysis of Trop_NetAdjust performance

The same 15 hours of data at a 3-minute sampling rate were processed for statistical

analysis for the Tryr-Net case. To implement this statistical analysis, several steps were

followed similar to the analysis for Geim-Net:

1)
2)

3)

4)

3)

6)

Choose "Tryr" as the "mobile” receiver (computation point).

Choose seven test baselines from Tryr whose direction is different from each other, as
shown in figure 5.14.

For each baseline, Trop_NetAdjust estimated residual tropospheric delay corrections
are calculated as the sum of the estimate at the "mobile" receiver and the estimate at
the corresponding reference receiver.

For each baseline, apply this Trop_NetAdjust residual tropospheric delay corrections
to raw ionospheric-free double difference measurements.

For each baseline, calculate the RMS of each double difference (DD) satellite-
receiver pair for raw measurements and corrected measurements, respectively.
Compare the RMS percentage improvement between raw measurements and

corrected measurements.

Figure 5.19 to figure 5.22 show the improvements between the raw and corrected

measurements after using Trop_NetAdjust, with respect to the following baselines: Tryr-

Tron, Tryr-Geim, Tryr-Berg and Tryr-Kris. For each comparison, all possible satellite

pairs are combined together to measure the overall statistical performance.
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The test results for the seven baselines shown in figure 5.14 are summarized in figure

5.23 and Table 5.3. The improvement when the residual tropospheric delay corrections
are applied is at the range from 20% to 39%. The reason the improvement is lower than
in the previous case is that the geometry of the network and the sub-optimal location of
Tryr at the eastern edge of the network.
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Figure 5.23: Stochastic RMS residual analysis - Tryr-Net (seven baselines), new
station case

Table 5.3: RMS residual improvement - Tryr-Net, new station case

DD RMS residuals DD RMS residuals
(no residual tropo corr) | (residual tropo corr) | Percentage improvement

Baselines (cm) (cm) (%)
Tryr-Tron (220 km) 397 277 30%
Tryr-Ales (344 km) 4.20 2.78 34%
Tryr-Berg (406 km) 4.59 2.79 39%
Tryr-Stav (461 km) 4.05 2.69 34%
Tryr-Kris (448 km) 4.02 2.74 32%
Tryr-Arem ( 384 km) 3.93 2.87 26%
Tryr-Geim (276 km) 3.59 2.87 20%

5.3 Prediction of residual tropospheric delays for a new satellite
Usually the tropospheric effect on a new satellite is very significant because of the

relatively low elevation angle as the satellite rises above the horizon. The residual
tropospheric delay for a new satellite, whose elevation angle is low (such as 5°) is
relatively large. Hence, Trop_NetAdjust provides a good method to deal with this
problem and predict the residual tropospheric delay for the new satellite. The RMS of
corrected measurements after using Trop NetAdjust will be significantly smaller
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compared with raw measurements and it will be very useful to resolve the ambiguities for

this new satellite. Trop_NetAdjust was tested using the Geim-Net and Tryr-Net cases

described in the previous section (figures 5.2 and 5.3). In order to test the residual

tropospheric delay prediction performance for a new satellite, the methodology used is as
follows:

e select one existing satellite to be the predicted “new” satellite and remove this
satellite from the measurements.

e select one reference station as the computation point (such as Geim or Tryr).

o use all the other visible satellite measurements from all reference stations in
Trop_NetAdjust and calculate residual tropospheric delay estimates for the predicted
satellite at the computation point.

e apply the residual tropospheric delay estimates to the ionospheric-free (IF) DD raw
measurements and calculate the corresponding corrected [F DD measurements. As
the selected "new" satellite is from one of the observed satellites, the raw
measurements of this satellite can be used for comparison of performance

improvement.

5.3.1 Geim-Net test network

The same four baselines are chosen to provide examples of improvement prior to and
after Trop_NetAdjust corrections. Figure 5.24 shows the prediction case for the Geim-
Tron baseline where the "new" satellites are SV 1 and SV 19, whose changes in elevation
and azimuth angles are shown in figure 5.24(c). When double differencing, the total
residual tropospheric delay correction for a pair of satellite is the sum of the estimate for
the new satellite and the estimate for the base satellite (which is usually the highest
elevation satellite) at the computation point-Geim. The DD residual improvement after
Trop_NetAdjust corrections are applied is significant, at over 50%. Figures 5.25, 5.26
and 5.27 also show significant improvements for Geim-Kris, Geim-Berg and Geim-Tryr
baselines. For Geim-Kiris, satellite SV10 and SV 7 are assumed to be the new satellites
for the Trop_NetAdjust prediction. For Geim-Berg, the new satellites are SV 17 and SV
30. For Geim-Tryr, SV 22 and SV 26 are calculated as the new satellites. The
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corresponding elevation and azimuth angles with respect to each satellite pair are shown

in the set (¢) of each figure.
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Figure 5.25(b): Geim-Kris (272 km) for PRN 9-7, new PRN 7 (RMS improv. =32%)
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Figure 5.26(b): Geim-Berg(163 km) for PRN 5-30, new PRN 30 (RMS improv.=69%)
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5.3.1.1 Statistical analysis for Trop_NetAdjust performance

In order to analyze the performance improvement of Trop_NetAdjust for the new satellite

prediction case, the same 15 hours of data at a 3-minute sampling rate was processed for

statistical analysis. For this analysis, the following steps were implemented:

D
2)
3)

4)

3)

6)

8)

Choose "Geim" as the "mobile" receiver (computation point).

Each existing satellite is sequentially omitted and used as the new satellite.

Choose seven test baselines from Geim which are along different directions to each
other, as shown in figure 5.4.

For each baseline, Trop_NetAdjust estimated residual tropospheric delay for the
"selected" new satellite is calculated using all available measurements from all
reference stations to all other visible satellites.

For each baseline. Trop_NetAdjust residual tropospheric delay corrections were
calculated as the sum of the estimate at the "mobile" receiver for the "selected" new
satellite and the estimate at the corresponding reference receiver for the same new
satellite.

For each baseline, apply this Trop_NetAdjust residual tropospheric delay correction
to raw ionospheric-free double difference measurements to obtain the corrected
ionospheric-free double difference measurements.

For each baseline, calculate the RMS for each double difference (DD) satellite-
receiver pairs for raw and corrected measurements, respectively.

Compare the RMS percentage improvement between raw and corrected

measurements.

In figures 5.28 to 5.31, a comparison between the raw and corrected measurements is

shown among Geim-Tron, Geim-Kris, Geim-Berg and Geim-Tryr baselines. The

improvement prior to and after, applying Trop_NetAdjust is above 55% in all cases. All

of the seven baseline test results are summarized in figure 5.32 and Table 5.4. Since

seven satellites were generally available, the Trop_NetAdjust prediction was normally

based on six satellites’ measurements as one of the seven satellites was selected as the

"new" one. Since these predictions were made every three minutes, the rms values for
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each case over the 15 hour time period are based on approximately 1,500 DD

measurements.
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Figure 5.28: Time series of [F double difference measurements for Geim-Tron
baseline (372km)—65% improvement percentage
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Figure 5.29: Time series of IF double difference measurements for Geim-Kris
baseline (272km)—56% improvement percentage
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Figure 5.30: Time series of IF double difference measurements for Geim-Berg
baseline (163km)—61% improvement percentage

15 T T s T ¥ v T

. Raw IF DD (RMS=3.58 cm
¢ . Corrected IF DD (RMS=1.51 cm)

IF DD value (cm)

784404 151604 158804 166004 173204 180404 167604 194604
17:07 19:07 21:.07 23:07 01:07 03:.07 0507 07:.07
GPS Time (s} and Local Time (h)

Figure 5.31: Time series of IF double difference measurements for Geim-Tryr
baseline (276km)—58% improvement percentage
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Figure 5.32: Stochastic RMS residual analysis - Geim-Net (seven baselines), new

satellite case

Table 5.4: RMS residual improvement - Geim-Net, new satellite case

DD RMS residuals | DD RMS residuals | Percentage
Baselines (no residual tropo corr) | (residual tropo corr) | improvement

(cm) (cm) (%)
Geim - Kris (272 km) 3.13 1.37 56%
Geim- Ales (242 km) 3.46 1.41 59%
Geim-Berg (163 km) 3.39 1.44 61%
Geim -Stav (222 km) 3.33 1.38 58%
Geim —Arer (223 km) 3.24 1.37 58%
Geim Tron ( 372km) 4.10 1.44 65%
Geim - Tryr (276 km) 3.58 1.51 58%

5.3.2 Tryr-net test network

For the second Tryr test net, the corresponding results are shown in figures 5.33 to 5.36.

Different new satellites are chosen in these figures. The computation point is the "Tryr"

site. In figure 5.33, satellite SV 17 and SV 5 are processed as the "new" satellites for the

baseline Tryr-Tron. The elevations and azimuths of the DD satellite pairs are shown in

figure 5.33(c). Figures 5.34, 5.35, and 5.36 present more time series examples for the

double difference measurements with the "new" satellites according to Tryr-Kris, Tryr-

Geim and Tryr-Berg baselines. The elevation and azimuth angles of each satellite DD

pair are shown in the set (c) of each figure.
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Figure 5.34(a): Tryr-Kris (448km) for PRN 31-3, new PRN 3 (RMS improv.=63%)
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Figure 5.34(b): Tryr-Kris (448km) for PRN 26-2, new PRN 2 (RMS improv.=57%)
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Figure 5.35(a): Tryr-Geim (276km) for PRN 26-7, new PRN 7 (RMS improv.=59%)
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Figure 5.35(b): Tryr-Geim(276km) for PRN 30-29,new PRN 29(RMS improv.=33%)
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Figure 5.35(c): Elevation and azimuth angles for PRN 26-7 and PRN 30-29
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Figure 5.36(a): Tryr-Berg (406km) for PRN 9-7, new PRN 7 (RMS improv.=43%)

-3
155024 155924 156824
20:04 20:19 20 34

3
—— Raw IF DO (RMS=3.33 cm)
R ———— Corrected IF OO (RM S®2 41 em )
4 L
§£ .0
] oL
I~ S
-2 b
w b - - T -
-8
1485424 1495444 150344 151244 1352144 183044 183944 134844
t8:18 18 31 1846 1901 1918 19.31 19:48 20.01
GPS Time (3)and LocalTimae (h)

Figure 5.36(b): Tryr-Berg(406km) for PRN 26-23, new PRN 23(RMS improv.=28%)
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5.3.2.1 Statistical analysis of Trop_NetAdjust performance

To analyze the performance improvement of Trop_NetAdjust, the same 15 hours of data
at 3-minute sampling rate was processed. To implement this statistical analysis, the steps
followed was:

1) Choose "Tryr" as the "mobile" receiver (computation point).

2) Each existing satellite was sequentially assumed to be missing and used as the new
satellite.

3) Choose seven test baselines from Tryr to different directions, as shown in figure 5.14.

4) For each baseline, the Trop_NetAdjust residual tropospheric delay for the "selected"
new satellite was calculated by using measurements from all reference stations to all
the other visible satellites.

5) For each baseline, Trop NetAdjust corrections were calculated as the sum of the
estimate at "mobile" receiver for this "selected” new satellite and the estimate at the
corresponding reference receiver for the same new satellite.

6) For each baseline, apply this Trop_NetAdjust correction to raw ionospheric-free
double difference measurements.

7) For each baseline, calculate the RMS of raw measurements for each double difference
(DD) satellite-receiver pair and corrected measurement, respectively.

8) Compare RMS improvements between raw and corrected measurements.

Figures 5.37 to 5.40 show a comparison between raw and corrected measurements with
respect to the following four baselines: Tryr-Tron, Tryr-Kris, Tryr-Geim and Tryr-Berg.
The improvement with Trop_NetAdjust can be clearly seen and range from 23% to 44%.
The seven baselines test results are summarized in figure 5.41 and Table 5.5. The
improvement when the tropospheric residual corrections are applied is still at the 30%
level. The reason that the improvement is lower than in the previous case is the geometry

of the network and the sub-optimal location of Tryr at the eastern limit of the network.
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Figure 5.37: Time series of IF double difference measurements for Tryr-Tron
baseline (220km)—32% improvement percentage
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Figure 5.38: Time series of IF double difference measurements for Tryr-Kris
baseline (448km)—38% improvement percentage
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Figure 5.39: Time series of IF double difference measurements for Tryr-Geim
baseline (276km)—23% improvement percentage
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Figure 5.40: Time series of IF double difference measurements for Tryr-Berg
baseline (406km)—44% improvement percentage
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Figure 5.41: Stochastic RMS residual analysis - Tryr-Net (seven baselines), new

satellite case

Table 5.5: RMS residual improvement - Tryr-Net, new satellite case

DD RMS residuals | DD RMS residuals
(no residual tropo (residual tropo corr) Percentage
Baselines corr) (cm improvement ( % )
| (em)

Tryr-Tron (220 km) 3.97 2.68 32%
Tryr-Ales (344 km) 4.20 249 40%
Tryr-Berg (406 km) 4.59 2.57 44%
Tryr-Stav (461 km) 4.05 2.68 33%
Tryr-Kris (448 km) 4.02 246 38%
Tryr-Arem (384 km) 3.93 285 28%
Tryr-Geim (276 km) 3.59 281 22%

5.4 Analysis of Trop_NetAdjust performance improvement versus satellite elevation

To analyze the Trop_NetAdjust performance improvement with respect to satellite
elevations, the double difference measurements with and without Trop NetAdjust
corrections were compared to obtain the RMS percentage improvement based on the
remote satellite elevations. The remote satellite elevations were divided into six groups,
namely 10°-20°, 20°-30°, 30°-40°, 40°-50°, 50°-60°, and 60°-70°.
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The same test nets were used to compare the differences between the performance

improvement with respect to satellite elevations. They are Geim-Net and Tryr-Net, as
shown in figures 5.2 and 5.3. For Geim-Net, the "mobile" receiver was located at Geim
and for Tryr-Net, the "mobile" receiver was Tryr. Figure 5.42 shows the location of the

reference receivers and the triangles represent the "mobile” receivers.
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Figure 5.42 Reference and "mobile" receivers

For these tests, Trop_NetAdjust was used to calculate the estimates of residual
tropospheric delays at the computation point ("mobile" receiver) and at the reference
receiver. Using the sum of these estimates, the residual tropospheric delay corrections for
a double difference receiver pair were then calculated. Applying these corrections to the
raw [F double difference measurements, a significant decrease was achieved because of
the predicted corrections. It should be noted that the following analysis is based on the

previous "new station" prediction case discussed in section 5.2.

Geim-Net:

For each elevation range, the RMS percentage improvement between raw and corrected
ionospheric-free double difference measurements after applying Trop_NetAdjust
estimates are listed in Table 5.6.



Table 5.6: RMS percentage improvement as a function of elevation range
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Remote Satellite Elevation (degrees)

Baselines 10°-20° 2¢°-30° 30°-40° 40°-50° 50°-60° 60°-70°

Raw | Cor. Raw | Cor. Raw | Cor. Raw | Cor. Raw |Cor. Raw |Cor.

(cm)| (cm) [ % [(cm)|(cm){ % [(ecm){(cm)| % {(cm){(cm)} % {(cm){(cm)| % |(cm){(cm) %
Geim-Tron| 549 | 2.18 | 60% [4.08 | 1.41 [66%[3.52|1.39 61% [3.36| 1.42}58%[2.69}1.31}52%] 2.06 |1.04] 49%
Geim-Ales|4.441 2.07 | 53% }2.50| 1.39}45%2.32| 1.14] 51% |2.23}1.23}45%|1.90|1.18}38%| 1.35]0.72| 47%
Geim-Berg| 4.22 | 211 | 30% [2.54[ 1.40 [45%|2.39 | 1.14 | 32% |2.12]1.20 [43%]2.81 [1.22[57%] 1.45 [0.72[ 50%
Geim-Stav | 3.69 | 2.27 | 38% |2.77| 1.47 147%}2.75 ] 1.22| 55% [3.00 | 1.33|55%{2.89|1.37(53%| 2.74 |0.88( 68%
Geim-Kris [ 3.50] 2.17 | 38% |2.56| 1.37[46%[3.16 | 1.15] 63% [3.40 | 1.20|65%[3.00]1.24|59%] 2.27[0.82] 64%
Geim-Arer|3.89| 2.01 | 48% |2.05|1.44|30%({2.39|1.18 51% |2.90| 1.20|59%[2.13 [1.20{43% | 1.28 [0.83| 35%
Geim-Tryr [ 6.02] 247 | 59% [ 3.41]1.66 | 51%[2.42 | 1.31} 46% | .61 | 1.37 | 15%}0.77 | 1.24|-59%| 0.82 |0.89] -8%

*Raw: raw measurements; Cor.: corrected measurements;

Tryr-Net:

%o: percentage improvement

The RMS percentage improvements between raw and corrected ionospheric-free double

difference measurements prior and after applying Trop NetAdjust are listed in Table 5.7.

Table 5.7 RMS percentage improvement as a function of elevation range

Baselines

Remote Satellite Elevation (degrees)

10°-20°

30°-30°

30°-40°

40°-50°

50°-60°

60°-70°

Raw

(cm)

Cor.

{cm)

%

Raw

(cm)

Cor.

(cm)

%

Raw

{cm)

Cor.

(cm)

%

Raw

(cm)

Cor.
{cm)

%

Raw|

Cor.

(cm){(cm)

%

Raw

{cm)

Cor.

(cm)

%

Tryr-Tron

5.51

3.74

32%

3.66

2.59

29%

3.60

2.28

37%

3.25

1.99

39%

2.53

1.62

36%

241

1.68

30%

Tryr-Ales

6.99

3.81

45%

4.13

2.60

3%

3.03

2.32

3%

227

2.05

10%

1.79

1.69

5%

1.40

197 41%

Tryr-Berg

6.40

3.67

43%

4.13

2.55

8%

3.46

2.28

34%

3.05

2.03

34%

5.76

1.43

75%

3.65

1.49

59%

Tryr-Geim

6.22

4.07

35%

3.17

263

17%

2.09

232

-11%

1.16

2.00

-73%

0.80

1.71

~-113%

0.80

1.77)-121%

Tryr-Stav

5.56

3.63

35%

4.10

257

3%

332

2.28

31%

3.26

1.98

39%

3.46

1.49

57%

3.28

1.34

59%

Tryr-Kris

6.54

3.70

43%

3.14

262

17%

3.01

220

27%

268

1.94

27%

3.01

1.65

5%

242

1.42

41%

Tryr-Arem

6.12

3.8

43%

294

2.60

12%

2.36

224

5%

2.18

1.96

10%

1.84

1.67] 10%

0.99

1.45

-46%

*Raw: raw measurements; Cor.: corrected measurements;

Y: percentage improvement

Considering Table 5.6 and 5.7, one can see that the performance improvement is high,

stable and consistent for low elevation satellites (10° —20°). Mostly the RMS percentage

improvement can be as much as 60% for the Geim-Net and 45% for the Tryr-Net with
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little variations. However, the stochastic performance varies largely in the case of high

elevation angles (50° —70°) and the RMS percentage is negative for some baselines
(Geim-Tryr for Geim-Net, Tryr-Geim, Tryr-Ales, and Tryr-Arem for Tryr-Net). In these
cases, the Trop_NetAdjust approach yields poorer results than the uncorrected approach.
This is due to the fact that the absolute values of the RMS of raw measurements for the
negative improvement cases (high elevations) are already small considering the size of
the error level typically caused by muitipath and receiver noise. The values prior to the
correction are in the order of 1 cm level. Therefore, even though having a negative
improvement as much as -59% for Geim-Net and —121% for Tryr-Net, it does not usually
increase the absolute value of RMS much and does not cause a problem in modeling the

errors in the network.

In practice the largest effect of the tropospheric delay on GPS signal mostly results from
the satellites with low elevations due to the limitation of the standard tropospheric model
on low elevation satellites. Therefore, the stable performance of Trop_NetAdjust for

satellites with low elevations is significant because there is still room for improvement.

[t should be noted that accuracy estimates are also obtained when applying the prediction
equations. The estimated covariance matrix of the predicted quantities is given by
equation 4.43. The estimated standard deviations were compared to the RMS values
obtained by comparing the predicted and ionospheric-free double differences. The
agreement was consistently better than 30%, which is considered satisfactory. In this
chapter, RMS values were used because they are considered more statistic since "true"

double differences were used to generate them.
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ANALYSIS OF TROP_NETADJUST PERFORMANCE USING SWEDISH GPS
NETWORK AND WVR

6.1 Description of Swedish GPS network

A permanent GPS network was designed for continuous measurements of the vertical and

horizontal crustal deformations in Sweden and was built in cooperation with the Swedish

National Land Survey (NLS). It currently consists of 21 continuously operating GPS

stations, as shown in figure 6.1 (Onsala Space Observatory 1998). Some of the sites are

situated in rather remote areas in order to meet the most important requirements, that is

access to solid rock, low horizon mask, and no known construction plans that could cause

interference problems in the future. The complete permanent GPS network spans 400 km

x 1200 km in the east-west and north-south directions, respectively. The average

separation between the sites is about 200 km but baselines as short as 100 km also exist.
The coordinates of these 21 GPS stations are listed in Table 6.1 (Emardson, 1998).

Table 6.1 GPS sites in Swedish network

GPS site (Acronym) Latitude (°N) Longitude (°E) Ellipsoidal Height (m)
Kiru 67.8775731694 21.0602357389 497.971
Over 66.3178559833 22.7733696333 222,863
Arje 66.3180157556 18.1248613444 489.138
Skel 64.8791947806 21.0482860333 81.161
Vilh 64.6978448944 16.5599274667 449.925
Umea 63.5781365000 19.5095933444 54.463
Oste 63.4427912833 14.8580652667 490.011
Sund 62.2324726806 17.6598842861 31.753
Sveg 62.0174110417 14.7000094778 491.168
Leks 60.7221427556 14.8770045972 478.080
Mart 60.5951411833 17.2585225583 75.359
Karl 59.4440186694 13.5056223667 114.268
Lovo 59.3378002361 17.8289125694 79.597
Vane 58.6931248972 12.0350002278 169.674
Norr 58.5902290806 162463792417 40.907
Jonk 57.7454712583 14.0596060222 260362
Bora 577149560028 12.8913456806 219919
Visb 57.6538673278 183673131306 79.766
Onsa 57.3952962361 119255139861 45.570
Oska 57.0656366972 15.9968067000 149.769
Hass 56.0922150222 13.7180735528 114.045
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In order to achieve similar operating conditions at all sites, a careful design was done.

The network uses 14 SNR-8000 TurboRogue and 28 Ashtech-Z12 GPS receivers. At
several permanent GPS sites located in areas with periodically severe environmental
conditions, such as snow or heavy rain, radomes have been employed. In order to
maintain network homogeneity, all sites have been equipped with radomes since the start
of the network in 1993. All receivers provide code and carrier phase observables on both
frequencies, even when Anti-Spoofing (AS) is enabled, utilizing the cross correlation

technique.

Figure 6.1: Swedish GPS network

6.2 Water vapor radiometer at Onsala

One of the tasks of the Onsala Space Observatory is to monitor the wet delay using a
microwave water vapor radiometer (WVR). The radiometer measures the radiation from
the atmosphere at two different frequencies, 21.0 and 31.4 GHz. This data can be used to
infer the total amount of water vapor and cloud liquid water in the atmosphere along the
direction of the observation. With this instrument we can study variation in the wet delay.
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The radiometer is mounted on a foundation some ten metres from, and at approximately

the same height as, the GPS antenna where the radome of a 20m radio-telescope results in

a relatively small sky blockage. The installed microwave radiometer is shown in figure
6.2 (Onsala Space Observatory 1998).

Figure 6.2: Water vapor radiometer at Onsala

Elgered (1993) gives the wet delay estimate from a WVR, measuring the emission at two

different frequencies v, and v,, as
[,=¢cX, 6.1)
where X, is formed from the observables as

Vs 9. ,
Xb :(-v;)-T\Q _Tvz -ng,ax (6.2)
1

where 7, . is the equivalent temperature of the cosmic background and the atmospheric

oxygen. T\,'l and 7:2 are the linearized brightness temperatures and can be determined from

the measured brightness temperature 7, and 7, as (Jarlemark 1994)

. . T, -T,
I, =Ty ~(Tg = Ty)ln(l-—5) (63)
o

bg
where T, is the cosmic background radiation, 7,;and 7, are the effective temperature
and linearized effective temperature of the atmosphere respectively. The two latter

temperatures are determined by the temperature profile of the atmosphere and the height

profile of the atmospheric absorption in the microwave range due to water vapor. The
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coefficients C,in equation 6.1 can be modeled using meteorological surface data. Elgered
(1993) suggests three different models, where the simplest is a constant and the most
sophisticated is

c=cy(l+a P, +a,T, +a,X,) (6.4)

where the coefficients ¢,yand a,can be estimated using radiosonde profiles. P,,T,and

X , are the deviations from the mean for the pressure, the temperature at the ground and

the observable X, from equation 6.1 respectively.

6.3 Analysis of Trop_NetAdjust prediction of residual tropospheric delays in the

double difference measurement domain

As shown in figure 6.3, a sub-network with five stations in the southern part of Sweden is
used for this test. The acronyms of these five stations are Jonk (Jénkoping), Vane
(Vidnersborg), Karl (Karlstad), Bora (Bords) and Hass (Hissleholm). The GPS
measurements were made on April 30, 1998. The GPS sampling data rate was five
seconds and the mask angle was 10°. The Bora reference receiver is selected as the
"mobile" receiver for residual tropospheric delay prediction because the actual GPS
measurements at the reference station Bora can be used to externally assess the accuracy
of the predicted values. The measurements at the Bora station are excluded from the data
set used in the Trop_NetAdjust prediction.
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Figure 6.3: Four baselines from Bora to other reference stations
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In order to present the results of the Trop_NetAdjust method, the residual tropospheric

delay is estimated at the Bora site using Trop_NetAdjust. To test the improvement, the
estimated residual tropospheric delay is applied to the ionospheric-free double difference
measurements based on the predicting station location and other reference stations.
Analysing the reduction in the double difference errors provides us a good method to test
how well the residual tropospheric delay is estimated at the Bora site. The basic approach
was illustrated in Chapter 5.

To relax the computational burden, 21 hours of the data at a two-minute rate was
processed for statistical analysis. During the test, five or more satellites were typically
visible at any time at each receiver site. The number of observed satellites is shown in
figure 6.4. The number of observed satellites shown here is the average value of the

number of observed satellites from all of the reference stations in the test network.

756400 367200 378000 388800 309600 470400
04:00 07:00 10:00 13:00 16:00 19:00
GPS Time (s)and LocalTime (h) on April30, 1998

[~}
o

Number of sateiktes
ow - -
~h = N w s e v a0 o .

Figure 6.4: Average number of visible satellites from four stations on 30/04/1998

Four different baselines starts from the Bora site, as shown in figure 6.3, namely Bora-
Vane, Bora-Karl, Bora-Jonh, and Bora-Hass. For each baseline, all of the possible double
difference satellite pairs are used for the comparison between raw and corrected
ionospheric-free double difference measurements. A significant improvement is achieved
for the residual tropospheric delay estimation using the Trop_ NetAdjust. Because
residual tropospheric delays are mostly due to the tropospheric wet delay, it follows that
Trop_NetAdjust gives us a good approach to estimate the tropospheric wet delay.
However, the correct percentage of ambiguity resolution is not 100% but above 90%, and
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the measurements with wrong ambiguities were removed from Trop NetAdjust

calculations. All the results are based on the assumption that the corrected ambiguities are
used for Trop_NetAdjust estimation. As an example, the measurements with wrong
ambiguities for baseline Bora-Hass (188km) on 30/04/1998 are shown in figure 6.5. In
this figure, all of the measurements with different satellite pairs are combined together

using a two-minute sampling data rate.
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5?5500 355400 357:’200 m 388800 399‘530 410!400
01:00 04:00 0700 10:00 1300 16:00 19:00
GPS Time (s} and Local Time (h) on Aoril 30. 1998

Figure 6.5: 22-hour raw ionospheric-free double difference measurements for
Bora-Hass (188km)

Figure 6.6 shows the number of satellites available during the observation period. It is
obvious that there are some very short time periods during which the number of satellites
is down to three, such as from GPS time 398640 (seconds) to 400560 (seconds) which is
about 32 minutes. For this short time period, the satellite geometry is not good for

positioning.
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Figure 6.6: Observed number of satellites for Bora-Hass (188km)

In figure 6.5, the ionospheric-free double difference measurements include some large
values, which are like biases and their amplitudes are close to one or two times the L1
wavelength (L1: 19.03cm). This is caused by the fact that the ionospheric-free double
difference measurement is the combination of L1 and L2 carrier phase measurements:
P = _"fi¢2 (6.5)
h
If there is a cycle error in the L1 ambiguity, the ionospheric-free double difference

measurement becomes biased by this amount bias. Similarly, if there is a cycle error in

/;

the L2 ambiguity, the ionospheric-free double difference measurement is biased by <>
l

times this error. Picking a satellite pair from figure 6.5, figure 6.7 presents us with a good
example of a case with a wrong ambiguity for satellite pair PRN 15-31, thus causing a
large bias error to exist in the double difference measurements. Figure 6.8 presents the

elevation angles of the two satellites.
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F DD waiue (cm)

45 N . . . . N — N

405984 406584 407184 407784 408384 408984 409584 410184 410784

17:46 17:56 18:06 18:16 18:26 18:36 18:456 18:56 19.086
GPS Time (s)and Local Time (h)on April 30, 1988

Figure 6.7: Satellite pair PRN 15-31 for Bora-Hass (188km)
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Figure 6.8: Elevation angles for satellite pair PRN15-31 (Bora-Hass baseline)

A similar example of wrong ambiguities is shown in figure 6.9 for satellite pair PRN 3-

26. Figure 6.10 shows the satellite elevations for the two satellites.
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Satellite pair PRN 3-26 for baseline Bora-Hass (188km)

Solid line: PRN-3: dashes line: PRN-26
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GPS Time (s)and LocalTime (h)on Apnt30, 1998

Figure 6.10: Elevation angles for satellite pair PRN3-26 (Bora-Hass baseline)

[n order to remove the effect of incorrect ambiguities, an ionosphere free double

difference measurement between network reference receivers was rejected if the

measurement exceeded a 4o value based on a priori double difference error covariance

matrix B,C, B. In

this case, the measurement was not a part of any usable double

difference measurements between network reference receivers, so its errors were

unobservable, and no correction could be generated. Only the measurements that were

corrected were included in the output corrected measurement file.

While analyzing the

error reduction brought about by Trop_NetAdjust, it is desirable to

compare various results generated from corrected reference receiver measurements with

results generated from the raw reference receiver measurements. Recall that
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Trop_NetAdjust generates residual tropospheric delay estimates for both the reference

receiver measurements and for the unknown measurements at the "mobile" receiver, or
computation point (Bora site in this case). The total corrections were calculated as the
sum of the estimated residual tropospheric delay at reference receivers and computation

point. These corrections were applied to the raw measurements to generate corrected

measurements. A cut-off angle of 10° is chosen for this analysis.

In figures 6.11 to 6.14, the comparison between the raw IF double difference
measurements and corrected [F double difference measurements are shown in time series.
The measurements with wrong ambiguities have been rejected from the Trop_NetAdjust
estimation. The data period is about 21 hours and the data rate is two-minutes.

Raw dauble gifferance rmeasursmants (RMS=2 98cm)

256400 67200 3J70000 386000 399600 410400
Q1.00 04 00 07 00 10:00 13.00 18 00 19:00
GPS Time (3) end Local Time (h) on Aprit 30, 19€8

Corracted double difference measursments (RMS=1.00cm)

5k - 4

IF DO vabus (em)
(=]
4

345600 355400 %7200 376000 8500 399600 410400
01:00 04:00 07:00 10:00 13:00 16:00 19:00
GPS Time (s) and Local Time (N) on April 30, 1998

Figure 6.11: IF double difference measurements for Bora-Hass (188km)
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- Corrected doubls difference messuremants (RMS=1 27cm)
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Figure 6.12: IF double difference measurements for Bora-Vane (159km)

Raw double difersnce messuremants (RMS=1.683cm)

{F DO vilua {cm)

345600 366400 67200 78000 3ss8a00 399600 a1
01 00 0400 07:00 10°0Q 13:00 1800 19:00
GPS Time (s) anc LLocal Time (h) on Apnl 30, 1998

Corrected double difference mesasurements (RMS=1.31cm)

i5e00 356400 367200¢ 378000 365800 399600 410400
01:00 Q4:QQ0 Q7:00 10:00 13:00 16:Q0 19:00
GPS Time (s) and Local Time (h) on Aprit 30, 1998

Figure 6.13: IF double difference measurements for Bora-Jonk (70km)
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Raw double (RMSD=2 21em)
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Figure 6.14: IF double difference measurements for Bora-Karl (196km)

The stochastic RMS analysis results based on these selected four baselines are
summarized in figure 6.15 and Table 6.2. For each baseline, the rms of residuals prior to
and after applying Trop_NetAdjust corrections were calculated for each double
difference pair at an interval of two minutes. Since typically six satellites were available
above 10° from figure 6.6, the rms values for each baseline are based on approximately

3,000 DD measurements.
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Figure 6.15: Stochastic RMS residual analysis
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Table 6.2: RMS residual improvement

Baselines DD RMS residuals | DD RMS residuals Percentage
(no residual tropo ( residual improvement (%)
corr) tropo corr)
(cm) (cm)
Bora- Jonk (70 km) 1.63 1.31 20%
Bora-Vane (159 km) 1.94 1.27 35%
Bora-Hass (188 km) 2.95 1.00 66%
Bora-Karl (196 km) 2.21 0.77 65%

The RMS percentage improvement of the ionospheric-free double difference
measurements increases as the baseline length increases. For short baselines (such as
Bora-Jonk 70km), the differential errors are already low, and the additional network
reference receivers do not provide much useful information. As the baseline length
increases, the residual tropospheric delay errors grow, and the network reference
receivers become more useful. Figure 6.16 shows that the raw ionospheric-free double
difference measurements increased with an increase in the baseline length. In addition,
figure 6.17 presents the RMS percentage improvement between raw and corrected
measurements as a function of the baseline length. A clear trend is evident with larger
improvements occurring at longer baseline lengths. Therefore, the double difference
errors can be decreased much for a long baseline because of the significant RMS
percentage improvement. The remaining errors after Trop_NetAdjust become small

enough for precise GPS positioning applications.
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Figure 6.16: RMS of ionospheric-free double difference for raw and corrected
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Figure 6.17: RMS percentage improvements of ionosphere free double difference

for raw and corrected measurements

6.4 Performance comparison between Trop_NetAdjust estimates and WVR
measurements

In this section, the residual tropospheric delay estimated from Trop NetAdjust is
compared with the water vapor radiometer (WVR) measurements. As mentioned in the
previous sections, ground-based, upward-looking water vapor radiometers (WVRs) are
instruments that measure the background microwave radiation produced by atmospheric
water vapor and can estimate the corresponding wet delay along a given line of sight.
WVRs actually measure the sky brightness temperature at two or more frequencies. The
algorithm that is used to retrieve wet delay from observation of sky brightness

temperature contains parameters which show seasonal and geographic variation. Because
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of the limited scope of this thesis, the details for retrieving the wet delay from sky

brightness temperature is not presented here.

For this analysis, 3-days of WVR measurements were provided by the Onsala
observation lab. from UTC 1998/4/29: 23(h):02(m):35(s) to 1998/5/2: 23(h):58(m):39(s).,
which have been converted to GPS time. In figure 6.18, the equivalent zenith wet delay
from WVR is plotted as the solid curve. The dotted curve shows the zenith wet delay
calculated from modified Saastamonien model, which is provided with WVR data by
Onsala observation lab. The unit of zenith delay is cm. The sampling data interval is not

consistent but averaged over 10 seconds.
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Figure 6.18: Zenith wet delay from WVR

These WVR measurements are used for comparison with the results of residual
tropospheric delay derived from Trop NetAdjust using the network reference GPS
stations. The retrieved wet delay at the Onsala station from the water vapor radiometer is
used as the calibration term because most of the residual tropospheric delay is due to

unmodeled wet delay. The WVR measurements have the accuracy for retrieving wet
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delay better than lcm. It is a good calibration for our estimated wet delays (most part of

residual tropospheric delays) from Trop_NetAdjust.

For this comparison, two different days of water vapor radiometer measurements at
Onsala are used in order to present the change of the wet delay. The measurement
comparison periods are chosen from UTC 1998/4/30: 01(h): 18(m): 00(s) to UTC
1998/4/30: 17(h):18(m):00(s) and from UTC 1998/5/1: 01(h):53(m):00(s) to UTC
1998/5/1: 19(h):53(m):00(s). As shown in figure 6.19, the five stations in the southern
part of Swedish GPS network around the Onsala site are used to estimate the residual
tropospheric delay at Onsala using the Trop_NetAdjust method. The GPS data at the
same measurement period have been processed with a sampling data rate of five seconds.
Onsala is selected as the prediction point based on the redundant GPS measurements
from five other stations: Hass, Jonk, Karl, Bora and Vane. Then Trop_NetAdjust is used
to estimate the residual tropospheric delays at the prediction point Onsala. Here the mask
angle of GPS observation is chosen as 10°. Figure 6.20 shows the flow chart of the
approach used to obtain the Trop_NetAdjust estimated wet delay and the comparison
with the wet delay from WVR.
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Figure 6.19: Five GPS reference sites around Onsala
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Figure 6.20: Flow chart of the data processing algorithm

In the test network, the separation between receivers is less than 200 km. With the use of
double difference GPS measurements to estimate the residual tropospheric delays in the
Trop_NetAdjust, the differencing of the GPS data may be more sensitive to relative than
to absolute tropospheric changes. This is because a GPS satellite observed by two or
more receivers is viewed at almost identical elevation angles for a relatively short
baseline, causing the delay estimates to be highly correlated. The tropospheric delay at
one station is called the absolute delay, which is the measurement by the WVR, while the
relative delay is the differential tropospheric delay between two stations. For
Trop_NetAdjust, the estimate of residual tropospheric delay is refative in nature.

Figures 6.21 shows the absolute and relative wet delays from WVR and Trop_NetAdjust
over a 16 hour data period on April 30, 1998. Note that, in figure 6.21, WVR
measurement data are not available over a period of about 4 hours. Figure 6.22 shows the
absolute and relative wet delays from WVR and Trop_NetAdjust of 18 hours data on
May 1, 1998.
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Figure 6.21: Absolute and relative wet delays from WVR and Trop_NetAdjust at

Onsala (30/4/1998)
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Figure 6.22: Absolute and relative wet delays from WVR and Trop_NetAdjust at

Onsala (01/05/1998)
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It is obvious that there are large differences between wet delay estimated from

Trop_NetAdjust and wet delay from WVR measurements. This difference makes them
difficult to compare. Using Trop_NetAdjust method, the relative tropospheric delay
between two reference stations can be obtained. If the distribution of the tropospheric
delay is assumed to be homogeneneous in this region, the relative tropospheric delay
from Trop_NetAdjust should be flat or close to zero given that the absolute values of the
two sides are quite the same. [f WVR measurements are available in more than one
station, the relative tropospheric delay from WVR and from Trop_NetAdjust can then be

compared.

On the other hand, if the absolute wet delay has been measured at one reference station,
for example at Onsala site, the estimates of relative wet delay from Trop_NetAdjust can
be used to calculate the absolute wet delays for surrounding stations, such as Jonk, Bora,
Karl, Hass and Vane. Therefore, even though the Trop_NetAdjust method cannot give
the absolute estimates of wet delay, it provides a good approach to map the absolute wet
delay available at one reference station from WVR measurements to surrounding stations.
Based on this approach, a regional wet delay distribution map can be easily achieved in

real-time using GPS network information plus one station's WVR measurements.
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CHAPTER 7

CONCLUSIONS AND RECOMMENDATIONS

Trop_NetAdjust predicts the residual tropospheric delay on the GPS carrier phase
observables using redundant measurements from a network of GPS reference stations.
The Trop_NetAdjust method is based on least squares prediction and effectively
estimates the effects of residual tropospheric delays on GPS signals using a network of
reference stations. Based on the ionospheric-free double difference GPS measurements,
this prediction approach enables one to predict the residual tropospheric delays remaining
after a standard tropospheric model has been applied to the GPS data. As in any
prediction method, the covariance function of the residual tropospheric delays must be
calculated.

Two Trop_NetAdjust prediction cases were analyzed, namely a first case when the
tropospheric delay is required for an existing satellite at a new location within the
network using optimally all available satellite measurements from the network. A second
case was to predict the residual tropospheric delays for a new satellite being observed by
the network stations and user alike, using other satellite measurements available from the
network. This implies that the tropospheric delays between satellites and observation

points are spatially correlated, which is indeed the case.

Trop_NetAdjust method was tested using an 11-receiver network covering a 400km x
600km region in southern Norway. Two different test networks, Geim-Net and Tryr-Net,
of different network geometry and varying baseline lengths and directions, were used to
evaluate the Trop_NetAdjust performance. All of the evaluation results were based on the
RMS percentage improvement of ionospheric-free double difference measurements prior
to and after applying the Trop_NetAdjust residual tropospheric delay estimates. For the
new station prediction case, Trop_NetAdjust yielded consistent improvements in the
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double difference domain at the 55% level for Geim-Net and at 30% level for Tryr-Net.

For the new satellite prediction case, Trop_NetAdjust yielded improvements in the
double difference domain at 60% level for Geim-Net and 30% level for Tryr-Net. Based
on the analysis of the relationship between the RMS improvements and the satellite
elevations, the improvements using Trop_NetAdjust are high, stable and consistent for
low elevation satellites (10°-20°). The improvements vary largely in the case of high
elevation satellites (50°-70°). But the RMS of raw measurements of the satellites with
high elevations usually is small. Therefore, it does not result in a problem for
Trop_NetAdjust even if the RMS improvements are not stable. The results demonstrate
that Trop_NetAdjust significantly improves the tropospheric modeling overall

The performance of Trop_NetAdjust was tested using the permanent Swedish network of
GPS stations. This test was conducted on a small network, comprised of five stations in
the southern part of Sweden. Improvements in the ionospheric-free double difference
residuals ranged from 20% to 66% in this case. For the short baselines, Trop_NetAdjust
yielded less significant improvements; however, for the longer baselines the
improvement from Trop_NetAdjust was most significant. At 196 km the RMS of [F DD
measurements was reduced from 2.21 cm down to 0.77 cm. The associated RMS

percentage improvement is at 65% level.

The Trop_NetAdjust method provides relative wet delays based on estimates of the
residual tropospheric delays. By combining the wet delay measurements from a water
vapor radiometer at one reference station with the estimates from Trop_NetAdjust, the
absolute wet delays can be extended for any locations near the WVR station. Therefore,
even if the Trop_NetAdjust method cannot provide absolute estimates of wet delays, it
can provide a good method of mapping the absolute wet delay from one reference station
equipped with a WVR to surrounding locations. With this approach, a regional wet delay
distribution map can be generated in real-time using a GPS network of reference stations
and WVR.

Some recommendations following are presented for the consideration:
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3)
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3)
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Analyze the sensitivity of the Trop_NetAdjust prediction results to the choice of

covariance functions.

Develop a method to generate selected covariance function parameters adaptively in
order to track the real-time changes in the tropospheric delays.

Test the prediction performance of the Trop_NetAdjust method with different data
sets collected from different GPS networks, and under a wide variety of weather
conditions.

Develop and test an effective method to map the absolute wet delay from one
reference station to others, and compare the results with raw WVR measurements.
Test the prediction performance of the Trop_NetAdjust method for the case of low

satellite elevations (such as 5°).
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APPENDIX A

DESCRIPTION OF NORWAY TEST NETWORK AND LOCAL ATMOSPHERIC
CONDITIONS

The Norway test network is located in the southern portion of Norway, indicated in figure
Al

Figure A.1: Test network spaced throughout the southern portion of Norway

This test network consists of 11 reference receivers as shown in figure A.2. The
coordinates of these 11 reference sites are shown in Table A.l and these are expressed in
WGS-84 ellipsoidal coordinates (Raquet, 1998). Five of the receivers (KRIS, STAV,
BERG, ALES, and TRON) were part of the existing Norwegian SATREF system used
for code differential GPS inland and in the waterways around Norway. The receivers at
these stations are Trimble 4000 SSi dual-frequency receivers using ground plane
antennas. The other six receivers (AREM, ARER, GEIM, GEIR, TRYM, TRYR) are
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dual-frequency Ashtech Z-12 receivers which were temporarily set up for this test. The

GEIM, GEIR, TRYM, and TRYR receivers used Dorme-Margolin ground plane antennas
while the AREM, ARER receivers used standard Ashtech dual-frequency ground plane

antennas.
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Figure A.2: Relative location of 11 reference receivers in test network

Table A.1 WGS-84 ellipsoidal coordinates for 11 reference sites

Reference Receiver | Longitude (degrees) | Latitude (degrees) Height (metres)
Ales 6.198539697 62.476380742 194.982
Arem 8.759850207 58.489055592 104.511
Arer 8.759862588 58.489156739 104.123
Berg 5.266541503 60.288741923 98.916
Geim 7.722183907 60.422093600 1247.947
Geir 8.200342981 60.525564727 814.324
Kris 7.907414342 58.082691975 152.801
Stav 5.598620273 59.017709092 110.059
Tron 10.319152630 63.371380847 322.810
Trym 12.381637217 61.422832771 723.940
Tryr 12.381577927 61.423212395 724.795
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A 24-hour GPS data set was collected at 1-Hz from 16:00 UTC (17:00 local) on

September 29, 1997 to 16:00 UTC (17:00 local) the following day, and later thinned to
0.5 Hz. This data will be used for all of the tests discussed in this thesis. The cut-off
elevation angle for all of the analysis was 10°.

The Norwegian Meteorological Institute provided approximate 24-hour average surface
weather statistics for most of the reference stations (there is no data for Kris site). The
measurement terms include temperature (mean temperature, maximum temperature, and
minimum temperature), precipitation/rainfall (24 hours period), mean relative humidity,
air-pressure at sea level, as well as mean wind value, maximum 10 minutes mean wind
value, and maximum gust of wind. The statistical value are based on measurements done
at 06 (07:00 local), 12 (13:00 local) and 18 (19:00 local) UTC.

Temperature, relative humidity and air pressure at sea level are the major terms under all
standard tropospheric models. The distribution maps of mean temperature, mean relative
humidity and atmospheric pressure at sea level are shown in figures A.3, A.4 and A.5.
Considering figure A.3, it is obvious that the atmospheric temperature increased from
east to west. The similar trend for the relative humidity is shown in figure A.4.



164

9
T

Nonhig )

400t

K eArer/Arem

_m‘ s I l’ -1 - ‘”1 - r_A .
300 220 00 O 1000 200 3BT 408 -
Easting (kr} R
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Figure A.5: Atmospheric pressure at sea level (kPa)

Table A.2 shows the 24-hour average surface weather statistical values of measurement
data. The weather over the test period varied from cloudy to clear. No major storm fronts

existed during this time.

Table A.2 Approximate surface weather data for reference sites

Temperature (°C) Precipitation(mm) | Mean Relative | Air Pressure at
. 13 0,

Reference sites Mean Max Min Humidity (%) | Sea Level (kPa)
Ales 11.5 12.6 9.3 1.6 73% 1013.0
Arem/Arer 9.0 159 23 0.1 75% 1019.8
Berg 104 13.1 8.0 08 92% 1020.6

Geimv/Geir 5.7 9.5 20 . 64% *

Stav 109 143 8.7 0.3 90% 10213
Tron 9.6 14.0 62 * 83% 1016.2
Trym/Tryr 44 103 0.8 . 74% 1016.9

Note: *: not available






