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Abstract

This dissertation concerns the study of radio-operated control of an aircraft using
fixed gain and adaptive controllers. The real-time feedback control system is developed to
enhance the flying qualities of an experimental model aircraft. The non-conventional flight
dynamics of the Outboard Horizontal Stabilizer (OHS) aircraft cause significant differences
in the piloting of the aircraft. The control system was added to augment stability as well as
to adjust the flight characteristics so that the OHS aircraft handles similar to a conventional
aircraft.

The control system design process, as applied to recent innovations in aircraft design,
is followed. The Outboard Horizontal Stabilizer concept is a non-conventional aircraft, de-
signed to take advantage of the normally wasted energy developed by the wing tip vortices.

The research is based on a remotely-controlled OHS aircraft fitted with various sen-
sors and telemetry as part of a real time feedback control system. Fixed gain Linear
Quadratic controllers are first applied to the aircraft and result in a dramatic increase in
performance at a nominal operating condition. Non-linearities in the OHS aircraft be-
havior and a wide operating range demanded the development of a variable gain adaptive
controller utilizing a parameter estimation scheme to model the plant. The adaptive LQR

gain-scheduled controller that emerged gave good performance over a wide flight envelope.
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Chapter 1
Introduction

Fly-by-wire systems are becoming more and more common in the aircraft industry.
Military jet aircraft initially employed mechanical actuators and later this new form of
control to enhance flight capabilities. Most fighter aircraft are curently being designed
unstable and with fast dynamics so that they were uncontrollable by a human pilot requiring
the use of a computer control system. The commercial airline industry recently joined this
technology by introducing fly-by-wire systems in their newer aircraft. These systems allow
the flight computer to assume some of the normal responsibilities of the pilot. Also, the
advance of autonomous aircraft for use as high altitude environmental research platforms
and for aerial surveillance urge the continued study of aircraft control systems.

In 1995, control systems research began on a remote controlled (RC) model airplane
at the University of Calgary to study the use of a tele-operated system to improve flying
qualities. In order to carry out these various control system experiments, the aircraft system
needed to be fitted with various inertial and aerodynamic sensors and electronics. To
measure and record the sensor signals, a radio link was required between the aircraft sensors
and the ground based station. This telemetry configuration allowed for ground based

monitoring during the flight experiments as well as real-time feedback control.



2

An innovative aircraft configuration, the Outboard Horizontal Stabilizer (OHS) air-
plane was developed in the early 1990’s at the University of Calgary [18]. The unique
design incorporates twin bifurcated tails located downstream and outboard of each wing
tip. The positioning of the tails in the upwash of the wing tip vortices results in efficient
lifting surfaces. The increased Lift/Drag ratio of the OHS airplane reduces the airspeed
and thrust required relative to an equivalent (gross weight) conventional design [19]. Asa
result, an OHS research aircraft will allow longer and higher flights, and an OHS commuter

airplane will operate with higher fuel efficiency [20].

1.1 Motivation

Microprocessors and Control systems are an integral part in most recently and newly
developed machines. Aircraft control is required to achieve closed loop stability of unsta-
ble and marginally stable aircraft or improve the performance, or maneuverability of fighter
aircraft. Flight controllers also reduce the work load and control complexity on the pilot,
that is, they adjust the flight characteristics of a complex or hard to fly aircraft to behave
like a simpler easy to fly aircraft.

The OHS aircraft configuration has great potential in numerous aircraft applications,
including its present development for high altitude research platforms, for atmospheric
studies. In order to advance and aid the future development of this aircraft, it is neces-
sary to conduct modeling, dynamic analysis, and control system work on this particular

configuration.
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Telemetry is a major component in control systems. The telemetry system conveys
flight data to the computer controller and closes the feedback loop. Design, and imple-
mentation of the telemetry system and accompanying electronics was a major development
task which resuited in a fully operational real-time feedback control system.

The non-linear dynamics associated with the OHS aircraft design promotes the de-
velopment of a variable gain controller structure. The sensitivity of the aircraft pitching
moment to changes in airspeed demands the adjustability in control gains. The adaptive
gain scheduled controller, developed in this work was the result of the need for a self ad-
justing control scheme capable of providing enhanced flying characteristics over a broad
range of the flight envelope.

The non-conventional aspects of the OHS aircraft alters the handling of the aircraft
with respect to a conventional design. A flight controller could transform these handling

qualities to conform with the control attributes of a conventional aircraft.

1.2 Control System Design

There are several steps in the control system design process. Designing control
systems is somewhat of an art; A “feel” for what is going on from past experience usually
results in a more eloquent solution. Note that some steps involve several iterations or trial
and error to complete. In some cases, one must return to the first step and redefine the
problem if a solution is not feasible with the current problem statement.

The first step is to define the problem and control objectives. In this case, there is

a non-conventional model aircraft with unknown flight characteristics. The problem is to
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design a control system to ensure good flying qualities within the entire flight envelope:
take off, climb out, cruise, slow and high speed flight maneuvers, and landing. Also, what
kind of sensors and actuators are available and how do they fit into the control scheme?

The next step is to model the plant. There are several methods in use to model phys-
ical systems such as analytical modelling, and parameter estimation. Analytical models
are developed from physical laws including Newton’s laws applied to force and moment
systems, Coulomb’s law for electromagnetic systems, or Bernoulli’s equations in fluid flow
systems, etc. Parameter estimation is a modelling technique requiring experimental data
from the system. The plant is stimulated with an input signal while the resulting output
signal is measured. The plant model is generated by fitting the input and output data to a
desired function and then solving for the coefficients using an error minimizing technique.

Once the system is modelled, the performance specifications must be set. The re-
sponse times, disturbance rejection, bandwidth and robustness are defined.

Following the performance specifications step, the type of controller must be cho-
sen. There are a number of control strategies available having particular goals and pur-
poses. The control types range from simple proportional feedback, to the more complex
H,, control; fixed gain controllers to variable gain adaptive controllers. The problem is to
choose a suitable control scheme to meet the control objectives. This is one of the most
difficult steps in the control system design process and usually involves a trial and error
methodology. Once the controller type is defined, a controller will be designed to meet the

performance specifications.
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The plant model and controller are then combined and typically simulated on a com-
puter. This step helps to validate both the plant model and the controller. The simulation
is performed to see if the control objectives are met; if not a new controller, model or even
a new control objective may have to be formulated. If the simulation is successful, one can
implement the controller on the physical system.

The last step in the control design process is the implementation of the controller on
the physical plant. The controller and plant are tested to verify that the control objective is
achievable. The process of implementation is not necessarily the final step in the control
system design process. If the control objectives are not met, one may need to go back toa

previous step and make some adjustments.

1.3 OHS Aircraft

The OHS configuration originated at the University of Calgary by Kentfield [18].
Continued development has been carried out by the author and colleagues at the University
of Calgary as part of the SAE Heavy Lift Competition [37]. The OHS configuration is
receiving attention by others in the field of aeronautics. Recently, Scaled Composites
[44], in a joint effort with NASA, started developing a high altitude unmanned autonomous
vehicle (UAV) utilizing the innovative OHS aircraft configuration. However, due to budget
cuts in NASA, the project has been shelved.

The RC aircraft, shown in Figure 1.1, was used as the control system platform for
this research. It was originally designed and built by the author and colleague W.C. Pitstra

as the University of Calgary entry in the 1995 SAE Heavy Lift competition [37].



Figure 1.1 OHS aircraft

The experimental flying model has a wingspan of 2.34 m and the length from nose
to tail is 1.27 m. The total mass of the aircraft, including the telemetry package and fuel
is 6.1 kg. The model airplane cruises at a velocity of 11 m/s and the experiments were
conducted at a nominal operating altitude of roughly 40 m above ground.

The lift/drag ratio of the OHS aircraft is larger than a conventional aircraft because the
tail surfaces are positioned in the upward flow from the wing tip vortices. The horizontal
tail surfaces are able to generate lift with low to negative angles of incidence, while the
vertical tail surfaces, because of their position in the wing tip vortices, are effectively drag
free [18]. Theoretical analysis along with wind tunnel tests show an increase in lift/drag
by up to 30 % [19].

An analytical study of the aerodynamic and gravitational structural loadings was car-
ried out by Kentfield [21]. At first glance, the torsional and bending stresses would appear
to be much higher in the OHS configuration than in a conventional aircraft. However, a

comparison of the OHS design and a conventional aircraft of equal gross weight results in
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lower wing root bending and torsional stresses and slightly higher wing tip torsional load-
ing in flight for the OHS aircraft. Note that the conventional aircraft of equal gross weight
has an increased wing planform area of 18 % to compensate for the negative lifting force

applied by a conventional tail [21].

1.4 Physical System Overview

The physical system composed of the RC aircraft and onboard electronics, data ac-
quisition (DAQ) system and laptop computer, and flight control transmitter was designed to
give real-time feedback control with two controlled inputs and up to five measured outputs.
The sampling frequency is hardware limited to 25 Hz. The control inputs were elevator
to control the longitudinal dynamics and aileron to control roll. The throttle was found to
be ineffective as a control input due to low gain in every axis except forward velocity. The
main concern in this dissertation is longitudinal motion but the aileron control provides a
wing leveling effect eliminating any stick inputs from the pilot during execution of the test
maneuvers.

There are several aerodynamic and inertial sensors onboard the aircraft to measure
the outputs: a downwind pivoted vane measures angle of attack, an anemometer measures
the airspeed, a multi-axis solid state angular rate sensor gives pitch rate and roll rate and re-
spectively pitch and roll after integrating the signals, and a steady state accelerometer gives
vertical displacement after a double integration on the output signal. The accelerometer
was used in place of a conventional pressure type altimeter to achieve greater resolution.

The measurement signals are relayed to the ground via a teiemetry transmitter to a ground



8
based receiver and DAQ. The data is then transferred to the control computer where it is
processed. The feedback data is used in the controller resulting in the two control signals
of elevator and aileron. These control signals are sent to the flight control transmitter via
the DAQ system. The inputs are then sent to the aircraft receiver and subsequently to the

control surface servo motors completing the closed loop control system.

1.5 Contributions

This dissertation provides a method for designing and implementing various con-
troller strategies for a remotely controlled OHS aircraft. Specifically the main contribu-

tions are:

e Introduced and conducted an experimental study on a non-conventional aircraft
control system design, specifically the OHS design of Kentfield [18] resulting in an

aircraft with a high lift/drag ratio and unusual flight dynamics

e Developed and implemented a telemetry, data acquisition and control system for
the OHS model aircraft using standard radio-controlled model aircraft equipment

modified to provide the necessary signals

e Developed an analytical and an experimental model to represent the unusual
longitudinal dynamics of the OHS aircraft using a first principles approach as well

as a parameter estimation method



e Conducted theoretical and experimental research using Proportional, Proportional
plus Derivative, and LQR controllers to study the effects of fixed gain controllers on

the OHS aircraft

e Developed an adaptive gain-scheduled controller for use on the OHS aircraft to

accommodate the variation in dynamics with airspeed

1.6 Organization of Dissertation

The organization of the ten chapters of this dissertation follows the sequence of ex-

perimental development.

Explained in Chapter Two is the background and motivation for the use of aircraft
control systems and illustrates some applications.

Described in Chapter Three are the apparatus and control hardware and software
used for the experiments.

Presented in Chapter Four is a method for analytically modelling the aircraft. A
first principles analysis is discussed resulting in a fifth order linear state space model.

Introduced in Chapter Five is simple feedback control. An outline of the control
theory followed by computer simulations and experimental results.

Described in Chapter Six is the application of Linear Quadratic control to the OHS
aircraft. The controller is designed, simulated and then implemented on the OHS aircraft.

Presented in Chapter Seven is the concept of optimal output feedback. The elimi-

nation of certain less critical states can save on computing time and complexity.



10

Explained in Chapter Eight is a second method for modelling the dynamics of the
OHS aircraft. This process uses the Recursive Least Squares (RLS) parameter estimation
scheme. Using input and output data from the experimental model, a best fit function can
be calculated and used as the basis for a numerical model.

Developed in Chapter Nine is an adaptive controller based on the RLS models deter-
mined in Chapter 8. Non-linearities in the OHS aircraft force the requirement for a variable
gain controller with changes in airspeed. An adaptive LQR gain scheduled controller was
developed to accommodate this need.

Contained in Chapter Ten is a summary of the main results and some direction for

future work.
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Chapter 2
Literature Review

2.1 Introduction

The following is a brief description of prior work in the field of aircraft control. This
dissertation covers a broad range of control issues, including various modelling techniques,
and several control schemes. Also, the issues of remotely piloted and fly-by-wire aircraft
are discussed. The literature review will cover the various control topics as applied to

remotely piloted vehicles (RPV).

2.2 Modelling

Aircraft modelling has been around almost since the beginning of the 20th century
with the invention of the aircraft. The focus of this section will start a little later, closer to
the time of the application of control systems to aircraft.

In 1968, Dommasch et al [9] developed a generalized numerical model of an airplane
based on first principles. The analytical model is a set of differential equations of motion
describing the longitudinal dynamics, as well as, the long and short period modes of an
aircraft.

Several analytical methods used in the mathematical modeling for airplane control

system design are described by Roger [43]. A set of state equations was presented in-
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cluding lifting surface aerodynamics. Also, a three-dimensional turbulence model was
studied.

The research into underwater RPVs runs parallel to the aerial versions. In 1990,
Hopkin et al [16] developed a non-linear model of a simplified two-dimensional under-
water towed vehicle. Wind tunnel tests were used to verify aerodynamic coefficients and
to examine non-linear body lift and downwash effects. A Linear Quadratic controller was
then developed to provide the desired bottom following and altitude control for the vehicle.

Wigdorowitz [51] in 1992 developed a method for determining the validity of lin-
earizing a non-linear model for the purpose of linear controller design. The method was
successfully applied to a dynamic model of a F4-J aircraft and determines when lineariza-
tion is an acceptable qualitative approximation to the dynamic behavior of the non-linear
model.

In 1992 Stevens & Lewis [47] described the flight dynamics of an F-16 aircraft from
the equations of motion. A fourinput, twelfth order non-linear state space model is derived.

The references from above show a number of methods for the modeling of aircraft
dynamics. In particular, the method employed by Dommasch[9] is used as the basis for

the analytical modeling in this dissertation.

2.3 RPV and Fly-By-Wire Systems

The increasing speed and performance of microcomputers has aided the development

of RPV and fly-by-wire systems. This is an ever increasing field of research in both the
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civilian environmental and transportation areas as well as various military applications.
The cost savings and safety issues associated with unmanned vehicles is of prime concern.

In 1980, Ambegaonkar & Ellis [2] described the application of an Intel 8085 Mi-
croprocessor controlling a Mini-RPV. The microprocessor featured preprogrammed flight
control, programmable gain setting, and software implementation of all functions.

The use of a remotely-piloted model aircraft for aerial photography in environmen-
tal applications was investigated in 1983 by Tomlins [48]. The proposed model would
be equipped with automatic flight controllers, digitally encoded radio signals for secure
aircraft command, and a black and white video camera for real-time imagery.

Hill [15] in 1984 describes the use of RPVs in weather research. The RPVs were
flown close to thunderstorms with onboard sensing systems to measure the existing poten-
tial gradients and apply them to the flight controller.

In 1986, Xie & Liu [52] described the application of the D-4 RPV to aerophotogram-
metry, aerogeophysical prospecting, and aerial observation. A high degree of precision is
required in maintaining the flight attitude to ensure the camera is sufficiently vertical to the
ground. Also, the flight path involves a set of equidistant parallel lines, in the horizontal
plane, adding to the control problem.

The pitch axis control system of the QF-4 full scale aircraft target is discussed by
Hartley [14] in 1986. The controller allows the remote operator to pilot the vehicle in
both interactive and automatic modes. The interactive all-attitude pitch rate controller

adjusts the damping ratio to meet the appropriate military specifications.
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Vandersteen [49] in 1986 discusses the avionics for the Lockheed RPV aimed at re-
connaissance and surveillance missions. The Lockheed adaptive modular payload system
uses a standard two-axis gimbal platform for which many forms of imaging sensors can be
installed.

In 1996, Ashely [4] describes the fleet of remotely controlled aerial reconnaissance
planes. The Unmanned Air Vehicles (UAVs) carry compact radar systems which can
distinguish foot-long objects through thick cloud cover. Neither traditional aircraft nor
orbital spy satellites could perform the tasks of the prop-driven UAVs.

The unifying feature of these works is their drive towards an RPV that is capable
of high precision performance, at a reduced cost to the user. In this dissertation, the
objective will be to extend these results. The proposed control algorithm, when applied to
the OHS aircraft, yields superior results in both stability augmentation and adjusting flight

characteristics to that of a conventional aircraft design.

2.4 Aircraft Control

The study of aircraft control systems is a very broad field of research. Military
aircraft were the first to use closed loop control for stability augmentation and for the
improvement in flight perfformance. As the technology and science of controls became
well known, it propagated to the commercial and civilian aircraft industries where it is still
in an infancy period.

In 1975, Larsen [24] describes the development of the RPV technology with respect

to the XQM-103, an extensively modified model 147G drone. Quantitative control system
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flight test experiments involving vehicle improvements, remote piloting techniques and
applications were studied.

Montoya & Jai [34], in 1979 study the microcomputer-based, real-time closed loop
control system as applied to a scale model aircraft. The controller is used for stability
augmentation for the research of stall/spin characteristics of high performance aircraft.

The use of an LQR controller in conjunction with an incremental gradient procedure
for an RPV was used by Dunn [11] in 1980. The incremental gradient technique reduces
the full-state feedback required by the LQR controller to a realizable design.

In 1988, Mudge & Patton [36] describe the design of a sliding mode controller based
on the equations of motion of an RPV. The linear and non-linear model responses were
compared when subjected to the same variable structure control design.

A Kalman filter for tracking translational and angular position, velocity and acceler-
ation of a maneuvering aircraft using remote sensor data was described in 1992 by Mook
& Shyu [35]. A 16 state Kalman filter is designed giving not only the states but also the
control variables consisting of thrust and control surface deflections. In the same year,
Frangos & Yavin [13] proposed a synthesis methodology for automatingthe design of lin-
ear optimal controllers. A de-coupled command tracking multivariable Proportional plus
Integral control structure was employed. The controller design procedure was applied to
the design of a de-coupled lateral control system for an RPV.

In 1995, Linehan et al [27] discuss the design and development work on multivan-
able control strategies on the RPV named the Raven 2. This RPV is a short range aircraft

used for tactical military surveillance. In the following year Linehan et al [28] address the
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problem of accurately tracking a non-zero reference input in the context of multivariable
flight control. In order to position the aircraft accurately in time and space during specific
autopilot maneuvers, a zero steady state error is required. The optimal dyadic pole place-
ment algorithm plus an LQR controller achieves robust performance and zero steady state
error.

The results of the application of an H,, loop sharing controller to the VAAC (Vec-
tored Thrust Advanced Aircraft Control) Harrier STOVL (Short Take Off Vertical Landing)
aircraft was presented by Postlethwaite & Bates [41] in 1998. The suitability of the [FPC
(Integrated Flight Propulsion Control) design was considered.

With such a broad number of proven control algorithms available, an objective of
this dissertation is to apply the results of the above to the OHS aircraft as appropnate.
In particular, since the OHS aircraft design is still in its infancy, it seems appropriate to
begin with the application of classical feedback and an LQR strategy, and the work of [11]

provides an appropriate benchmark for this task.

2.5 Parameter Estimation

Aircraft are becoming more and more complex making it difficult to model the air-
craft analytically. Parameter estimation allows for a mathematical model to be developed
with the aid of experimental input and output data from the physical system. The desired
model may be obtained without the in depth analytical study of the sometimes uncertain

physics in the system.
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In 1981, Coleman et al [7] study the mini-RPV for a wide range of military payload
operations. A control system was developed which relied on the identification of the
aerodynamic derivatives in the three axes using rate sensor measurements and lateral yaw
acceleration.

Lin & Wen [26] in 1989 study a state estimation algorithm for flight measurement
systems as applied to RPV telemetry and control. The system transmits real-time mea-
surement data from the aircraft to the ground.

A framework for the derivation of a Laplace representation of an airframe based on
raw aerodynamic data from both wind tunnel testing and actual flight tests was presented in
1995 by Redling [42]. The process was successfully carried out on the C-141B and A-4D
aircraft at Allied Signal Aerospace Guidance and Control Systems.

The OHS aircraft is an inherently complicated system, making an accurate analytic
model quite difficult to obtain. Futher, the success of the proposed control law is often in
direct proportion to the accuracy of the model. Thus, the need for a system-specific mod-
elling technique, such as parameter estimation, becomes apparent. The aforementioned
works provide an excellent groundwork for this powerful technique, as well as outlining

the necessity of parameter estimation.

2.6 Adaptive and Autonomous Control

Combining aircraft control and parameter estimation is one method of obtaining
adaptive control. In this case, the controller adjusts itself to compensate for varying flight

conditions and situations. Taken one step further, an autonomous aircraft controller no
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longer requires a pilot, but performs the prescribed mission without the aid of human inter-
vention.

In 1984, Mizell [33] discusses the hardware and software requirements for a fully
autonomous aerial vehicle for military applications. The concepts of preparation for the
mission, perception of the surroundings, and reaction to the perception of the situation are
studied.

The flight control with nonlinear parameter correction based on a model reference
adaptive structure for cases with misspecified system dynamics is studied by Krutova &
Rutkovskii [22] in 1992.

A gain scheduled controller design for a missile longitudinal autopilot was presented
in 1993 by Shamma & Cloutier [45]. The missile dynamics were modelled as a quasi-
linear parameter varying form via a state transformation. A robust controller using p —
synthesis was designed to give angle-of-attack control using fin deflections.

Neidhoefer & Krishnakumar [38] discuss a project focussing on the design, imple-
mentation, and verification of concepts in immunized neurocontrol as applied to a remotely
piloted model aircraft in 1994. The aircraft is trained off-line based on collected piloted
data. Closed loop control is accomplished with a PC based controller.

In 1996, Amato & Ambrosino [1] design a flight control system for the tracking
of a parabolic trajectory producing a micro-gravity environment. The combination of
feedforward control guaranteeing good tracking and gain-scheduled output feedback to
minimize the steady state error were employed. A simulation was carried out for a remotely

piloted vehicle.
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In this thesis, the above works are used as a springboard to achieve a new variation

on an adaptive, gain scheduled controller. In the spirit of [22] and [45], a controller is
designed that incorporates both parameter estimation and LQR control. The result is an
adaptive LQR gain scheduled controller that constitutes a precursor to autonomous flight

for an OHS aircraft.

2.7 Summary

The prior work in the flight control systems field as applied to remotely piloted ve-
hicles is discussed in this chapter. Areas of interest include: modelling, remotely piloted
vehicles, various control structures, parameter estimation, and adaptive and autonomous
control. These aspects of aircraft control are discussed further in this dissertation includ-
ing a discussion of design, simulation and experimental analysis. Separate components are
combined into an innovative structure as applied to a unique aircraft design. An adaptive
controller utilizing parameter estimation, and LQR control are developed around the OHS
model aircraft in an attempt to improve the flying qualities in a major portion of the flight

envelope.
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Chapter 3
Aircraft and Instrumentation

3.1 Introduction

The process of instrumenting a radio controlled model aircraft has a number of diffi-
culties such as radio interference, sensor compatibility and data acquisition issues. These
problems as well as the steps taken to resolve the problems are examined.

Describe in this chapter are all the necessary components of the control system start-
ing with the aircraft itself. The aircraft is an unconventional design adding to the com-
plexity of the instrumentation. After a description of the aircraft and the overall control
system, each component is examined in detail starting with the aircraft telemetry system,

continuing on to data acquisition, and ending with how the pilot controls the aircraft.

3.2 System Overview

There are three major components in the closed loop real time feedback control sys-
tem: the OHS remote controlled aircraft, the pilot control transmitter, and the computer
controller. A schematic diagram of the physical components is shown in Figure 3.1. The
dashed lines denote radio links, described in Sections 3.2.7 and 3.2.10, while the solid lines
indicate hard wire connections consisting of both analog voltage signals as well as digital

streams of data.
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Figure 3.1 Control System Schematic

Alternatively, a computer processor and a recording device could have been installed
directly onboard the aircraft eliminating the need for a downward telemetry link. The
computer controller and data storage system would be confined to the aircraft, and the flight
data could then be analyzed post flight. However, the ability to monitor the experiments
from the ground and make changes, (i.e. control gain adjustments) during the flights seem

to be more advantageous for research purposes.

3.2.1 Aircraft Construction

The OHS model aircraft is constructed of various materials in an attempt to optimize

the structure for strength, weight, and ease of assembly, as an entry into the 1995 SAE aero
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design competition. The materials include: balsa wood, spruce, carbon fiber, fiberglass,
aluminum, steel, styrofoam and a heat shrink mylar film for the covering.

The fuselage is built up from a balsa wood frame and sheeted with 0.8 mm balsa.
The entire structure is then covered in fiberglass cloth with specific reinforcements at the
wing and landing gear attachment points. The K&B 10 cc two stroke engine is attached
to the carbon fiber firewall with rubber engine mounts. The aluminum cantilevered main
landing gear is also attached to a carbon fiber block mounted within the fuselage. The nose
gear is a 4.8 mm diameter spring steel rod affixed to the firewall. Air filled rubber tires
were used for the experiments to accommodate grass and rough surface runways.

The wing is the most intricate component of the OHS aircraft. The shape is critical
in providing lift and the least amount of drag as possible. The high lift airfoil section is

shown in Figure 3.2. A Gurney flap was also applied to the trailing edge of the wing on
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Figure 3.2 The Selig S1223 airfoil at zero degrees angle of attack

the high pressure surface. This flap increases lift by up to five percent at high angles of
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attack, while not appreciably increasing the drag. Full span flaperons were installed on the
wing to give roll control when used differentially in aileron mode or to adjust the lift and
drag on the wing when used as flaps. A conventional aircraft has a wing supported at the
fuselage alone while the OHS configuration requires support for the tail boom assemblies
at the wing tips. This increases the structural complexity of the wing. The wing is of
built up construction using balsa ribs and sheeting, and full span spruce spars reinforced
with carbon fiber. The center section near the fuselage is also reinforced with a fiberglass
wrap to withstand the excessive bending loads at the wing root. Also, the wing tips were
reinforced to handle the bending and torsional forces applied by the tails.

The boom and tail assemblies are quite distinctive on the OHS aircraft. The booms
are made from carbon fiber tubes which exhibit very little twist and bending when loaded
by the tails. The tail sections are of styrofoam core and sheeted with 0.8 mm thick balsa.
A solid balsa block joins the vertical and horizontal tail sections to the boom. Both the
wing and tails are covered in a heat shrink mylar film witch adds some strength and results
in a smooth finish. Both horizontal sections contain elevators for pitch control and the

vertical surfaces contain rudders for yaw control.

3.2.2 Radio Gear

The aircraft is controlled using a Futaba Skysport six channel FM radio. The onboard
receiver is located in the front of the fuselage behind the engine firewall. The receiver is
powered by a five volt battery pack which is also used to drive the servomotors. The

throttle and nose-gear steering use a standard Futaba 148 servomotor, both being located
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in the fuselage. Each flaperon has an Airtronics 94141 high-torque micro servo located
directly in front of the respective control surface. The elevators and rudders use Airtronics
94143 micro servos also located in close proximity to their respective control surface. This
eliminates the need for elaborate mechanical linkages. However, the long power and signal
wires used to drive the servos needed to be shielded so as not to interfere with the telemetry
transmission and vice versa. Before the long servo wires were shielded, they acted like a
giant antenna receiving radio interference from the telemetry transmitter antenna extending

from the rear of the fuselage and running parallel to the tail booms.

3.2.3 Telemetry System

The onboard telemetry unit contains four sensors, a transmitter, and a power supply.
An angle of attack meter and an airspeed sensor are located mid-station on the right wing
as shown in Figure 3.3, while an angular rate sensor and an accelerometer are located at
the aircraft center of gravity within the fuselage. The telemetry transmitter, along with the
power supply and sensor signal conditioner are also located within the fuselage as depicted
in Figure 3.4. All components are encased in foam padded aluminum boxes for increased
electromagnetic shielding and security.

Radio interference from the telemetry transmitter has been a major factor in this
project. Several components were replaced with alternatives due to their sensitivity to ra-
dio noise. A differential pressure transducer employing strain gauges was used to measure
airspeed in conjunction with a Pitot tube. The bridge circuitry in the pressure transducer

was very sensitive to electrical noise and therefore could not be used. Therefore, an alter-
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Figure 3.3 Speed sensor and angle of attack meter mounted on wing

nate airspeed sensor was designed. Also, operational amplifiers were found to be greatly
affected by the induced noise in the telemetry circuitry. Several attempts at reducing the
noise with shielding, diodes, and electrical isolation circuitry failed. The options were ei-
ther a new transmitter or replace the affected components, the latter being the most effective

in terms of cost and time.

3.2.4 Sensors

There are four sensors located onboard the OHS aircraft. A potentiometer is used
to measure the angular deflection of a downwind pivoted vane to provide angle of attack.
The multi-axis angular rate sensor measures pitch rate and roll rate, and when the signal is

integrated, will give pitch and roll respectively. An accelerometer is used to measure ver-
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Figure 3.4 Telemetry package within aircraft fuselage

tical displacement, or altitude, and an anemometer (propeller driven DC motor) measures
airspeed.

The angle of attack sensor measures the angle between the relative wind and the wing
chord. The vane depicted in Figure 3.3 is made of a thin steel plate attached to a steel tube.
A counter weight mounted in the nose of the tube statically balances the vane so it lies
horizontally when undisturbed. The vane is pivoted on a 5 k{2 potentiometer mounted to a

fixed arm relative to the wing. The endpoints on the resistor are wired to common ground



27
and five volts while the wiper is the output signal. The change in the angle of the vane
thus results in a change in voltage reading with respect to ground through the potentiometer
giving angle of attack in volts.

Also mounted on the same fixed arm is the air speed sensor also shown in Figure 3.3.
Airspeed is a measurement of the forward motion of the aircraft through the surrounding
air. In zero-wind conditions, and body axis coordinate system, the airspeed and forward
velocity of the aircraft are identical. This airspeed sensor is analogous to a stationary wind
powered generator. A small turbine blade (propeller) is mounted to the shaft of a small
DC-motor acting as a generator. When the airspeed is sufficient to overcome the friction
in the rotor, the turbine will spin. This rotation will electromagnetically generate a small
voltage. The turbine rotational speed is proportional to the airspeed, and the generator
output voltage is proportional to its rotational speed. Therefore a proportional constant
between airspeed and voltage produced can be determined.

The angular rate sensor is located within a 9.0 cm foam filled aluminum box on the
center of gravity of the aircraft. The Watson Industries “tuning fork™ angular rate sensor
model No. ARS-C332-1A [50] has three sensing axis and a nominal full scale output of
4300 degrees per second at respectively £10.0 V. The unit is 2.9 cm wide by 5.1 cm
long by 5.2 ¢cm high and a mass of 85.0 grams. This transducer consists of two pairs of
piezoelectric Bender elements as shown in Figure 3.5.

The two piezoelectric Bender elements are mounted end to end with a 90 degree
rotation. The base mounted element is driven such that the sense element swings in a

reciprocating arc. When a rate of rotation exists, conservation of momentum causes a
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Figure 3.5 Internal diagram of the angular rate sensor

bending in the sense element in turn causing a change in the piezoelectric voltage which is
proportional to the angular rate. The phase of the output is dependant on the direction of
rotation giving measurement about all three axis. The tuning fork arrangement (i.e. two
pairs of piezoelectric elements) reduces the effects of external vibrational and acoustical
noise.

The Crossbow Technology Inc. tri-axial steady state accelerometer model No. CXL-
04M3 [8] is also located on the center of gravity of the aircraft. It has a full scale output
of + 4.0 g with a nominal sensitivity of 500 mV/g. The package dimensions are 2.5 cm
square at the base and 1.9 cm high with a mass of 20.0 grams. The sensing element is a sil-

icon micromachined capacitive beam held in a force balance. The accelerometer measures
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a range from steady state, or DC, up to 100 Hz. This allows altitude, measurements af-
ter a double integration of the vertical acceleration signal. The accelerometer signal must
therefore be corrected depending on the pitch of the aircraft.

The accelerometer is mounted inside a 6.0 cm cubed foam filled aluminum box. A
115.0 gram lead mass is attached to the accelerometer to increase the inertial mass of the
sensor in an attempt to reduce the measured engine vibration noise. The following devel-
opment shows how increasing the mass reduces the susceptibility to external vibration.

The accelerometer-aircraft system can be modeled as in Figure 3.6 with the mass

being the accelerometer and the spring and damper together comprising the foam.
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Figure 3.6 Mass-Spring-Damper system

The equation of motion can be written as follows:
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The system can be transformed to the Laplace domain and rearranged as:

To(s) cs+k 1 ecs+k

- T meali fgu & 3.2
xa(s) m32+CS+k m32+ﬁs+ﬁ ( )

Equation 3.2 shows that by increasing m, the displacement of the sensor z, for a
given displacement in the aircraft z, is reduced, thus reducing the susceptibility of the
accelerometer to high frequency vibration caused by the engine. The reduction in damping
() is not sufficient to cause an underdamped response and the reduced natural frequency

(&) s still far above the useful bandwidth of 5 Hz.

3.2.5 Sensor Calibration

Each sensor must be calibrated to standard metric units before their signals can be
utilized in the experimental setup. The calibration constants are applied to the signals in
software before being used in the controller. Simple calibration techniques were employed
since a high degree of accuracy in the calibration factors is not required. Since experimen-
tal errors due to noise and other disturbances will be larger, a five percent error tolerance for
all sensors is acceptable for this application. This research is more interested in the relative
response of the system under varying conditions as opposed to precise physical quantities.

The angle of attack sensor was calibrated using a protractor. The vane was rotated
through its range of motion at several intervals while recording the outputs as measured
by the laptop computer. The results were plotted on a graph shown in Figure 3.7 giving
a straight line; the slope of which was taken as the calibration factor. The angle of attack

calibration factor was 44 counts per degree with a correlation coefficient of 0.995. The
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Figure 3.7 Angle of attack calibration curve

counts, or clock ticks are the units of measure outputted by the DAQ system. This is
explained in more detail in Section 3.2.8.

The airspeed sensor required the use of a wind tunnel for calibration. The sensor
was placed inside an open jet wind-tunnel with a cross sectional area 137 cm wide by 76
cm tall and a maximum air velocity of 16 m/s. The output was measured incrementally
from zero to maximum speed and then back to zero, and plotted on a graph as shown in
Figure 3.8.

The increasing and decreasing paths are nearly identical indicating that there are no
hysteresis effects. The slope of the curve was taken as the calibration factor. The outputis
measured in counts or clock ticks which is described in Section 3.2.8. The airspeed sensor

calibration factor was 152 counts per m/s with a correlation coefficient of -0.997.
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Figure 3.8 Anemometer calibration graph

Since the accelerometer is able to measure steady state acceleration, it was calibrated
with the use of gravity. The accelerometer was first placed on a flat surface and a reading
was taken. It was then turned through 180 degrees until it was upside down and another
reading was taken. The accelerometer had just experienced a change in acceleration of
-2 g (—19.62 m/s?). The change in acceleration divided by the change in output reading
gives the calibration factor of 204 counts per m/s? for the accelerometer.

There are a number a ways to calibrate an angular rate sensor (gyro), most of which
require some sort of constant angular rotation device (i.e. a turntable). This was not
necessary for this setup because the gyro signal is integrated by the computer (see Section
3.2.9). The integrated gyro signal yields angle from angular rate giving the means for
static calibration. The gyro was rotated incrementally through an angle of 90 degrees

while recording the output values. These data generate a straight line on a graph as shown
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in Figure 3.9; the slope of which is the calibration factor for the gyro. The angular rate
sensor calibration factor was 39 counts per degree for both the pitch and roll axis with a

correlation coefficient of 0.996.
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Figure 3.9 Angular rate sensor calibration curve

3.2.6 Signal Conditioning Circuit

The sensor signals must be adjusted to fit the input requirements for the telemetry
transmitter. The transmitter requires a DC signal from 1.0 to 4.0 V, therefore output of
each sensor must be altered to conform to these specifications. Also, the sensor signals are

filtered in order to reduce noise associated with engine vibrations.
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Initially, operational amplifier (opamp) circuits were used to amplify the signals and
provide DC offsets where needed. This proved unsuccessful in that the opamps were
unstable, or erratic, in the presence of the electrical noise emanating from the telemetry
transmitter. Significant effort was expended trying to solve the noise problem. Attempts
at filtering, shielding and isolation of the transmitter noise proved to be in vain. The signal
conditioning circuitry was then restructured to eliminate all active electronic components
(i.e. opamps) and replace them with passive ones (i.e. resistors and capacitors) that are
less susceptible to radio and high frequency disturbances. Also, a differential pressure
transducer used for measuring airspeed in conjunction with a Pitot-static tube was replaced.
The sensor used strain gauges mounted to the surface of a diaphragm. The strain gauges
measured the deflection of the diaphragm due to the differing pressures on either side.
The bridge circuit that produced the signal was very sensitive to electrical noise and every
attempt at filtering and isolation failed to resolve this issue. The output would simply
saturate to the upper rail voltage making the sensor useless. The sensor was replaced by
the anemometer in the form of a turbine driving a small DC motor as mentioned in Section
3.24.
The angle of attack sensor uses a 5 kQ potentiometer as mentioned in Section 3.2.4.
This potentiometer is an artifact of the original radio transmitter as discussed in the follow-
ing section. The output signal already conforms to the necessary transmitter specifications
of 1to 4 V, therefore, the angle of attack sensor is connected directly to the transmitter.
The DC motor of the velocity sensor required more extensive circuitry. The output

of the motor ranges from zero volts at zero speed to 0.5 V' at the full speed of the wind



35

5.0 volts
7.5 kOhm
Negative
Motor = 2.0 volts
Terminal
5.0 kOhm

Figure 3.10 Voltage divider resulting in a 2 Volt reference

tunnel (Voax =~ 16 m/s). The signal needed a DC shift to bring it into the acceptable
range required by the transmitter input. This was accomplished by attaching the negative
terminal of the motor to a voltage divider at two volts as shown in Figure 3.10. The
output then ranges from 2 to 2.5 V. This is an acceptable signal range and should provide
enough resolution (94 counts per m/s). Amplification of the velocity sensor signal would
require an opamp circuit which determined to be incompatible with the radio transmitter as
mentioned previously in this section.

The angular rate sensor is powered by a +15 V' dual supply, with a common ground
connection. The outputs vary between -10 and +10 V so the signals require a DC shift as
well as a scaling of the signals. The gyro has bias lines on the outputs so a voltage divider
for each output was set up at 2.5 V to shift the signals. The outputs were then scaled using
separate voltage dividers to reduce the signal by a factor of seven. The resulting outputs fit

into the necessary specification of 1to4 V.
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The accelerometer uses a +5 V single ended grounded supply with a nominal output
of 2.5 V. The full scale output is from 0.5 to 4.5 V at +4 g which is very close to the
required specification. The accelerometer output was therefore left unaltered. The aircraft
should not experience more than +3 g in normal operation producing voltage levels within
the 1.0 to 4.0 V transmitter limits.

The two gyro, and accelerometer sensor signals were filtered before being transmitted
to the ground using three integrated circuit (IC) chip filters. The pre-filtering is done in
the aircraft before transmission because the unfiltered signals were saturating the inputs on
the transmitter. A reduction in the gain levels would also compensate for this problem
except there would be a loss in resolution with the attenuation of the signals. The signals
are filtered again in software using native Labview [23] filters on the ground. The gyro
and accelerometer pick up vibration from the engine at frequencies corresponding to the
operating speeds between 3500 and 10 000 rpm or 58.33 to 166.66 Hz. The outputs
of these sensors are filtered through active eighth-order low pass Butterworth filters, with
15 H =z cut-off frequencies which is well below the minimum engine speed. The comer
frequency is defined as the point where the filter output is 3.0 dB below the DC gain of
the filter and is set by placing a capacitor on the external clock input. The capacitance
value dictates the clock frequency which in turn adjusts the comer frequency. The ratio
of clock frequency to corner frequency is 100, as set by the manufacturer, thus the clock
frequency was chosen to be 1500 Hz giving a corner frequency of 15 Hz. The Maxim

switched-capacitor Butterworth filter (Max291) was used because of the flat pass band
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Figure 3.11 Frequency response of the hardware filter (Max291) shown with a corner
frequency of 1 kHz

characteristics. The frequency response of the MAX?291 filter is shown in Figure 3.11
[32]. Note that these manufacturer graphs use a corner frequency of 1.0 kHz.

Initially, the filters were affected by the radio noise. 0.01 uF capacitors were placed
between the filter outputs and ground to fix the problem. These filters substantially reduced
the associated noise while not adversely affecting the desired signal. Figure 3.12 shows

the signal conditioning circuit and filters.

3.27 Telemetry Transmitter

The five sensor signals are transmitted to the ground-based receiver via a nominal

75 MHz frequency modulated radio transmission. The telemetry transmitter/receiver is an
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Figure 3.12 Signal conditioning circuitry

RC aircraft radio system operating on a marine frequency to eliminate signal interference
between the aircraft flight control radio and telemetry radio.

The transmitter is an Airtronics six channel FM aircraft radio. The transmitter was
stripped down to the radio frequency (RF) card, antenna, and multiplexer card. Originally,
the transmitter inputs were attached to 5 kQ2 potentiometers operated by the control sticks.
For use as a telemetry system, the potentiometers were removed and replaced with the mod-
ified sensor outputs. Initially, the telemetry transmitter operated on a model aircraft radio
frequency of 72.610 M Hz. This caused interference with the pilot transmitter because
of the proximity to the aircraft receiver. The fact that the aircraft receiver was so close to
the telemetry transmitter, and the frequencies were relatively close resulted in cross talk in-
terference from the side bands. The change was then made to the current 75.510 MHz

model marine frequency to avoid such interference. The ground based telemetry antenna
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Figure 3.13 Telemetry transmitter

was also increased in length from a quarter wavelength to a half wavelength. This change
increased the usable telemetry range of the aircraft to roughly 500 m. Figure 3.13 shows

the stripped down telemetry transmitter within an aluminum box.

3.2.8 Data Acquisition

The telemetry radio receiver is mounted inside a data acquisition (DAQ) box that is
wired to the computer and the pilot transmitter. The output of the receiver is a pulse width
modulated (PWM) signal operating at a frequency of S50 Hz. The PWM signals normally

operate the servomotors in an aircraft but in this case are used as telemetry channels. Five



40
of the six available channels are being used for data acquisition. The sixth receiver channel
is not connected but may be used in the future.

The PWM signals are demodulated with the aid of an 8 M H z clock frequency. Each
sample is 0.02 seconds long or 1.6 x 10° clock ticks (counts) long. Each signal is modulated
into a pulse whose width is proportional to the signal level: 1.0 V = 7.0 x 10 counts and
4.0 V = 1.6 x 10* counts. The pulses are then stacked serially into the whole pulse group
with a four count dead-time in between pulses. Thus the total width of the pulse group is
the sum of the six signal pulse widths. Figure 3.14 shows all of the pulses before they are
de-multiplexed. As one pulse widens, the rest of the pulses shift to the right and vise versa.
The time, in clock ticks, between the leading and trailing edges of each pulse is measured in
the channel sequence: one, three, five, two, and four, over two complete cycles. Alternate
pulses are measured because the gaps between the pulses are too short to pick up the leading
edge of the next consecutive pulse. For example, channel one is measured in clock ticks,
this value is transferred to a memory buffer and then the next channel, channel three, is
measured and the value is stored, and so on. The resulting sampling frequency is 25 Hz
because it takes two cycles to retrieve one sample of data.

The telemetry signals, along with the elevator and throttle inputs, are converted from
numeric values to a digital stream and then sent to the laptop computer over the serial port.
The serial signal consists of 15 bytes, a lead byte and 14 data bytes. Each of the five data
channels and two control stick channels uses two bytes, a high byte and a low byte, giving a
16 bit resolution from 0-65535. The lead byte is identified by a one in the most significant

bit (MSB) while the data bytes all have zeros as their MSB. This zero MSB for all the data
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Figure 3.14 Pulse width modulated receiver signal

bytes is accomplished in two steps. The first step is to limit the maximum value to 32767
keeping the MSB of the high byte of each channel a zero. The second step is to force
the MSB of each low byte to zero and map those bits onto the lead byte. For example,
if the MSB of channel one is a one, then it will first be converted to a zero, and the least
significant bit (LSB) of the lead byte will be a one as shown in Figure 3.15.

Control signal data is received by the DAQ box from the laptop computer in a similar
manner. In this case, there are only the two control stick signals, elevator and throttle, being
outputted from the computer. This gives one lead byte and four data bytes. The signals
received from the laptop computer are decoded and then sent to the pilot transmitter after
passing through 12 bit digital to analog (D/A) converters. The encoding and decoding
process is done with a Z80 based embedded controller with 32k RAM, 8k ROM, and a

2M hz clock frequency, running an assembly based program. The DAQ box was designed



Origisal Data Encoded Data Packet
MSB LSB
MSB LsSB 1 1t Jo 0 lo {1 [§ Jleadiye tyic
Chan 1 high byte[ g 1 |o 1 o l1 0 |1 Jo J31 |t Jo |1 1_| Chen
Chan llowbyteg=t=3""To |1 lo |o |1 jo o Jo |1 Jo Jo |1 Jo | Chentlowtre
Elevator signal ' :
Highbye[ 0 o [0 o {1t [1 Jo Jo o Jo |a o |1 |10 JoO
Lowbyte ™} |0 (1 |8 jOo o [1 fo 0o Jo J1 |1 jo o111 Jo

Figure 3.15 Encoding the serial byte stream

to be expandable by reprogramming the software and adding more D/A converters. Figure

3.16 shows inside the DAQ box.

3.2.9 Computer Controller

The ground based computer controller is a Digital Pentium 233 laptop with 48 M B of
RAM and a 4.0 GB hard drive. The data collection, and signal processing, is programmed
in Labview [23], an instrumentation software package that enables a computer program to
run in the background of a graphical user interface. The programming language is called
G for graphical programming. Instead of text based languages such as C, this language
uses wiring diagrams. A sample program is shown in Figure 3.17. The actual Labview
program is shown in Appendix A.

The Labview program reads the serial data one 15 byte packet at a time. This is
accomplished by searching for a one in the MSB of the byte stream. When the lead byte
has been located, the next 14 bytes are read from the serial buffer. An error checking
routine checks the next byte for a one in the MSB verifying the lead byte. If the next byte

is verified as the lead byte, then the packet is used, otherwise, the faulty packet is discarded



Figure 3.16 Data acquisition box containing telemetry receiver, A/D to computer and
D/A to flight transmitter

and the search for the next lead byte continues. The data is decoded (i.e. reassembled),
and de-multiplexed to form the original seven data channels.

The main program uses a while loop that waits for data samples to appear in the
serial buffer. This times the program execution with the sampling interval of 25 Hz dic-
tated by the DAQ system. The raw data is calibrated, using the calibration factors from
Section 3.2.5, to standard SI units. The sensor and pilot stick signals are stored to an ASCII
spreadsheet file on completion of the experiment. The data can then be analyzed at a later

time.
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Figure 3.17 Sample Labview diagram

Closed loop control experiments were also conducted using this system. During

closed

Figure

loop control, the sensor signals are used as feedback to the controller as in

3.18.

The sensor signals, along with the pilot stick inputs, are processed by the controller.

The output of the controller (i.e. controlled elevator and aileron signals) is then converted

to a serial byte stream and returned to the DAQ box. The encoding process is accomplished

in the same manner as described in Section 3.2.8. The controlled signals are then sent to

the pilot transmitter which are then conveyed to the aircraft actuators.
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Figure 3.18 Feedback control diagram

3.2.10 Pilot Transmitter

The pilot is in one way communication with the aircraft, sending signals via the
Futaba six channel FM aircraft radio which operates on a frequency of 72.910 M Hz. The
radio transmitter operates in two different modes. In the first mode, MANUAL CON-
TROL, the pilot has full authority of all the controls including throttle, rudder, aileron and
elevator. While in the second mode, COMPUTER CONTROL, the computer takes con-
trol of elevator and aileron. The pilot however, remains in control of rudder and throttle.
The pilot can choose which mode is active with a toggle switch located at the top of the
transmitter as shown in Figure 3.19. In both modes, the stick signals are sent to the DAQ
box and relayed to the computer over the hard wire connection between the transmitter and
the DAQ box. In the case of an emergency situation, the pilot can at any time re-assume
full control of the aircraft with the computer-manual control toggle switch.

The pilot can also control the on/off state of the transmitter on board the aircraft.
Interference from the telemetry transmitter can cause the receiver in the aircraft to lose

reception from the pilot transmitter. In these situations, the pilot can shut off the power
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to the telemetry transmitter from a switch on the pilot transmitter. A power MOSFET
(metal oxide semiconductor field effect transistor) switch is connected to the power supply
of the telemetry transmitter and to a spare channel on the aircraft receiver. This channel is

controlled by the channel five toggle switch located on the pilot transmitter.

<>

asEaE

an/computer contzel

;;elemetry
TX Switch

Figure 3.19 Pilots transmitter

3.3 Summary

Presented in this chapter are the major issues associated with the instrumentation of

the remotely controlled OHS aircraft. Sensor suitability, radio interference and data acqui-
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sition were major problems pertaining to the experimental setup. The radio interference
issues were solved with appropriate sensor selection, shielding of external wires, the use of
capacitors on the outputs and replacing the opamp circuits with passive components. The
result is a full functioning real-time feedback control system operating at a sampling fre-
quency of 25 Hz. The five sensor outputs include pitch rate, roll rate, vertical acceleration,

airspeed, and angle of attack and the two inputs elevator and aileron.
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Chapter 4
Theoretical Modelling

4.1 Introduction

A plant model is a necessity in the control system design process. The model initiates
the direction for the rest of the control procedure. The complexity, or order of the model
dictates certain factors such as using state feedback or output feedback. If the states are
not available as outputs, an observer is required. These and other such considerations must
be made when developing the theoretical model.

The aircraft model is based on the longitudinal dynamics of the OHS aircraft. These
are essentially the pitching motions about the center of gravity, and variations in velocity
and altitude. The lateral dynamics, consisting of the rolling and yawing motions, are not

considered at this time.

4.2 First Principles

The first approach, and the concern of this chapter, is an analytical model based on

Newton’s second law of forces

\g)
M
[

ma = Mz 4.3)

Y M = Ia=106 (4.9)
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where F = force, m = mass, a = # = acceleration, M =moment, / = moment of inertia, a =
0 = pitch acceleration. The aerodynamic and inertial moments were taken about the center
of gravity of the aircraft. This included lift and drag forces on the main plane, tail surfaces

and fuselage as well as the pitching moments of the wing and tail.

L = qSCL (45)

D q4,Cp (4.6)

where g = dynamic pressure, S = planform area, C, = lift coefficient, A; = frontal area,
and Cp = drag coefficient. The coordinate system is then transformed from body axis to
global coordinates using an Euler transform. The modelling approach used was developed

by Dommasch et al [9] and modified to account for the OHS configuration.

4.2.1 Lift

The most important concept in an aircraft is how lift is produced and on the OHS
aircraft, the overall lift is generated in an unusual manner. The lift on the OHS aircraft is
produced by both the wing and the tails, as opposed to conventional aircraft where the tail
is nominally non lifting or slightly negative lifting. For these reasons, a brief discussion
on the subject follows.

Lift is the component of the external forces on the aircraft that is orthogonal to the
relative velocity of the aircraft. The magnitude of the lifting force must be equal to the
weight of the aircraft in non accelerating straight and level flight. In the case of the OHS
aircraft, all the lift is generated by the wing and tail surfaces in horizontal flight. The cross

sectional shape, or airfoil section, provides a significant amount of the overall lift The
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airfoil is shaped to induce a faster airflow over the top surface as compared to the bottom
resulting in a lower pressure. The pressure differential, shown in Figure 4.1 [12], produces

a net lifting force on the wing. Also, the angle at which the wing strikes the airflow, or

& 39e+01

3 17e-00

-4 78e+01

2 -3 §3e+0)

-1 48e-02

-2 51e02

-3 01e-02

Cantours of Static Pressure |pascal) Nov 26, 1998
FLUENT 40 |2d. segregated. raghe)

Figure 4.1 The Selig S1223 airfoil shown with a pressure distribution at zero degrees
angle of attack

angle of attack, dictates the amount of lift generated. An increase in angle of attack results
in an increase in lift as shown in Figure 4.2. The lift coefficient curve was calculated via
X-Foil [10]. This is a linear curve until the stall occurs at roughly 14 degrees. This is the
point at which the flow detaches itself from the upper surface. The detached flow region

causes a dramatic decrease in lift and corresponding increase in drag.
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Figure 4.2 Lift coefficient vs angle of attack for the Selig S1223 airfoil without a gurney
flap (Lift calculations performed via X-foil)

4.3 Non-Linear Dommasch Model

A non-linear set of differential equations is developed in [9] describing the longitu-
dinal dynamics of a conventional aircraft. Modifications to the original equations in [9]
were required to take into account the difference in the dynamics between the OHS and
conventional aircraft configurations.

The differences between an OHS and a conventional aircraft are most apparent in the

way the airflow behaves on the horizontal tail surfaces. In a conventional design, where
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the single tail is centrally located behind the mainplane, the tail encounters the downwash
from the mainplane. Conversely, the tails of the OHS aircraft are located in the upwash

generated from the wing tip vortices as shown in Figure 4.3.

Figure 4.3 Wing tip vortices

Figure 4.4 shows a graphical representation of the flow field downstream of the right
wing tip. The horizontal tail surfaces, existing in the upward flow regime, are able to have
a negative angle of incidence while maintaining a positive angle of attack. The lift vector
is now skewed forward as shown in Figure 4.5, negating some drag resulting in a very
efficient lifting surface. Conversely, on a conventional aircraft horizontal tail, located in
the downwash behind the wing, a positive angle of incidence would be required in order to
create lift. The result is a lift vector skewed aft, adding to the drag already present.

The vertical tails also experience similar benefits being positioned within the wing tip

vortices. A cross or inward flow, as seen in Figure 4.6, allows the vertical tails to be angled
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Figure 4.4 Flow field downstream of the right wing tip for an eliptically loaded wing

outward slightly. The angles are exaggerated for visualization purposes.- The sideways
force vector is skewed forward actually negating the drag of the vertical tail.

The relative stability of the aircraft is also altered due to the unusual tail placement.
Consider the OHS in straight and level flight. As the nose pitches up, the lift coefficient
increases on the mainplane due to the increase in angle of attack, thus resulting in an in-
crease in the strength of the wing tip vortices. The tails, positioned in the upwash, react to

the altered flow with an increase in the lift generated, providing a stabilizing, or nose down,
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SIDE VIEW OF HORIZONTAL TAIL
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Figure 4.5 Effects of tip vortices on the horizontal tails

pitching moment. This damping or leveling effect occurs similarly for the nose down case,
resulting in a moderately damped, stable aircraft.

Conversely, in a conventional aircraft, as the nose pitches up, the same increase in
lift coefficient is experienced by the mainplane resulting in stronger tip vortices. Now,
since the tail is positioned in the downwash flow regime centered behind the wing, there
is a downward force, or a nose up moment. This initially aggravates the nose up attitude
until other aerodynamic forces drive the nose back down. The nose down case can also be
seen to provide an upward force on the tails forcing the nose down even farther. The result

is an aircraft with lower stability and lower longitudinal damping than an OHS aircraft.
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Figure 4.6 Effects of tip vortices on the vertical tails

The differences in aircraft dynamics are predominantly embedded in the pitching

moment coefficient derivative in the following equation.

dCL: 15:q:
da, gSc

4.7

r
CMcg=CMac+CL'Z“— (a—iw+it+s)

where C\s., = coefficient of pitching moment about the ¢ of g, Carac = coefficient of pitch-
ing moment about the aerodynamic center, C = lift coefficient, ' = distance from c of g
to neutral point, ¢ = wing chord, a = wing angle of attack, ¢ = incidence angle, [ =cof g
to tail distance, S, = tail planform area, and g = dynamic pressure. The  term is the an-
gle that the airflow is turned by the main plane before it strikes the tail, also known as the
downwash angle, or upwash angle for an OHS. The OHS aircraft has a positive € while in

a conventional aircraft ¢ is negative. This effect can be seen graphically in Figure 4.7. In
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particular, the pitching moment coefficient, for the OHS configuration, has a much stronger
relationship with angle of attack. The more negative the slope, the more stable the aircraft

in a local sense.
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Figure 4.7 Pitching moment curves for a conventional and OHS aircraft

The differential equations of motion for this OHS aircraft can be written as follows:

dv —2Cq4g_ 2ga \_ <
dt CLV (g 7reAR) g0
da —29_ a9 _ =
dt v gvett
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dé s

db dChreq 9Sc_ a.l? -
= = . - ]
dt ic, dd T VI %S¢
ﬁ = —-Va+ Vo

dt

for the state variables:

6 = Pitch
6 = Pitch Rate
h = Altitude

and aerodynamic coefficients
Cp = f(a, V?), Coefficient of Drag
Cr = f(a, V?), Coefficient of Lift

g = Acceleration due to gravity (9.81m/s?)

_ dcy
e = “4a

V = Nominal velocity

e = Oswald efficiency factor
AR = Aspect ratio (S/c)

g = 3pV? = Dynamic pressure
p = Air density

S = Wing span

¢ = Average wing chord
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I = Measured moment of inertia
| = Distance from c of g to tail center of pressure
(-)e = tail

Cue<q = Pitching moment coefficient about the center of gravity

4.4 Linearization

The fixed gain controllers are designed about a linear model. Thus the non-linear
model from above must be linearized by choosing constant values for the aerodynamic
coefficients at the nominal operating condition. The Dommasch model is a zero input
response representation. The model was modified to include external inputs by choosing
control derivatives to match steady operating conditions in the experimental aircraft. The
set of experiments in this section uses elevator as the sole input to the system in combination
with the five outputs listed above. Note that the lateral variables, i.e. aileron, roll, and roll

rate, are kept separate.

4.5 State Space Representation

The linear set of differential equations can then be converted to state space form for

ease of analysis and manipulation. The state equation is written as

= Az + Bu 4.9)
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where z = [ v a6 0 h ] and u = Ay, the pilot elevator commands. The
output equation is represented as
y=Cz+ Du (4.10)

The following system is obtained by evaluating all of the variables in Equation 4.8. The B

matrix is chosen to match steady state operating conditions based on computer simulations.

[ -0.125 5.177 —-9.810 0 0]
-0.049 —-3924 0 1 0
A = 0 0 0 1 0
0 —-2073 0 -3378 0
0 -11 11 0 0]
[ 0.03 ] 1000 0]
0.7 01000
B = 05 |,c=|00100 @.11)
14 00010
| 0.002 (0000 1|

D = O0sgzs

4.6 Model Validation

The above model can now be used for simulation and further analysis. The eigen-
values of the A matrix show two distinct sets of poles corresponding to the long (phugoid)
and short period modes as depicted in Figure 4.8. The damping ratio of the long period

mode can be calculated from the pole locations as follows:

real part
¢

magnitude
-0.07
0.66

= 0.11 @.12)
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The long period mode in an aircraft usually has a period of oscillation of roughly 10 to 20
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Figure 4.8 Poles of the Linearized Dommasch model

seconds. The airplane will follow a sinusoidal path pitching up and down (Figure 4.9).
The phugoid oscillation takes place at near constant angle of attack and is visualized as an
exchange of energy; altitude for airspeed and vice versa.

The short period mode is simply small rotations about the center of gravity of the
aircraft in flight (Figure 4.10). This mode occurs at nearly constant airspeed. Most aircraft
have a lightly damped stable long period mode.

Some aircraft have unstable long period modes. This is not usually a critical problem,

just a nuisance for the pilot to correct, because it is such a slow oscillation. This is not



61

Altitude aircraft attitude

Time

Figure 4.9 Long period mode dynamics (arrows represent longitudinal axis)

the case with the short period mode. The short period mode must be at least moderately

damped for the pilot to keep control of the aircraft. The period of oscillation can be

calculated as follows:

period = — (4.13)

where wy is the damped natural frequency.

Both phugoid and short period modes are shown to be stable with periods of 10.5 and
2.8 seconds respectively. Non-instrumented flights of the OHS experimental aircraft visu-
ally displayed a stable long period mode of roughly 10 seconds, showing good correlation

to the theoretical model.
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Figure 4.10 Short period mode dynamics (arrows represent longitudinal axis)

4.7 Summary

The OHS aircraft is modelled using an analytical method developed by Dommasch
et al [9]. The method was modified to take into account the differences in the OHS aircraft
from a conventional aircraft. The Dommasch method is based on Newton’s second law
where aerodynamic forces and moments are summed about the center of gravity of the
aircraft. A non-linear fifth order model including elevator as the input, and velocity, angle
of attack, pitch, pitch rate, and altitude as the outputs, is developed. The model is linearized
about a nominal operating condition to aid in controller development. The model is then
validated by analyzing the long and short period modes and studying the stability of those

modes.
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Chapter S
Classical Feedback Control

5.1 Introduction

Once a model is developed, it is necessary to define the performance specifications
and choose a controller type to meet those specifications. The performance specifications
will often evolve with the design process. As the knowledge base is built up with ex-
perimentation and analysis, a better understanding of the system (i.e. strengths and weak-
nesses) will emerge. At this point in time, an improvement in the aircraft’s response to
disturbances is desired. This will result in better tracking performance and a smoother
flight path. The theoretical model shows a lightly damped, long period mode. The first
objective is to increase the damping of the phugoid oscillation and increase the speed of

response.

5.2 Control Theory

One of the simplest forms of control is proportional only control. The single input
single output (SISO) feedback control system is shown in Figure 5.1 with elevator as the
input and pitch as the output.

The system is defined in state space as:

& = Az+ Bu (5.14)
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Figure 5.1 Proportional feed back diagram
y = Cz+Du (5.15)

forthe statevectorzc = [v a 6 6 h ]T, input u = [elev], output y = [0], and system
matrices A, B, C, D. The feedback is added to the system according to the control law:

u=—Ky (5.16)

where K is the proportional control gain.

The effects of the application of proportional feedback can be seen in a root locus
diagram. The closed loop poles, from the analytical model developed in Chapter 4, are
shown in Figure 5.2 with control gains varying from zero to infinity. According to the root
locus plot, the addition of proportional feedback will increase the damping and speed of

response of the OHS aircraft system.

5.3 Computer Simulation

The open and closed loop modelled system was simulated in Matlab [31]. An eleva-
tor doublet signal, consisting of a full scale deflection of 20 degrees in both directions for

a duration of 1.5 seconds, was used to excite the system. The fifth order system model de-
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-

Figure 5.2 Root locus diagram for proportional only control applied to the fifth order
analytical model

veloped in Chapter 4 with elevator as the input and velocity, angle of attack, pitch, pitch
rate, and altitude as the outputs.

Figure 5.3 shows the open loop simulation of the OHS aircraft model. The response
shows a lightly damped system which is in agreement with the open loop poles depicted in
the root locus diagram in Figure 5.2. The open loop system has a period of oscillation of
10.5 seconds and a settling time of roughly 40 seconds.

Proportional feedback was added to the aircraft simulation with the same elevator
doublet used as the excitation signal. A proportional feedback control gain was set to

K = 1 and the response is shown in Figure 5.4. The control action moved the system poles
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Figure 5.3 Simulated open loop response to an elevator doublet

to the new values of —3.44 +2.48 (w, = 4.24 rad/s, { = 0.81) for the short period mode
and —0.326 +0.737 (w, = 0.81 rad/s, ¢ = 0.40) for the long period mode. The aircraft
system settles to its steady state value within 10.5 seconds following the completion of the
excitation signal. According to the simulation, this small addition of proportional feedback
has greatly reduced the settling time and increased the damping of the OHS aircraft.
Another form of feedback is proportional plus derivative (PD) control. Not only
is the scaled output signal fed back but the scaled derivative of the output signal is also

fed back. PD control gives more authority over the poles in the closed loop system by
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Figure 5.4 Simulated proportional only feedback response to an elevator doublet

adding a second degree of freedom to the system. This can be extended to the case where
there are enough feedback control variables to individually place every pole in a desired
location. This is generally called the pole placement method. A simplified root locus
diagram is shown in Figure 5.5 where Ky = K(1 + s). Note that the ratio of proportional
and derivative control gains is fixed in order to generated a root locus diagram.

Figure 5.6 shows a simulation of the elevator doublet response to the OHS aircraft
with PD control. Both the proportional feedback gain K, and the derivative feedback

gain K; were set to one. The settling time has been reduced to 8.5 seconds from 10.5
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Figure 5.5 Simplified root locus for the PD controller

seconds with the addition of derivative feedback control. The closed loop poles have been

repositioned to —3.97 + 1.15 (wn, = 4.13 rad/s, { = 0.96) and —0.395 + 0.54 (wn = 0.67
rad/s, { = 0.59) respectively for the short and long period modes.

5.4 Experimental Results

Most of the remote controlled flight tests were conducted in the summer of 1999 at
the abandoned South Calgary Airport. The OHS aircraft was flown by an experienced RC

pilot (Scott Rollefstad) for aircraft safety and reliability considerations. All flight test runs

were performed into wind at various airspeeds and at an altitude of about 40 m. A small

68
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Figure 5.6 Simulated proportional plus derrivative feedback response to an elevator dou-
blet

amount of air turbulence was present for most of the experiments despite efforts taken to
fly on calm windless days.

Figure 5.7 shows the open loop elevator doublet response. The excitation signal is the
same full scale deflection of the elevator to an angle of 20 degrees, in both directions, for a
total of 1.5 seconds (full up for 0.75 seconds followed by full down for 0.75 seconds). The

open loop response has a period of oscillation of 7.5 seconds which is almost fully damped
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Figure 5.7 Experimental open loop response

out after completing the first post excitation signal cycle. The experimental aircraft system
is fairly close to the analytical model except for the increased amount of apparent damping.

Proportional feedback was then applied to the experimental OHS aircraft. The feed-
back gain (K = 1) was chosen to coincide with the computer simulations. Figure 5.8
depicts the response of the aircraft with the addition of proportional feedback. The re-

sponse shows a marginally stable system when in fact, according to the numerical model,
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Figure 5.8 Experimental flight test showing the effects of proportional only feedback

a very stable moderately damped system should exist. The elevator doublet signal was not
used to excite the aircraft in this case. The aircraft simply started into a constant oscil-
lation that continued until the controller was disengaged. It is evident that a discrepancy
exists between the analytical model and the experimental aircraft. It would appear that

proportional only feedback is inappropriate.
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Figure 5.9 Experimental elevator doublet response using PD feedback

The next step was to apply PD control to the experimental model. Figure 5.9 shows
the experimental elevator doublet response to PD feedback control. Both the proportional
and derivative gains were set to one. The response has improved from the marginally sta-
ble condition with proportional control to a lightly damped state. The aircraft reaches a
steady state condition nine seconds following the completion of the excitation signal, al-

though, seven diminishing oscillation cycles occur before doing so. This is not considered
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as a good flying characteristic. Tuning of the PD controller will most likely improve the
response of the system, although, no further time was spent investigating other PD con-

trollers.

5.5 Summary

Examined in this chapter is the application of simple feedback control to the OHS
aircraft. The proportional only controller and the PD controller are developed for the OHS
aircraft. First, a root locus analysis is done to check the suitability of the proportional only
controller. The rootlocus diagram shows that the application of proportional control would
lead to a stable system with good dynamic characteristics. The controller is then simulated
in Matlab [31] using a feedback gain of one. The response shows good results. Next, a
PD controller is tried in simulation and the system response improved further, decreasing
the settling time from 9.5 to 7.5 seconds.

The controllers are then implemented on the experimental aircraft model. The results
are not indicative of the computer simulations. The proportional only controller gives a
marginally stabie system and the PD controller results in a stable system but with high
frequency oscillations occurring before being damped out in 7.5 seconds. This is not
an adequate response for the OHS aircraft, however, tuning of the PD controller would
probably result in a favorable response. PD control was nonetheless dropped in favor of
optimal control. The discrepancy between the simulation and experiments indicate that, in

this situation, the model does not accurately represent the actual aircraft.
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Table 5.1 shows the simulated and experimental cost functions (see Chapter 7) for P

and PD controllers applied to the OHS aircraft. The simulation resuits for the P and PD

Control | ¢ Simulated | Experimental
P 0.1 0.24 7930

P 1 241 75228

P 10 24.04 748210

PD 0.1 0.31 8713

PD 1 3.11 81693

PD 10 31.06 811490

Table 5.1 Cost function J for various P and PD controllers

controllers indicate that the cost function increase roughly by a factor of ten with increasing

q. The Experimental results for both the P and PD controllers show similar trends even

though the magnitudes of the experimental values are greater than that of the simulations.

The differences in magnitude between the simulated and experimental results could be due

to the fact that the experimental data contains noise as well as non-zero steady-state end

points. Also, both the simulation and experimental results show that the P controller has a

relatively smaller cost function than that of the PD controller.
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Chapter 6
Linear Quadratic Optimal Control

6.1 Introduction

Since the control objectives were not achieved with the application of proportional,
or proportional plus derivative control, a more complex control approach will be attempted.
The thrust of this chapter deals with the design and implementaiion of a linear quadratic
optimal controller (LQOC) for the OHS RC aircraft. The controlier was first simulated in
Matlab [31] using the theoretical model, and then implemented on the aircraft during the

flight test phase.

6.2 Control Theory

Linear Quadratic Optimal Control [3] is favorable here considering the availability
of state feedback based on the theoretical model developed in Chapter 4. The use of
an observer is therefore not warranted. This control scheme is based on the H, energy
minimization criterion. The objective is to minimize the “energy” of the signal error
giving optimal nominal performance, as opposed to the case of H, control where the
“worst case” signal error is minimized resulting in optimal robust stability. The control

scheme is designed around the state space system

& = Az + Bu. 6.17)
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The LQOC technique calculates the optimal gain matrix K in the control law u =

— Kz in order to minimize the cost function

J= / ~ (z7Qz + uT Ru) dt (6.18)
0

where z and u are the system states and inputs respectively and Q = ¢- I and R = r are
weighting matrices that dictate the amount of control used. The larger the ratio of ¢ /r the
greater the control action. The choice of these weighting matrices is based on performance
criteria and available actuator limits. The optimal control gain K for any given g and r is

calculated by solving the following Riccati equation for P

ATP+ PA— BPR'PBT-Q=0 (6.19)
and then solving for the controller gain K

K=—-R'BTP. (6.20)

The optimal control gain was determined using Matlab [31].

6.3 Computer Simulation

The control system was simulated on the computer with Matlab. Various ¢ and
values were used in the simulations to allow for differing performance specifications as
well as to show the effects of adjusting these variables on the aircraft control system.

Simulations were conducted using an elevator doublet as the excitation signal. The

elevator doublet is a full scale (+ 20 degrees) deflection of the elevator in both directions
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Figure 6.1 Open loop simulation (solid) and closed loop simulation (—x—x—x-) (q/r=1)

for a total duration of 1.5 seconds (0.75 seconds in each direction). Figure 6.1 shows
the longitudinal response of the linearized mathematical model. The five measured states
as well as the elevator control input are plotted for the open loop (solid) and closed loop
(—x—x—x-) cases. The open loop long period mode (damped natural frequency) of the
mathematical model is shown to be 9.5 seconds in Figure 6.1. A damping ratio of 0.11,
calculated in Chapter 4, is evident in the slow decay of the oscillation. The highly damped
short period mode is not apparent in the graphs, although it is calculated as 2.8 seconds

from the mathematical model developed in Chapter 4.
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Figure 6.2 Closed loop simulation with q/r=0.1

The closed loop response of the mathematical model is also plotted in Figure 6.1.
Adding the LQOC as feedback to the system makes a dramatic improvement to the overall
response. The closed loop system reaches the steady state condition within two seconds
of the completion of the excitation signal. The long period poles have also shifted from
—0.07 £ 0.66 (w, = 0.66 rad/s, { = 0.11) to —2.0 £ 2.2 (w,, = 2.97 rad/s, { = 0.67)
explaining the quicker response and increased damping.

The closed loop simulations were also conducted with a number of weighting condi-

tions. Adjustments to the ratio of weighting matrices dictates the amount of control used.



79
A controller designed with a large Q/R ratio will use more control than one with a smaller
g/r. The closed loop response depicted in Figure 6.1 usedg =1and r = 1.

Figure 6.2 shows the closed loop simulated response with ¢ = 0.1 and » = 1. Note
that the scales on the closed loop graphs have been adjusted for clarity. The long period
poles have now moved to —1.1 + 1.3 (w, = 1.70 rad/s, ¢ = 0.65). The damping is
slightly lower and the damped natural frequency is slower than the previous closed loop
response as expected. The poles are less effected due to the smaller control gains. The
result is a slower responding system with poorer tracking characteristics.

Figure 6.3 shows the closed loop response of the mathematically modeled system
with the weighting matrix ¢ = 10 and = 1. The long period closed loop poles are at
—2.6 £3.3 (wn = 4.20rad/s, ¢ = 0.62) for this case giving a faster system response. The
tracking is improved over the previous cases with the increase in control gains.

The poles of the closed loop system with various values of the weighting matrices are
shown in Figure 6.4. The poles start at the right for low control gains (small Q/R ratio) and
proceed to the left with ever increasing control. Note that the damping ratio of the long
period poles remain almost constant throughout the range of values. However the natural
frequency of the dominant poles increase steadily with increasing control.

The results are based on the controller design for a linearized numerical model. The
results of adjusting controller gains on the physical aircraft may differ from the simulations.

Therefore, one must conduct flight experiments to validate the theoretical results.
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Figure 6.3 Closed loop simulation with q/r=10

6.4 Experimental Flight Results

Following from the computer simulations, a similar set of experiments were carried
out on the remote controlled OHS aircraft. The input or excitation signal was an elevator
doublet of near full scale deflection. An angle of +20 degrees was used as the elevator ex-
citation amplitude for a total period of 1.5 seconds. The elevator input signal was scaled
on the following graphs giving the amplitude of the elevator doublet equal to one. During

the flight experiments the excitation signal was performed in an open loop control config-
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Figure 6.4 Pole positions with various g/r ratios

uration. The LQR controller was deactivated for the duration of the elevator doublet to
ensure similar initial conditions for all the flight experiments. The computer simulations
were conducted in the same manner.

Figure 6.5 depicts the open loop response to the elevator doublet excitation signal.
A long period mode of about 7.5 seconds is close to the simulated open loop dominant
mode of 9.5 seconds. The damping is slightly higher in the physical aircraft. Oscillatory

motions are almost fully damped out shortly after the completion of the first post excitation

cycle.
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Figure 6.5 Open loop experiment

LQR control was then added to the aircraft system to modify the response. Figure
6.6 shows the closed loop response of the OHS aircraft with the weighting matrices chosen
to give small controller gains. The weighting values are ¢ = 0.1 and r = 1 as in the
computer simulation. The response is forced to steady state in 3.0 seconds following the
excitation signal similar to the closed loop simulation in Figure 6.2. All oscillations have

been damped out resulting in a much faster response than the open loop system.
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Figure 6.6 Closed loop experiment with q/r=0.1

The angle of attack, pitch, pitch rate, and altitude all show dramatic differences with
the addition of LQR control. The computer simulation (Figure 6.2) shows a substantially
quicker response in velocity, yet the experimental velocity measurement is much less af-
fected by the control action. This is partly due to the time constant of the velocity sensor.

The anemometer is a propeller driven DC motor with an output voltage signal proportional
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to airspeed. The aerodynamic and inertial effects slow the response of the motor-propeller
system and is therefore unable to detect the relatively fast changes in airspeed.

The weighting matrices were adjusted to give more aggressive control as depicted in
Figure 6.7. Again, a g/ ratio of 10 was chosen corresponding to the computer simulation.
The system response time is slightly longer than the theoretical value. Here, the system
reaches steady state in 1.5 seconds following the excitation signal. The computer simula-
tion reached steady state in just over 3.0 seconds following the complietion of the elevator
doublet. Figure 6.7 does show a faster response with the higher control gains than the pre-
vious graph with the smaller control gains. This is apparent in both the experimental and

theoretical situations.

6.5 Summary

A Linear Quadratic Optimal controller was designed for the OHS aircraft based on
the mathematical model. Open and closed loop computer simulations were conducted to
analyze the response of the mathematical model and to aid in controller design. Finally,
the controller was implemented on the physical aircraft in a series of open and closed loop
experiments.

Overall, the experimental results are in correspondence with the theoretical analysis
of the mathematical model. The open loop response of the theoretical and experimental
system had long period modes of 9.5 and 7.5 seconds respectively. The closed loop theo-
retical and experimental response also showed comparable reductions in settling time and

variations due to controller design modifications.
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Figure 6.7 Closed loop experiment with q/r=10

The linearized mathematical model is therefor a good representation of the physical
aircraft at the nominal operating condition of 11 m/s. Table 6.1 shows the simulated and
experimental cost functions (see Chapter 7) for the LQR controllers.

The simulation results show an increase in J by a factor of 24.7 with an increase in
g. The experimental values are in reasonable correspondence with a multiplying factor of

53.3 between the different g cases.



q Simulated | Experimental
0.1 0.027 193
10 0.668 10289

Table 6.1 Cost function J for various LQR controllers
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Chapter 7
Optimal Output Cost Function

7.1 Introduction

The solution for an output feedback controller allows for a reduction in the number of
measured states. Optimal, in a linear quadratic sense, feedback control provides an analytic
solution for a minimum energy closed loop system, as measured by a given cost function
[25]. A reduction in the feedback states results in a savings in sensor and computational
costs and complexity.

The simulation results for the design of a control system for the OHS aircraft is
shown. The reduction in the complexity of the feedback system, by the elimination of cer-
tain feedbacks, does not significantly degrade performance of the closed loop system. An
evaluation is made of which states may be removed from the feedback structure resulting

in acceptable degradation in performance as measured by the cost function.

7.2 Optimal Output Feedback Controller Design

The discrete time dynamic system to be controlled is assumed to be linear time in-

variant with n states (z;), m controls (ux) and p measured outputs (yx):

Tgyl = Sz 4 Tu (7.21)

yr = Czx (7.22)
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This is a sampled data version of the aircraft dynamics from Chapter 4. The design objec-

tive is to construct a control sequence so that the cost function:

J = (21 Qzx + uf Rux) (7.23)

k=1

is minimized [39]. The control function is limited to a linear combination of the measure-
ments:
Ui = —Kyk = —KC.’Bk (7.24)

Substituting the assumed control policy into the cost function gives:

J = Z(z{sz +zICTKTRKCx:) = E TQ'zy. (7.25)
k=0 k=0
Expanding this sum gives:
= Iy Q'-’Do + Ty ‘I)ch &z + - (7.26)
= 2T Sy = tr(SzTox]) (7.27)

where &, = ® —TKC and S = Y o, ®TFQ'®%,. The state is assumed to have non-zero
initial conditions, zo. From this definition of S, a Liapunov equation for S can be derived.

Left multiply by ®7, and right multiply by &, to get:

$I15, = Z PTFQ' ®* (7.28)
k=1
Subtract S from both sides:
LSy -85 = Y ITQIG - Y eTFQek (7.29)
k=1 k=0
= —-Q (1.30)

Rearrange and expanding Q' results in:

3750, - S+Q+CTKTRKC =0 (7.31)
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In locating a minimum value for the cost function, the variational Lagrangian:

£ = tr(Szozl) + tr([®75%, — S + Q@ + CFKTRKC|LT) (7.32)

is formed. The global minimum with respect to the variables S, K and L is located where
the partial derivatives of the Lagrangian with respect to each parameter is zeroed. Evalu-

ating the partial derivatives at their optimal values:
oL

3L = $TSd, - S+Q+CTKTRKC =0 (7.33)
2~z +2uLef — L =0 (7:34)

dL T
35 — (RKC-T S®4)LCT =0 (7.35)

Rearranging this last equation gives:

K =R 'ITs®,LCT[CLCT]™! (7.36)

K =R 'I'TS(® - TKC)LCT(CLCT)™! (7.37)
K =R 'ITS(®LCT(CLCT) ! -TK) (7.38)

K =[R+TTST|"'ITS® LCT[CLCT]™ (7.39)

The update of this optimal output feedback gain matrix as a function of S and L is defined
as:

Kip1 = (1 — ai1) Ki + aia [R+ TTST 7T 5@ LCT[CLCT] ™! (7.40)
so that the updated version of the feedback gain, K, is a blending, using the parameter
a;+1 > 0, of the previous gain and a new solution found from the current solutions for S;

and L; which are found using the most recent output feedback, that is:

[® — TK.C|TS:[® -TK:C]— S: + Q + CTKTRK,.C =0 (7.41)
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and:
[® — TK:C|Li[® — TK;C)T — L; + zozj =0. (7.42)
The blending parameter, a1, is chosen so that approach to the optimal minimum J
is continued. That is so that J is always chosen smaller than its previous value. Such an
a; will exist by the Pontryagin minimum principle since the cost function is quadratic in
the states. The minimum J is found from:

Jir1 = Jix1(Sis1, Lis1, Kipr, @) < J; = tr(Sizozy) (7.43)

7.3 Application to the OHS Aircraft

The Longitudinal dynamics of the OHS aircraft were modelled in Chapter 4 as a
single input five output system. In actuality, there are only four independent outputs since
altitude is simply a scaler multiple of two other outputs: pitch and angle of attack. For this
reason, altitude will be left out of this examination.

The linear system to be controlled is:

= Az + Bu (7.44)
where:
velocity
_ | angle of attack .
= pitch ,u = (elevator) (7.45)
pitchrate

The system is to be intermittently controlled at a rate of 25 Hz. Therefore, in order

to design a discrete time controller, the plant matrices were converted via a zero-order-hold
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with a sampling time of T, = 0.04 s. This results in the discrete time system:

Trsr = Buxi + Trus (7.46)

The controller synthesis problem considers the cost function of Equation 7.23 to be
minimized by the choice of some constrained linear feedback of Equation 7.24. The state
and control weightings in the cost function were chosen as: Q = Iy and R = 1. This

results in the states all having equal weightings.
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Figure 7.1 Simulated LQR response with full state feedback
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The optimal solution for full state feedback was then calculated using the output

feedback optimization algorithm to give the state feedback gain matrix:

Kpuu = [ —0.690 —0.705 3.441 0.579 |. (7.47)

This gives a minimum value for the cost function of J = 8.9531 corresponding to the initial

conditionze = [ 1 0.1 0.1 0.1 ] . Figure 7.1 shows a simulation of the closed loop

elevator doublet response using the above controller Kyyu.

Next, all of the states were eliminated except for pitch. The resulting controller is:
Kpucn=[0 0 1.06 0] (7.48)
giving a cost function J = 13.55. This is only slightly larger than the cost function for full

state feedback and much smaller than the open loop cost function of J = 244.88. Table

7.1 shows cost functions for various states removed.

States Eliminated Cost Function
None 8.9531
Pitchrate 8.9532
Angle of Attack 8.9535
Pitch Rate, A of A 8.9536
Velocity 9.1924
Velocity, A of A PitchRate | 13.550
Pitch 27.571
Pitch, A of A, Pitch Rate 171.64
Open Loop 244.88

Table 7.1 Optimal cost function with various states removed

Figure 7.2 depicts the simulated closed loop response with only pitch feedback.The
graph shows a small loss in performance. ‘The settling time has increase from four seconds

with full state feedback to seven seconds with pitch only feedback.
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Figure 7.2 Simulated LQR response with pitch only feedback

7.4 Experimental Results

The optimal output feedback controller was then applied to the remotely controlled
OHS aircraft. Figure 7.3 shows the elevator doublet response to the pitch only controller.
The experimental result is not in correspondence with the computer simulation. The re-
sponse shows a marginally stable control action. This experiment shows a discrepancy
between the analytical model and the actual aircraft. The problem could be that the non-

linearities present in the physical system are too important to be ignored. Otherwise, errors
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Figure 7.3 Closed loop flight test with Pitch only feedback
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in the plant model could contribute to a poor choice in the controller gain resulting in the

unsatisfactory system dynamics.

7.5 Summary

An algorithm for the LQ-optimal discrete time output feedback control problem is

introduced and applied to the OHS aircraft. The optimal full state feedback controller is
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designed for a set of given weighting matrices and resulted in a cost function of J = 8.9531.
The cost function is recalculated after all but the pitch state was removed. The cost function
increased to J = 13.55 and resulted in an acceptable loss in performance according to
the computer simulations. However, the experimental results did not concur with the
theoretical simulation. According to the physical experiment, pitch only control is not

appropriate for this aircraft.
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Chapter 8
System Identification

8.1 Introduction

The aircraft is fitted with numerous inertial and aerodynamic sensors. These sensors,
along with the telemetry system, allow real-time flight data to be obtained. The experi-
mental data is processed through a recursive least squares (RLS) parameter identification
algorithm. The discrete time RLS algorithm is used to give continuity to later experi-
ments involving real-time on-line estimation. The resulting model of the aircraft is the first
step towards the development of adaptive and re-configurable flight control. These control
schemes are useful in icing conditions, damaged flight or control surface situations. Also,
autonomous flight can be used for control of unmanned high altitude research platforms

such as sampling in the Ozone layer, and various military surveillance operations.

8.2 Recursive Least Squares Parameter Estimation

During flight experiments, telemetry data was recorded at a rate of 25 samples per
second, on all five channels. These input and output data were processed through the
RLS parameter estimation algorithm . To maintain continuity with actual experiments
involving on-line parameter identification, the RLS algorithm is preferred over the batch
method. The available sampling rate of 25 H z dictates the use of discrete time equations,

which are developed as follows.
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Starting with the discrete time transfer function model of a2 dynamic system,
A(q)y(k) = B(q)u(k) (8.49)
where g is the shift operator and A(g) and B(g) are the polynomials:
Alg) = ¢*+a* ' +...+an (8.50)
B(g) = bigm+byg™ 4+ ...+ bm (8.51)
where 7 is the number of poles, and m is the number of zeros. The transfer function model

can now be written in the discrete time domain as:

y(k) + a1yt — 1) + ... + any(k —n) =biu(k + m—n) + ... + bnu(k — n). (8.52)

Introduce a parameter vector:

6T=[a, ... an b ... by ] (8.53)

and regression vector:

oT(k—1)=[-yk-1) ... —yk—n) ulk+m-mn) ... u(k—n)] @859

The regression model can then be written as:

y(k) = 7 (k — 1)8. (8.55)
The parameter estimates are obtained by recursively solving the following equations:
s(k) = y(k) —¢T(k—1)d(k —1)
P(k) = P(k—1)— P(k—1)e(k)I + ¢ (k)P(k — 1)e(k))"'¢" (k) P(k — 1)
6(k) = 6O(k—1)+ P(k)p(k — 1)s(k) (8.56)
where 6 is the estimate of the parameters and the estimated model is:

§(k) = oT(k — 1)8. (8.57)
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This will minimize the unweighted output error in measurements:

e= () -9’ (8.58)

-1

8.3 Flight Experiments

The flight tests for the 10th order experimental model were performed at the Airdrie
Model Aircraft Society field in the summer of 1998. The pilot was Peter Thannhauser;
an experienced RC aircraft pilot. Instrumented flights were conducted in early momings
and evenings in order to reduce effects of wind gusts and turbulence. Flight time was
dictated by fuel consumption; the eight to ten minutes available provided sufficient time
for numerous maneuvers.

The first tests were open loop instrumentation flights. The flight data was recorded
and filtered on all channels and integrated on altitude, velocity and pitch, all in real time.
Data collection was conducted in real time although it is not required during open loop
tests. The control system requires the output signals: velocity, angle of attack, pitch, pitch
rate, and altitude, as inputs to the controller in a closed loop configuration. This advanced
development was therefore implemented during the open loop tests for continuity with later

experiments.

8.3.1 10th Order Experimental Model Development

The RLS algorithm developed in Section 8.2 is applied to experimental flight data in

order to model the aircraft. Several segments of data, five to ten seconds in length, with a
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sufficiently rich elevator input, usually a varying frequency sign wave or elevator doublet
signal, were utilized.

At first, a fifth order model was used to identify each system in hopes that the long
and short period modes would be evident. The Dommasch [9] model suggests this to be the
case, even though only one set of poles were perceptible for each output in the experimental
data. Either the long period mode, in the case of velocity, or the short period mode in the
case of altitude, pitch, pitch-rate and angle of attack. This could have been due to sensor
noise, wind disturbances or non-linearities in the physical model overpowering the weaker
mode in each channel.

The non-linearities in the OHS aircraft are predominantly in the pitching moment.
The coupling that occurs between the lift on the tails and the wing tip vortices affects the
pitching moment with changes in angle of attack. The experimental model is developed at
a flight regime of nominally straight and level flight. The significance of the non-linearities
is that the aircraft dynamics are difficult to portray with a simple model. Therefore, a higher
order model was chosen in order to better represent the dynamics of the OHS aircraft.

The next approach involved reducing the order of the identified subsystem. A sec-
ond order model should capture the dominant poles that are apparent in each subsystem.
Therefore, the RLS algorithm was applied independently to each of the five output signals

to obtain a second order system with two poles and one zero:

¥4 +b1
(z+a1)(z+ ay)

T(z) = (8.59)

The covariance matrix was chosen as P = 10€ - I3 and the initial parameter estimate

66 = [0 0 0]. The parameter convergence for the elevator to pitch subsystem is
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shown in Figure 8.1 and is indicative of the general processed data for all subsystems.
Note that the majority of the parameter convergence took place in only four to five samples

which is roughly the same as number of parameters in each identified subsystem.
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Figure 8.1 Convergence of pitch model parameters

The identified parameters as transfer functions are transformed to state space and then
converted to continuous time via a zero order hold. The subsystems are then combined into

a single state space model as follows
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The result is a 10th order model with elevator as the input and velocity, angle of

attack, pitch, pitch rate, and altitude as the output. The estimated system in straight and

level flight was calculated to be:

B,

B;

Bs

2409 ~2412] , _[2425 -24.37
| 25.02 —25.80 |*7? 7 | 25.73 —25.60
[ 24.51 —24.80 ] A = 24.42 —24.58
| 25.39 —25.10 |'“* T | 25.53 —25.36
[24.74 —24.83 |
| 25.23 —25.13 |

_ 12.80 | B, | 127

~ | -13a11 |0 7P| —12.98

[ 12774 ] B, — | 1268

T 1274 07T | —12.84

_ [ 1258 ]

| 1264 |

[0 0.0201],C,=[0 —0.2148 ]
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De = 054;1

Where the subsystems: A, = velocity, A; = pitch, A; = pitchrate, Aq = angle
of attack, and As = altitude
The dynamics of the experimental model are present in the eigenvalues of the matrix

Ae and are shown in Figure 8.2 Note that distinctions in the long and short period modes

Imaginary part

Figure 8.2 Poles of the experimental model

are present in the roots of the experimental model. The grouping of four poles correspond
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to the short period mode while the lone pole closer to the x-axis relates to the slow pole of

velocity.

8.3.2 Model Validation

Once a set of data has been processed through the RLS algorithm and a model
emerges, it is necessary to evaluate the validity. Model validation can be accomplished
in several ways. The first method is to simulate the model using the same data to which the
model was developed. Computer simulations were done using Matlab [31]. Figure 8.3
shows the actual output data that was used to create the sub-model in pitch compared to the
modeled data when simulated with the same input. There is a good correlation between the
model and experimental data, indicating an acceptable model for this phase of validation.

Another method of validation is to simulate the model with an altemnate set of data.
Due to non-linearities in the aircraft, the alternate data set should be taken from a similar
fiight condition to that which the model was developed. In both cases, the aircraft was in
straight level flight at the nominal operating conditions as mentioned previously. Figure 8.4
demonstrates that the sub-model in pitch is valid when compared to a different section of
data.

An error analysis was conducted on the experimental and modelled data using:

2 \/(3—17)’_ @.61)

ETTOor =

It was found that the average error for the simulation with modelled data was 0.38 deg and
the simulation with validation data resulted in an average error of 0.16 deg. The magnitude

of these values tend to validate the developed model.
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The final method of validation uses the modified Dommasch Model. A comparison

can be made between the theoretical and experimental models. Figure 8.5 depicts the fre-
quency response of the two models in pitch. The breakpoints shown (Dommasch model
=> 0.66 rads/s, Experimental model => 1.0 rad/s) correspond to the phugoid mode and
are very similar for both the theoretical and experimental plots. The roll-off is also com-

parable for the two models at —40 d B/decade.
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The fifth order theoretical model and tenth order experimental model are shown to be

quite comparable in the frequency domain.

8.3.3 State Estimator

The tenth order experimental model developed above does not permit state output.
Therefore, an observer must be incorporated to allow state feedback. The measured outputs
of the system are velocity, angle of attack, pitch, pitch rate, and altitude, but the states are
unknown quantities at this time.

The Kalman filter is a form of state estimator. It extrapolates the state information
from the output data which then allows for the use of standard state feedback controllers.
Figure 8.6 shows a schematic diagram of how the state estimator fits into the standard

feedback loop.

Input + Control Signal Output
g + Plant >
Estimated -
Stat .
' Controller [«>*=— Estimator |,

Figure 8.6 State estimation diagram

Given the state space system:

£ = Az + Bu (8.62)

y = Cz+ Du (8.63)
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the Kalman filter is of the form

t, = Az, + Bu+ L(y — Cz. — Du) (8.64)

where z, is the state estimate and L is the Kalman estimator gain. The estimator gain L is

found by solving the Riccati equation

AP + PAT — PCTR'CP + BQ.BT =0 (8.65)

for P where R,, and @Q,, are respectively the measurement noise variance and process noise
variance. The Kalman estimator gain L is obtained from

L=—-R;'CP (8.66)

The state estimate z. is then used as the input to the controller.

8.3.4 Implementation

The Kalman state estimator was then implemented in software on the computer con-
troller. A simulation was conducted to ensure stability of the dynamic state observer. It
was found that the optimal state estimator had poles that were faster than the 25 Hz sample
rate, i.e. the time constant of at least one of the estimator poles was shorter than the sam-
ple period. The experimental estimator could not reproduce these fast poles. The result
is that the implemented estimator did not function as designed and therefore went unsta-
ble. Next, the discrete Kalman filter was designed which would compensate for the slow
sample rate. The discrete time version would not generate poles faster than the actual sys-
tem could handle. The optimal discrete time Kalman filter was found to be too slow in the
on-line simulation. The 25 H z sampling rate again proved to be the culprit. The slow

sampling rate forced the discrete time Kalman filter to have slow poles that were under-



109
damped and very slow to converge to the actual states. The dynamics of the state estimator
caused too great a time delay in the system which again went unstable. The solution liesin

simplicity; develop an experimentally estimated model which uses state output and would

have no need for an observer.

8.3.5 4th Order Experimental Model

In the summer of 1999, a new set of flight experiments were conducted. Modifica-
tions were made to the sensors and instrumentation to give more accurate flight data (see
Chapter 3). This new data was used to generate the experimental model developed in this
section. The RLS parameter estimation scheme as described in Section 8.2 is used to gen-
erate the mathematical model. A single input single output (SISO) system with four poles
and one zero was developed using the elevator control signal as the input and one of the
sensor signals as the output.

Four discrete time transfer functions were formed from the outputs: Pitch, Pitch-rate,

Angle of attack, and Altitude of the form

y(@) _ _ T
(g~ 9 =3 ®.67)

where u and y are respectively the input and output signals and I" and @ are the estimated
transfer function polynomials. Each SISO system is then transformed to a state space

realization to satisfy the equations

ZTiy1 = Pz + Tug (8.68)

Y = Cz + Duy (8.69)
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where
Q; G a3 Q4 1
1 0 0 0 _ 10
® = 01 0 0 , = 0 (8.70)
0 0 1 O 0
C = [cl 00 0],D=0. (8.71)

The four individual systems must be combined to one fourth order single input four output
system.

The SISO systems are joined into one single input four output system because the
eigenvalues of the four estimated systems were almost identical (within a 5 % error bound).
The & matrix for pitch was used as the new combined $ matrix because it gave the most
consistent results. The I" matrix is identical for all the systems so the combined I" matrix

is unchanged. The combined C matrix is a combination of all the component systems as

follows
¢t 0 0 O
_ 0 Co 0 0
C= 0 0 c3 O (3.72)
0 0 0 cq

Adjustments for DC gain levels for the individual systems were made by multiplying the
elements of the C matrix by the appropriate scale factor to normalize the system.

The composite system is then transformed to a state output system to aid the con-
troller design. Otherwise an observer is required to determine the system states. A simi-
larity transform is required to set C as an identity matrix resulting in a state output system.

The transform matrix

T=C1! (8.73)
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is chosen giving C; = TC = I. The composite & and I" matrices are transformed as
follows

&, =T8T (8.74)

T,=T"'T (8.75)

resulting in a state output system for a single operating condition.

The estimated system at a flight velocity of 15 m/s is as follows:

2121 —0.204 0.004600 0.1750 0
6.000 0 0 0
O = 00 0.1750 0 g Lo = 0 /O = Ises, D=0
0 0 04762 0 0.001000
(8.76)

The above state output system results in a w, = 0.97 rad/sand a { = 0.30. These values
result in a system very similar to the Dommasch model developed in Chapter 4. The
period of oscillation of the estimated model is 6.5 seconds which is close to the analytical
model and even closer to the observed period of oscillation of 7.5 seconds. The damping
is higher in the experimental model (analytical model { = 0.11) which is again apparent in
experimental observations. Therefore the above evidence clearly indicates the validity of

the four order state output experimental model.

8.4 Summary

The OHS aircraft is modeled using the RLS parameter estimation algorithm. A tenth
order model is developed with elevator as the input and velocity, angle of attack, pitch,

pitch rate, and altitude as the outputs. The model is verified by comparing the dynamics
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with the analytical model developed in Chapter 4. There is a definite correlation in the
low frequency behavior of the two models as shown in Figure 8.5. In addition, both
the theoretical and the experimental model predicted a set of fast and a set of slow poles
corresponding to the short and long period modes respectively. These modes are also found
to be stable according to both of the models.

A state estimator is developed for the 10th order estimated model and both are sim-
ulated to verify stability on the experimental setup. The observer is found to be unstable
when implemented in software. A discrete observer is tried with unsuccessful results. A
fourth order parameter estimated model employing state feedback is then developed. The
fourth order state output model is then verified by comparing the dynamics of the analytical
and experimental models. The fourth order experimental model is similar to the analytical

model while resembling experimental observations.
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Chapter 9
Adaptive Control

9.1 Introduction

The non-conventional configuration of the OHS aircraft results in nonlinear longi-
tudinal dynamics varying with the flight condition. Fixed gain controllers are unable to
provide satisfactory performance in all the flight regimes. This may have been a cause of
failure in previous flight experiments such as those in Chapter 5. A variable gain controller
is necessary to provide optimal stability and handling qualities throughout the entire flight.

Gain scheduling is widely used in the military aircraft industry to cope with the prob-
lem of variable plant dynamics [1]. A look-up table of controller gains is constructed
from a multitude of flight test data. The aircraft flight control computer selects appropriate
gains depending on the flight condition. A major drawback to this technique is the rigor-
ous amount of testing and data collection required to build the gain schedule {45]. A more
desirable method would involve on-line model identification and control design.

Adaptive control eliminates most of the prior knowledge and flight tésting and gives
potentially optimal flight performance in most flight regimes. This chapter follows the
development and implementation of an optimal adaptive gain scheduled controller on a
remotely controlled OHS model aircraft. First, a description is given of the controller

design followed by computer simulation and experimental implementation of the controller.
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9.2 Controller Design

The aircraft controller is constructed using a discrete time LQR structure based on
a parameter estimated model of the aircraft. The OHS aircraft, as is common with other
aircraft, has strong non-linear longitudinal dynamics with respect to airspeed. Therefore,
a fixed gain controller gives sub-optimal performance when the aircraft is not operating at
the nominal condition at which the controller was designed. A variable gain controller is
required to compensate for these non-linearities.

The controller is a form of gain scheduling with the ability to generate and regenerate
itself during flight operation. This “adaptive” quality has two major benefits. The first
is that the controller can be designed on-line in real-time without the need for extensive
flight testing. The second is the ability of the controller to make necessary corrections
to the gain schedule in case of both expected and unexpected variations in the aircraft
dynamics. Expected variations could include changes in mass and/or center of gravity
due to differing fuel levels or deployment of weapons stores. An unexpected variation
could include damage to a control surface or some part of the aircraft during flight. All of
these variations will cause some degree of change in the dynamics of the aircraft. Subtle
changes should be compensated by a robust controller, but extreme alterations in the aircraft
dynamics will result in sub-optimal performance and even uncontrollable characteristics.

The computer controller uses the RLS parameter estimation scheme from Section
8.2 to generate the fourth order state feedback model developed in Section 8.3.5. The
estimation algorithm was conducted in Labview. The model was updated when there was

enough plant excitation to provide sufficiently rich data for the RLS estimation algorithm.
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It was found, through extensive testing, that an elevator signal with a peek value equivalent
to one half the full scale deflection, resulted in the necessary excitation for a suitable plant
model. As the magnitude of the difference, between two consecutive iterations, of the
estimated parameters approached zero, (value used =1074), the estimation algorithm was
halted and the current plant model was realized. The coefficients of the plant model were
transferred over to Matlab where the discrete time LQR algorithm generated the necessary
control gains. A g/r ratio of five was used for the LQR controller design. The control
gains for the particular flight regime, airspeed, was mapped to a text file to be used as the
raw data for the gain schedule.

Several plants were estimated in-flight at different airspeeds. The gain schedule was
developed on-line using the generated control gains. A second order polynomial fit on the
gain data results in the gain schedule shown in Figure 9.1. The data was fit using three
data points for each of the outputs: Pitch, Pitch rate, Angle of attack, and Altitude. The
controller reads the continuous data from the gain schedule equation resulting in smooth

controller adjustments with changing airspeed.

9.3 Computer Simulation

The controller was simulated on a computer using Matlab [31] to verify the stability
of the controller. The simulations were conducted using experimentally modelled plants at
relatively low and high airspeeds. Figure 9.2 shows the dominant open loop system poles
varying with airspeed plotted on the z-plane. An increase in airspeed results in an increase

in the natural frequency and a slight increase in damping.
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Figure 9.1 Gain schedule with varying airspeed

Figure 9.3 shows the open loop response of the experimentally modelled system at
an airspeed of 13.3 m/s. The input signal is an elevator doublet signal of magnitude one
corresponding to the maximum positive and negative deflection of 20 degrees for a total
period of 1.5 seconds. The response is stable and moderately damped with a settling time
of 12.5 seconds following the doublet signal. The aircraft has a natural oscillation period
of 6.5 seconds for the low speed flight regime.

Figure 9.4 also shows the open loop response to the elevator doublet of magnitude
one. The first observation is the increase in amplitude of the response. This indicates that

the elevator control is more effective at the higher airspeeds. The aircraft system has a
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Figure 9.2 Open loop long period mode poles varying with airspeed

quicker response with a settling time of 7.5 seconds following the excitation signal. The
system damping has increased from 0.30 for the low speed plant to 0.62 for the high speed
plant.

The closed loop simulations were conducted using the discrete time LQR controllers
developed for the aircraft with the appropriate model. A controller was designed for the
aircraft model at the flight condition of 13.3 m/s. The closed loop response of the system

is shown in Figure 9.5. The simulation involves an open loop and a closed loop phase.
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Figure 9.3 Open loop simulation at 13.3 m/s

During the elevator doublet, the system is left in open loop to excite the aircraft. Upon
completion of the excitation signal, the feedback loop is closed. This method was used to
achieve consistent initial conditions for the closed loop response. Otherwise, tests done
with varying control gains could not be comparable if the aircraft was excited in closed
loop.

The aircraft response at 13.3 m/s with LQR feed back is very quick. The system

reaches steady state almost immediately following the instigation of the controller. A
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Figure 9.4 Open loop simulation at 24.7 m/s

moderate amount of control action is required at the low speed condition as the elevators
are less effective.

A similar simulation was conducted at a higher speed to analyze the effect of how the
control action must be adjusted with airspeed. Figure 9.6 shows the closed loop response of
the simulated model to the same elevator excitation signal at a speed of 24.7 m/s. Again,
the system responds very quickly once the controller is activated. The difference is the

amount of control action used. The higher airspeed results in a much smaller set of control

gains and correspondingly smaller control action.
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Figure 9.5 Closed loop simulation at 13.3 m/s

Figure 9.7 portrays the motion of the long period mode poles with increasing amounts
of control. The initial open loop poles for the low and high speed cases are farthest to the
right of the graph. As the control gains are increased, the poles migrate to the left of the
graph resulting in increased stability and a quicker response time. Note that the damping
of the low speed poles remain almost constant while the damping of the higher speed poles
increases with increasing control gains. This is most likely due to aerodynamic effects. At

slower airspeeds, the elevator can only apply a limited amount of pitching moment control
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Figure 9.6 Closed loop simulation at 24.7 m/s

while at higher speeds, the increased airflow over the tail surfaces resuit in a much larger

amount of pitching moment control with less elevator deflection.

9.4 Experimental Results

Following from the computer simulations, a similar set of experiments were carried
out on the remote controlled OHS aircraft. The input or excitation signal was an elevator

doublet of near full scale deflection. An angle of +20 degrees was used as the elevator
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excitation amplitude for a total period of 1.5 seconds. During the flight experiments the
excitation signal was performed in an open loop control configuration. The LQR controller
was deactivated for the duration of the elevator doublet to ensure similar initial conditions
for all the flight experiments. The computer simulations were conducted in the same
manner.

The time constant of the velocity sensor is too slow to pick up the quick changes
in velocity during the closed loop experiments. The anemometer is a propeller driven DC

motor with an output voltage signal proportional to airspeed. The aerodynamic and inertial
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Figure 9.8 Experimental open loop response at 15 m/s

effects slow the response of the motor-propeller system and is therefore unable to detect
the relatively fast changes in airspeed.

Figure 9.8 depicts the open loop response to the elevator doublet excitation signal. A
long period mode of about 7.5 seconds is close to the simulated open loop dominant mode,

with a similar airspeed, of 6.5 seconds. The damping is slightly higher in the physical
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aircraft. Oscillatory motions are almost fully damped out shortly after the first full post
excitation cycle.

The closed loop flight tests used the gain scheduled controller. During the flight,
the controller was put into leamning mode where it created the gain schedule. The OHS
aircraft was excited with the elevator doublet at various airspeeds. The RLS parameter
estimation algorithm was run on the data in-flight to give a plant model at the particular
airspeed. The LQR controller design scheme was used to find the optimal gains for several
plant models. The set of control gains were then formed into the data set for the gain
schedule. A second order polynomial function was fitted to the data points for each state
(see Figure 9.1). The aircraft flight computer was then switched to operation mode where
it utilized the gain schedule on a continuous basis. The control gains were automatically
adjusted during flight to give optimal performance at the full range of flight speeds.

Figure 9.9 shows the aircraft response to the elevator doublet at a speed of nominally
15 m/s. This is considered the low speed case similar to the 13.3 m/s plant. The OHS
aircraft responds very quickly reaching steady state in 2.5 seconds following the excitation
signal. The velocity meésurement is an exception to this as the anemometer response time
is much too slow to track the changes. The control action is fairly large (30 % full scale
deflection) due to the slow speed and relatively large control gains. This result matches
with the computer simulation from Section 9.3.

The high speed closed loop response of the OHS aircraft is depicted in Figure 9.10.
The overall response is remarkably similar to the low speed response. The system reaches

steady state in 2.7 seconds following the completion of the excitation signal as compared
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Figure 9.9 Closed loop experimental adaptive gain schedule response at 15 m/s

to the 2.5 second response time in the low speed test. The major exception is the amount
of control action utilized. The higher speed resulted in less control action to maintain
optimal performance. An elevator deflection of only five percent of the full scale range

was required to control the OHS aircraft at an airspeed of 20 m/s.
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Figure 9.10 Closed loop experimental adaptive gain schedule response at 20 m /s

9.5 Summary

An optimal adaptive gain scheduled controller is developed for a non-conventional
remote controlled aircraft. A fourth order plant model with elevator as the input and pitch,
pitch-rate, angle of attack, and altitude as the outputs is constructed using a RLS param-
eter estimation scheme from experimental data at several airspeeds. A Linear Quadratic

Optimal controller is designed for each of the plant models resulting in an optimal gain
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schedule. Open and closed loop computer simulations are conducted to analyze the re-
sponse of the estimated models and to aid in the controller design. Finally, the variable
gain controller is implemented on the physical aircraft in a series of open and closed loop
experiments.

Overall, the experimental results are in correspondence with the theoretical analysis
of the estimated models. The theoretical and experimental results show a dependence
of the controller gains with respect to airspeed. The higher the airspeed, the lower the
required control gains to maintain optimal performance.

Table 9.1 shows the calculated cost function for the simulated and experimental data.
The simulation results indicate a much higher cost function in the slow airspeed plant than

in the higher airspeed plant. Conversely, the experimental values are very close to one

Airspeed | Simulated | Experimental
Slow 4.591 19309
Fast 0.006 14770

Table 9.1 Cost function J for the adaptive controller in slow and high speed flight

another despite the differences in the control action (see Figure 9.9 and Figure 9.10). Noise

in the experimental data could attribute to the deviation from the simulated trend.



128

Chapter 10
Summary and Conclusions

10.1 Summary

The Outboard Horizontal Stabilizer aircraft is a non-conventional aircraft with an
unusual tail arrangement. This particular tail configuration provides effective lifting sur-
faces that increase the overall efficiency of the aircraft. It is suitable for many research
and military applications such as environmental high altitude research platforms and aerial
surveillance. A control system study on the aircraft was undertaken to improve the overall
flight characteristics and gain insight into this innovative design.

An OHS RC model aircraft, previously used as the University of Calgary entry into
the 1995 SAE Aero Design Competition, was fitted with various hardware and electronics
as part of a real-time feedback control system. Several aerodynamic and inertial sensors
were attached to the aircraft along with a telemetry transmitter. A ground based receiver
and data acquisition system retrieved the telemetry data and passed it to a computer con-
troller. The computer controller was implemented in Labview on a Microsoft Windows
95 operating system. The computer controller took the pilot stick inputs along with the
telemetry data and returned a modified input based on a specified control strategy.

The longitudinal dynamics of the OHS aircraft were modelled and analyzed as the
first step in the control system design process. It was found that strong non-linearities

existed with respect to the pitching moment. The aircraft model also showed an increase
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in longitudinal stability as compared to conventional aircraft but with this came the issue

of a strong coupling between the pitching moment and the airspeed.

Several control strategies were attempted on the OHS aircraft. Initially, a simple
proportional and a proportional plus derivative feedback controller were applied. The
resulting flight response was, however, unsatisfactory. Further development of a PD con-
troller would have led to an improvement in performance but this avenue was not taken in
favor of a more advanced control structure.

A LQR controller was designed for the aircraft based on the analytical model previ-
ously developed. The controller was simulated on a computer and then implemented on the
experimental aircraft. The response displayed a dramatic increase in flight performance
that corresponded well with the simulated data.

An attempt to eliminate some of the states in an effort to reduce the complexity of
the controller and the number of sensors was undertaken. The computer simulations gave
encouraging results although the experimental results did not concur.

A RLS parameter estimated model was developed using available experimental flight
data. First, a tenth order model was developed in which the dynamics resembled the
analytical model. The implementation of the LQR controller design about this model was
not successful. The model required an observer because the states were not available in
the outputs. The Kalman filter that was developed added too much delay into the overall
system and therefore caused the controller to become unstable. A fourth order state output

system consisting of angle of attack, pitch, pitch rate and altitude was then developed. This
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model proved successful in accurately depicting the dynamics of the OHS aircraft and had
no need of a state observer.

An adaptive controller was developed for the OHS aircraft to compensate for the
varying dynamics with changes in airspeed. The adaptive LQR gain scheduled controller
that emerged gave optimal flight performance with changes in airspeed. The overall han-
dling qualities of the aircraft were dramatically improved no matter what part of the flight
envelope the aircraft was in.

A cost function analysis was also conducted on all of the simulated and experimen-
tal data. In most cases, the trends of the experimental data coincided with the simulation
results. Noise, along with non-zero steady-states in the experimental data could have con-
tributed to the differences in magnitudes of the simulation and experimental cost functions.

The contributions of this dissertation include: the experimental study on a non-
conventional aircraft design; the development of the telemetry, hardware and control sys-
tem for the OHS RC model aircraft; the development of a mathematical model for the OHS
aircraft; experimental research and control analysis on the OHS aircraft; and the develop-

ment of an adaptive LQR gain scheduled controller for the OHS RC model aircraft.

10.2 Conclusions

The OHS aircraft design is very different from a conventional aircraft. The unique
tail configuration allows for a decrease in the overall drag of the aircraft with the efficient
utilization of the energy discarded by the wing tip vortices. This tail configuration also

adjusts the longitudinal dynamics associated with the pitching moment. There is a stronger
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relationship between the pitching moment and the angle of attack (or lift coefficient) that
requires attention when dealing with multiple flight regimes.

The development of the adaptive gain scheduled controller for the OHS RC model
aircraft was successful in achieving the goals of improved flight performance. The adap-
tive nature of the controller avoids the strenuous experimental testing of conventional gain
schedule controllers. The LQR algorithm implemented results in dramatically improved
handling qualities. The variable gain control provides substantially improved performance
in the higher flight speed regime. Previously, the OHS aircraft was very difficult to handle
at airspeeds above 20 m/s. With the addition of the adaptive gain scheduled controller,

the aircraft was as controllable as in the slower flight regimes.
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Appendix A
Labview Program

The Labview computer controller program is given in this appendix. The front panel is
the user interface and the wiring diagrams are the computer code or programing language.
The program consists of the main diagram and many sub programs contained within. The
main diagram is broken up into four figures as shown in Figure 10.1. The “get data”
subprogram is also shown to illustrate how the data is decoded from, and encoded to the

serial connection.

TOP

LEFT RIGHT

BOTTOM

Figure 10.1 Labview wiring diagram layout
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Figure 10.2 Labview front panel
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Figure 10.3 Main program wiring diagram (top)
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