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This thesis studies the end-to-end performance of the Transmission Control Pro- 

tocol (TCP) over .Asynchronous Transfer Sfode (;\TSI) when the access network 

is noisy and asymmetric. In particular. the .-\symmetric Digital Subscriber Line 

(ADSL) access network is esamined. TCP esperiences performance degradation in 

this network architecture because of the overhead of protocol conversion and the 

data loss due to transmission errors. 

A simulation model is developed to simulate ADSL network components and 

noisy local loops. Several groups of experiments are conducted in order to explore 

TCP performance under various error ratios in different network scenarios. Exper- 

imental results illustrate how TCP is affected by errors along with other factors. 

such as TCP bfaximum Segment Size (XISS). bandwidth asymmetry. the percent- 

age of noisy lines, and buffer overflow by congestion. Observations are made that 

suggest possible methods to improve TCP performance. For example: when cell er- 

ror rates are high, TCP achieves higher throughput in the presence of burst errors 

than in the presence of randomly scattered errors. and a smaller hISS makes TCP 

more resilient to noise. 
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Chapter 1 

Introduction 

The Internet has been growing esplosively during the past decade. The World 

Wide Web (also called the Web or \VWW) is the fastest growing application on the 

Internet. Internet ubiquity and Web explosion have let1 to dissatisfaction with the 

speed and efficiency of the Internet. Until recently. Internet access has  been by low- 

speed dial-up telephone lines. This speed cannot meet the increasing requirements 

for fast Internet access. especially with the spread of multimedia applications. There 

has been a continual and growing demand for broadband services in local loops. 

;\symmetric Digital Subscriber Line ( ADSL) is a copper loop transmission tech- 

nology that was designed to provide the broadband solution for residential and 

smaii business users. It is built upon the existing architecture of Public Switched 

Telephone Network (PSTN). .ADSL is currently being deployed as one of the broad- 

band local loop approaches. Other approaches include cable modems and satellite 

systems. 

The Internet architecture is a layered design. The highest layer is the applica- 



tion layer including protocols such as the File Transfer Protocol (FTP) and Simple 

Slail Transfer Protocol (ShlTP). The next layer is called the transport layer. Trans- 

mission Control Protocol (TCP)  is the protocol at this l a ~ ~ e r .  The layer below is the 

network layer. Internet Protocol (IP) resides in this laver. TCPJIP is the dominant 

pmtccc! s ~ i t e  for the Intcr~ct. Thc !GY;L"S~ !a:ici is the ph:;sical,':iiik bj.er.  by^- 

chronous Transfer Mode (-iT1I) has been used at the physical/link layer. .ATII is a 

multiplexing and switching technology that enables the integration and fast-speed 

transport of data. voice. and video. AThl is often adopted by service providers in 

their backbones for high-speed Internet services. ADSL is the physical layer tech- 

nology on access networks. This layered network architecture is called TCP over 

.AT11 over ADSL and denoted as TCP/.ATSI/.ADSL in the thesis. 

The thesis addresses the performance issues of TCP over ;\Thf over .IDSL. In 

the following sections of this chapter. the relevant background of telecommunica- 

tions is introduced, the goals of the research are listed. and the outline of the thesis 

is drawn. 

In this research. a study of the end-to-end performance of TCP over ATSI with 

.-\DSL technology implemented on the access network is conducted. The main 

features of TCP. -4Th1, -4DSL. and the potential problems in the architecture of 

TCP/.AT hl/.-\DSL are described in the following subsections. 



1.1.1 Transmission Control Protocol (TCP) 

TCP is the main protocol that is used as the transport layer protocol on the In- 

ternet. It was designed to provide reliable end-to-end data transportation over 

unreliable networks 1181. Standard applications based on TCP include the File 

Transfer Protocol (FTP). Simple Mail Transfer Protocol (SSVITP). ant1 Telnet ter- 

minal services. 

TCP is a connection-oriented protocol. Both hosts in one TCP conversation 

make use of an  interface called a socket. h logical connection must be explicitiy 

established between the socket of the sender and the socket of the receiver [32]. 

TCP transmits data in the form of segments (sometimes called packets). .A seg- 

ment consists of a 20-byte header follo~ved by zero or more data bytes. The segment 

header contains important information for data delivery. such as source and destina- 

tion ports. sequence number. acknowledgment number. window size. and cilecksum. 

Each segment is acknowledged and the missing segments are retransmitted so that 

TCP ensures reliable data delivery. 

TCP uses a sliding window mechanism for Bow control. There are four inter- 

twined TCP congestion control algorithms: slow start. congestion avoidance. fast 

retransmit. and fast recovery. The slow start and congestion avoidance algorithms 

are used to control the amount of data being injected into the network. The fast 

ret ransrni t and fast recovery algorithms are used to trigger retransmissions sooner 

than the r e ~ l l a r  timeout mechanism when congestion occurs. The details of these 

algorithms will be introduced in Subsect ion 3.1.1. 

There are different versions of TCP implementations. The most well-known 

ones are TCP-Tahoe. TCP-Reno. TCP-NewReno. and TCP-Vegas. TCP-Tahoe 



implements the slow start and congestion avoidance algorithms. TCP-Reno in- 

cludes the fast retransmit and fast recovery algorithms in addition. TCP-NewReno 

modifies the fast retransmit mechanism. TCP-I'egas is a new implementation of 

TCP. It achieves better throughput than the old implementations by modifying the 

alom s t ~ t ,  c s ~ g ~ s t i o n  x ; ~ i d ~ c e ,  and retisii~mis,si"ii il~rcilalli,llis. 

TCP is able to provide robust end-to-end performance in a wide variety of 

network environments from Local Area Networks (WNs) to Wide .Area Networks 

(IWNs). However. emerging networking technologies pose new challenges to TCP 

in terms of performance. The research work that has been done on TCP perfor- 

mance mill be reviewed later in Chapter 2. 

1.1.2 Asynchronous Transfer Mode (ATM) 

.lTTSI is the transport mode of choice for Broadband Integrated Services Digital Net- 

work (B-ISDN). B-ISDX is the broadband extension to the fixed bandwidth digital 

integration services called Integrated Services Digital Network (ISDN). The idea 

of ISDN is to provide a technique to transmit integrated digit,ized data. voice. and 

other applications using the existing copper subscriber loops. B-ISDN is targeted to 

provide high bandmidt h. bandwidth on demand. various Quality of Services (QoS). 

connection-oriented or connectionless, constant and variable bit rate services on the 

same network (261. 

ATM is the transfer mode choice for B-ISDN by the International Telecom- 

munications Union Telecommunication Standardization Sector (ITU-T). .AT11 is 

connection-oriented so that end-to-end connections must be established before data 

is transmitted. AThI connections are either preestablished using management func- 



tions or dynamically set u p  on demand using signaling [26]. Preestablished connec- 

tions are referred to as Permanent Virtual Connections (PVC). whereas dynamically 

set up connections are referred to as Switched Virtual Connections (SiWC). One or 

more virtual connections can run over one physical link. 

a ' P T  ' .\T!.I uszs Ssid-length pdci\rta are referred to as ril .LI ceiis. -4 ceii is 

53 bytes long with 48 bytes of payload and 5 bytes of header. The size of 53 

bytes is a compromise that alloivs the integration of different services with different 

characteristics and requirements. .-\TXI is characterized as asynchronous because 

cells can be transmitted from a source to a destination a t  irregular time slots. 

.ITS1 uses a packet-switching technology to transport cells. -4 cell header contains 

a Virtual Path Identifier (VPI) and a C'irtual Channel Identifier (\.-CI). Cells are 

switched according to the VPI/VCI table in .-\TI1 switches. 

The ;\TI1 architecture consists of the physical layer. the .ATTI1 layer. and the 

.ITS1 adaptation layer (;\;\L) [16]. The physical layer is responsible for the trans- 

mission of cells between two .AT11 hosts over the physical medium. The .AT11 layer 

is responsible for flow control. cell header generation. multiplexing and demultiplex- 

ing, and VPI/VCI translation. The AAL maps higher level services into the AT11 

layer. Different A.4L service classifications are defined to match different semice 

classes [IT]. 

.ATThl supports different Quality of Services (QoS). which means that ATXL mill 

provision resources to guarantee a specified minimum throughput. maximum delay. 

and mai-imum data loss for the duration of a particular connection [29]. This 

feature enables ;\TXI to support different kinds of traffic, such as data. voice. and 

video by providing different QoS parameters for them. The ATbl Forum has defined 



five service categories. They are Constant Bit Rate (CBR). Real-Time Variable Bit 

Rate (rt-VBR), Non-Real-Time Variable Bit Rate (nrt-VBR). Cnspecified Bit Rate 

(UBR), and -1vailable Bit Rate (XBR) 131. 

1.1.3 Asymmetric Digital Subscriber Linc (ADSL) 

l D S L  is a modem technology for delivering broadband services to homes and small 

businesses. It is built upon the existing twisted copper pair telephone lines. An 

ADSL modem works by transmitting Internet data in a frequency range that is 

separate From the 4 KHz range used For voice transmission. thus supporting simul- 

taneous voice and data communications over one copper line. ADSL can support 

a wide variety of high bandwidth applications. such as high speed Internec access. 

telecommuting. and video-on-demand. .4DSL is osymmetnc in that it provides a 

higher bandwidth for downstream traffic than for upstream traffic. This can be 

sufficient and efficient because many Internet-based user activities are inherently 

asymmetric (e.g.. Web document downloads). 

The major hDSL components include ADSL Transmission Unit-Remote Ter- 

minal (ATTU-R). ADSL Transmission Unit-Central Office (-ATL-C). and Digital 

Subscriber Line .Jlccess i\Iultipleser (DSLIhI) .  Each traffic source is connected to 

an ATU-R on the remote side and an .TU-C on the central office side. Traffic 

streams are multiplexed by the DSL.431 and routed to different Internet Service 

Provider (ISP) networks. ATU-Cs and the DSLAbI form the .\ccess Node (.AN) 

to the core networks. The details of .\DSL technology mill be introduced later in 

Chapter 2. 

Since the transmission media for ADSL are twisted copper pairs. transmission 



errors are inevitable. The factors that cause errors include crosstalk. impulse noise, 

and attenuation. The line's physical attribute (attenuation) along with impairment 

(crosstalk) is critical to a digital modem's overall performance, thus affecting the 

end-to-end performance of the network. The impact of errors on the end-to-end 

~eti?:ork pcrfcrmnncc has bccn studicd iiit2iisi~-el!- in i i i i ~  wurk a d  wiii Le described 

in the following chapters of the thesis. 

ADSL is a technology that has attracted much attention and interest. The main 

advantages of ADSL are that it: 

provides broadband services to home users and small businesses: 

builds on existing telephone lines: 

takes Full advantage of existing network protocols: 

supports simultaneous transmission of voice and data over one single tele- 

phone line. 

1.2 Performance Issues for TCP/ATM/ADSL 

ADSL systems need to support multiple services. such as frame relay. ATSI. and 

Local Area Network (LAN), for the purpose of interoperability. The .\DSL Forum 

has recommended AThI over ADSL as a standard model. This recommended model 

tvas studied using TCP as the transport layer protocol. which is denoted as TCP/ 

.-\TTSI/.-\DSL in the thesis. The .\TTkl over ADSL architecture preserves the high- 

speed characteristics of ATSI and XDSL. and guarantees QoS support. However, 



there are some performance problems that need to  be addressed in the TCP/r\TSI/ 

ADSL architecture. 

First. TCP experiences performance degradation on AThI networks. The per- 

formance problems are primarily due to the segmentation and reassembiy process 

r -  - 1  m1 + 'P- C rcqnircd for TCP,'!P pzckets ;n .:TSI n r t u . ~ r h  ILJJ.  I ilai is. tile .il :\I .i.ii iayer 

breaks each TCP segment into ATbI cells at the source for transmission over the 

AThI network. and reassembles these cells into a TCP segment at the destination. 

The loss of one cell will cause the loss of the whole TCP segment and result in 

retqransmission. The performance of TCP over .\TI1 and methods to optimize the 

performance have been. and remain an interesting phenomenon to study. 

Second. the network asymmetry affects TCP performance because TCP relies 

on feedback in the form of cumulative acknowledgments from the receiver to ensure 

reliability [-I]. TCP relies on the timely arrival of acknowledgments to progress and 

fully utilize the available bandwidth. Therefore. any disruption in the feedback will 

impair the performance. 

Third. errors affect the performance of TCP/ATbI/.ADSL. .iDSL was invented 

to utilize the existing telephone lines for high speed digital data transmission. How- 

ever. the traditional twisted copper pairs are error-prone. Both internal and exter- 

nal factors can cause transmission errors on the copper pairs. Errors on the lines 

will cause the loss of TCP segments and force TCP retransmissions. thus reclucing 

the overall TCP performance. 

lIore discussion on the TCP performance and unresolved problems associated 

with .ADSL will be given in Chapter 2. 



1.3 Thesis Goals 

The objective of this research is to study the performance of TCP over ;\Thl on 

a network where ADSL technology is applied in the local loop. The approach of 

the study is to build a simulation model that  represents the major characteristics 

of ADSL. This ADSL simulation model is embedded in an esisting -4ThI simulator 

called the ?IThI-TN [33]. which stands for .-\synchronous Transfer Slode Traffic and 

Network. The  emphasis is given to the errors on ADSL lines and their impact on 

the end-to-end TCP performance. 

-4s a synopsis. the goals of this research are to: 

1. describe the network architecture of ATLI over ADSL: 

2. design and implement a simulation model of XDSL in the ATSI-TN: 

3. design and conduct experiments to evaluate the performance of TCP over 

ATXI over ADSL under various network conditions by setting up different 

parameters. including the cell error rate. TCP segment size. ADSL line band- 

width. percentage of lines that are noisy. and ATSI switch buffer size: 

4. analyze the experimental results and esplore the characteristics of TCP under 

the effects of transmission errors, network asymmetry, and congestion. 

1.4 Thesis Structure 

Chapter 2 reviews the research work that has been done on relevant subjects. such 

as TCP performance under various network configurations. It also provides more 



information on the ADSL technology and discusses some unresolved issues of -4DSL. 

Chapter 3 presents the design issues, the architecoure of the ADSL model. and the 

development of the simulation program. Chapter 4 introduces the experimental 

design. the traffic model. and the performance rnetrics. Chapter 5 describes the 

c:;pciimc~ts that  ha;^ been dsne. afidvziiii the results. a d  evaiua~ra ~ i l r  pei*Tur- 

mance. Finally. Chapter 6 concludes this thesis with a summary of the work that 

has been done. the contributions. and suggestions for future research. 



Chapter 2 

Literature Review 

The study of TCP over AThl over ADSL (TCP/ATXI/.ADSL) is complex for two 

primary reasons. One is the dynamics of TCP on .AT11 networks. The other is 

the unknown characteristics and performance of ATSI over ADSL and TCP over 

ADSL. This chapter addresses the above problems with a review of the related 

research that has been done on TCP performance. The features of ADSC are also 

studied. 

Section 2.1 focuses on TCP performance over .ITS1 networks. under random 

packet loss. and on asymmetric networks. Section 2.fintroduces ADSL access 

ne ttvork elements? characteristics. and architecture. Finally. Sect ion 2.3 discusses 

some open questions of ADSL and reiterates the purpose of this study. 

2.1 TCP Performance 

Although TCP has robust performance over a broad range of network architectures. 

it experiences performance degradation under certain circumstances. This sect ion 



surveys the performance of TCP in several network environments. Subsection 2.1.1 

examines TCP performance over high speed ATbI networks. Subsection 2.1.2 de- 

scribes TCP behavior over unreliable transmission media- Subsection '2.1.3 studies 

the effects of asymmetry on TCP performance. Please refer to Subsection 1.1.1 for 

s brief iztrcducticr. t~ TCP and Subsection ;.;.I TUU kiir driaiied description o i  

TCP congestion control algorithms. 

2.1.1 Over ATM Networks 

ATSI provides the possibility for high speed TCP networking with very low trans- 

mission error ratios. However. experiments with TCP over . U S 1  revealed poor 

performance under certain circumstances. 

The performance degradation of TCP over ATLl is primarily due to the seg- 

mentation and reassembly process required for ;\TBI networks [lj] 1221. Since TCP 

uses various size packets and .\TI1 uses fixed size cells. the ATSI Adaptation Layer 

(AAL) protocol is required to break up each TCP packet into .ATXI cells at the 

source for transmission on the AThI network, and to reassemble these cells into a 

TCP packet at the destination. This process cannot succeed unless all the cells 

that belong to the same TCP packet have been successfully received. The loss of a 

single cell means that the entire TCP packet is lost and must be retransmitted by 

the sender. Simulation results in [25] show that the effective throughput of TCP 

over non-AThLI networks is higher than the effective throughput of TCP over plain 

.\TSI with the same network scenario parameters when cell loss occurs. 

Cell loss on ATTbI networks is caused mainly by buffer overflows when the net- 

work is congested. The transmission media for ATBI are typically very reliable 



optical fibers so that errors are negligible. The primary reason for low performance 

is that when cells are dropped at  the switch. the congested link still transmits 

other cells from "corrupted'' packets through the network. -1 "corrupted" packet is 

a packet that has at  least one cell lost. Sending useless cells worsens the congestion 
. . 

and rcduccs thc tiansmissioii of g o d  data. 

The mismatcll of the size of TCP packets and AT11 cells implies that Larger 

packet sizes result in poorer TCP performance. Some research revealed that the 

overall effective throughput decreased when the TCP packet size increased [l5] (281. 

It is intuitive that the network overhead for retransmitting a smaller packet is loner 

[Is]. 

.Although the poor performance of TCP over .ATTI1 networks is mainly caused 

by the inevitable process of fragmentation and reassembly, the situation can be 

ameliorated. One way to improve TCP performance over -4TT41 is to apply Partial 

Packet Discard (PPD) and Early Packet Discard (EPD) congestion control mech- 

anisms. PPD clrops all subsequent cells from a packet as soon as one cell has been 

dropped. EPD drops packets whenever the switch buffer exceeds a fixed threshold. 

thus preventing congestion and transmission of corrupted packets. Simulation stud- 

ies show that PPD offers limited effective throughput improvement because cells 

are dropped when the buffer overflows. so that the congested link still transmits 

a significant fraction of cells belonging to corrupted packets. EPD achieves higher 

effective throughput by dropping complete packets when congestion is imminent 

(281. 

Another way to improve TCP performance is to increase buffer sizes. Simulation 

experiments were performed to study the effect of buffer size on the aggregate 



effective throughput [15] [28]. As expected. effective throughput improves when 

buffer size increases. It is straightforward that  a large buffer can accommodate 

more traffic bursts. Although the performance increase is gained at the espense 

of longer delays in the buffer. i.e.. larger latency, the delay is negligible compared 

... .. ; ., i. h :he de!a:i caused Cv:i i ~ t r i i n ~ n i i j ~ i u u a .  

2.1.2 Over Lossy Networks 

Soise is an important factor that causes packet loss in data communications. Types 

of noise include crosstalk. attenuation. impulse noise. and radio-frequency impair- 

ment. When operating on a network that is prone to transmission errors. TCP 

reacts in the same way as it does during congestion by slowing down transmissions. 

This results in a sharp ciecrease of TCP performance. 

Simulation studies show that TCP is more sensitive to the loss of data than 

to the loss of acknowledgments (.\CKs) 171. Under the same loss ratio. data loss 

causes more severe throughput decrease than r\CK loss does. Each data  packet 

loss results in one or more data packet retransmissions. TCP shrinks its current 

transmission window under the occurrence of data  loss. The performance degrades 

because TCP operates with a smaller window size than the permissible size and 

does not utilize the bandwidth efficiently. 

Experiments show that TCP can hardly recover from packet loss when multiple 

packets are lost in the same transmission window [7). Usually two consecutive 

packet losses can affect TCP performance seriously. .Although the transmitter can 

recover from the first packet loss using fast retransmit. TCP's transmissioo window 

is usually not large enough for the duplicate ACKs to trigger another fast retransmit 



to recover from a second packet loss. 

The performance of different versions of TCP is affected to different extents 

under conditions of random packet loss [24] [25]. TCP-Tahoe performs the worst in 

the presence of random loss. The fast retransmit feature in TCP-Reno and TCP- 

X e ~ ~ e n o  imprc~cs  pcrfcrmancc sig,ificzntl:i. TCP-Tiihoe is more ruLuat ~ilall 

TCP-Reno in dealing with phase effects and multiple packet loss. 

There are ways to tune TCP for higher performance. One way to increase the 

robustness of TCP on lossy networks is to use a smaller blauimum Segment Size 

(hlSS). TCP can detect packet loss faster with a smaller SISS because more ACKs 

can be held in the TCP window. Using a finer granularity retransmission timer 

than the 500 ms timer used in most current implementations will enable TCP to 

react more quickly to packet loss. -4 "super Fast retransmit" mechanism is proposed 

in [TI. Instead of having three duplicate .4CKs to indicate a packet loss. receiving 

one duplicate .\CK mill trigger a fast retransmit. This mechanism works well on 

networks where TCP packets are guaranteed to be received in order because the 

receipt of the first duplicate ;\CK is a clear signal that a data packet has been lost. 

2.1.3 Over Asymmetric Networks 

.\symmetry is an inherent phenomenon on ADSL access networks. .I network is 

said to exhibit asymmetry if the throughput achieved is not solely a function of the 

link and traffic characteristics in one direction? but depends significantly on those 

of the reverse direction as well [A]. The types of asymmetry include bandwidth 

asymmetry latency asymmetry: and error ratio asymmetry Xetwork asymmetry 

affects the performance of TCP because TCP relies on timely feedback in the form of 



cumulative acknoivledgments from the receiver to ensure data reliability. Disruption 

in the feedback can impair the performance of data transfer. 

Bandwidth asymmetry impairs TCP performance in that it slows down the 

growth of the TCP window size. Consider two data packets transmitted by the 

scndc; in quick succession on a urtwurk w i h  a iligiier bandwicith ior data transfer 

and a lower bandwidth for acknowledgments. These packets are spaced apart ac- 

cording to the bottleneck link bandwidth in the data transfer path. The principle 

of .-\CI< clocking is that ACKs preserve this spacing all the way back to the sender. 

enabling it to clock out new data packets (41. However. hCKs may get queued be- 

cause of the low bandmidt h. Therefore. t he spacing between t he packets is tlilatecl 

with respect to their original spacing when ACKs are queued. The consequence of 

this is that the sender's window growth is slolved down. 

Latency asymmetry impairs TCP performance by varying the round trip time. 

Ideally. the round trip time should be relatively constant. Unfortunately. the round 

trip time can esperience a high variation on a network with latency asymmetry. 

This can result in long idle time and slow reaction to packet loss. causing TCP 

performance degradation. 

Two solutions are proposed in [4] to alleviate the effect of bandwidth asymmetry 

on TCP performance. One solution is called ACK Congestion Control (XCC). The 

approach to ACC is to use the Random Early Detection (RED) algorithm. It 

detects congestion by tracking the average queue size in the recent past. If the 

average queue size esceeds a threshold, a packet is selected randomly and marked 

with Explicit Congestion Notification (ECN). Upon receiving a packet marked with 

ECNI the sender reduces its sending rate. Another solution is called 1 C K  Filtering 



(AF). When an .\CK from the receiver is about to be enqueued. the router checks 

its queue for any previous ACKs belonging to the same connection and removes 

them. The policy to filter the ACKs can be deterministic or random. In this way 

more space is made available for ICKs. 

Tbicc schemes fcr i i i l p i ~ ~ i i i g  TCr perlu~lllalrcr urer asyuilnetric networks are 

proposed and studied in 1211. One scheme is to provide higher priority to ACKs 

waiting for transmission on the slow link. The drawback of this scheme is that 

the throughput improvement is achieved at the expense of the slow connection. 

The second scheme is to limit the number of data packets in the outbound queue 

For the slow link. Although it improves the TCP throughput. this scheme results 

in an undesirable sensitivity of the two connections to each other's parameters. 

such as packet and XCK sizes. The third scheme is to use a connection-lerel 

bandwidth allocation mechanism. In a simple counter-based implementation. it 

counts the total number of bytes transmitted in a sequence of -4CKs. and forces the 

transmission of a data  packet if that number exceeds a preset threshold representing 

the desired ratio of data to .ACK bandwidth. The advantage of this scheme is that 

it improves the fast connection's efficiency by properly controlling the bandwidth 

allocation between data packets and acknowledgments over the slow link. 

2.2 An Overview of ADSL 

This section presents an overview of the ADSL technology. Subsection 2.2.1 in- 

troduces ADSL components and architecture. Subsection 2.2.2 describes how the 

higher level protocol data packets are transformed and carried from end to end by 



ADSL. Since XDSL is just a technology at the physical layer. it is necessary to 

have a whole network protocol stack built upon it. r\TM and TCP are two of these 

protocols that are most likely to be in the architecture. Subsection 2.2.3 shows how 

to implement TCP over AThI over -4DSL. 

2.2.1 ADSL Network Components 

Figure 2.1 illustrates the essential elements of XDSL in the network architecture. 

ADSL Transmission Unit-Remote Terminal (-ATU-R) is the remote modem that 

connects customer site equipment to ADSL loops. .-\DSL Transmission Unit- 

Central Office (-4TU-C) is the counterpart of ATC-R in the Central Office (CO). 

which is usually integrated as a single unit with the Digital Subscriber Line ;\ccess 

llultipleser (DSLAICI). DSLAXI is the cornerstone of the ADSL solution. DSLAII 

is basically a multiplexer that concentrates the data traffic from multiple ADSL 

loops into the backbone network for connection to the service networks. D S W h I  

is the host of .ATTC-Cs and is usually built with an .\TTXL access switch or IP router 

to provide multisen-ices. Key features of DSL.QI include multiservices support. 

ADSL line aggregation. ADSL line code support. network management., etc. .lTTU- 

Cs, DSL.ISI. and the access equipment (.-\TSI access switch. IP router. etc.) form 

the Alccess Node (AN) between the core network and the access network [8] [Id]. 

Figure 2.2 provides a closer view of the .WSL access network and demonstrates 

how it handles different traffic streams. The wiring to existing analog telephones 

should not need to be altered for broadband services because a special splitter can 

separate these analog signals a t  the customer site. In the central office. the analog 

voice service is passed to the PSTN voice switch by another splitter. The ADSL 
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Figure 2.1: ADSL-Based Broadband Yetwork Architecture 

local loops are terminated and multiplexed in the DSLXII before leading to the 

CO switch. 

2.2.2 ADSL Transport Modes 

The ADSL Forum has defined five transport modes for ADSL as illustrated in 

Figure 2.3 [9][14]. The transport mode determines the Format of ADSL frames 

when they are sent. The different distribution modes decide the different network 

architecture based on them. Figure 2.3 presents a simplified picture of a Full ADSL 

network and the five transport modes. 

The first mode uses Synchronous Transfer Mode (STbl) from end to end. The 

ADSL network is a passive bit pump and provides only Time Division Slultiplesing 

(TDhl) and a constant bit rate on the established ADSL channels. 

The second mode has packets flowing through the network. It is likely that 

the packets are IP packets, or they can represent other protocols so long as both 
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ends understand the format. The network becomes a more active partner in this 

mode because it can combine flo~vs of packets and switch them to and lroni various 

end points. This transport mode enables the network architecture of end-to-end 

TCP/IP over ADSL. 

The third mode is a combination of bit sync and AT11 cells. The ADSL -Access 

Node still handles bit streams on the ADSL access network. but converts bits to 

AThI cells over the service networks. This approach requires AT31 capability in 

the ADSL Access Node. The advantage of this mode is that service providers can 

utilize the AThI backbones that they have deployed while not requiring users to 

adopt ATTLI. 

The fourth mode uses packets on the ADSL links and .IT31 cells on service 

networks. This mode takes advantage of ATkI in the backbone. and at t,he same 

time. avoids the passive bit pumps on access networks compared with the third 

mode. 
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Finally. the fifth mode employs .AT11 from end to end. There is a flow of cells 

transmitted between end points on the networks. In this mode. .\TTC-R and ATE- 

C must have the ATbl adaptation function. Cells are multiplexed by the DSL.AhI 

and switched to different service networks. The contents of these ATSI cells may 

still be IP packets. This ATXI mode has evoked the greatest amount of interest 

among ADSL vendors and service providers. -4 substantial percentage of ADSL 

networks used this mode. especially for corporate customers or those who already 

have .-\TBI equipment on the premises. Recently the ADSL Forum has decided to 

adopt Point-to-Point Protocol (PPP) over .4TM over ADSL as a standard. The 

ATXI end to end transport mode is modeled and studied in this thesis. 
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Since ADSL was invented mainly for fast Internet access from customer premises. 

TCP/IP is the major protocol suite running over ADSL net~vorks. The debate 

is about what could be the underlying protocols to support TCP/IP. The ADSL 

Forum has recommended Point-to-Point Protocol (PPP)  over .-\Tl,I as a standard 

for -4DSL. 

Figure '7.4 illustrates the network architecture of TCP oyer ATbl over ADSL 

from customer premise networks to service networks. The ATE-R is used as the 

.ATThl access device. I t  has the ATII adaptation functions and routing functions. -1 

P P P  session runs on top of AThl Adaptation Layer FI (-4AL3) and is terminated at 

the backbone edge device using a P P P  server with an .IT11 interface. -1TM traffic 

is integrated into the DSL.-\II a t  the central office. The core net~vork is the ATSI 

switching network that switches traffic to different service networks. 

The advantages of this network architecture are as follows. First. it utilizes 

the large deployment of AThl in network backbones. Second. .AT11 enables full 

service ADSL by integrating voice, video. and data into the same physical network. 

Third. for those who need compliance with B-ISDN. AThI is a good choice because 

it supports B-ISDN standards. Fourth. by using ADSL a t  customer premises. it 

avoids running fiber optics to every home and office. 
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2.3 Outstanding ADSL Issues 

ADSL is a technology that can bring broadband services to local Loops. However. 

there are some outstanding issues that still need to be addressed. The challenges 

were covered briefly in Section 1.2. Here. existing and potential problems related 

to ADSL are described further. 

First of all. noise is an important factor that impairs the performance of ADSL. 

The transmission medium for ADSL is the traditional copper wire pair, which is 

subject to many kinds of noise. 

Crosstalk is the largest noise contribution, limiting the capacity of ADSL sys- 

tems. There are two types of crosstalk on multi-pair access network links. Near-End 

Crosstalk (NEST) and Far-End Crosstalk (FEXT). NEXT is the interference that 

appears on another pair a t  the same end of the link. FEXT is the interference that 

appears on another pair a t  the opposite or far end of the link. NEXT affects any 



systems that transmit in both directions a t  once. and dominates over FEST where 

it exists. NEST can be eliminated by not transmitting in both directions in the 

same band at the same time, separating the two directions of transmission either 

in two non-overlapping time intervals or in frequency bands. This method avoids 

c tn T NEXT at the cost ~f bznd-idth in mch dirccticn. Somc i i i ip lcmeni~i ion~ 3 1  .~uSL.  

take this approach. 

The capacity of ADSL is also limited by line attenuation. Attenuation increases 

with the increase of line length and frequency. .According to the ADSL Forum. a 

line distance of 15.000 feet can support a downstream rate horn 1.5 to 2 hlbps. 

while a line distance of 9,000 feet can support a speed of up to 6.1 llbps. Besides 

crosstalk and attenuation. impulse noise. bridged taps and loading coils are also 

elements that weaken digital signals. 

Another issue under debate is the network architecture based on ADSL. -4s 

described in the preceding subsections, the different ADSL transport modes support 

different network architecture for .ADSL. Probably the most common ones are TCP/ 

IP over ADSL and .ATh4 over .ADSL. 

TCP/IP based servers are everywhere in the world. and many ADSL users are 

using TCP/IP from the client sites. It is natural to have TCP/IP over ADSL. 

However. massive changes to existing TCP/IP protocols are required to support 

QoS for multiple broadband services [l-l]. An alternative is to use AT11 for full 

service ADSL. which is recommended by the ADSL Forum. .AT11 is part of the B- 

ISDN protocol stack and it is designed to support broadband services. The problem 

with this solution is that ATM implementations are rare on the customer premises. 

What needs more study with the TCP/.ATM/.-\DSL architecture is the end-to- 



end TCP performance. .As mentioned earlier in this chapter. TCP suffers perfor- 

mance degradation over r\ThfI because of the fragmentation and reassembly process. 

TCP also becomes unstable when there exists transmission loss and asymmetry on 

networks. The network architecture of TCP/.AThl/ADSL introduces noise. frag- 

meatation. and asyameti-;. The issue is hua TCI' is aflecircl ill Lrr l~w u i  errd-to-end 

performance by these factors. 

The goal of this study is to esplore TCP performance over AThI over .-\DSL 

with the existence of network noise and congestion. In this work. a sinlulation 

model of TCP/.\ThI/.-\DSL was built, network noise was simulated. and the TCP 

performance under the combination of the factors was studied. 

2.4 Summary 

This chapter consists of three parts. The first part has briefly surveyed TCP per- 

formance under different network circumstances. Research work has sho~vn that 

TCP performance degrades over ?iTh,l networks because of congestion and mis- 

match of TCP segments and ?iTM cells. Cell loss due to network noise causes 

dramatic throughput decrease, especially when consecutive packets are Lost. Net- 

work asymmetry affects TCP in the way of slowing down the growth of window 

size and increasing the round time delay. Solutions to mitigate these problems have 

also been addressed. The second part has reviewed the characteristics and imple- 

mentation possibilities of ADSL. Emphasis is put on the features that are relevant 

to this thesis work, including the ADSL components. transport modes. and TCP 

over AThI over ADSL. In the last part. a discussion has been given about the ex- 



isting problems of ;\DSL. such as the noise impact. the network structure. and the 

performance issues. It has also elaborated why this research was conducted and 

what was studied. 



Chapter 3 

The ADSL Simulation Model 

A simulation model of ADSL was developed to study the characteristics and perfor- 

mance of TCP over AThI over ADSL (TCP/.4TThl/.-\DSL). This chapter describes 

the design. implementation. and validation of the simulation model. Section 3.1 

gives an overview of the ATSI simulator. in which the ADSL model is embedded. 

Section 3.2 discusses the design and implementation of the ADSL simulation model. 

its structure. and the error models simulating the line noise. Finally. Section 3.3 

provides a preliminary validation of the ADSL model. 

3.1 The ATM Traffic and Network (ATM-TN) 

Simulator 

The ;\synchronous Transfer Mode Traffic and Setwork (.ATLf-TN) simulator is 

an .-\TI1 network simulation environment designed and developed by the Telesim 

research group at the University of Calgav [27]. Background of simulation and 



ATiLI-TN is given in the following subsections because the ADSL simulation model 

was built upon the .-\TAJI-TN simulator in this thesis work. 

3.1.1 Discrete-Event Simulation and SimKit 

Systems in the real world can be categorized as discrete or continuous. -4 discrete 

system is one in which the state variables change only at discrete points in time 

[ 5 ] .  In contrast, a contin,uous system changes state variables continuously over 

time. Discrete-Event Simulation (DES) is the approach to model and study discrete 

systems. 

In discrete-event simulation. the systeni being modeled is usually referred to 

as the Phgsical System, which contains some Physical Processes that interact at 

various points in time [lo]. .-\ simulator is constructed as a set of Logical Processes 

(LPs) . one for each physical process. State transitions of the physical system 

are modeled by tirne-stamped messages exchanged between the corresponding LPs. 

These messages carrying simulation state information are called events . 

SimKit is a software library that was designed and developed at the University 

of Calgary for fast discrete-event simulation [HI. The goal of SimIiit is to provide 

an event-oriented logical process modeling interface that facilitates the building of 

application models for sequential and parallel simulation with high performance 

execution capabilities. 

The SimKit application programming interface (API) includes three basic classes: 

"Simulation" for simulation control, "LP" for system behavior and state transitions 

modeling, and "Event" for LP interactions modeling. The user implements an a p  

plication by deriving application specific classes from LP and Event classes. and by 



overwriting some methods in the Simulation class. 

.\ThI-TN and the XDSL simulation model in this thesis work are all built using 

the SimKit .&PI and the discrete-event simulation methodology. 

3.1.2 Introduction to  ,4TM-TN 

ATSI-TN is a high fidelity cell level simulator with a modular architecture that 

supports the modeling, simulation. and analysis of ATTI1 networks [33]. With ;\TlI- 

TN, a researcher can define an arbitrary network topology and conduct performance 

studies under various traffic loads. Simulation was chosen over other methods. such 

as analytic modeling. because simulation has the capability to model the complex 

and transient ATLI network behavior dynamically. The simulator was designed and 

developed using the discrete-event simulation methodology. SimKit provides the 

interface between the network models and the simulation kernel. 

ATXI-TN consists of three components: network models, traffic models. and a 

modeling framework. 

The network moclel supports the modeling of arbitrary network topologies. The 

model is made up of switches. links. end nodes. Virtual Paths (VPs), and Yir- 

tual Channels (VCs) [I I]. .-\TLI-TN supports three types of switches: the output 

buffered switch, the shared buffer switch. and the crossbar switch using crosspoint 

buffering 1131. Each end node is connected to  a switch by a single link, and at least 

one traffic source or sink is associated with one end node. Links are bidirectional. 

VPs and VCs can be set up along the links. The network model simulates net- 

work functionality and behavior including signaling, cell switching. queuing. and 

congestion control. 



The traffic model contains traffic sources and traffic sinks (331. Traffic sources 

generate patterns of simulated .ATM cells according to the specified traffic types and 

parameters. and traffic sinks consume incoming cells. The goal of traffic modeling 

is to design accurate and representative workload models as input for the -4TAJ-TK 

simiil~tsr.  Eiiih ir;rEc iuad is Lased. LU the extenr possibie. on morkioad statistics 

from existing networks. and on the results in the published literature. The traffic 

models that are supported by .-\ThI-TN include self-similar Ethernet traffic. 110- 

tion Pictures Expert Group (XIPEG) video streams. Web browsing traffic. generic 

TCP/IP traffic. and other deterministic and testing models. Each model can be 

parameterized by the simulator user to represent application specific workload char- 

acteristics. The generic TCPJIP model is used in this study. More details of the 

TCP traffic model will be covered later in Section 4.1. 

The modeling framework defines the interfaces to the network and traffic mod- 

els. the input and output specification. and statistical reporting that are common 

to many of the sub-models. The Framework also contains the siniulation control 

functionality. such as model construction. model initialization. and model execu- 

t ion. 

3.2 ADSL Model Design and Rationale 

;\ model is defined as a representation of a physical system For the purpose of 

studying the system (51. -1 model is not a copy of the real system. but an abstraction 

and simplification of the system. On the other hand, in order to generate valid 

conclusions~ the model should be sufficiently detailed and accurate to reflect the 



pertinent characteristics of the real system. 

Modeling introduces a process of "abstracting" aspects of a real system. The 

principle of modeling is to abstract the essential features of a system. to select basic 

assumptions. and to enrich and elaborate the model until useful approsirnation 

rcsu! ts. 

Building a credible model is an iterative procedure (231. First of all. a modeler 

needs to observe the physical system to understand its behavior and characteristics. 

Most important. the modeler needs to be able to select the essence of the real 

system that can represent the system and is relevant to the study. It is essential 

for a modeler to decide what assuniptions to make and what should be omitted. .A 

conceptual model is first drawn from the real system. then a computerized model. 

Sleasurements of simulation runs can provide ot~servations of the physical system 

behavior. Comparison of the predicted physical system behavior and the obsened 

behavior from simulation results enables the modeler to estimate the accuracy of 

the model. 3lodifications are usually needed to adjust the model to reflect the 

physical system more closely. 

Subsection 3.2.1 describes the major design decisions of the ADSL simulation 

model and their motivations. The structure of the simulation model is introduced 

in 3.2.2. The ADSL simulation model includes two error models that simulate the 

ADSL line noise. They are described in 3.2.3. 

3.2.1 Model Design 

The simulation model design vvas motivated mainly by four objectives. 

a Focused. It is not necessary for the simulation model to represent all features 



of IDSL.  In this study. emphasis is put on the effect of noise on the end-to-end 

network performance. 

Generalized. -Although the thesis project is focused on a study of XDSL. it 

need not be limited to ADSL. The features that are simulated and studied. 

such as noise and network asymmetry. can also exist on other networks. for 

example. wireless and broadcast satellite networks. The goal of the thesis is 

to study some network phenomena in the contest of hDSL. but not confined 

to ADSL. The model is designed to be flexible so that different network char- 

acteristics can be defined by different parameters. Therefore. the systenl can 

also be configured to model networks with similar characteristics. 

Embedded. The ADSL simulation model is built upon the existing ATM- 

TN simulator. This makes it possible to utilize the network components and 

protocols that have been simulated in ATSI-TN. such as the AT11 switch. 

traffic sources. ATTSI. and TCP/IP protocols. The model is designed to be 

able to fit within -4TT.LI-TN, while ATSI-TN remains unchanged. 

a Extensible. The simulation model is modularized and reusable. Changing or 

adding features can be accomplished with minimal effort. 

3.2.2 The ADSL Simulation Model 

The ADSL simulation model is built upon the existing .-\TSI-TN simulator. It 

utilizes the functionality of ATM-TN and the TCP traffic module in the ATThl-TN. 

In order to simulate specific ADSL features. it extends the .\TSI-TW simulator with 

ADSL components and introduces noise over .ADSL lines. This subsection and the 



following subsection describe the design and development made in this thesis to 

simulate the ADSL Access Node. ADSL modems. and noisy ADSL lines. 

The ADSL simulation model is based on the ADSL Forum reconirnended AThl 

over ADSL model. Figure 3.1 illustrates how the simulation model is abstracted 

- m v  from the .J.T.S!/.\DSL rcfcrencc! m ~ d d  de8iicd by illr .ADSi r'urulxl. 1 ue upper 

diagram is the simplified ADSL Forum recommended model [I]. The lower diagram 

is the simulation model. The arrows in between show how the key components of 

the ADSL Forum reference model are matched by the simulation model. 

The key ADSL components in a real system include the Access Node in the 

central office. XDSL Transmission Cnit-Remote Terminal (ATU-R) at customer 

premises. and ADSL lines in local loops. .\ccess Node consists of the  .AT11 access 

switch. Digital Subscriber Line .Access XIultiplexer (DSLASI). and ADSL Transmis- 

sion Unit-Central Office (-ATU-C). In the simulation model. there are three struc- 

tures to match their counterparts in the real system. They are the ADSL .-\ccess 

Node, ADSL Remote devices. and ADSL lines. The ADSL .Access Xode includes an 

output buffered single stage AThl switch. the multiplexer and demultiplexer. and 

ADSL central office devices. Both the ADSL Central and ADSL Remote devices 

have the functionality of error detection and error handling. ADSL lines are error- 

prone connections. Error characteristics for each line can be defined by simulation 

parameters. Although there are different types of noise over the transmission me- 

dia, their effects are the same, i.e., errors on the ADSL lines. The only difference 

is that different types of noise may cause different loss patterns. To simulate the 

noise a t  the physical layer, two error models have been implemented. The details 

of the error models will be covered by Subsection 3.2.3. 
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Figure 3.1: Comparison of the AT%I/ADSL Reference Model and the Simulation 
Model 



Figure 3.2 shows the network structure when the ADSL simulation model is 

used on the access network. The ADSL .Access Node, ADSL Remote Devices. ADSL 

lines. and TCP clients form the .ADSL access network. In the diagram. downstream 

refers to the traffic streams from service networks to customer premise networks. 

TrufE~ is dcmu!tip!cscd !Y~- t thc DSLXlI and sent to JiEert-llt c uaiui l lr~b.  V ~ ~ L I - ~ ~ I H  

traffic flows in the reverse direction. Traffic streams from multiple ADSL lines 

are multiplexed by DSLXSI and switched by the .ITS1 access switch at the XDSL 

Access Xode. sent to the AThI switch in the core AThl network. and transmitted 

to different service networks. For downstream traffic. cells may be corrupted when 

they traverse the noisy ADSL lines. These errors are detected by the corresponding 

ADSL Remote Device and errored cells are dropped before they reach the client site. 

Similarly. cells in the upstream traffic may be corrupted when they are transmitting 

on the ADSL lines from the ADSL Remote Devices to ADSL Central Devices. These 

errored cells are detected and dropped by the ADSL Central Devices before they 

enter the core -4ThI network. 

3.2.3 Error Models for ADSL Line Noise 

An important feature of ADSL that is studied is the random errors due to noise 

over copper lines. This subsection describes the two simulation error models that 

have been implemented to characterize the features of noise on ADSL lines. Since 

ATlI-TN is a cell level simulator and the smallest unit in ATXI-TY is the AThT 

cell. the error models simulate errors at the AThf cell Ievel. not at the bit level. 
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Figure 3.2: .An ADSL Network Based on the Simulation )rodel 

Independent Error Model 

In the independent error model. the probability of a cell being corrupted is indepen- 

dent of that of other cells. so that errors are scattered. There are two parameters 

in the simulation input file to be used by this error model: the Cell Error Ratio 

(CER) in the downstream and upstream directions. CER is the ratio of errored 

cells in a transmission in relation to the total cells sent in the transmission. These 

two parameters define the probability that cells get corrupted and dropped. 

For each incoming cell, a random draw is made to generate a random number 

between (0-1) using the SimKit random number generator. If the number is less 

than or equal to the probability given as the parameter (e.g. CER = 1.0 x lo-'), it 

indicates an error and the cell (and only this cell) is dropped. Othenvise. no drop 

occurs and the cell is sent to the destination. 



Burst Error Model 

Burst error is the most common error pattern in real systems. .A burst error can 

involve consecutive cells or packets of a data stream. The simulation of burst errors 

can be in the time domain or in the cell count domain. The time domain approach 

defines the line status in terms of time. for example. noise occurs from time t i  to 

t on a line. -111 the cells (zero or more) transmitted over the line during this noisy 

period will be corrupted. The cell count approach defines the line status in terms 

of the number of corrupted cells in an error burst. for example. a mean of n cells 

will be lost in an error burst. The  time domain simulation approach is used in this 

study. There are four parameters in the sinlulation input file for the burst error 

model: CER in the downstream direction, CER in the upstream direction. a mean 

burst error duration in seconds in the downstream direction. ancl a mean burst 

error duration in seconds in the upstream direction. 

The key issue in the burst error model is llow to calculate the interarrival time 

between the bursts of errors. I cell stream with burst errors is illustrated in Fig- 

ure 3.3. 

Figure 3.3: The Burst Error Pattern 
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The following approach is used. Select any period with a section of good data 

and a section of errors. Then the following proportion expression can be derived: 
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E rrorCelt s - - L i n e R a t e  x BurstDw-ation 
Errorcel ls  + Goodcel ls  L i n e X a t e  x Internrritlal (3.1) 

ErrorCells refers to the number of corrupted cells during the selected period. 

marked as Errors in Figure 3.3. GoodCells refers to the number of correctly 

transmitted cells, marked as Good Data in Figure 3.3. Since the left part of the 

equation is equal to CER according to the definition of CER (the ratio of errored 

cells in a transmission to the total cells sent in the transmission), the equation can 

be written as: 

BurstDvrut  iurt 
C E R  = 

lnterarriual 

Therefore. the interarrival time can be calculated as: 

BurstDuration 
Interarrival = 

C E R  

Both the B.urstDuration and CER are given in the input data set as parameters 

so that the interarrival time can be directly calculated. 

Since the bursts of errors follow the Poisson process. the exponential distribution 

is used. One exponential distribution is used to determine when the burst of errors 

occurs, and another exponential distribution is used to determine how long the burst 

error lasts (i.e.. burst error duration). The mean for the former is the "interarrival? 



time calculated as above. The mean for the latter is the "mean burst error duration" 

in seconds given in the simulation input data set. The status of an ADSL line 

changes between "good" and "noisy". If a cell arrives during the noisy period. 

the cell is considered corrupted and dropped. Otherwise the cell is sent to the 

dcstisrzt i ~ n .  

3.3 Model Verification and Validat ion 

Model verification assures that the computer simulation program reflects the con- 

ceptual model accurately. Validation refers to the act of determining that the 

simulation model represents the real system well enough for the purposes of the 

study [j]. Since verification and validation are usually conducted simultaneously. 

they rvill not be strictly distinguished in this section. 

Verification and validation are important and difficult tasks for model develop 

ers. Many methods introduced in the literature are informal subjective comparisons 

and judgments. while a few are based on the statistical analysis of the output. This 

section provides the preliminary model verification and validation by conducting 

three groups of experiments. These experiments are: 1) an illustration of the be- 

havior of the two error models. 2) comparison of the expected results and simulation 

results. and 3) simulation experiments ~vith different random number seeds. Ex- 

periments have been run with a single TCP source scenario for model validation. 

Please refer to Section 4.2 for the details of the scenario configuration. 



3.3.1 Error Model Behavior 

Figure 3.1 provides a qualitative verification of the error models by plotting the 

error distributions as a function of time. For the burst error model. the vertical 

axis is the number of cells dropped in an error burst. Since the mean duration of 

each error burst is very short ( 2 0 0 ~ s )  compared with the simulation time in the 

horizontal axis. the duration of an error burst cannot be seen from the graphs. 

Instead, an error burst is shown as an impulse in the graphs. The number of cells 

corrupted in an error burst varies from one to five. The error distribution is as 

espected. i.e.. the lower the Cell Error Ratio (CER)? the sparser the burst errors. 

The plot for CER = 1.0 x lo-'' shows fewer corrupt cells in an error burst although 

the same mean burst error duration is used for the two CERs. It is because the error 

bursts are more scattered when CER equals 1.0 x lo-". With a longer simulation 

time. the average number of cells corrupted in an error burst for these two CER 

values becomes closer. .As it was designed. the errors in the independent model are 

not correlated to each other so that only one cell is corrupted each time. 

The independence of random numbers is validated by performing a test for auto- 

correlation according to the method introduced in [5]. In testing for independence. 

a null hypothesis is made that the numbers are independent. Failure to reject the 

null hypothesis means that no evidence of dependence has been detected on the 

basis of the test. 

The test is conducted as follows [5]:  1) Select a sequence of random numbers 

for study. 2) Examine every m numbers. starting with the it,, number. Thus the 

numbers &, &+,, &+2,: . . . 4+crr+l)m would be of interest. The value &I is the 

largest integer such that i + (A1 + 1)m 5 .V. where N is the total number of values 



in the sequence, 3) The test statistic is formed as Zo = pk / oPim. For large values 

of hl. the distribution of p ,  is approximately normal with a mean of zero and a 

variance of 1 if the random numbers studied are uncorrelated. The formulas for 

pi, and o , ~  are given in Equation 3.4 and 3.5. 4) Compute Zo. and do not reject 

.LUL*  .lj p 
/ I  / the nllll ht-nothesis ~f indcpcndc~cc if 2 a" 2 z,,?. ivlirrc; ct is ~ i l r  irvei u l  

significance and z,,? is the critical value. 

In the thesis, a sequence of 30 random numbers are selected for the study a is 

0.05. blultiple computations are conducted with different i and m. This increases 

the probability of rejecting the nuil hypothesis. .-\!I the statistical values of Zo 

meet the criteria in step 4).  Therefore. the hypothesis of independence cannot be 

rejected by the test results. 

1 
Pim = (-11 + 1) 

[x Ri+kmRt+(k t  l ) m ]  - 0-25 
k=O 

Figure 3.5 compares the error distributions with the same CER but different 

mean burst error durations. The graphs illustrate that with a longer mean burst 

error duration, more cells are corrupted in an error burst. but the interarrival time 

between error bursts tends to be larger. Therefore, the CERs are the same according 

to Equation 3.2. 

Figure 3.6(a) shows the cumulative number of dropped cells and its relationship 
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Figure 3.4: Comparison of Error Distributions of the Burst and Independent Error 
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Figure 3.5: Comparison of Bursts of Errors with Different Burst Durations 
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with error bursts within a short simulation period. The error bursts are illustrated 

as impulses with dotted vertical lines. It is seen that each increment of the cu- 

mulative number of dropped cells is caused by an error burst. Some error bursts 

cause no change in the cumulative number of dropped cells because there is no cell 

traasrnissicn dzring thc crror burst. 

Figure 3.6(b) illustrates the distribution of the number of cells corrupted in a 

burst error. The horizontal axis shows that a burst error may corrupt a single cell 

or up to eight consecutive cells. The vertical axis shows their percentages in total 

number of corrupted cells respectively. For example. the number of cells corrupted 

in error bursts that kill one cell accounts for 20.5% in the total number of corrupted 

cells. The curve is a polynomial approximation of the distributions. The average 

number of cells corrupted in an error burst is 2.22 as shown by the dotted vertical 

line. Error bursts that destroy one or two cells are dominant because the interarriral 

time of cells is very close to the mean bunt  error duration in the experiments. 

3.3.2 Comparison of Targeted and 0 bserved Results 

This subsection performs the model validation by comparing the targeted and ob- 

served results. Targeted results are expected results from the simulation definition. 

Observed results are obtained from the simulation statistics. 

Table 3.1 and 3.2 compare the targeted and observed data for the error models. 

Targeted CER is defined in the simulation input file. Observed CER is calculated 

as the ratio of dropped cells to received cells. It is expected that the observed CER 

is the same as the targeted CER. The simulation results have a good match to the 

targeted data, which indicates that the models work as they were designed. 



Table 3.1: Comparison of Targeted and Observed Data (Burst Error Ilodel) 

Table 3.2: Comparison of Targeted and Observed Data (Independent Error Model) 

Targeted CER 

1.0 x lo-J 
1.0 x lo-'' 
I . ?  x I F  
1.0 x lo-" 
1.0 x lo-; 

3.3.3 Experiments with Different Random Number Seeds 

Observed Data 

Targeted CER 

The simulation model should produce similar results with different sequences of 

random numbers. Three different ranclom number seeds have been used to generate 

three different sequences of random numbers to test the stability of the simulation 

model. Figure 3.7 shows the results of targeted CER for the two error models 

with different random number sequences. Logarithmic scales are used for both the 

horizontal and vertical axes in order to illustrate the differences clearly. It is seen 

that different random number sequences generated very close results. This proves 

that the simulation model is not subject to the change of random numbers. 

Figure 3.7 also visualizes the comparison of targeted and observed data in the 

Cells Dropped 
149?415 
17,463 
1,826 
166 
21 

Observed Data 

Cells Received 
149,459,669 
173.855?353 
175,156,359 
176,646,027 
176.709.724 

Cells Dropped 

0 bserved CER 
1.00 x lo-" 
1.00 x lo-‘' 
1.93 10-5 
0.94 x 1 0 - ~  
1.19 x lo-' 

1.0 x lo-" 
1.0 x lo-'' 
1.0 x 10"" 
1.0 x lo-" 
1.0 x lo-; 

Cells Received 
140,780.961 
174,140,195 
176.582.676 
176.708.011 
176,709.736 

141,341 
17.353 
1.505 
185 
17 

Observed CER 
1.00 x lo-" 
1.00 x lo--k 
1.02 x lo-s5 
1.06 x lo-" - 
0.96 x 10-1 



preceding subsection. Since the observed CER should be the same as the targeted 

CER. the ideal line in the graphs should be the diagonal. The close approach of 

the lines to the diagonal indicates that the model performed as it was designed. 

r 
Sequence 1 - 
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/. 

Figure 3.7: Comparison of Results with Different Random Number Seeds 

# 

3.4 Summary 

s 

Burst Error Model Independent Error Model 

This chapter has described the design. implementation and validation of the ADSL 

simulation model. The model is built upon a high fidelity ATSI network simulator 

called the .lThI-TN. It enables the study of a full protocol stack of TCP/;\TM/ 

ADSL. Major ADSL components have been simulated. Xoise on ADSL lines is sim- 

ulated by t~vo error models and is configurable via simulation parameters. .I set of 

experiments have been performed for model verification and validation. Simulation 

results have shown that the model works as it was designed. 
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Chapter 4 

Experimental Design 

The main objective of the thesis is to explore the effects of a noisy ADSL access 

network on the end-to-end TCP performance over AT11 (denoted as TCP/.\TII/ 

ADSL). This is achieved by conducting a series of experiments and analyzing the 

esperimental results. The method of doing the study is simulation. ;\TSI-TN is 

an integrated sirnulation tool that enables the users to construct the TCP/.\TTSI/ 

.ADSL structure and t o  define different network scenarios. 

This chapter describes the design of simulation experiments in the thesis work. 

Section 4.1 introduces the TCP traffic simulation model that is used in the exper- 

iments. Section 4.2 describes the network structure for the experiments. Section 

4.3 presents the parameters and their values that affect the simulation results. Sec- 

tion 4.4 defines the performance metrics used in t he result evaluation. Section 4.5 

describes the purposes and designs for each group of experiments. 



4.1 The TCP Traffic Model 

The TCP model in ATT3I-TN was designed and implemented to simulate the TCP/ 

IP protocol suite and generate the traffic load. The TCP model is closely based 

on the TCP/IP networking code from the 4.4BSD-Lite release by the University of 

California a t  Berkeley. which is essentially the implementation of the TCP-Reno 

version. The model is designed to simulate the data transfer between two hosts 

over an ATTXI network. Both hosts can send and receive data although they are 

referred to as the source (the primary sender) and the sink. 

Figure 4.1 depicts the protocol stack of the TCP traffic model. There are 

four sections in the stack: the application level. the socket interface. the TCP/IP 

protocols. and the .AAL5/.ATTSI layer (151. In the application layer. each host writes 

a certain amount of data to the destination. The data is buffered by the socket 

layer. The TCP layer is modeled in great detail including TCP features such as 

slow-start . fast retransmit, fast recovery. and high performance extensions. The IP 

layer is not esplicitly modeled. The routing is left to the ATTSI layer. The .A,\L5/ 

.IT;LI layer breaks TCP segments into ITS1 cells and queues then1 for transmission. 

The received cells are reassembled into TCP segments, checked for completeness, 

and passed to the TCP/IP layer. 

The TCP model was implemented as a traffic module in .-\Tbl-TN using the 

SimKit C++ version (121. It can be configured by parameters in the ATTXI-TN 

input data sets. These parameters include the finite or infinite amount of data to 

transfer. the socket send and receive buffer size, TCP timer granularity. Slaximurn 

Segment Size (MSS), Maximum Transmission Unit (LITC'), TCP high performance 

estensions. and so on. The TCP model also provides the reporting and tracing 
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Figure 4.1: The TCP Traffic Model [l5] 
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4.2 Network Scenarios 
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Two network scenarios have been used in the simulation experiments. Figure 4.2 

shows the structure of the single TCP source scenario. It is used to explore the 

dynamic behavior of TCP. In order to be consistent with the notation in the liter- 

ature, the customer premise network is shown on the right side of the graph. and 

the service network is on the left side. In the simulation experiments. the TCP 

traffic instances are configured to be unidirectional, i-e., the server will send un- 

limited data packets to the client, and the client will only send acknowledgments 

to the server. This simulates the typical asymmetric operation on the Internet. 

where users usually download more data than they upload. The ATTXI service class 

is Unspecified Bit Rate (UBR) in all the experiments. 



There are two kinds of links in the scenario: the high-speed .-\TSI links and 

low-speed ADSL lines. AThI link rates are defined as 155 hlbps (OC-3). The 

downstream transmission rate for the ADSL line is 1.5 l,Ibps. The upstream rate 

for ADSL is 512 Kbps. The ADSL line is the bottleneck of the network because 

of thc rate mismatch. .AT!d h i k s  dud tile .iDSi iirle are distinguished using thick 

and thin lines respectively in the diagram. Link distances in kilometers are marked 

beside the lines. The ADSL line is 3.5 Km. a typical length in local loops. The 

link from the TCP client to the ADSL remote device is riegligible because it is an 

internal link. In the simulation it is defined as a very short error-free link with the 

same transmission rate as the ADSL line. 

Downstream (data) 

TCP Server m - TCP Client 
0 :z 1 ATM 1 :zy 1 '1; 1 3*5Km Fl 0 

Access 
Switch 1 .SMbps - ADS t Line 

Figure 1.2: The Single TCP Source Scenario 

The second scenario has similar structure but eight TCP sources as shown in 

Figure 4.3. It is used in most of the experiments. In this scenario. eight TCP sources 

are multiplexed by the ADSL .Access Node. Eight Permanent Virtual Connections 

(PVCs) are established between the clients and servers. The length between the 

.AThfI switch and ADSL .Access Node is 5 Km for Local Area Network (LAN) and 



1000 Km for Wide .Area Network (LVAN). -111 the experiments are based on the 

LAN configuration unless otherwise specified. Other parameters for the eight TCP 

sources scenario are the same as the single TCP source scenario. 

Figure 4.3: The Eight TCP Sources Scenario 
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4.3 Factors and Non-factor Parameters 
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Factors are the parameters that influence the experimental results and are varied 

with different values in the experiments. Non-factor parameters define the network 

scenario and are set to fixed values in the esperiments. 

4.3.1 Factors and Levels 
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The factors used in the experiments are described below. Their levels are listed in 

Table 4.1- 
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Cell Error Ratio (CER): -4ccording to the .AT11 Forum, Cell Error Ratio is 

defined as the ratio of errored cells in a transmission in relation to the total 

cells sent in the transmission. For example. CER = 1.0 x lo-' means that an 

average 1 out of every 10,000.000 cells is corrupted. .Although errors normally 

appcnr in bursts. carricrs nsuall:; use CEX ;lj a descriptur o l  iilr crarrsn~ission 

quality ignoring the non-uniform distribution of errors. In the experiments. 

the value of CER is set from 1.0 x lW3 to 1.0 x lo-'. The CER vaIues for the 

downstream and upstream directions of the same ADSL line are the same. 

Burst Error Duration: Burst error duration defines the mean length of bursts 

of errors in seconds. The Frequency of the occurrence of errors and the dura- 

tion of bursts determine the CER of a line. The duration of noise in a real 

system varies according to different types of noise. For example. the duration 

of impulse noise may range from a few ps to 1000 ps [6]. In most of the 

esperiments. the burst error duration is set to 200 ps. In the experiments 

considering the effect of noise (Section 3.2): mean durations of SO ps and 300 

ps are also studied. 

h,Iauirnum Segment Size (LISS): Ma-imum Segment Size defines the rnwi- 

mum amount of data in bytes in a TCP segment (TCP packet). In most 

experiments, the hISS is set to 512 bytes, the packet size used cornmonlp on 

the Internet. In the experiment to study the effect of MSS, two other values 

are studied. One is 4352 bytes for FDDI networks. The other is 9140 bytes. 

the default bISS size for IP over -4TM networks. 

ADSL Line Bandwidth: ADSL line bandwidth is the transmission rate of 



ADSL lines in Megabits per second (Mbps). In most of the experiments. 

the ADSL line bandwidth is fised at 1.5 XIbps except that in the bandwidth 

asymmetry study it is varied from 1.5 bIbps to 8.0 hIbps. .All the ADSL lines 

are defined to have the same bandwidth. 

Percentage of noisy ADSL lines within a certain network: This is a unique 

parameter introduced in this thesis. It is defined as the ratio of noisy ADSL 

lines to the total number of ADSL lines on a network. Given a network with 

a total of 1000 ADSL lines? if 100 lines cause transmission errors due to noise. 

while other lines are in good status. the percentage of noisy lines is said to 

be 10%. 

Switch Buffer Size: Switch buffer size is the output port buffer capacity of the 

ATTSI switch in cells. When congestion occurs. cells are queued in the buffers. 

When the buffer overflows. incoming cells are dropped. In most experiments. 

the buffer size is set large enough to avoid cell drops by congestion. thus 

isolating the cause of data loss to errors. In the experiment studying the 

effect of switch buffer size on network performance. the buffer size varies and 

there are cell drops due to buffer overflows. 

4.3.2 Non-factor Parameters 

Link Features: Two types of links are defined in the experiments: ADSL 

lines and .ATM links. XDSL lines refer to the low-speed copper pairs in local 

loops. ATT41 links refer to high-speed fiber optic links. For the ADSL lines. 

the upstream transmission rate is set to ,512 Kbps and the downstream rate 



Table 4.1: Levels of Factors 

I Factors 1 Levels 1 

I 1.0 x lo- '  
Cell Error Ratio (CER) 1 . 0 ~  1 . 0 ~  lo4. 1 . 0 ~  10 -~ .1 .0~  lo-6. 

I 

Switch Buffer Size (Cells) [ 1000. 1100. 1200. 1300. 1-400. 1500. 1600 

L 

Burst Error Duration (seconds) 
Xlnuimi~m Se,qent Size (Bytes) 
ADSL Line Bandwidth (bIbps) 

Percentage of Noisy Lines 

is 1.5 Xlbps. The propagation delay of ADSL lines is 5.7 ps per kilometer. 

.\TThI links are defined as OC-3 links with a bandwidth of 155.0 hlbps in both 

directions and a delay of 3.7 ,us per kilometer. The ATXI links are error-free 

in the simulation. 

0.00005. 0.0002. 0.0005 
512. ,1352. 3140 
1.5, 2.5. 4.0. 6.0, 8.0 
0%. 12.5%. 25%. 37.5%, 50%'0. 62.5%, 75%. 
87.5%. 100% 

Switch Features: The switch type selected in the esperinients is the single 

stage Per-Port switch model in ATXI-TN [I 11. When congestion occurs. cells 

are queued in the output port buffers of' the switch. 

TCP Features: In the experiments, the TCP model is configured as one-way 

traffic, i.e.? unlimited data is sent downstream and only acknowledgments 

are sent upstream. This simulates a user's behavior of sending requests to 

a network and downloading a large amount of data from the network. The 

TCP receiver's window size is 65:535 bytes. .A TCP connection's capacity 

is decided by bandwidth-delay product (bandwidth x round-trip time). If 

the ~vindo~v size is greater than the bandwidth-delay product. the maximum 

possible throughput can be achieved. 65.535 is large enough not to be a re- 



st,riction on the throughput. The blauimum Segment Size (hISS) is set to $12 

bytes except for the study of different hISS values. The TCP retransmission 

timer granularity is 500 ms because it is commonly used on the Internet. De- 

layed acknowledgment is used (200 ms delay). Nagle's algorithm is enabled. 

azd TCP high peif~imance e:i:iid~liii"ii~ clisalird. 

a Simulatio~l set up: In order to obtain steady-state results. the simulation run 

time and warmup period need to be long enough. In this thesis. the simulation 

is run for 5000 simulation seconds with a warmup time of 50 seconds. These 

values were chosen by running tests with different simulation parameters. In 

the test runs. the simulation trace function is turned on so that it generates 

simulation statistics at the configured intervals. By examining the statistics. 

for example. the change of maximum and average queue size. it can be deter- 

mined whether or not the simulation program has reached the steady state. 

In the real experiments. the trace function is turned off so that the statis- 

tics are collected after the warmup period and generated once at the end of 

the simulation. The default random number generation mixer of -4TSI-TN is 

used. -4s seen in Subsection 3.3.3, simulation with different random number 

seeds generated similar results. 

4.4 Performance Met rics 

The metrics for the evaluation of the performance of TCP/;\T>I/.-\DSL are ex- 

plained as follows: 

Cell Loss Ratio (CLR): CLR is the ratio of the number of lost cells to the 



total number of cells sent over a network within a certain time interval ('261. 

It is an AThf specific metric for the measurement of quality of service on a 

network. It  is expressed as an order of magnitude. usually having a range 

from lo-' to  10-15. 

Packet Loss Ratio (PLR): PLR is defined as the ratio of number of lost packets 

to the total number of transmitted packets. PLR is the metric to study data 

loss at the TCP/IP layer. 

Effective Throughput: The effective throughput is defined as the ratio of the 

aggregate achieved throughput to the maximum achievable throughput. It is 

calculated by the follo~ving equation. 

E j  f ecti~veThro,ughput = I=  I 

JISS (4.1) 
iV x LineRate x 

53 x [(.\lSS + -40) t 481 

 throughput) is the aggregate achieved throughput. It is the amount 

of data successfully transmitted (escluding duplicate data) divided by the 

transmission time. usually expressed as hlbits/sec. It can be accumulated 

from the simulation statistics. The denominator is the maximum achievable 

throughput of the network. It is limited by the bottleneck on the network. 

LineRate ( hf bits/sec) is the masimum transmission rate of the bort leneck 

link? which is the hDSL line in this study. 3 is the number of bottleneck 

links on a network. In the network scenario shown in Figure 4.3, ?1 is 8. 



[(.\.ISS + 40) t 481 calculates the number of cells needed to carry a TCP 

segment. There is overhead to pad TCP segments into AThl cells because each 

.ITM cell (53 bytes) contains only -18 bytes of payload. For example. a TCP 

segment of 51% bytes of data (41SS = 512 bytes), plus 20 bytes TCP header 

=d '70 bytes !P hcndcr. seeds 12 .\TSI ~ c l ! ~  ($36 bytes) .  Su the dulrieuuhir 

throughput is 80.5% (512 bytes1636 bytes) of the bottleneck bandwidth. . in  

effective throughput of 100% is desired. which means the full utilization of 

the link bandwidth. 

Fairness Index: Fairness means the equal allocation of resources. for example. 

equal share of the bottleneck link on a network. It is desirable for a network to 

offer its resources fairly to contending connections. Li7it h an unfair allocation. 

some connections get better performance at the expense of other connections 

wen though the total throughput is high. The fairness index is a measure of 

fairness as introduced in [20]. It is expressed by the following equation: 

Fairness Index = I= 1 
n 

In the equation, n is the number of contending users and xi is the resource 

allocated to the ith user. The value of the fairness index is continuous and 

bounded between 0 and 1. where 1 means a system that is 100% fair. 

a TCP Congestion Window: The congest.ion window is a state variable used by 



the TCP slow start algorithm. Upon starting a connection. or restarting from 

slow start after packet loss. the congestion window size is set to one packet. 

The sender can transmit a number of packets that is up to the minimum of 

the congestion window size and the advertised window size [30]. The conges- 

+.,-... r i u u  ..-.- bk ;~IUU+\ ~1-.-- i ~ h i f i  piuttrd agaiust, Li111e is used to iiiustrate and expiain the 

dynamic behavior of TCP. 

TCP Sequence Number: Each octet (byte) of data sent over a TCP connection 

is logically assigned a 32-bit sequence number [la]. The acknowledgment 

mechanism is cumulative so that an acknowledgment of sequence number n 

indicates that all octets up to but not including n have been received. In other 

words. the ackno~vledgment number indicated in the .-\CI\: is the next sequence 

number expected by the receiver. Since every octet is sequenced. each can 

be acknowledged. This mechanism supports the reliable data transmission 

of TCP. The plot of sequence numbers also helps to obsewe and analyze the 

dynamics of TCP. 

4.5 Experimental Design 

Several groups of experiments have been designed to explore the performance of 

TCP/.\TbI/ADSL under a lossp environment. 

a Dynamics of TCP: This experiment explores the dynamic behavior of TCP 

with the esistence of errors by plotting the TCP congestion window and 

sequence numbers against time. These two variables provide a close view 

of TCP7s reaction to data loss. The acknowledgment of duplicate sequence 



numbers indicates TCP packet loss. The congestion window size is reduced 

when packet loss is detected. The experiment is conducted with the single 

TCP source scenario in a short simulation time in order to observe changes 

in these variables. 

The effect of noise: The purpose of this experiment is to study the effect of 

noise in isolation. Cell Error Ratio (CER) caused by noise is the only factor 

in the experiment. It also compares the different effects of the burst error 

model and the independent error model on TCP performance. 

The effect of TCP packet size: TCP performance degrades over AT11 net- 

works because of the segmentation and reassembly process due to the size 

mismatch of TCP packets and AT11 cells. It implies that larger TCP packet 

sizes result in poorer TCP performance. This experiment is designed to study 

how the change of TCP segment sizes affects the performance. 

The effect of bandwidth asymmetry: Service providers offer different ADSL 

line speeds. The downstream and upstream transmission rates are asym- 

metric. Under the same error ratio. lines of different transmission rates are 

affected to a different extent by errors. This experiment varies the down- 

stream and upstream transmission rates of the ADSL lines and studies the 

impact on TCP performance. 

The effect of percentage of noisy lines: On a real network. it is likely that 

during a certain period some of the lines are noisy. while others are in good 

status. Senjce providers need to know how many noisy lines they can afford 

on their networks to achieve competitive performance. This experiment is 



designed to study how the change in percentage of noisy lines affects network 

performance. In the experiment, the number of noisy lines is the major factor. 

The number of noisy lines varies from zero to eight in each experiment. 

The effect of switch buffer size: This experiment is used to explore TCP 

performance in the presence of both noise and congestion. The preceding 

experiments are based on a network without data loss by congestion in order 

to isolate and focus on the effect of noise. However. congestion is inevitable 

in the real world and it is one of the major factors that causes data loss. In 

this experiment. switch buffer size and noise on the lines are the two variables 

being varied. When the switch buffer size is small. the network experiences 

loss due both to noise and to congestion. 

4.6 Summary 

This chapter has presented the experimental design for the performance study of 

TCP/.-\TSI/.-\DSL. First, it introduced the TCP traffic model that was used in 

the experiments. Second. it illustrated the network structure and listed the setup 

of parameters. Third. it defined and esplained the performance metrics that were 

used to evaluate the experimental results. Finally? it described the design of each 

group of experiments in terms of their motivations and objectives. 



Chapter 5 

Experimental Results and 

Evaluation 

This chapter presents and analyzes the experimental results of TCP over -4TI.l over 

lossy asymmetric networks. The chapter starts with an  illustration of the ciynamic 

behavior of TCP under loss in Section 5.1. Section 5.2 studies the effect of noise 

on TCP performance in isolation. Section 5.3 compares TCP's reaction to loss us- 

ing different TCP segment sizes. Section 5.4 varies the downstream and upstream 

transmission rates and explores their effects on TCP performance. Section 5.3 stud- 

ies the network performance when the percentage of noisy lines within a network 

changes. Section 5.6 investigates the effects of both noise and congestion on TCP 

performance. Finally. Section 5.7 summarizes the findings from the experiment a1 

results. 



5.1 Dynamics of TCP 

Experiments have been conducted with the single TCP source scenario to reveal 

the dynamic behavior of TCP in the presence of transmission errors. In order to 

study the effect of noise in isolation. large switch buffers were used to avoid buffer 

overflorvs due to congestion. However, all the TCP mecha~lisms for congestion 

control and flow control apply because TCP reacts to errors in the same Isray as it 

reacts to congestion. 

5.1.1 TCP Congestion Control Algorithms 

There are Four intertwined algorithms for TCP congestion control: slow start. con- 

gestion avoidance. Fast retransmit. and fast recovery. Here is a brief description of 

how these algorithms work [2] (301 [31] [3-!]. 

Slow start is used by the TCP sender to control the amount of data being in- 

jected into the network. Slow start adds another window to TCP: the congestion 

window. called .*cwnd". The congestion window is the flow control variable at the 

sender side. while the receiver's advertised window (nvnd) is the flow control vari- 

able imposed by the receiver. The TCP sender can never send an amount of data. 

that exceeds the minimum of the sender's congestion window and the receiver's ad- 

vertised window. Each time a new TCP connection is established. the congestion 

window is initialized to one TCP segment. For each acknowledgment received. the 

congestion window is increased by one se,gnent. The sender starts by transmit- 

ting one segment. When this segment is acknowledged, the congestion window is 

increased from one to two, and two segments are sent. When each of these two 



segments is acknowledged. the congestion window is increased from two segments 

to four. This enables the size of the congestion window to grow exponentially. Ad- 

ditionally, when a retransmission timeout occurs during a connection due to one 

or more Lost packets. the congestion window size is reset to one TCP segment and 

TCP starts from slm start again. 

Congestion avoidance is another algorithm for congestion control which is usu- 

ally implemented toget her with slow start. Congestion avoidance maintains a 

threshold, which is initially set to 65.535 bytes. There are two possible indica- 

tions of packet loss: the occurrence of a timeout. and the receipt of duplicate 

ACKs. When packet loss is detected. one-half of the current window size (the min- 

imum of cwnd and nvnd. but at least two segments) is saved as the threshold. If 

cwnd is less than or equal to the threshold. TCP performs slow start: otherwise. 

congestion avoidance is used. Slow start increases the congestion window size es- 

ponentially. When the congestiori window is larger than the threshold. congestion 

avoidance takes over. It increases the congestion ivindow linearly by a n  increment 

of hISS*XISS/cwnd each time an ACK is received [19] [XI. The combination of 

slow start and congestion avoidance enables TCP to grow fast from a small window 

size and become more conservative when the window size is large. 

The fast retransmit algorithm allows TCP to react to data loss quickly. thus 

avoiding coarse timeouts. When an out-of-order segment arrives. the TCP receiver 

should send an immediate duplicate l C K  for a previously received segment. This 

r\CK informs the sender that a segment was received out of order and which se- 

quence number is expected. Duplicate .-\CI<s can be caused by packet loss or 

reordering. When three or more duplicate ACKs are received consecutively for the 



same sequence number, it is a strong indication that a segment has been lost. Upon 

receiving duplicate .-\CKs, the sender will immediately retransmit the missing seg- 

ment without waiting for a retransmission timer to expire. This algorithm is called 

"fast retransmit" . 

.iftcr the scndcr sends the missiiig segment using ilir Fdst irtl.alia~lliL a i g u r i ~ i ~ ~ l ~ .  

congestion avoidance (not slow start) is performed. This is the TCP "fast recovery'' 

algorithm. It allows high throughput under moderate packet loss. 

5.1.2 TCP Congest ion Window Dynamics 

The following graphs depict the change in the TCP congestion window as a function 

of time for lossy networks with different values for the Cell Error Ratio (CER). 

Figure 5.1 shows the congestion window for the burst error model when the 

CER varies from 1.0 x to 1.0 x lo-! The top-left graph shows that the TCP 

congestion window can hardly grow because of frequent packet loss when CER = 

1.0 x The graph below it illustrates packet drops in the same time scale for 

the same CER value. At about time -I. two consecutive packets have been lost. 

This causes a timeout. shown as the idle period in the congestion window plot. 

.-\ following packet drop results in an even longer timeout from about time 6 to 

10. .inother consecutive packet loss at a later time has been recovered by fast 

retransmit. It is seen that it is hard for TCP to recover from consecutive packet 

loss by fast retransmit, especially when the window size is small. 

The plot for CER = 1.0 x lo-' illustrates the slow start and fast retransmit 

processes clearly. Each time when packet loss occurs and the retransmission timer 

expires, the congestion window is reset to one packet, and TCP is forced to begin 
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with slo~v start. The fast growing of the congestion window size shows that the 

slow start algorithm is not "slow" because it increases the congestion ~vindolv size 

exponentially. Even so. it reduces the throughput of TCP greatly by dropping the 

congestion window to one packet. When the congestion window reaches half of its 

m!ce Scfcrc s!or start. the jpced of g i i ) ~ i h  is sl~ived CIVIVII because the congestion 

avoidance algorithm is in control. The fast retransmit and fast recovery process is 

illustrated when the congestion window shrinks to one-half and grows linearly again. 

When CER = 1.0 x lo-'. no packet loss occurs during the short simulation time 

(20 seconds). The congestion window grows quickly and maintains the mzcximurn 

permissible window size (65.335 bytes) imposed by the receiver. This illustrates 

the ideal condition For TCP when there is no packet loss. 

Figure 5.2  shows the congestion window changes for the independent error 

model. for CER values ranging from 1.0 x to 1.0 x 10-% It yields similar 

results to the burst error model. When CER = 1.0 x lo-" both error models cause 

problems for TCP. The TCP congestion window cannot be opened because there 

are too many successive retransmissions and t imeouts. 

Figure 5.1 and .5.2 show that fast retransmit and fast recovery can help TCP 

react to packet loss in a timely manner compared with coarse timeouts. However. 

these algorithms cannot eliminate all coarse-grained timeou ts because of the fol- 

lowing reasons. First. .iCKs may also be lost, especially on a very lossy network. If 

the sender does not receive acknowledgments in time. the fast retransmit cannot be 

triggered and the retransmission timer will be in control. When the retransmission 

timer expires, TCP will resume from slow start. This is the case in this study be- 

cause the reverse channel for .ACKs has the same CER as the data packet channel. 





The second reason is that TCP's transmission window is usually not large enough 

to contain duplicate ;\CKs tp trigger fast retransmits when multiple packets have 

been lost (71. This is why TCP performance can be severely degraded under the 

loss of multiple consecutive packets. 

Figiirc 5.1 and 5.2 also i!!nstrate the adJitive iuclriut. a11d ~~luii ipiicative de- 

crease feature of TCP congestion control. -1 TCP source sets the congestion window 

based on the level of congestion it perceives on the network. In this thesis work. the 

congestion ~vindoiv is affected by errors on the ADSL lines. When there is no packet 

loss. the congestion window is increased exponentially in the slolv start phase or 

linearly in the congestion avoidance phase: when packet loss occurs. the congestion 

window is decreased by half (fast recovery) or even dropped to one packet (slow 

start). This is called the additive increase and rnultiplicati~e decrease of TCP. It 

enables TCP to transmit packets at the allowable rate of the network and shrink 

quickly to avoid more data loss when congestion (or error) happens. 

Table 5.1 shows the achieved throughput in bits per second by the single TCP 

source for both error models. The simulation is run for 50.000 seconds. long enough 

for the network to reach steady state. .According to Equation 4.1. the maximum 

achievable throughput for a link with a bandwidth of 1.500.000 bits per second 

should be 1,207.547 bits per second. When CER is low. the rare errors on the 

network only have minimal impact on the throughput because most of the packet 

loss can be recovered using fast retransmits. When CER is high. the number of 

coarse timeouts increases and the throughput obviously decreases. 



Table 5.1: Throughput (bitslsec) under Various CERs 

5.1.3 TCP Sequence Number Analysis 

CER 
1.0 x lo-"  

TCP guarantees the delivery of packets by assigning each a sequence number. The 

acknowledgnlent of sequence number n tells the sender that the next expected 

sequence number is n (i.e.. all data prior to n has been received successfully). When 

packet loss occurs. the receiver sends duplicate ackno~vledgments. and the sender 

resends the missing packet with the required sequence number. The behavior of 

packet loss and recovery can be illustrated clearly by plotting the TCP sequence 

numbers over simulation time. 

Figure 5.3 and 5.4 depict the TCP sequence numbers for the burst and inde- 

pendent error models when CER varies from 1.0 x to 1.0 x 10-'. The TCP 

sequence numbers and ACK numbers are drawn in separate graphs for clarity. In 

the sequence number plot, retransmission is demonstrated by the transmission of 

a packet with the same sequence number as a preceding packet. received at a later 

time. In the .ICK number plot. packet loss is expressed by a horizontal portion on 

the curve, which indicates duplicate .-\CKs. When CER = 1.0 x the scales 

for the horizontal and vertical axes are different from those in the plots for other 

Burst Error Model I Independent Error Model 
1.012.644 I 95 1.304 



CER values in order to illustrate the packet Ioss and retransmissions clearly. 

The packet Ioss and recovery are illustrated clearly in the plots for CER = 

1.0 x lo-". Each time when a packet is lost. the TCP receiver starts sending 

duplicate .-\CKs, shown as the small horizontal portion on the curve. When the 

TC? sender gets these duplicntc .\CI<s fcr the srme jii(ut;fice ilulil'uar. it  rrsends 

the packet with this sequence number. Upon receiving the resent packet. the TCP 

receiver sends the .XI<  with the nest expected sequence number. Several packet 

loss and recovery episodes have been shown in the plots. When CER = 1.0 x lo-'. 

the sequence number increases without any breaks for the burst error model because 

there is no packet loss in the short simulation time (10 seconds). 

Since the horizontal avis represents time and the vertical axis represents the 

cumulative data being transmitted. the slope of the TCP sequence number curve is 

the throughput. Comparing the plots for CER = 1.0 x lo-" and CER = 1.0 x lod". 

it can be observed that the throughput increases when the error ratio decreases as 

expected. 

The TCP congestion window and sequence number are two variables that rep- 

resent two views of TCP dynamic behavior. For example. packet loss is indicated 

as a break in the TCP sequence number plot. a small horizontal portion in the 

TCP ;\CIS number plct, and a sharp decrease of the congestion window. This can 

be seen by comparing the TCP congestion window plots and the sequence/.\CK 

number plots for the same error model and the same CER. 
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5.2 Effect of Noise 

The effect of data loss due to noise is the major focus of the thesis. This experiment 

is designed to study how the Cell Error Ratio (CER) affects the end-to-end TCP 

performance. The range of CER is from 1.0 x lov3 to 1.0 x lo-'. For the burst 

error model. three mean burst error durations were used: 80 ps. 200 ps. and 500 

ps. The purpose is to explore how the two error models affect TCP performance. 

Two levels of data loss are studied: the cell loss a t  the .AT31 layer and the packet 

loss a t  the TCP layer. Effective throughput is another performance metric that is 

studied. The results are shown in Figure S.S. 

?is designecl. the Cell Loss Ratio (CLR) is always close to the CER. CER is 

the targeted cell loss ratio which is defined by the simulation input parameter. 

CLR is the obsened cell loss ratio from the simulation statistics. The observed 

CLR should be the same as the targeted CER. An experiment with the single 

TCP source scenario comparing the targeted and observed data has been done in 

Subsection 3.3.2. The results of this experiment can also be used as validation of 

the error models. The different error models and burst error durations do not affect 

the cell loss ratio. They only decide the distribution of errors. This is why CLR 

is the same for all the scenarios. For clarity. a logarithmic scale is used for the 

horizontal axis. The vertical axis does not use the logarithmic scale so that the 

trend of the curve can be observed easily. Plots with logarithmic scales for both 

the horizontal and vertical axes can be found in Figure 3.7. 

The different error distribution patterns do make a difference on the Packet Loss 

Ratio (PLR). The burst error model always has a lower PLR than the independent 

error model. When the mean burst error duration increases, the difference in PLR 
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beconies more significant. The reason is intuitive. The errors in the independent 

model are scattered and each corrupt cell destroys one packet. The errors in the 

burst error model occur in clumps. Several corrupt cells nlay only destroy one 

packet. So with the same number of corrupt cells. the independent error model 

d e s t ; ~ : ; ~  pack& ihaii i L r  L u ~ a l  rrrur r11odt.i. When the mean burst error 

duration increases* the intervals between bursts increase and the average number 

of corrupt cells in a corrupt packet becomes larger. This is why the burst error 

model with the longest mean burst error duration has the lowest PLR in the plot. 

When CER is low. the effective throughput for all the scenarios approaches 

100%. There are two factors that affect the throughput. One is the frequency 

of occurrence of the errors. The other is the duration of a burst of errors. If 

errors appear frequently. they cause severe "oscillation'?. i.e.. the congestion window 

suffers frequent sudden drops because of cell loss. If the burst duration of errors 

is long, it causes nlultiple packet loss. This could result in timeouts and reduce 

TCP throughput. When CER is lower than 1.0 x lo-" the effective throughput 

of the independent error model is slightly higher than the burst error model. This 

indicates that n-hen error occurrence is not frequent. the scattered errors have less 

effect on TCP throughput than the bursts of errors because TCP can recover faster 

from single packet loss than from multiple packet loss by using fast retransmits. 

However? when CER is higher than 1.0 x lo-'. the TCP throughput is higher for the 

burst error model. This indicates that the severe "oscillation" is harmful because 

the window cannot be maintained at a steady size. The multiple packet loss is 

relatively *'better" because the window can grow during the intervals between error 

bursts. 



Figure 5.6 shows the fairness index for the eight TCP sources. It can be seen 

that the scenario achieved good fairness in all the experiments. -411 of the fairness 

indices are very close to 1. The fairness index in all the experiments of this thesis 

study is high and will not be plotted for the following experiments unless needed. 

. - O. .. 
One reascii f ~ r  gcsd hiriiess k tliai cuugr~i , iu~l  uccurs ssyaraceiy on each - 4 ~ 3 ~  ilne, 

not on the shared link between the .AT&[ switch and ,IDSL -Access >ode. Another 

reason is that all TCP sources are configured the same. There is no greedy source 

to acquire network bandwidth. 

Figure 5.7 compares the PLR and effective throughput of LAN and CV-AN sce- 

narios in the presence of errors. As shown in Figure 4.3. the distance between the 

ADSL -Access Node and .IT11 switch in the core .ATN network is 5 Km for LAN 

and 1.000 Krn for WAX. Other parameters are the same for LAN and \V.\';\N. \IIN 

has a longer average round-trip time (RTT) than LAY. The longer RTT has no 

effect on PLR since PLR is only affected by the error ratio and error distribution. 

It has a slight effect on the effective throughput. When CER is low. the effective 

throughput is 100% in WAN. the same as that in L.AM. When CER is high. the 

effective throughput for CVAN is a bit lower than that for LAN. This is because 

the calculation of TCPts  retransmission tirneout is related to RTT. .I longer RTT 

makes TCP react slower to packet loss. However, the throughput diEerence of LAN 

and PVAN is negligible. 
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Figure 5.6: Fairness Index for the Eight TCP Sources Scenario 
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5.3 Effect of TCP Packet Size 

TCP packet size (XISS) is another important factor that affects TCP performance. 

Figure 5.8 and 5.9 show the CLR. PLR. and effective throughput as a function of 

CER and SISS for the burst error model and the independent error model respec- 

tively. Three packet sizes are studied: 512 bytes used for the Internet. 4352 bytes 

for FDDI. and 9140 bytes for IP over ;\TlI. .According to Equation 4.1. a 512-byte 

packet requires 12 .IT11 cells. a 4352-byte packet requires 92 cells. and a 9140-byte 

packet requires 192 cells. 

.As expected. the CLR plots show that the different SISS values make no differ- 

ence to CLR. The reason is that CLR should always be identical to CER theoreti- 

cally. CLR is the measurement of cell loss at  the AThI layer. The change of packet 

size at the TCP/IP layer will not affect the cell loss ratio at the ATSI layer. 

The impact of XISS is shown clearly in the PLR plots. For both error models. 

the larger the USS. the higher the packet loss ratio is. The effect is more obvious 

when CER is higher. According to [TI .  a larger packet increases packet loss rate. 

For example. if the loss probability of 1 KB packets is 10%. the loss probability of 

0.5 KB packets will be between 5% and 10% [TI. Another reason is that under the 

same transmission rate. fewer packets are sent with large LISS in a certain period. 

So the denominator while calculating PLR becomes smaller. The increase of PLR 

along with the increase of kISS can adversely affect network performance. In the 

PLR plot for the independent error model, when CER = 1.0 x the PLR for 

LISS = 512 bytes is about 1% , while the PLR for MSS = 9140 is about 17%. more 

than ten times higher. h network with such a high PLR could be very unreliable. 

Studies show that large packet sizes can reduce the overall effective throughput 
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[7] (281. One reason is that large packet sizes increase the number of wasted cells 

transmitted on the network when a cell from one packet is dropped. Another reason 

is that fewer ?ICI<s can be held in the TCP window with larger packet sizes. If 

duplicate ACKs cannot be received correctly, fast retransmit cannot be triggered 

2nd TCP ~i!!  start trnnsmittiog x i th  z ~ ~ n g ~ ~ i i ~ r t  it-induw a i ~ e  u l  ullr yackei. 

Therefore. TCP cannot detect and react to loss quickly. In the plots. the difference 

of effective throughput among the three 3ISS values becomes more obvious when 

CER = 1.0 x It indicates that large packets make TCP more vulnerable to 

errors. 

Several tradeof% need to be considered when selecting the SISS values. With 

a smaller hISS value. TCP is more resilient in reacting to packet loss. The TCP 

fast retransmit and recovery mechanisms can he easily triggered because TCP can 

receive more ACKs s i t h  a smaller packet size. The negative side of smaller packet 

sizes is the greater TCPfIP header overhead. TCP's slow start and congestion 

avoidance mechanisms are also slowed down. However. TCP is usually more efficient 

and robust using smaller packets than using larger packets. 

5.4 Effect of Bandwidth Asymmetry 

Bandwidth asymmetry is an important characteristic and considered to be an a 6  

vantage of ...DSL. Many network operations. such as Internet access. are inherently 

asymmetric. The effect of bandwidth asymmetry on network performance is studied 

in this section. In the experiments, the upstream (ACKs) rate is fixed at  312 Kbps 

and the downstream rate (data) is varied from 1.5 hIbps to 8.0 Mbps. Figure 5.10 



and 5.1 1 show the results for the burst and independent error models. 

For both error models. CLR is not affected by transmission rates. It is because 

CLR is only decided by CER. It is not a function of bandwidth. For a certain CER 

value. when transmission rate increases. more cells are transmitted within a period 

T t  sf tirnc. and mom c c l l ~  arc soiruptici. ~ l l u s  ~ i l r  taliw u l  ceii ioss does nor change. 

For the burst error model. PLR decreases when transmission rate increases. 

However. PLR is not affected by transmission rates in the independent model. This 

can be explained by studying the "nature' of the two error models. The burst error 

model is defined in the time domain, and the occurrence of bursts is independent of 

the data transmission, i.e.. there could be bursts of errors whether the line is busy or 

idle. Figure 5.12 illustrates what happened by drawing an example of packet drops 

for two different transmission rates. The rectangles filled with light color represent 

packets. and the ones shaded with stripes represent noise. When transmission rate 

increases, the time to transmit one packet becomes shorter and more packets are 

transmitted within a time unit. The occurrence of noise is the same for the tiyo 

rates. In the example shown in Figure .5.12. $ - of the total packets are corrupted 

by the two bursts of noise when the transmission rate is lo~v. while & packets are 

corrupted when the transmission rate is high. More experiments with transmission 

rates higher than 8 XIbps also show that a higher transmission rate results in a 

lower PLR for the burst error model. In the independent error model, cell loss is 

based on each incoming cell. When the total number of packets increases. the total 

number of corrupt packets also increases according to the CER. This is why in the 

independent model PLR remains unchanged for different transmission rates. 

The effective throughput plots show that when transmission rate increases. effec- 
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Figure 5.12: Packet Loss Illustration for Different Transmission Rates (burst error 
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tive throughput decreases. The phenomenon is more obvious when CER is higher. 

One reason is that higher transmission rates make the *'oscillation" of the TCP 

window more severe when data loss occurs. Figure 5.13 compares the change in 

the congestion window size with transmission rates of 1.5 Slbps and 8.0 Slbps for 

the independent error model. .Although the window can grow faster when the rate 

is higher. it shrinks Inore frequently because of cell loss. When CER is as high as 

1.0 x the advantage of the higher transmission rate can hardly be seen from 

the congest ion window plot. Severe "oscillation" also affects the effective through- 

put achieved by TCP for he burst error modei. However. the burst error model is 

affected more by the "multiple packet loss" phenomenon. Figure 3.12 illustrates 

that a burst of noise is more likely to destroy multiple packets when the transmis- 

sion rate is high. The simulation results are plotted in Figure 5.14. Obviously there 

are more consecutive packet loss with the S Mbps rate than with the 1.5 XIbps rate. 

When transmission rate increases! the bandwidth-delay product of the network 

increases. This means that the "pipe" of the network increases. However, the pipe 

cannot be filled as it grows because the steady-state average congestion window size 

achieved depends heavily on the packet loss probability. Figure 5.15 illustrates this 

phenomenon by plotting the increase of achievable throughput and the achieved 
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throughput along with the increase of transmission rates. When CER is high. the 

achieved throughput obviously lags behind the "ideal" throughput because of data 

loss by errors. It means that the growing speed of the denominator is higher than 

that of the numerator when calculating effective throughput (Equation -I. 1). When 

the trznsmissior, ratc is highcr. thc diffcrcnce bet-men the ideal thioligliiju t a i d  

the actual throughput becomes larger. This results in the decrease of effective 

throughput , especially when the transmission rate is high. 

Experiments have also been done by varying the upstream transmission rates. 

Simulation results show that the change of upstream transmission rate has little 

effect on TCP performance. The main reason is that the upstream path only 

transmits ACKs in the experiments. It is seen that TCP is more sensitive to 

data loss than to ACh: loss. It indicates that the downstream transmission rate 

is more important to the performance than the upstream transmission rate ivhen 

downstreanl path transmits a large amount of data. 

5.5 Effect of Some Noisy Lines 

There are usually hundreds of thousands of XDSL lines at the customer premise 

within a real network. -It  a point of time, some of the lines may be noisy and 

cause data loss, while others may be in good status. The service providers want to 

know how many noisy lines they can tolerate on their networks without degrading 

performance. This experiment studies the relationship of a network's performance 

and the number of noisy lines within it. It was conducted with the eight TCP 

sources scenario. The factor is the percentage of noisy lines. which is the number 



of lines with errors divided by the total number of lines in the scenario. The ratio 

of noisy lines to total number of lines varies from 0% to 100% with an increment of 

12.5%. and each noisy line has the same error ratio. Figure 5.16 and 5.17 illustrate 

how the change in percentage of noisy lines affects the performance. CLR. PLR. 

ax! nffectke thrs~ghpzt xc :a!c.i!atcd baed on the ~ t i i t i j t i i ~  fiulll ail i,iw iirles 

(noisy or not) in the network scenario. 

The CLR increases linearly along with the increase of noisy lines. .An intuitive 

conjecture is that the ratio of CLR to CER is the same as the percentage of noisy 

lines. In order to prove the co~ijecture and to obtain a close view of the performance. 

the CLR values for both models from the simulation statistics are listed in Table 5.2. 

The data is not rounded so that the increase of CLR along with the increase of noisy 

line percentage can be observed more clearly. The calculated CLR in the table is 

based on the conjecture above. For example. it is expected that when the percentage 

of noisy lines is 12.5%. the CLR will be 12.3% of CER. Since CER equals 1.0 x 

in this case. the expected CLR ~vill be 0.000125. This is how the CLR values in 

column 2 are calculated. Measured CLR values are collected from the simulation 

results. Comparing the calculated CLR with the measured CLR. it is easy to find 

that the values are close. Simulation statistics for other CER values also show the 

same results although they are not shown here. The experimental results support 

the conjecture mentioned above. 

The relationship of percentage of noisy lines. CER on the lines, and CLR of the 

network can be described as follows. If on a network there are n lines. the CER 

for each noisy line is e, and the percentage of noisy lines is p? then the overall CLR 

tends to be p percent of e. This observation implies that on a real network. if the 



Percentage of Noisy Lines 

Percentage of Noisy Lines 

Percentage of Noisy Lines 
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Table 5.2: Comparison of Calculated and Measured CLR with a Different Percent- 
age of Noisy Lines (CER = 1.0 x 

CER for each noisy line is known. the real error ratio on the network coulcl be lower 

than this CER value because it is not likely that all the lines are noisy a t  the same 

time. 

Similarly. the PLR and effective throughput plots also reveal the linear incre- 

ment and decrement along with the increase of noisy lines. It is not a surprise 

because they are affected by CLR. 

The above results are obtained using the network scenario shown in Figure 4.3. 

In this scenario. the transmission rate for the link between the .AT&[ switch and 

ADSL .Iccess Node is 155 hlbps (OC-3). Thus the ADSL lines in the local loop are 

the bottleneck links. When congestion occurs, queues are built up at the ADSL 

.Access Yode. Each ADSL line has a separate queue. Experiments have also been 

done with four lower rates for the link between the ATAlI switch and ADSL .Access 

Node: 6 SIbps. 10 hlbps, 12 blbps. and 14 hlbps. By varying this link rate. three 

things might be changed in the experiments: the bottleneck, the location and length 
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of queues. and the buffering schemes (shared or independent). When the link rate is 

Ghlbps and 10hIbps. the bottleneck is moved from ADSL lines to this link. -4 large 

queue is built up a t  the output port of the .AThlI switch. The queue is shared by 

all the l D S L  lines connected to this switch. Queues are still built up at the ADSL 

Access Yode. thocgh the !cngth for each qucl ic is s r n d k r  thsn thst  ~ l i e i i  .iDSL 

lines are the bottlenecks. When the link rate is l-LA,lbps. the bottleneck is pushed 

to the ADSL lines again because l-lblbps is larger than the aggregate bandwidth of 

the eight ADSL lines in the scenario. The queue a t  the .\TTSl switch side becomes 

shorter. and the queue for each ADSL line becomes longer. 

Figure 5.18 compares the values of CLR. PLR and effective throughput with 

different link rates between the AThI switch and .\DSL -Jiccess Node. Bar charts 

are used for easy comparison. There are five different vaiues for comparison at 

each point. From left to right they represent the link rate of Ghlbps. IOh[bps. 

12hlbps, l4hlbps. and l.55hlbps. Link rate of i5SMbps is the scenario for Fig- 

ure 3.16 and 5.17. The Cell Error Ratio (CER) is 1.0 x lo-", and the burst error 

model is used. 

Compared with the results when the link rate is 15SMbps. the CLR and PLR 

plots also show a linear increment along with the increase of percentage of noisy 

lines using lower link rates. When the link rate is 6bIbps and l0hlbps. tlie decrease 

of effective throughput is subtle because the network is overloaded. When the link 

rate is lPhIbps? l-lh,Ibps and 155Mbps. the effective throughput decreases linearly 

along with the increases of the percentage of noisy lines. 

Figure 5.19 compares the fairness index for the five link rates. For all the link 

rates. the fairness index is higher when all the lines have similar condition (good 
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Figure 5.18: Effect of Percentage of Noisy Lines with Different Bottleneck Links 
(Burst Error Model. CER=1.0 x loa4) 



or noisy) and lower when only a portion of the lines are noisy. This trend can 

be seen clearly when the link rate is 6hlbps and 10Xlbps. and is too subtle to be 

observed with other link rates. The decrease of fairness index with lower link rates 

is expected because shared buffer and congestion on the shared link aggravate the 

ccnte~ticr. among SOI~TCCS. 
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Figure 5.19: Comparison of Fairness Index with Different Bottleneck Links (Burst 
Error Slodel. CER=1.0 x lo-") 

5.6 Effect of Switch Buffer Size 

In previous experiments: the switch buffer size is set large enough so that there is 

no cell loss due to congestion on the network. The purpose is to isolate the cause of 

cell loss to transmission errors (noise). However, errors and congestion usually exist 

concurrently on a network in the real world. This experiment is designed to study 



the network performance under the esistence of both errors and buffer overflows. 

Two factors are varied in the experiment: the switch buffer size and CER on 

the lines. Congestion occurs a t  the ADSL Access Node when servers send a large 

amount of data to clients from fast OC-3 links to low speed ADSL lines (Figure 4.3). 

DC*,-;nst:csm c c ! ! ~  arc first qucced and S ~ f f ~ i e d  at the .iT5: aict;ab su itch w i ~ i l i u  

the ADSL -4ccess Node before they reach the ADSL lines. If the buffer overflows. 

the arriving cells are dropped. Otherwise. the cells will be transmitted over ADSL 

lines to the clients. These cells are subject to errors on the ADSL lines and errored 

cells will be dropped by ADSL remote devices. Figure 5.20 illustrates the changes in 

PLR and effective throughput with different buffer sizes under three CER values. 

Figure 5.21 helps to explain the results by plotting cell drops due to errors and 

congestion separately. 

When CER = 1.0 x lo-! PLR and effective throughput seem to be not affectecl 

by the buffer size. It is because less data is transmitted due to the high error ratio. 

From the congestion window plots in Subsection *5.1.2 it is seen that the TCP 

congestion window can hardly grow because of frequent timeouts and slow starts. 

Therefore. the queue in the switch buffer is short. More data loss by congestion 

can be seen when the buffer size is smaller than 1000 cells in the esperiment. The 

plots in Figure 5.21 show that cell drop due to errors is the dominant factor when 

CER = 1.0 x loe3. In this case, though the requirement of buffer sizes is reduced. 

the TCP performance is poor because of errors. 

When CER = 1.0 x lo-", congestion becomes the dominant factor that affects 

TCP performance. The plots in Figure 5.21 show that the number of cells dropped 

by buffer overflows is much higher than cell drops by errors. When the buffer 
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size increasest PLR decreases and effective throughput increases. The effective 

throughput is sometimes even lower than that when CER = 1.0 x lo-? It  indicates 

that the large amount of consecutive packet loss due to buffer overflows is more 

harmful to TCP than the small amount of scattered packet loss due to errors. 

When CER = 1.0 x Wi. cell dwya due to tucii ~ioise and congestion decrease so 

that PLR is lower and effective throughput is higher compared with the results with 

higher CER values. This can be attributed to the lower CER. It is straightforward 

that fewer cells nil1 be lost by noise with a lower CER value. The congestion is 

also alleviated with the lower CER because the number of retransmitted packets 

decreases. Another reason is that with a lower CER. fewer ACKs are lost. This 

enables TCP to react to data loss quickly. 

By comparing the results above. it is seen that the requirement of buffer space 

varies when CER changes. When CER is low and noise is not the major factor for 

cell loss. the buffer size is decided by the bandwidth of bottleneck links and TCP 

sources. When CER is high. the large number of retransmitted packets worsens the 

congestion and requires a larger buffer size. When CER is extremely high and cell 

loss due to errors becomes the dominant factor. the need for buffer space reduces 

because less data is transmitted. 

In Figure 5.20. there is a sharp drop of effective throughput when CER = 

1 . 0 ~  10-5 and the buffer size is around 1500 cells. The phenomenon can be described 

as follows. The maximum queue length that can be generated in this scenario is 

about 1516 cells, based on the delay-bandwidth product and the maximum TCP 

window size for each connection. When the buffer size is larger than the maximum 

queue length, there is no ovedlow and the throughput is high. For example. buffer 



size = 1600 cells falls into this category and the effective throughput approaches 

100%. When the buffer size is smaller than the mavirnum queue length, for esarnple, 

buffer size = 1-100 cells, TCP drops many cells each time congestion happens. The 

TCP sender reacts to the data  loss by reducing the rate of transmitting. The 
-7 qccuc I:, thi? sxit ih b ~ E e i  shrinks t~ a wrj- ~ i i i a l l  o i ~ r  alld g ~ + u w s  agaiu siowiy. 11le 

throughput decreases when the buffer size decreases. However. when the buffer 

size is smaller but very close to the maximum queue length (around 1500 cells in 

this scenario), TCP is forced into a syndrome of "frequent small amount of data 

loss". For example. when buffer size = 1514 cells. the queue built in the buffer is 

always close to the maximum buffer capacity. and TCP drops 2 cells every time 

when new cells come and fill the buffer. Since the amount of drop is small. the  TCP 

sender can hardly perceive and react to the congestion on the network. I t  keeps 

on sending data at the rate it was prior to the congestion. Therefore. TCP is in a 

vicious circle of transmitting, dropping: and retransmitting data. This syndrome 

causes the sharp drop in throughput. 

5.7 Observations 

The experiments have explored and revealed some TCP features and its perfor- 

mance over ;\ThI over lossp asymmetric networks. Some observations have been 

made based on the simulation results and sumnlarized as fol lo~~s.  

a Loss due to noise can affect the end-to-end TCP performance severely when 

the error ratio is high (equal to or higher than 1 . 0 ~  lo-'' in these esperiments). 

The experimental results consistently show that when Cell Error Ratio (CER) 



is high. the network experiences dramatic performance degradation, i.e.. the 

sharp increase of packet loss ratio and decrease of effective throughput. 

a Error distribution makes a difference. Scattered errors result in a higher 

packet loss ratio than bun t  errors. When the error ratio is low. a network 

with scattered errors achieves slightly higher throughput than a network with 

burst errors because TCP can easily recover from single packet loss using fast 

retransmit and fast recovery mechanisms. When the error ratio is high (higher 

than 1.0 x in these experiments), TCP achieves higher throughput with 

burst errors than with independent errors. 

a The structure of TCP over AThI inherently causes TCP performance degra- 

dation because of the size mismatch of TCP packets and ATXI cells. Since 

the size of an .XI"TI cell is fixed, the larger the TCP packet. the poorer the 

performance is. especially when CER is high. 

a -4 line with a higher transmission rate is more vulnerable to noise. Under 

the same error ratio, the faster lines result in lower effective throughput (ef- 

ficiency) than t he slower lines. 

In an asymmetric structure, the performance is decided by the downstream 

transmission rate when the downstream path transmits a large amount of 

data, while the upstream path only transmits a small amount of requests. 

The aggregate error ratio on a network is subject to the percentage of noisy 

lines and the error ratio on each noisy line. If each noisy line has the same 

error ratio et  the overall error ratio on the network is lower than e when only 



some percentages of lines are noisy. 

The requirement of buffer sizes by noisy lines varies according to the error 

ratio. Generally more buffer space is needed because noise causes retransmis- 

sions. 

The maximum queue length forms the ..critical point" for the switch buffer 

size. Rhen the buffer size is larger than this point. there is no overflo~v and 

high throughput can be achieved. When the buffer size is very close but 

smaller than this point. the throughput decreases greatly because TCP falls 

into the syndrome of very frequent small data loss. 

5.8 Summary 

This chapter has presented and analyzed the  experimental results produced by the 

simulation model of TCP over ATAI over loss)- asymmetric networks. The TCP 

performance under data loss by noise has been studied intensively. Simulation 

results show that TCP performance degrades dramatically when the error ratio 

on the network reaches a certain level. When error ratios are the same. different 

distributions of errors affect TCP performance to different degree. 0 ther factors. 

such as large TCP packet sizes and high transmission rates can also make TCP 

more sensitive to errors. When only a part of the network is noisy. the decrease of 

network performance is proportional to the increase of percentage of noisy lines on 

the network. A very noisy network needs more buffer space because of the large 

amount of retransmissions caused by errors. 



Chapter 6 

Conclusions and Future Work 

This chapter concludes the thesis with a summary of the work that has been done. 

The contributions of the thesis are listed. Future estensions of this work and 

research directions are also suggested. 

6.1 Summary and Conclusions 

The main objective of the thesis is to study the performance of TCP over .4TSI over 

lossy asymmetric networks (TCP/;\TlI /;\DSL). .A lossy network refers to a network 

with random errors caused by noise over the transmission lines. .An asymmetric 

network refers to a network with different features in the downstream and upstream 

directions. for esample, different bandwidth or delay. To be more specific. the Iossy 

asymmetric network being studied in this thesis is the ADSL access network. 

The method of doing this study is cell level simulation. An ADSL simulation 

model was designed based on the thesis objectives. It ivas implemented within 

an existing simulator called the ATM-TN, which was designed and developed by 



the Telesim project in the Department of Computer Science at the University of 

Calgary (271. -4TR.I-TN provides a way to study network performance at multiple 

protocol layers by simulating the ATThl network structure and generating realistic 

traffic loads. 

4 n C . T  Thr ADSL sim;!ati~r; rricdel includss the -4DSL -icceaa Xucltr. --iuat Rttruote 

Devices and ADSL lines. The ADSL Access Node has the function of switching. 

mu1 tiplesing/demultiplexing, and error handling. It connects with multiple ADSL 

lines in the local loop. Each ADSL line has an ADSL remote device at the client site. 

The downstream traffic is demultiplexed by the ADSL Access Node and passed to 

the clients via noisy ADSL lines. Errors are detected by the ADSL remote devices 

and corrupt cells are dropped. The upstream traffic is multiplexed by the ADSL 

lccess Xode and passed to the backbone networks. Errors are detected by the 

ADSL .-\ccess Node and corrupt celis are dropped. The ADSL lines are error-prone 

copper pairs. The occurrence of errors on the ADSL lines has been simulated by 

two error models: the burst error model and the independent error model. Several 

experiments have been done to verify and validate the ADSL simulation model. 

The goals of the thesis have been fulfilled by doing experiments with differ- 

ent network scenarios and analyzing the experimental results. Several groups of 

experiments have been designed and conducted using the simulation model. The 

performance of TCP/.lTThl/.ADSL has been discussed and summarized in Section 

5.7. It can be briefly concluded as follows: 

Loss due to noise affects the end-teend TCP performance by causing packet 

loss ratio increase and throughput decrease. The impact is slight when the 

cell error ratio is low and becomes serious when the cell error ratio reaches 



a certain level. This suggests that the service providers can choose optimal 

values for good network performance. 

a The scattered errors always cause a higher packet loss ratio than the burst 

errors. When the cell error ratio is low, the scattered errors have srnaller 

effects on TCP than the burst errors because TCP can recover from single 

packet loss easily. When the cell error ratio is high. the burst errors have 

smaller effects on TCP than the scattered errors. 

Small TCP packet sizes (Maximum Segment Size) are favorable on a lossy 

network. 

-4lthough more bandwidth in the local loop is the goal of .4DSL. lines with 

higher transmission rates are more vulnerable to noise than sloc. connections. 

On an asymmetric network like ADSL. the downstream transmission rate is 

the key factor in the overall performance. The upstream rate only has subtle 

effects on the performance. Therefore. the goal should be the increase of 

downstream transmission rates and the improvement of transmission quality. 

a The network performance changes linearly when a certain percentage of lines 

within a network are noisy. 

a The change of TCP performance depends on the joint effects of congestion 

and noise, though congestion is usually the dominant factor. h noisy network 

requires more buffer space because of the retransmissions caused by errors. 

The thesis has described how the objectives of the research are fulfilled. Chapter 

1 provided a general introduction to the research background. Chapter 2 discussed 



the problems to study in depth by reviewing relevant research work and literature. 

Chapter 3 described the design and implementation of the ADSL simulation model 

and validated the model. Chapter 1 introduced the design of simulation experi- 

ments. the setup of network scenarios, and the performance metrics used. Chapter 

.5 presented and naz!yzed the simu!ztion results. !t also discussed thc ~ L u ~ ~ i - i a t i ~ i i ~  

that have been drawn from the simulation results. 

6.2 Thesis Contributions 

This thesis has studied a network structure of TCP/.-\ThI/.-\DSL on which research 

work has rarely been done. Besides the very limited literature in this area. previous 

studies of ADSL were mainly focused on the physical characteristics of the lines. 

not their effects on the higher protocol layers. This study simulated the noise 

characteristic of ADSL iines and made it the input factor to a full network stack. 

Therefore. this study examined TCP performance under a combined situation with 

packet s e g r n e n t a t i o n / r e a s s e ~  (TCP/-AThI). noise. congestion. and asymmetry. 

There is much work done on network congestion by other researchers. but rela- 

tively a little on the effect of noise. In this thesis, a detailed study on the effect of 

noise has been done. Several groups of experiments have been designed and con- 

ducted to explore the TCP performance over a lossy network. Some experiments 

are unique designs in this work, for example. the experiment on the percentage of 

noisy lines. and the experiment on both noise and congestion. Several observations 

based on the analysis of simulation results have been made suggesting possible ways 

to improve network performance. 



This work has two advantages. One is the implementation of the burst error 

model and the comparison of its effects with the independent error model. It makes 

the simulation of errors more realistic. Other research work on lossy networks, such 

as [i], [24] and [25], only uses loss probability as the factor. They do not distinguish 

the feat urcs sf diffcrcat kinds of noise. -inother ;tdvautage is iilr use of simuiation 

as the study method. Some work only uses analytical models. like [24]. The ATTXI- 

TN used in this study is a high fidelity ;\ThI network simulator. It provides an 

environment more similar to the real networks than is an analytical model. 

An extensible simulation model has been established within the .iT&T-TN sirnu- 

lator. Further study can be performed based on this model with easy modifications 

and extensions. 

6.3 Future Work 

There are a lot of interesting areas in TCP/.-\TSI/.IDSL to be studied. Future 

work can be carried on in two directions. One is the enhancement and extension of 

the simulation model. Another is the improvement and enrichment of simulation 

experiments. 

The simulation model can be enhanced in two ways. One is to extend the ADSL 

model to simulate more ADSL characteristics. Another way is to modify the ADSL 

model to simulate other networks with similar features, such as wireless networks. 

The improvement and future work of experiments can he in two aspects. One 

is to use large network scenarios. Currently a scenario with eight TCP sources is 

used because it can explore the network performance clearly. However. it could be 



interesting to run some experiments with a larger scenario. Efforts have been made 

in the thesis work to use a large network scenario with more than a thousand ADSL 

lines. trying to simulate the capacity of a real multiplexer. ;\lthough restricted by 

the computer system resources and speed. a large scenario remains interesting to 

explcrc. :~.ncthc: aspect is t o  use the W e t  tral4ic nloclri ill adcliLiuu iu  tilt. TCP 

traffic model. The Web model is the simulation model at the application layer. 

It provides realistic traffic loads by simulating a user's behavior of Ileb browsing. 

Since ADSL is mainly for fast Internet access, it is meaningful to explore the Web 

model's performance over an ADSL access network. 



Bibliography 

[l] l D S L  Forum. .-I T.&I ofver A DSL Recommendat ion. January 1999. 

[2] hI. hllman. V. Paxson. and CV. Stevens. TCP Congestion Control. IETF RFC 

2.581. April 1999. 

[3] .-\TBI Forum. Trafic Management Specification. Version 4.0. April 1996. 

[-I] H. Balakrishnan. Y.N. Padmanabhan, and R.H. Katz. The effects of asyrnme- 

try on TCP performance. In ICIOBICOM 97. pages 77-89. Budapest. Hungary. 

1997. -4ChI. 

[5]  J. Banks and J. S .  Carson. Discrete- Euent System Simulation. Prentice-Hall 

Inc.. Englewood Cliffs. NJ. 1984. 

[6] J. S. Chow. J. C. Tu. and J. kI. Cioffi. A discrete multitone transceiver system 

for HDSL applications. IEEE Journal on Selected A reas in Communication. 

9(6):895-908. .-\ugust 1991. 

[i] R. Cohen and S. Ramanathan. TCP for high performance in hybrid fiber 

coaxial broad-band access networks. IEEE/A CM Transactions on 1Vetworkzng. 

6(1): 13-29, February 1998. 



[8] Paradyne Corporation. DSL sourcebook. http://www.paradyne.com/ 

sourcebook-offer/sbhtml. html. 

[9] ADSL Forum. ADSL forum system reference model. tr-001. Technical report. 

ADSL Forum, 199'7. 

[lo] R. h,I. Fujirnoto. Parallel discrete event simulation. Comm~unications o/ the 

ACM 33(10):31-53. October 1990. 

[l 11 P. G burzynski, T. Ono-Tesfaye. and S. Ramaswamy. -4 T1I.I- T!V iVetwork iCIodel 

Design. IVurcNet Inc.. September 1995. 

[12] F. Gomes. S. Franks. B. Unger. 2. Siao. J. Cleary. and A. Covington. SimKit: 

.A high performance logical process simulation class library in C++. In Pro- 

ceedings of  the 1995 Winter Simulation Conference. pages 706-713. .IrIingt on. 

Virginia. 1995. 

(131 F. Gomes and B. Unger. A TIC[- TiV System Design. FVurciVet Inc.. September 

1995. 

[14] W. Goralski. A DSL and DSL Technologies. McGraw-Hill Companies. Inc.. 

New h r k .  NkC. 1998. 

[l5] R.J. Gurski and C.L. Williamson. TCP over ATTbI: Simulation model and 

performance results. In Proceedings o,f the 1996 IEEE International Phoenix 

Conference on  Computers and Cornmanications (IPCCC). pages 328-335. 

Phoenix, Arizona, 1996. 



[16] ITU-T Recommendation 1.321. B-ISDN Protocol Reference iblodel and its .4p- 

plzcation. 199 1. 

[17] ITU-T Recommendation 1.362. B-ISDN .4 TibI Adaptation Layer (A.4 L)  Func- 

tional Description. 1993. 

[18] Information Sciences Institute, University of Southern California. Transmis- 

sion Control Protocol. IETF RFC 793. September 1981. 

[19] V. Jacobson. Congestion avoidance and control. Computer Comm.unication 

Review. 18(4):3 11-329. .August 1988. 

[20] R. Jain, D. Chiu. and W. Hawe. .A quantitative measure of fairness and dis- 

crimination for resource allocation in shared computer systems. Technical 

report. Digital Equipment Corporation. September 1984. 

(211 L. Kalampoukas. .A. Varma, and K. K. Rarnakrishnan. Improving TCP 

throughput over two-way asymmetric links: Analysis and solutions. In Pro- 

ceedings of S I G I ~ I E T R I C S ? ~ ~ .  pages 78-89. Madison. FYI. USA. 1998. 

[22] M. Kara and 41.X. Rahin. Towards a Framework for Perfom~ance Evalua- 

tion of TCP Behavior over ATk1 ivetworks. University of Leeds. School of 

Computer Studies Research Report Series, lIay 1997. 

1231 N. -4. Kheir. Systems ib1odelzng and Computer Simulation. Marcel Dekker Inc.. 

New York. 1988. 



[%.I] A. Kumar. Comparative performance analysis of versions of TCP in a local 

network with a lossy link. IEEE/AChf Transactions on iVet)worln'ng. 6(4):185- 

498. August 1998. 

[25] T. V. Lakshman and U. hladhom. The performance of TCP/IP for networks 

with high bandwidth-delay products and random loss. IEEE/a4CM Transac- 

tions on iVet*uorking. 5(3) :336-350. June 1997. 

[26j R.O. Onvural. Asynchronous Transfer Mode ivetworks Per fonance  Issues. 

Artech House, Inc.. Norwood. MA. 1995. 

[27] The Telesim Project. h t  t p://t~~arp.cpsc.ucalgary.ca/TeleSim/. 

[28] .4. Romanow and S. Floyd. Dynamics of TCP traffic over .ITS1 networks. In 

Proceedings of the 1994 ACM SIGCOMIII Conference. pages 79-58. London. 

England, 1994. 

[29] G.C. Sacket t and C.Y. Metz. A TLCI and ~Clultiprotocol !Vet working. LlcGraw- 

Hill Companies. Inc.. New York, NY. 1997. 

[30] W. R. St evens. TCP/ IP Illustrated. volume 1. .Addison-Wesley Publishing 

Company. Inc.. 1994. 

[31] W. R. Stevens. TCP Slow Start, Congestion Avoidonce, Fast Retransmit, and 

Fast Recovely Algorithmst IETF RFC 2001. January 1997. 

[32] -4.S. Tanenbaum. Computer 1Vetwork.s. Prentice-Hall Inc.. Upper Saddle River. 

NJ, third edition, 1996. 



[33] B. Unger, F. Gornes, 2. Siao. P. Gburzynski? T. Ono-Tesfaye, S. Ramaswarny. 

and C. Williamson. A high fidelity ATbI traffic and network simulator. In 

Proceedings of the 1995 Winter Simulation Conference. pages 908-1003. .Ar- 

lington. Virginia. 1995. 

[34] R. van Melle, C. Williamson, and T. Harrison. Diagnosing a TCP/;\ThI per- 

formance problem: h case study. In Proceedings of IEEE Globecorn. pages 

1825-1831, Phoenix. Arizona. November 1997. 

[35] C. Williamson. &I. Arlitt. Y. Chen. and R. Gurski. ATibl-TN Trafic .Clodel 

Design. IVurcNet Inc.. September 1995. 




