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ABSTRACT 

The steady state simulation of single and multistage separation 

processes is examined m this investigation. In particular, a new 

formulation of the stability criterion for multiphase reacting/ 

non-reacting systems is presented. This formulation permits the 

simultaneous computation of stability and flash calculations for single 

stage separation processes. Furthermore, the formulation is extended for 

the simulation of multistage separation processes involving multiple 

phases. These formulations are subsequently utilized to develop 

algorithms for single and multistage multiphase separation processes. 

For single stage processes, algorithms for isothermal-isobaric and 

isenthalpic-isobaric multiphase flash are presented. Algorithms for 

multistage multiphase separation processes developed in this work permit 

the simulation of three-phase and two-phase distillation columns, 

absorbers and reboiled absorbers. The algorithms are evaluated using a 

number of test cases. Applications of the algorithms are illustrated. 

The new development of the stability criterion has led to the 

formulation of a set of coupled nonlinear algebraic equations which 

describe both the stability and the equilibrium calculations of reacting 

and non-reacting systems. Two algorithms for the simultaneous solution 

of stability and multiphase isothermal-isobaric flash calculations are 

presented. These algorithms differ in the manner in which the mole 

fraction summation and the stability equations are solved. The first 

algorithm solves these equations by using an active set solution 

strategy while the second one utilizes the Newton-Raphson method. The 
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second algorithm is extended to handle the isenthalpic flash 

computations in non-reacting systems. The effectiveness and efficiency 

of the proposed algorithms are illustrated by solving several typical 

multiphase problems. Furthermore, the active set algorithm is utilized 

to study a number of typical phase equilibrium problems encountered in 

gas processing and petrochemical industries, in enhanced oil recovery 

schemes and in systems containing gas hydrates. 

The formulation of simultaneous stability and equilibrium 

calculations for single stage separation processes is extended to permit 

the formulation for multistage multiphase separation processes. New 

independent variables which represent the total moles of a component 

leaving a stage are introduced. An algorithm based on the Newton-Raphson 

method is proposed for the solution of the coupled nonlinear equations. 

The algorithm is utilized to simulate three and two phase distillation 

columns, absorbers and reboiled absorbers. The performance of the two 

phase multistage algorithm is compared with some of the existing 

algorithms. It is found to be efficient and effective. The three phase 

distillation algorithm is easily able to handle the appearance or 

disappearance of a phase during the computations. 

An acceleration technique, based on the Dominant Eigenvalue Method 

of Orbach and Crowe (1971), is evaluated for computational efficiency 

for single stage flash calculation. It is found to be efficient. 

This investigation provides a unified approach for the steady state 

simulation of multiphase single and multistage separation processes. 
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CHAPTER 1 

INTRODUCTION 

1 

Steady-state simulation of chemical processes has played a very 

important role in the design of chemical plants. The steady-state 

simulation programs are powerful design tools. In addition, they can be 

easily used to evaluate the performance of existing chemical processes. 

These simulation programs frequently have to deal with multiple liquid 

phases. Hence,, they require the incorporation of a multiphase 

equilibrium flash calculation routine, which has to be robust and 

efficient. Moreover, the development of a reliable multiphase flash 

algorithm can be utilized to design an effective three phase 

distillation algorithm. Another application of multiphase equilibrium 

computations is in the simulation of enhanced oil recovery schemes. In 

this case, multiple liquid phases can be formed and they have to be 

accounted for in the simulation. In view of the practical importance of 

the multiphase computations for chemical and petroleum industry, the 

development of an effective and efficient methodology for the 

computations of multiphase equilibrium in single and multi-stage 

chemical processes was undertaken in this investigation. 

Isothermal-isobaric flash calculation involving a vapor and a liquid 

phase is the most commonly used equilibrium computation. The method of 

successive substitution for these computations is investigated in 

Chapter 2. Successive substitution on the equilibrium ratios and mole 



fractions is examined. An efficient and 

scheme is proposed for the successive 

liquid and the vapor mole fractions as 

performance of this scheme is compared 

2 

easy-to-implement acceleration 

substitution method with the 

the iteration variables. The 

with some of the existing 

acceleration schemes which iterate upon equilibrium ratios. 

Computations of phase equilibria with chemically reacting species is 

of interest in various applications in the chemical industry. A common 

problem in the calculations of chemical and phase equilibria is that the 

number of phases which are present at equilibrium are not known a 

priori. In Chapter 3, an alternative development of the stability 

criterion for multiphase reacting/non-reacting systems is pres·ented. 

This new formulation enables the performance of simultaneous stability 

and multiphase computations at fixed pressure and temperature. An 

augmented set of coupled nonlinear algebraic equations is obtained which 

describes both the stability and multiphase isothermal-isobaric flash 

calculations for reacting and non-reacting mixtures. The stability 

variable is introduced in the stability equation and its relevance m 

determining the stability of a phase is shown. 

Based on the formulation of Chapter 3, an active set solution method 

is proposed for the simultaneous phase stability and flash calculations 

m Chapter 4. The active set method partitions the phase fractions and 

the stability variables between an active set and a non-active set. The 

stability equations are solved by switching the variables between the 

active and the non-active set as the computation proceeds. The 

effectiveness and efficiency of the proposed solution method are 

illustrated by solving a number of multiphase problems. The application 



3 

of the algorithm is illustrated by solving a number of typical phase 

equilibrium problems encountered in the gas processing and petroleum 

industries, and in enhanced oil recovery schemes using Trebble-Bishnoi 

equation of state. In addition, the application of the method to 

multiphase computations in systems containing solid hydrates, liquids 

and vapor phases is illustrated. 

An algorithm which utilizes the Newton-Raphson procedure for the 

simultaneous solution of stability and flash computations lil 

reacting/non-reacting systems is discussed in Chapter 5. The stability 

equation is suitably transformed to alleviate the problems associated 

with the ill-conditioning and the singularity of the Jacobian near the 

phase boundaries. The algorithm is extended to handle the isenthalpic 

flash computations in non-reacting systems. The effectiveness of the 

proposed algorithm is 

isothermal-isobaric flash 

demonstrated 

problems for 

by 

reactive 

solving 

and 

multiphase 

non-reactive 

systems, and multiphase isenthalpic flash problems for non-reactive 

systems. 

In Chapter 6, the formulation of single-stage stability and 

isothermal-isobaric flash is extended for the simulation of multi-stage 

separation processes. Variables similar to those used 1Il the 

computations of single stage flash are introduced for the multistage 

processes. These variables are then utilized to write the material 

balance, energy balance, equilibrium, summation and the stability 

equations for modeling the multistage separation processes. The 

advantages of the proposed formulation for the modeling of two and three 

phase multistage separation schemes are discussed. 



4 

An algorithm for the solution of coupled nonlinear algebraic 

equations for multistage multiphase separation computations is given in 

Chapter 7. Two phase absorbers, reboiled absorbers and distillation 

columns are simulated. The performance of the two phase algorithm is 

compared with three of the existing methods. A similar algorithm is 

utilized for three phase distillation calculations. The effectiveness of 

the proposed algorithm for three-phase distillation computations is 

illustrated by solving two test problems. 

The conclusions drawn in this study and the recommendations for 

further work are presented in Chapter 8. 

Modeling of the multiphase behavior requires a suitable 

thermodynamic model to describe the various phases. In this study, 

various cubic equation of states (EOS) like Trebble-Bishnoi (Trebble and 

Bishnoi, 1988), Peng-Robinson (Peng and Robinson, 1976) and 

Soave-Redlich-Kwong (Soave, 1972) Equations of State have been used to 

model different phases. In addition, for some of the problems, activity 

coefficient models like NRTL (Renon and Prausnitz, 1968) and UNIQUAC 

(Abrams and Prausnitz, 1975) have also been utilized. 

All the algorithms utilized in this study were implemented using C 

language on a Zenith Z-386 microcomputer. Microsoft C compiler (version 

4.0) was used for compiling with the Intel 80287 coprocessor option. All 

the computations were performed using double precision arithmetic. 



CHAPTER 2 

EQUILIBRIUM CALCULATIONS FOR TWO PHASE 

FLASH COMPUTATIONS 

5 

Successive substitution methods and various acceleration schemes for 

the vapor-liquid flash computations are discussed in this chapter. An 

efficient and easy to implement acceleration scheme for successive 

substitution method is proposed. The computational efficiency of this 

acceleration scheme is compared with other acceleration procedures. 

2.1 LITERATURE REVIEW 

Successive substitution method, with the equilibrium ratios as the 

iteration variables, is the most commonly used procedure for converging 

two phase flash calculations. This procedure converges rapidly for the 

problems where the equilibrium ratios are weakly dependent on phase 

compositions. However, the method is slow converging for non-ideal 

mixtures particularly in the critical region (Michelsen, 1982b; 

Heidemann, 1983). 

Alternative procedures based on the Newton-Raphson method have been 

proposed by Hirose et al. (1978) and Asselineau et al. (1979). Hirose et 

al. considered non-idealities of both the vapor and liquid phases and 

simultaneously solved for all the variables using the Newton-Raphson 

procedure. Asselineau et al. applied the Newton-Raphson procedure to 

dew-point and bubble-point calculations. 

Newton-Raphson procedure is applicable to a wider class of problems. 

However, it requires the evaluation of Jacobian matrix at every 



6 

iteration. The required partial derivatives for the Jacobian matrix can 

either be evaluated analytically or numerically through the use of 

finite differences. The numerical evaluation of the derivatives can 

consume a considerable amount of the computer time. The time saved by 

the higher rate of convergence may not necessarily be compensated by 

that required for calculating the derivatives. Quasi-Newton methods, 

such as those of Broyden (1965, 1971), are an alternative. These methods 

successively improve approximations to the Jacobian matrix without 

calculating the derivatives involved. This method has been applied by 

Nghiem and Heidemann (1982) for accelerating convergence in multiphase 

computations. Boston and Britt (1978) have employed the Broyden's method 

in converging the "inside-out" algorithm for equilibrium computations. 

Quasi-Newton methods require storage and manipulation of matrices at 

every iteration. The Dominant Eigenvalue Method, which has been shown to 

be equivalent to Quasi-Newton method (Crowe, 1984), is an attractive 

alternative. Crowe has proposed dominant eigenvalue algorithm which is 

an order of magnitude faster and produces results during iterations 

identical to those generated with the Broyden's method. The increased 

speed of the algorithm is obtained by replacing matrix-vector products 

by scalar-vector and vector-vector products. Furthermore, the algorithm 

requires storage of one vector per iteration compared with the storage 

of current estimate of the Jacobian matrix in the Broyden's method. The 

use of General Dominant Eigenvalue Method of Crowe and Nishio (1975) has 

been recommended by Michelsen (1982b) to promote the convergence of the 

successive substitution method. 

Mehra et al. (1983) showed that the successive substitution with the 



equilibrium ratios as the 

method of steepest descent 

iteration variables 

for free energy 

can be regarded 

minimization. They 

7 

as a 

then 

formulated an acceleration scheme based on the gradient of the Gibbs 

free energy function. 

Rijkers and Heidemann (1986) examined the convergence behavior of 

several alternative flash algorithms and determined the effect of the 

initiation procedure on obtaining the trivial solution. 

Recently, Joulia et al. (1986) proposed a hybrid method which 

utilizes Schubert's method (a Quasi-Newton updating technique for sparse 

Jacobians) to accelerate the rate of convergence for two phase flash 

calculations. Their method is a combination of two simultaneous solution 

methods. These methods are based on a linearization of the system of 

equations with or without the partial derivatives of equilibrium ratios 

with respect to compositions. The flash computations are started by 

neglecting the partial derivatives of equilibrium ratios with respect to 

compositions. A switch-over is performed to a solution method in which 

the composition derivatives of equilibrium ratios are included. In their 

method the Jacobian matrix is updated using Schubert's method (1970). 

Kinoshita and Takamatsu ( 1986) proposed a new algorithm based on the 

Newton-Raphson procedure for the vapor liquid equilibrium flash 

calculations. The liquid and vapor mole fractions were used as the 

iteration variables, and the functions to be zeroed were chosen so that 

the Jacobian matrix is diagonally dominant with diagonal elements close 

to unity. Their solution procedure will be examined in more detail in 

this Chapter since this method can easily be extended to multiphase 

computations. Furthermore, it will be shown (Gupta et al., 1988) that 
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an acceleration scheme based on the Dominant Eigenvalue Method of Orbach 

and Crowe (1971) can be utilized instead of the Newton-Raphson procedure 

for updating the phase compositions. 

2.2 PROBLEM STATEMENT 

The basic equations describing the two phase isothermal-isobaric 

flash calculations are given below 

Component material balances 

z. = (1 - a) x. + a y .  
l l l 

Mole fraction Summation 

N 

r (y. - x.) - 0. 
l l l 

i=l 

Equilibrium relations 

where 

K 

(i = l, ... ,N). (2.1) 

(2.2) 

(i - 1, ... ,N) (2.3) 

(2.4) 

The fugacity coefficients, q,
ij

, are obtained from the thermodynamic

model employed. 

For the isothermal-isobaric flash problem, the feed compositions, z, 

the pressure and the temperature are specified. The liquid and vapor 

phase compositions, x and y, and the vapor fraction, a, are obtained by 

solving the above 2N + 1 equations. 

Y - K X 
i I 

<f,i2 I <f,i 1 • 
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2.3 METHODS OF SOLUTION 

2.3.1 Successive Substitution on K-factors 

Equations (2.1) and (2.3) are combined to eliminate the vapor 

composition, y., yielding 
l 

X -

1 + (K. - 1) a 
l 

(i = l, ... ,N). (2.5) 

Equations (2.2), (2.3) and (2.5) are then combined to yield an 

equation for the vapor fraction, a, namely 

N 

[ 
i= 1 

(K. - 1) z. 
l ' l 

1 + (K. - 1) a 
l 

= 0. (2.6) 

The method is initialized by assuming values for the equilibrium 

ratios. Equation (2.6) is solved for the vapor fraction, a, using some 

iterative scheme like Newton-Raphson. Subsequently, the liquid and the 

vapor compositions are calculated from equation (2.5) and (2.3). The new 

K values are then calculated using equation (2.4). These steps are 

repeated, until the sum of squares of the difference of logarithm of 

fugacities is within given tolerance. This procedure is successive 

substitution with the equilibrium ratios as the iteration variables. We 

shall refer to this method as SS-K. 

The rate of convergence of successive substitution method can be 

improved by a simple method suggested by Mehra et al. (1983). An 

acceleration parameter. y, is introduced in the updating of the 

equilibrium ratios. Using this accelerated procedure, the equilibrium 

z 
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ratios are updated by 

(2.7) 

where, fil and fi2 are the fugacities of component i in the two phases.

The acceleration parameter is related to the gradient of the Gibbs free 

energy and is calculated from 

where 

g
i
=ln f -In f. 

i2 il

(2.8) 

(2.9) 

Note that the acceleration parameter of one corresponds to the 

successive substitution method. This method of acceleration is referred 

to as Acc-SS-KM. 

The General Dominant Eigenvalue Method of Crowe and Nishio (1975) 

has been used by many investigators to accelerate the convergence of 

equilibrium computations. Michelsen (1982) has suggested using the 

General Dominant Eigenvalue Method of order two, for accelerating the 

convergence of successive substitution methods. In his implementation, 

one acceleration step is applied after every five steps of successive 

substitution. If convergence is not achieved within 12 iterations, the 

Newton-Raphson method is used thereafter. This acceleration procedure 

will be referred to as Acc-SS-K2. 

2.3.2. Successive Substitution on Liquid and Vapor Mole Fractions 

A successive substitution algorithm, which iterates upon the vapor 

}'( I}) -



11 

and the liquid compositions, has been proposed by Kinoshita and 

Takamatsu (1986). The algorithm obtains the phase fraction by solving 

Equation (2.6). The remaining 2N unknowns (mole fractions of the vapor 

and the liquid phases) are partitioned into two groups. The functions to 

be zeroed are the difference between the assumed and the calculated 

values of the mole fractions, namely 

F i(y) = y< U )  _ y< U) (2.10) 

and, 

F
2
(x) - X 

( U ) _ :i: ( U). (2.11) 

The solution of the flash problem is obtained by solving F 
1 

for y and 

then solving F
2 

for x. 

The vapor and liquid compositions are updated by 

y<U+ 1) 
= 

y<U) + Lly 

and 

where LI y and LI x are obtained from 

Lly = - J- 1 F 
1 1 

and 

Llx = 
- J- 1 F.

2 2 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

In equation (2.14) and (2.15), J and J are the Jacobian matrices. The 
1 2 

iterative calculations are considered to be converged when the average 

absolute errors defined by 

x<V+ t > = x<V> + i1x 
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N 

e
1 

- E Fill / N = 11 E
1 11 IN (2 .16) 

i= 1

and 
N 

e
2 

- E I Fi21 / N = 11 E 11 IN2 (2.17) 

i= 1

are within a prescribed limit, e. 

A successive substitution with vapor and liquid mole fractions as 

the iterative variables will result when J and J in Equations (2.14)
1 2 

and (2.15) are set to the identity matrix. We shall refer to this method 

as the KT-U method. 

When the full Jacobian is used to update the liquid phase 

compositions and the unit matrix is used for updating vapor phase 

compositions, we refer the method as the KT-J. 

2.4 PROPOSED SOLUTION SCHEME 

The KT-J method, being a Newton-Raphson method, requires a good 

initial estimate of the unknown variables to ensure convergence. In 

addition, the required computational effort for the evaluation of the 

Jacobian matrices can easily outweigh the computational gains due to 

faster convergence. On the other hand, the KT-U method does not require 

a good initial estimate. However, since it is a first order method, its 

rate of convergence is slow. 

The acceleration of the KT-U method can be based on the observation 

that for successive substitution methods the change in the vector of 

unknowns becomes a geometric series as the solution is approached. This 

can be demonstrated by a Taylor series expansion of a function G, given 
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by 

(2.18) 

about an arbitrary point u
1 

m the neighborhood of the solution. This 

expansion is given by 

u<V+l) 
= G(u(V)

) + B (u(V)_ u ) (2.19) 
1 1 

oG 

where B = --, evaluated at u = u
l
' The solution vector iterates, 

a u 
u < v > ,can be approximated eventually by 

u<V+l) 
= B u<V)

+ b

where 

b = G(u<V>) - B u
1 I' 

' 

Then, the error at any iteration, v + 1, is given by 

E( V+l) 
= u < V+l)_ u· = B E( V)

which can be written in terms of the initial error as 

(2.20) 

(2. 21) 

(2.22) 

(2.23) 

The change in each iteration depends on the value of the largest 

eigenvalue of the iteration matrix, B, being used. For the iterative 

process to be convergent the necessary and sufficient condition is that 

the absolute value of the maximum eigenvalue, .A, of matrix B be strictly 

less than one. An acceleration method based on the use of the dominant 

eigenvalue (DEM) has been suggested by Orbach and Crowe (1971) and 

applied to accelerate the solution of flowsheeting problems with 

recycles. 
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The dominant eigenvalue of matrix B for the convergent iterative 

scheme can be approximated by 

(2.24) 

Equation (2.24) can be derived from equation (15) of Orbach and Crowe 

(1971). 

In the acceleration scheme proposed here, the norms of the error 

vectors for the variables y and x are obtained from equations (2 .16) and 

(2.17). Thus, the corresponding eigenvalues can be written as, 

and 

I Ai I = e<V>ie<V-1)
1 1 

(2.25) 

(2.26) 

Therefore, for a convergent process, the acceleration factors for 

the vectors y and x are given by 

(2.27) (t) 
1 

-
1 -A 

1 

and 

1 
(t) 

2 

-
1 -A

(2.28) 

The mole fractions in the vapor and the liquid phases can be updated by 

and 

A(V) (V) (V) 
y = (1 - (t) ) y + (t) y

1 1 
(2.29) 

;(V) = { 1 - (t) ) X(V) 
+ (t) X(V). (2. 30) 

2 2 

The acceleration may be applied periodically so that after each 

I A I 

1 

2 
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promotion step the change in the vector of unknowns becomes a geometric 

series again (Orbach and Crowe, 1971). The change calculated during a 

promotion step may not be bounded by any maximum limit. 

Unlike other acceleration methods (Mehra et al., 1983), the proposed 

scheme does not require any storage or multiplication of vectors and 

matrices. Very few calculations are required beyond the use of the error 

norms between two consecutive iterations. These error norms are used for 

checking the convergence and hence are already available. 

The proposed accelerated successive substitution algorithm is 

referred to as Acc-SS-xy and is shown in Figure 2.1. 

In addition, the use of General Dominant Eigenvalue Method of Crowe 

and Nishio (1975) in updating the liquid and vapor phase compositions 

which uses two eigenvalues has also been implemented. This method will 

be referred to as Acc-SS-xy2. 

2.S NUMERICAL EXPERIENCE

The seven algorithms (KT-U, KT-J, SS-K, Acc-SS-KM, Acc-SS-K2, 

Acc-SS-xy and Acc-SS-xy2) are compared in the following example problems 

using two mixtures, namely, Mixture A and Mixture B. The Peng-Robinson 

equation of state (Peng and Robinson, 1976) was used to model the two 

phases. The pure component properties were obtained from Reid et al. 

(1987). The ideal equilibrium ratios based on Raoult's Law were used to 

generate the initial estimates of the liquid and vapor mole fractions. 

The solution was considered to be converged when the errors as defined 

in equation (2.16) and (2.17) are less than 1 x 10- 6
• In SS-K and

Acc-SS-KM the convergence was checked for both the vapor and the liquid 

mole fractions instead of the K-factors, which is the usual procedure. 
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Table 2.1 : Compositions (mol %) of Mixtures A and B 

Component 

N
2

CO2

CH
4 

C
2

H
6

C
3

Hs

n-C H
4 10 

n-C H
5 1 2 

n-C H
6 14 

Mixture A Mixture B 

1.40 0.00 

0.00 10.00 

94.30 86.08 

2.70 2.47 

0.74 0.67 

0.49 0.45 

0.10 0.24 

0.27 0.09 

17 



Table 2.2 : Number of iterations for Mixture A at 158.9 K 

Pressure 

(kPa) Sue. Subs. 

101 

507 

1013 

1520 

SS-K KT-U 

4 

7 

11 

5 

4 

7 

11 

5 

• For liquid updates

• 

Accelerated Successive Substitution 

Acc-SS-KM Acc-SS-K2 Acc-SS-xy 
• 

Acc-SS-xy2 

4 4 4 4 

4 6 5 5 

6 6 5 7 

4 5 4 4 

18 

KT-J 

3 

4 

4 

3 

Table 2.3 : Number of Thermodynamic Evaluation for Mixture A at 158.9 K 

Pressure 

(kPa) Sue. Subs. Accelerated Successive Substitution 

SS-K KT-U Acc-SS-KM Acc-SS-K2 Acc-SS-xy Acc-SS-xy2 KT-J 

101 8 7 8 8 7 7 14 

507 14 12 8 12 10 10 16 

1013 22 19 12 12 11 13 17 

1520 10 12 8 10 11 11 17 

* 
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This allowed us to conduct proper comparisons of the performance of the 

different methods. 

It should be pointed out that not only the number of iterations 

should be compared but the total number of the necessary thermodynamic 

evaluations should also be monitored. It is these calls to the 

thermodynamic routines which take the bulk of the time and hence need to 

be compared for the different methods. 

Mixture A: 

Flash calculations are carried out for a seven component mixture 

consisting of six hydrocarbons and nitrogen at 158.9 K and various 

pressures. The c�mposition of the mixture is given in Table 2.1. This 

mixture was also studied by Kinoshita and Takamatsu (1986). 

The number of iterations required for convergence of the various 

methods is shown in Table 2.2. As seen, the SS-K and KT-U methods 

require the same number of iterations to converge. Acc-SS-KM, Acc-SS-K2, 

Acc-SS-xy and Acc-SS-xy2 also require about the same number of 

iterations. KT-J performed better than the other accelerated methods. 

The number of the required thermodynamic evaluations are shown m 

Table 2.3. The evaluations necessary to obtain the Jacobian matrix for 

the KT-J method are included in the shown numbers. The number of the 

evaluations required for KT-U and SS-K are comparable. Acc-SS-KM, 

Acc-SS-xy and Acc-SS-xy2 also required about the same number of 

thermodynamic evaluations. KT-J required considerably larger numbers of 

evaluations compared to any of the other methods. Acceleration using two 

dominant eigenvalues of equilibrium ratios or phase compositions was not 

particularly better than the use of a single dominant eigenvalue for 
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Table 2.4 : Conditions for the selected points for Mixture B 

Point Pressure Temperature Vapor Mole 

(kPa) (K) Fraction

1 6890 220.22 0.9902 

2 230.35 0.9901 

3 6080 211.92 0.4994 

4 235.03 0.9913 

5 5066 202.23 0.0123 

6 204.67 0.5008 

7 235.84 0.9915 

8 2027 170.29 0.0102 

9 173.20 0.4993 

10 220.15 0.9899 

Table 2.S : Number of iterations for Mixture B 

Point 

Sue. Subs . Accelerated Successive Substitution 
• 

SS-K KT-U Acc-SS-KM Acc-SS-K2 Acc-SS-xy Acc-SS-xy2 KT-J 

1 88 60 30 26 13 10 6 

2 27 26 17 13 13 11 30 

3 69 75 25 16 19 16 14 

4 16 16 10 11 9 8 9 

5 23 23 23 10 7 7 5 

6 22 23 12 11 7 7 5 

7 12 12 9 7 8 7 6 

8 10 10 6 6 7 7 4 

9 10 10 6 6 6 5 3 

10 8 8 6 6 6 6 4 

• For liquid updates

• * 
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Table 2.6 : Number of Thermodynamic Evaluations for Mixture B 

Point 

Sue. Subs. Accelerated Successive Substitution 

SS-K KT-U Acc-SS-KM Acc-SS-K2 Acc-SS-xy Acc-SS-xy2 KT-J 

1 178 89 60 52 29 24 40 

2 54 51 34 26 30 27 69 

3 138 379• 50 32 73 132 167 

4 32 31 20 22 21 20 28 

5 46 70 46 20 25 24 35 

6 44 61 24 22 25 24 30 

7 24 22 18 14 17 16 22 

8 20 17 12 12 13 13 17 

9 20 16 12 12 12 11 16 

10 16 14 12 12 12 12 17 

• vapor updates exceeds the limit on the maximum number of iterations 

allowed. 



this problem, at the conditions studied. 

Mixture B: 

23 

Flash calculations are performed for a seven component mixture of a 

typical natural gas at various pressures and temperatures. The 

composition of the mixture is given m Table 2.1. The phase envelope of 

this mixture and the constant quality lines of vapor mole fractions of 

0.01, 0.5 and 0.99 are shown in Figure 2.2. In Figure 2.2, only vapor 

and a liquid phases are considered, the possible formation of a solid 

phase or another liquid phase is not considered. 

The pressure and temperature conditions at which flash computations 

are performed for Mixture B are shown in Table 2.4. These are chosen to 

keep the vapor fractions approximately constant at 0.01, 0.5 and 0.99. 

The number of iterations required for the flash calculations are 

shown in Table 2.5. As seen, the number of iterations required at 2027 

kPa is nearly the same for Acc-SS-KM, Acc-SS-K2, Acc-SS-xy and 

Acc-SS-xy2 while KT-J required fewer iterations. At higher pressures 

Acc-SS-xy performs better than Acc-SS-KM. Similarly, Acc-SS-xy2 performs 

better than Acc-SS-K2. Acc-SS-K2 and Acc-SS-xy2 perform better than 

Acc-SS-KM and Acc-SS-xy respectively. The performance of KT-J method is 

generally better than the other methods, m terms of number of 

iterations. 

As shown in Table 2.6, for most of the points examined, KT-U 

requires fewer thermodynamic evaluations as compared to SS-K. The number 

of thermodynamic evaluations necessary for Acc-SS-KM and Acc-SS-xy are 

comparable. Similarly, those required for Acc-SS-K2 and Acc-SS-xy2 are 

also about the same. This is true at all points considered, except at 
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point 3, which is close to the critical point. Acc-SS-xy for point 3 

showed initial divergence and absolute value of the acceleration 

parameter had to be used to force convergence. The KT-J method, with the 

Jacobian matrix evaluated only once (after one step of KT-U), required 

larger number of thermodynamic evaluations than the other accelerated 

methods. 

Convergence behavior at 6890 kPa and 220.22 K for Mixture B is shown 

m Figure 2.3, where the errors defined by equation (2.17) are shown for 

all the accelerated methods. 

2.6 DISCUSSION 

The results from the example problems studied show that the 

computational effort required by KT-U and SS-K are comparable. The 

convergence rate of KT-U is slightly better initially than that of SS-K, 

though ultimately in both the methods the rate of convergence becomes 

constant. The computational effort required by Acc-SS-xy and Acc-SS-KM 

are about the same. The use of two eigenvalues to promote convergence is 

computationally slightly more efficient than the use of one eigenvalue. 

The updating of the liquid compositions by a true Jacobian requires more 

computational effort than the other accelerated methods. 

Both Acc-SS-KM and Acc-SS-K2 exhibit oscillatory behavior for 

Mixture B, as seen in Figure 2.3. For Acc-SS-KM, this behavior can be 

curbed to some extent by placing a bound on the maximum step length 

allowed. In this work, we have used the same bound as that suggested by 

Mehra et al. (1983). If the acceleration is used only periodically, 

Acc-SS-xy does not require any bounds on the maximum change which is 

allowed for each step. In . these example problems, we observed that 



taking a promotion step after every 

Cyclic acceleration has been observed 

(1979) for recycle systems, and has 

Michelsen (1982b) with GDEM. 
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three iterations was the best. 

to perform better by Soliman 

previously been employed by 

For the implementation of the acceleration schemes, Acc-SS-xy2, 

Acc-SS-K2 and Acc-SS-xy require the storage of 4n, 2n and 2 variables 

respectively. 

In Chapter 4, it will be shown that it is computationally more 

efficient to update the liquid and vapor compositions in a single loop 

rather than using two separate loops to update the compositions. 

2.7 SUMMARY 

An acceleration scheme, based on the method of Orbach and Crowe 

(1971), for the successive substitution method which uses liquid and 

vapor compositions as the iteration variables for isobaric-isothermal 

flash calculations, is presented. The proposed algorithm with this 

acceleration scheme shows a slight oscillatory behavior, if periodic 

acceleration is employed. The number of iterations required for 

convergence is often less than the number required by the method which 

uses K-factors as the iteration variables. However, the number of 

thermodynamic evaluations is comparable with that of Mehra et al. (1983) 

and is more than that of Michelsen (1982b, 1987). No storage and 

multiplication of vectors is necessary to incorporate the acceleration 

scheme. The norm of the error which is used to check for the convergence 

is simply used in the updating formula. 
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CHAPTER 3 

MULTIPHASE EQUILIBRIUM COMPUTATIONS - SIMULTANEOUS 

PHASE STABILITY AND EQUILIBRIUM CALCULATIONS 

A new development of stability criterion for multiphase 

reacting/non-reacting systems is presented in this chapter. This 

criterion is utilized to derive a modified set of equations, which allow 

for the simultaneous solution of phase stability and flash computations. 

Advantages of this new formulation are discussed. A brief literature 

review of methods for multiphase equilibrium computations in 

reacting/non-reacting systems is presented. 

3.1 LITERATURE REVIEW 

For the solution of the isothermal-isobaric multiphase flash problem 

two approaches have been used. The first of these is based on the 

minimization of the total Gibbs free energy with material constraints. 

The methods of Heidemann (1974), Gautam and Seider (1979), Soares et al. 

(1982), Michelsen (1982b) and Trangenstein (1987) are based on this 

approach. Heidemann proposed a three phase flash calculation methodology 

based on the direct minimization of Gibbs free energy. Gautam and Seider 

used the RAND method to solve the problem. A quadratic approximation of 

the Gibbs free energy is developed around the current point and Lagrange 

multipliers are introduced for the equality constraints. The stationary 

point conditions are then utilized to obtain a linear set of equations, 

which are solved. Any composition dependence of the fugacity 

coefficients is neglected in their" scheme. Soares et al. utilized a 
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minimization procedure based on a Newton-Raphson algorithm in which the 

Marquardt method is used to control the correction vector. Michelsen 

used a second-order minimization algorithm of Murray (1972) in his 

computational procedure. Murray's method uses Newton's direction for 

descent when the Hessian is positive definite and modifies this 

direction when it is indefinite. Trangenstein proposed a new algorithm 

for the minimization of the Gibbs free energy involving at the most two 

phases. This method modifies the Newton's direction only if it is 

orthogonal to the steepest descent direction and when the Hessian is 

indefinite at the same time. 

The second approach for multiphase computations is to solve a set of 

nonlinear equations which are obtained from material balance and the 

necessary conditions for the minimization of the total Gibbs fee energy. 

Henley and Rosen (1969) presented a rigorous three-phase flash 

calculation procedure which is an extension of the conventional two 

phase flash calculation methodology. Mauri (1980) describes a 

three-phase calculation algorithm based on the Henley-Rosen method that 

considers all possible phase conditions. Risnes and Dalen (1984) 

describe a successive substitution method for calculating multiphase 

flash equilibrium. Nghiem and Li (1984) used Quasi-Newton Successive 

Substitution method for computations of phase equilibria for systems 

with any number of phases. Fussel (1979) utilized minimum variable 

Newton-Raphson method for calculating multiphase equilibria. Wu and 

Bishnoi (1986a) proposed to solve the mass and the equilibrium equations 

simultaneously using the Newton-Raphson method. They obtained the 

required Jacobian matrix analytically. A combination of equation solving 
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approach and unconstrained minimization was used by Ammar and Renon 

(1987) for the two phase isothermal flash. Mehra et al. (1982) proposed 

a scheme which is a composite of accelerated form of successive 

substitution and a second order method. The second order method utilized 

is a hybrid of steepest descent and Newton's method, patterned after the 

Levenberg-Marquardt procedure. 

Flash calculation at specified pressure and enthalpy (isenthalpic 

flash) have received much less attention than isothermal-isobaric flash 

computations. For the isenthalpic flash computations either a series of 

isothermal flash calculations are performed until the enthalpy balance 

equation is satisfied or the enthalpy and the material balance equations 

are solved simultaneously for the temperature and phase splits. Agarwal. 

et al. (1989) compared both the schemes for multiphase isenthalpic flash 

calculations. They concluded that the method which performs series of 

isothermal flashes is more robust but it is much slower than 

simultaneous solution strategy. Michelsen (1987) has extended bis 

stepwise procedure for the isothermal flash, to multiphase adiabatic and 

isentropic flash calculations. He suggested using accelerated successive 

substitution and switching to a second order convergence method to 

achieve final convergence for isenthalpic flash computations. 

In recent years a number of calculation procedures have been 

proposed for the solution of chemical and phase equilibria. Smith and 

Missen (1988) discuss the general strategies for solving chemical 

equilibrium problems. Smith (1980) classifies chemical equilibrium 

formulations to be either stoichiometric or non-stoichiometric. 

Stoichiometric formulations require a knowledge of the stoichiometric 
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coefficients of a linearly independent set of reactions and utilize the 

extent of the reactions as the independent variables. On the other hand, 

in the non-stoichiometric formulations elemental abundance constraints 

are used in the calculations. Recent studies m this area have 

concentrated on the reliability and efficiency of the employed iterative 

computational procedures. Castier et al. (1989) have used the second 

order Murray's method (1972) for minimization with the stoichiometric 

formulation. Very recently, Michelsen (1989) presented two algorithms 

which utilize a duality transformation of the Gibbs energy function for 

the calculation of multiphase ideal solution chemical equilibrium. 

A common problem m the calculations of chemical and phase 

equilibria is that the number of phases which are present at equilibrium 

are not known a priori. Two solution strategies have been applied. In 

the first one, a non-linear programming approach is used to minimize the 

Gibbs energy function with a large number of phases (Lantagne et al., 

1988; Castillo and Grossmann, 1981). The second approach is to 

sequentially add a phase in the computations and test the stability of 

the solution (Gautam and Seider, 1979; Castier et al., 1989; Michelsen 

1982a; Wu and Bishnoi, 1986a; Nghiem and Li, 1984). 

In the present work, an alternative development of the stability 

criterion will be presented. This would allow for the simultaneous 

calculation of stability and flash computations. 

3.2 PROBLEM STATEMENT 

In general, phase equilibrium calculations at specified temperature 

and pressure require the determination of the number of moles (n i 
k
) of

each component i in phase k which minimize the Gibbs free energy over 
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all possible states. For a multicomponent multiphase system the Gibbs 

free energy function is given by 

1C N 

G E E nik 
µik

(3.1) 

k=l i•l 

where µ 
ik 

is the chemical potential of component i in phase k, N is the

number of components present in the mixture and 1t is the total number of 

phases. The moles of each component, n
ik

, which minimize the Gibbs free

energy should also satisfy the following constraints 

(1) Material balance constraints

(a) Non-reacting Systems : In this case, the total number of moles

of each component must be conserved, hence, we have

- z. (i = 1, ... ,N). (3.2a) 

k=l 

(b) Reacting Systems : In this case, the moles of a component will

not be conserved due to chemical reactions. Therefore, the 

total number of moles of each component, n., is related to the 
l 

moles of the component in the feed, z. , through the extent of 
l 

the chemical reactions taking place, namely 

1C R 

n. - E nik

- z. + E t>. �m 
(i - l, ... ,N), (3.2b) 

l l im 

k-1 m-1

where t>. is the stoichiometric coefficient and 
�m 

is the
im 

extent of the mth reaction. It is noted that Equation (3.2b) is

also valid for non-reacting systems when 
�m 

is set equal to

zero, and hence, we shall refer to Equation (3.2b) for non-
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(2) Non-negative constraints.
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The number of moles of a component m a phase cannot be
negative. Hence,

(i - l, ... ,N; k - 1, ... ,n). (3.3) 

It is a common practice to specify the number of phases and then
solve the above stated minimization problem. The material balance
constraints, Equation (3.2b), are often eliminated by introducing a
reference phase (r) and solving for the number of moles of each
component in this phase (n. ). Therefore, 

ll 

substituting the number of
moles in the reference phase into Equation 

N 7r N 

G - [ z iµ i r 
+ [ [ nik

( µ ik- µ ir )
i • 1 k • 1 i =1 

k :;f: r 

(3.1), 

R 

+ [
m = l 

we obtain

N 

[ V. < µ,.
1m m u 

i ... J 

(3.4) 

Thus, the constrained minimization of G, given by Equation (3.1),
subject to Constraints (3.2b) and (3.3) is converted to an unconstrained
one in which G given by Equation (3.4) is minimized. It is assumed that
the nonnegative constraints are always satisfied for an acceptable
solution.

The minimum of the Gibbs free energy is to be computed over all

possible states. Since it is not known a priori which phases exist in
equilibrium, a common practice is to test the solution obtained by the
above minimization for stability by adding a new phase (Gautam and
Seider, 1979).

In the next section, we shall show that the stability and flash
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computations can be performed simultaneously by considering an 

additional constraint in the minimization problem. 

3.3 A NEW DEVELOPMENT OF PHASE STABILITY CRITERIA 

Consider a closed system at fixed temperature and pressure in which 

a maximum of 1r phases may coexist. Let the phase fractions of each of 

the (n-1) phases be specified which may be zero for some of the phases. 

The phase fraction for the remaining phase, which is assumed to be the 

reference phase, is obtained from the phase summation equation, 

7r 

ar -
1

- L ak. 
k - 1 
k * r 

(3.5) 

At this point the additional constraints which represent specified phase 

splits can be incorporated. Thus, the problem of minimizing the Gibbs 

free energy, G, given by Equation (3.4), can be stated as 

Min 

nik'�m 
( i • 1 , ... , N) 
( k '"' 1 , ... , 7r; k '¢ r) 
(m•l, ... ,R) 

subject to the additional constraints of the specified phase splits, 

N 

(k = 1, ... ,1r; k '¢ r) 

i -1 

(3.6) 

(3.7) 

and the nonnegative Constraints (3.3). In Equation (3.7) n is the total 
t 

number of moles, namely 



N 

z. +

N R 
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(3.8)

The above constrained minimization problem can now be converted to
• an unconstrained minimization problem by defining the Lagrangian, G , as

G + ,t [ a -
k k 

(3.9) 

where ,tk are the Lagrange multipliers. Again, the inequality constraints
(3.3), must be satisfied to have an acceptable solution.

• The conditions for the stationary points of the Lagrangian G are
obtained by setting the derivatives of G • with respect to n

ik.
, ).k and �m 

equal to zero. Two of these conditions,

- 0 (i - l, ... ,N; k - l, ... ,1t; k :;= r) (3.10)
and

= 0 (m = l, ... ,R), (3 .11) 
a { 

m 

are used below to establish relations for stability and chemical
reaction equilibrium respectively. The derivative with respect to ·\
gives back the imposed constraints (Equation 3.7).

Equation (3 .10) after some manipulation yields

= RT 1n ( f
ik 

/ f. ) 
1r 

(i = l, ... ,N; k = l, ... ,1t; k :;= r). (3.12) 

It is noted here that ,tk has the same value for all the components in

N 

a o' 
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the phase. It will now be shown that the variables A can be used to 
k 

determine the stability of the phase k in a system. 

At the optimum, where the Gibbs free energy is minimum for the 

specified phase splits (constrained minimum), the following conditions 

are satisfied (Rao, 1984), 

a G 

a a
k

- A 
k 

(k = l, ... ,1r; k -:;: r). (3.13)

Equation (3.13) implies that if a negative value is obtained for a 1 , 
k 

then the value of G can be further decreased by increasing the amount of 

phase k. Hence, a new set of phase splits can be specified in order to 

obtain a new minimum with a lower value of G. 

Using Equation (3.13), we next show that for any phase k at the 

minimum (unconstrained) of G, either a
k 

or A
k 

has to be zero. Whenever,

a
k 

is strictly positive (i.e. phase k is present), the Gibbs free energy

of the system would not decrease only if A
k 

is zero. In other words, if

A
k 

is different from zero then one can always select a perturbation in

a
k 

to decrease the Gibbs free energy of the system, which is contrary to

the hypothesis that G was minimized. Hence, A
k 

must be zero. Similarly,

whenever a
k 

is zero (i.e. phase k is not present), the Gibbs free energy

would not decrease only if A
k 

is positive or zero.

Therefore, the relationship between the phase fraction, a
k
, and the 

stability variables, l
k
' at the desired (unconstrained) minimum of G can 

be written as 

a A - 0 
k k 

(k - l, ... ,1r; k -:;: r) (3.14) 
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subject to, 
(3.15) 

Equations (3.14) and (3.15) can alternatively be derived by 

converting the inequality constraints, ak =?:: 0, into equality constraints 

by introducing slack variables and redefining the Lagrangian, G ·, as 

shown in the Appendix A. It is noted that Equations (3.14) and (3.15) 
are commonly known as Kuhn-Tucker conditions. 

The stability of a phase k can thus be determined by the above 

analysis. If at the solution it is determined that ,\ is positive, then 

the phase k can not coexist m equilibrium with the other phases. Hence, 

phase k under such conditions is unstable. The variables \, can 

therefore determine the stability of phase k. Physically, 1 /n 
k t 

represents the distance between the tangent hyperplane originated at the 

reference phase composition and the Gibbs · free energy surface at the kth 

phase composition. Since )..k .?: 0, the formulation dictates that the

common tangent plane should never be above the Gibbs free energy 

surface. 

In an alternate approach, Michelsen (1982a) developed a stability 

criterion for the phase equilibrium problem by examining the stationary 

points of the distances between the Gibbs free energy surface and the 

tangent hyperplane. 

3.4 FORMULATION OF EQUATIONS 

3.4.1 Coupled Isothermal-Isobaric Equilibrium and Stability Calculations 

In the previous section, we have shown that at the minimum of G, the 

phase fractions and the stability variables must satisfy Equations 

(3.14) and (3.15). Next we shall develop the required equations for 
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coupling the isothermal-isobaric equilibrium and stability calculations. 

The K-factor is defined as 

(3 .16) 

The fugacity coefficients can be expressed m terms of mole fractions 

and fugacities. Using Equations (3.16) and (3.12) we obtain, 

= K 
ik 

X.
Ir 

0k
e 

where 0k is defined as

(i = l, ... ,N; k = 1, ... ,n; k :;:: r) (3.17) 

0k = )./ (n
t
RT). (3.18) 

Equations (3.14) and (3.15) may be rewritten in terms of 0k to obtain,

(k = 1, ... ,n; k * r) (3 .19) 

subject to 

(3.20) 

It should be noted that when phase k is present 0
k 

is zero. Equation

(3.17) then reduces to the well known equilibrium relationship. 

Equations (3.17), (3.19) and (3.20) allow the coupling of the 

isothermal-isobaric equilibrium flash calculations with the stability 

calculations. The resulting set of the governing nonlinear equations is 

given in the next section. 

3.4.2 Chemical Equilibrium Relations 

Equation (3.11) along with Equation (3.14) yields 

(m - 1, ... ,R). (3.21) 

<I> . I <J, . k • 
1 r 1 



Equation (3.21) can be written as, 

N 

' v. 1n (f. ) - In K = 0 
L 1m ir am 

i =1 
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(m = 1, ... ,R) (3.22) 

where fit is the fugacity of component i in the reference phase in atm

and K is the chemical equilibrium constant defined as 
am 

N 

K - exp (-' v. G�/RT). 
am L im 1 

i=l 

3.5 GOVERNING EQUATIONS 

(3.23) 

For any reacting/non-reacting system the set of equations that 

describe the simultaneous equilibrium and stability calculations at 

constant pressure and temperature is written as follows 

Phase Fraction Summation 

Mole Fraction Summation 

N 
(J 

Sk - l ( Kik e k 1 ) xit - 0

i=l 

with 

where, 

x. - n. /(n D.)
ll l t l 

n = Z. + \ V. �
1 L 1m m 

m=l 

(3.24) 

(k - 1, ... , n; k '¢ r) (3.25) 

(i - l, ... ,N), (3.26) 

(i = 1, ... ,N), (3.27) 

R 



and 

8. 
D - 1 + ' ( K.. e J - 1 ) a.,

l lJ J 

Phase Equilibrium and Stability Relations 

X. 
1 r 

(i - 1, ... ,N; k -

and 

l, ... ,1r; k * r) 

o:
k (Jk - 0 (k - l, ... ,1r; k -:;: r) 

subject to, 

o:k � 0 and (Jk � 0 .  

Chemical Equilibrium Relations : 
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(3.28) 

(3.29) 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

Substituting Equations (3.26), (3.27) and the definition of the 

fugacity coefficient in Equation (3.22), we obtain 

N 

'v. 1n [(z. + ' v. {) </,. P/(n D.)] - 1n K - 0 (m - 1, ... ,R).
l 11D 1 l 1s s ir t 1 am 

i =1 
s•l 

(3. 34) 

For the isothermal-isobaric equilibrium and stability problem, the above 

(1r(N+2)-l+R) equations are to be solved for the (1r(N+2)-l+R) unknowns, 

namely (1r) o:k 
's, X 's 

ik 
and (R) { 's. It is understood 

m 

1t 

<I> . I <l> . k • 
I r I 

= 

R 

(n-1) ()k's, (N.n) 
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that for non-reacting systems Equation (3.34) and the unknowns, � , are 
m 

removed from the above set. It is also noted that at the final solution 

(i.e. at the point of minimum Gibbs free energy) the stability variables 

0 k will satisfy the following relation

(i = 1, ... ,N; k - l, ... ,n; k -:;: r). (3.35) 

3.6 ADVANTAGES OF THE PROPOSED FORMULATION 

The proposed formulation provides an alternate approach for the 

minimum of the Gibbs free energy. Instead of testing the stability of 

the solution by adding a new phase, this test is performed 

simultaneously with the phase and chemical equilibria calculations. 

The advantages of the proposed formulations are 

(a) First, it provides a unified set of simultaneous equations that

describe phase equilibrium, chemical equilibrium and the stability

of the system.

(b) Second, it provides a "cleaner" and conceptually simpler picture

of the system under investigation.

( c) Finally, it provides a better understanding of the phase behavior

of a system because the appearance/disappearance of a phase in the

P-T continuum can be readily followed.

Solution methods for the above equations for reacting and 

non-reacting systems will be the subject of next two chapters. The 

formulation presented in this chapter is particularly useful for solving 

three phase distillation towers. This will be discussed in detail in the 

later chapters. 
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3.7 SUMMARY 

An alternative development of the stability criterion for multiphase 

systems has been presented which enables simultaneous computation of the 

stability and the isothermal-isobaric multiphase equilibrium 

computations for reacting and non-reacting systems. 



CHAPTER 4 

AN ACTIVE SET METHOD FOR THE CALCULATION 

OF PHASE STABILITY AND FLASH COMPUTATIONS 
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In this chapter, an algorithm based on an active set strategy is 

developed to solve the coupled nonlinear equations derived in the 

previous chapter. The algorithm updates all the phase compositions in a 

single loop and does not utilize two separate loops as done in Chapter 2 

for two-phase flash computations. For an example problem, it is shown 

that the updating of the phase compositions in a single loop is more 

efficient. In addition, a new scheme to generate initial values for the 

iterative variables is proposed. The effectiveness of the proposed 

algorithm is demonstrated by solving a number of test problems. For a 

test problem, the number of thermodynamic evaluations which are required 

by the conventional approach of alternate stability and flash 

calculations is compared with that of the proposed algorithm. The 

applications of the algorithm to multiphase equilibrium computations in 

hydrates and typical problems encountered in enhanced oil recovery 

schemes, supercritical extraction and chemical industry are illustrated. 

4.1 PROPOSED ALGORITHM 

The proposed algorithm for the multiphase multicomponent flash 

calculations is based on the formulation presented in the previous 

chapter. It uses the component mole fractions as the iterative 

variables. For convenience, let fl k denote a two dimensional vector,
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given by 

/!k

- [a
k
,Ok]

T
(k - 1, ... ,1t; k * r) (4.1) 

and, 

/!r 
- [a ,0 f.

r (4.2) 

Namely, it is assumed that the reference phase is always present. The 

system of 1r(N +2)-1 equations is partitioned into two groups. For given 

K-factors, the system of Equations (3.25), (3.24) and (3.32) is solved

iteratively in an inner loop. Subsequently, using Equation (3.26) and

(3.31), all the component mole fractions are obtained m an outer loop.

An accelerated successive substitution method, given m Chapter 2 for 

the two phase equilibrium flash calculations, is utilized for updating 

the mole fractions. The proposed algorithm is shown in Figure 4.1. 

Inner loop of the proposed algorithm 

In the inner loop of the proposed algorithm, Equations (3. 25), 

(3.24) and (3.32) are solved for the 21r-l unknown elements of fl. It is 

proposed that the stability equations, Equation (3.32), be solved using 

an active set strategy. This would require that one of the elements of 

f!
k 

(either a
k 

or O
k
) be set to zero and the other element can be 

calculated from the other equations. Hence, Equation (3.32) would be 

satisfied exactly at each iteration. 

Using the active set strategy, the following procedure is adopted 

for solving the summation and the stability equations (Equations 3. 25 

and 3.32). Initially all the phases are assumed to be present, so all 

the stability variables, 0, are zero from Equation (3.32). Equations 
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Figure 4 .1 : Computational Flow Diagram of the Algorithm 
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(3.25) and (3.24) are then solved for the phase fractions, a. In case 

one of the phase fractions becomes negative it is set to zero and the 

corresponding value of the stability variable is calculated from 

Equation (3.25). 

The solution of Equations (3.25) and (3.24) for the phase fractions, 

a, is obtained by nonlinear Gauss-Seidel procedure (Dahlquist and 

Bjorck, 1974). This solution procedure assumes that each of the S 
k 

(given by Equation 3.25) is a function of only 0 and a . Hence, only 
k k 

one of the Equations (3.25) can be solved at a time for the unknown 

variable. The iterative process is repeated until either the convergence 

is obtained on the correction vector or the predefined number of 

iterations have been exceeded. 

The procedure outlined above for calculating phase fractions often 

converges in a few iterations, typically less than five. However, if 

convergence has not been obtained within eleven iterations, we switch 

over to the Newton-Raphson method where all phase fractions are computed 

simultaneously. The use of Newton-Raphson is often required for systems 

where the interactions between the phase fractions are very strong. In 

addition, by implementing the Jacobian the problem of ill-conditioning 

is readily solved by removing the dependent rows using Gram-Schmidt 

orthogonalization (Henley and Rosen, 1969). The changes in the phase 

fractions for the rows which are removed are set to zero. The 

Newton-Raphson procedure is repeated until all the S
k 

for the phases

present are within a predefined tolerance. 
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Outer loop of the proposed algorithm 

In the outer loop of the proposed algorithm, the component mole 

fractions for all the 1r phases are converged upon. Note that in Figure 

4.1 all the phase compositions are updated in a single loop and separate 

loops, as in Chapter 2, for updating the phase compositions are not 

utilized. The phase compositions are updated by first calculating the 

component mole fractions for the reference phase using Equation (3. 26). 

Subsequently, component mole fractions for the other n-1 phases are 

obtained using Equation (3.31). The O values required in Equation (3.31) 

will be zero for the phases which are present. The 0 values for the 

phases which are absent (a
k

= 0) are obtained from Equation (3.25),

which on rearrangement gives, 

N 

L 
O

k
i= 1 

z. ID
1 

e - --------

N 

L K.k z. / D.
1 1 1 

(4.3) 

It may be noted that either O
k 

or a
k 

m D will be zero. Now using

Equation (3.26), we can write Equation (4.3) as 

N 

= l / L K
ik xir · 

i= 1 

(4.4) 

It is noted that for the phases which are absent the calculation of 

component mole fractions using Equations (3.31) and (4.4) is equivalent 

to calculating the mole fractions with O equal to zero in Equation 

(3.31) and then normalizing them. 

i = 1 
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The updating procedure of the compositions m each phase is similar 

to the ones used in Chapter 2, i.e., we obtain the function, 

F(V) - x<V) - x<V> 

j j j 
(j - l, ... 7r) (4.5) 

where, F. is the difference between the assumed and the calculated 
J 

values of the mole fraction vector in phase j. The component mole 

fractions are updated by 

A 

x<V> - (1 - w.) x�V> +
j J J 

•(V) 
(J). X. 

J J 
(j - l, ... 7r) (4.6) 

The iterative calculations for the component mole fractions are 

considered to be converged when all the average absolute errors defined 

by 

F .. IN 
lj 

(j - 1, ... 7t) (4.7) 
i = 1 

are within a prescribed limit, e.

The acceleration factor for phase j, w . , can again be related to the 
J 

dominant eigenvalue of the iteration matrix and for the convergent 

iterative scheme it is given by 

1 

(J)_ - (4.8) 
J 1 - A. 

J 

where 

e�V)
J 

A. - (4.9) 
J e�V-1)

If the iterative process is convergent, the acceleration is applied 
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after every two steps of successive substitution to obtain the new 

values of the component mole fractions. 

Once all the component mole fractions are obtained, new values of 

the fugacity coefficients, </, ii , are obtained using the thermodynamic

model employed. New values of K. . are then obtained using Equation 
1 J 

(3.30). 

Collapsing phases 

In the iterative computations in the outer loop, some of the phases 

which appear in the solution may have the same compositions and 

compressibilities as some of the other phases. The phase fractions of 

these phases are added together to decrease the number of phases. 

Subsequent computations are performed only for the distinct phases. 

4.2 INITIALIZATION OF THE PROPOSED ALGORITHM 

A good initial estimate of the phase fractions and component mole 

fractions is required for the flash calculations. Here, it is proposed 

that the distance between the tangent plane and the surface of the Gibbs 

free energy of mixing should be used as a criterion to select the (n-1) 

set of equilibrium ratios from the N sets of equilibrium ratios which 

are generated using the method suggested by Michelsen (1982a). The 

unknown variables viz. the phase fractions and the component mole 

fractions can then be initialized using Equations (3.25), (3.26), (3.31) 

and (3 .24) with all the stability variables, 0, equal to zero. 

The initial estimates of the equilibrium ratios are obtained by 

following the procedure given below: 



Step 1 : Obtain the ideal equilibrium ratios from the Wilson equation 

ln K = ln(p ./p) + 5.373 (1.0 + w.)(1.0 - T ./T). ij 
Cl 1 Cl 
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(4.10) 

Step 2 : Calculate the maximum and the minimum pressure which would 

generate a two phase vapor-liquid split using the ideal equilibrium 

ratios. If the specified pressure p satisfies 

equal to p and go to Step 4. 

< p , set p
#

max 

Step 3 : Obtain the ideal equilibrium ratios from the Wilson equation at 

p
1 such that p

1 satisfies p . < p
1 

< p 
m111 max 

Step 4 Perform a two phase vapor-liquid equilibrium flash calculation 

I 
at p . 

Step S Choose vapor as the reference phase. Obtain N sets of estimates 

of the equilibrium ratios using the following equation which was 

suggested by Michelsen (1982a) for initiating stability calculations, 

K.. -lJ 
(i = 1, ... ,N; j = 1, ... ,N) (4.11) 

• 

where <J,ij is the fugacity coefficient of the pure component i (i.e.

components other than component i are present in an infinitesimal 

amount). All the fugacity coefficients, <J, i j are calculated in liquid 

states in Equation (4.11). 

Step 6 : For the selection of the equilibrium ratios for the liquid 

phase m (m = 1, ... ,n-1), calculate d .  using 
1 

K ii 
d. 

1 m - 1 
(i - l ,  ... ,N). (4.12) 

k = 1 
Kki 

pm.in< p 

"'ir / "'~-lJ 

II 
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The set of equilibrium ratios which have the highest value of d is used 
i 

to initialize the equilibrium ratios for the phase m (Appendix B). Step 

6 is repeated for all the n-1 phases. 

After (n-1) sets of the equilibrium ratios are chosen, the phase 

fractions and the component mole fractions for the n-1 liquid phases are 

then generated. The following procedure is used for this purpose 

Step 1 : Assume vapor as the reference phase and the values of liquid 

phase fractions equal to zero. 

Step 2 : Calculate phase fraction, a., 
J 

using Equation (3.25) for all 

the n-1 liquid phases by assuming 8. to be zero. If negative value of 
J 

a. is obtained, set a. equal to zero and calculate 8. using Equation
J J J 

(3.25). 

Step 3 : Calculate component mole fractions, x., using Equation (3.31). 
J 

In this calculation, the component mole fractions of the reference vapor 

phase are assumed to be those obtained in Step 1 of the algorithm for 

generating the equilibrium ratios. 

Step 4 : Calculate equilibrium ratios, K., using Equation (3.30). 
J 

4.3 EVALUATION OF THE PROPOSED ALGORITHM 

The proposed algorithm was evaluated through a number of test cases 

and the results of some typical problems are presented herewith. The 

compositions of the four test mixtures are given in Tables 4.1. The 

Peng-Robinson equation of state (1976) was used to model the phases for 

Mixtures A, B and C and the Soave-Redlich-Kwong (Soave, 1972) equation 

of state for Mixture D. 



Table 4.1 : Compositions of Test Mixtures 

Component 

N 
2

CO2
CH

4 

C
2

H
6

C
J

Hs

i-C H
4 10 

n-C H
4 10 

i-C H
5 12

n-C H
5 12 

n-C H
6 12

C6 +

H
20 

Mole Percent 

Mixture A Mixture B 

0.10 

10.00 78.95 

86.08 3.44 

2.47 0.85 

0.67 0.63 

0.08 

0.45 0.69 

0.33 

0.24 0.45 

0.09 

14.48 
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Mixture C Mixture D 

0.08 30.40 

63.16 

2.752 54.79 

0.68 7.08 

0.504 3.67 

0.064 

0.552 2.08 

0.264 

0.360 1.98 

11.584 

20.000 
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The solution was considered to be converged when the residuals 

defined by Equation (3.25) and the errors as defined in Equation (4.7) 

are less than 1 x 10- 6 and 1 x 10-7 respectively. 

4.3.1 Updating the Compositions in a Single Loop (Mixture A) 

In Chapter 2, the liquid and the vapor phase compositions are 

updated and accelerated in two separate loops. This example shows how 

the number of thermodynamic evaluations is affected by updating the 

phase compositions in a single loop rather than in two separate loops. 

Flash computations were performed on a seven component mixture of a 

typical natural gas of compositions given m Table 4.1 at various 

pressures and temperatures. This mixture was studied in Chapter 2 and 

hence we decided to compare the performance of the proposed algorithm 

with the results obtained previously. Table 4.2 shows the number of 

thermodynamic evaluations required for convergence with the algorithm 

with a single loop at various pressures and temperatures. A tolerance of 

1 x 10- 6 was utilized in the outer loop. The results are compared with 

those obtained using two loops for updating and accelerating the phase 

compositions (from Table 2.6 with Acc-SS-xy method). Except for the 

first point, the number of thermodynamic evaluations which are necessary 

for the algorithm with one loop are less than those required by the 

algorithm which utilizes two separate loops for updating and 

accelerating phase compositions. 

Hence, for all the multiphase flash problems a single loop is 

utilized for updating and accelerating phase compositions. 
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Table 4.2 : Number of Thermodynamic Evaluations for the selected points 

for Mixture A using one and two loops for updating phase 

compositions 

Point Pressure Temperature Evaluations 

(kPa) (K) Two Loops Single Loop 

1 6890 220.22 29 64 

2 230.35 30 17 

3 6080 211.92 73 26 

4 235.03 21 16 

5 5066 202.23 25 16 

6 204.67 25 19 

7 235.84 17 14 

8 2027 170.29 13 12 

9 173.20 12 11 

10 220.15 12 10 
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4.3.2 Comparison with Conventional Method of Alternate Stability 

and Flash Calculations (Mixture B) 

The compositions of a reservoir oil, shown in Table 4.1 as Mixture 

B, has been studied by Mehra et al. (1982). This mixture is rich in 

carbon dioxide and shows three phases at certain conditions (Shelton and 

Yarborough, 1977). 

Flash calculations were carried out for this system at 25° C and 

various pressures. The equilibrium phase fractions calculated by 

specifying three phases are summarized in Table 4.3 and also shown m 

Figure 4.2. It is noted that the phase fractions of the phases which 

were found to b� absent were obtained as zero. The values of 0 for the 

absent phases are also given in the table. As seen, the 0 value for the 

absent phase is positive, indicating that the phase is unstable compared 

with any of the phases which are present. 

The number of thermodynamic evaluations which are required by the 

present method is compared with those required by the conventional 

method of performing alternate stability and flash calculations. The 

results are given in Table 4.4. The computational procedure utilized for 

the alternate stability and flash calculations is as follows: 

Step 1 : Test the stability of the feed in the liquid state with respect 

to a new phase in the vapor state. The required equilibrium ratios for 

this calculation are obtained using the Wilson equation. If feed is 

found to be unstable, go to Step 3. 

Step 2 : Test the stability of the feed in the liquid state with respect 

to a new phase in the liquid state. To perform this stability test, two 
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sets of equilibrium ratios corresponding to the lightest and the 

heaviest hydrocarbon m the mixture are provided from the ratios 

generated using Michelsen (1982a) method. If the feed is found to be 

stable, only one phase exists. 

Step 3 : Perform a two phase flash calculations. 

Step 4 : Test the stability of each of the generated phases of the two 

phase flash solution until either one of the phases is found to be 

unstable or all the constituent phases are found to be stable. 

Step S : If in Step 4 one of the phases is found to be unstable, perform 

a three phase flash calculations. 

Step 6 : If both the phases of the two phase flash solution are found to 

be stable, then only two phases exist in equilibrium. 

Table 4.4 shows that by performing the stability and the flash 

calculations simultaneously the required thermodynamic evaluations are 

approximately reduced by at least half when compared to the conventional 

method. Here, it should be noted that the acceleration procedure as used 

in the simultaneous calculations is used in both the stability and the 

flash computations of the conventional algorithm. Compositions of the 

three phases obtained at 25
°

c and 7100 k.Pa are given in Table 4.5. The 

phase fractions and their compressibility factors are also shown in the 

table. 
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Table 4.3 : Calculated Equilibrium Phase Fractions at 2s0
c for Mixture B

Point Pressure Phase Fraction 0 For 

(kPa) Vapor Hydrocarbon CO
2 

The Absent 

Rich Liquid Rich Liquid Phase#

1 6500 0.6087 0.3913 0 0.0077 

2 6600 0.6033 0.3967 0 0.0040 

3· 6700 0.5983 0.4017 0 0.0006 

4 6800 0.4749 0.3994 0.1257 

5 6900 0.3300 0.3963 0.2737 

6 7000 0.1952 0.3939 0.4109 

7 7100 0.0692 0.3921 0.5387 

8 7200 0 0.3915 0.6085 0.0011 

9 7300 0 0.3920 0.6080 * 

• Vapor phase same as CO
2 

rich liquid 

# Number of phases specified 3. 

Table 4.4 : Number of Thermodynamic Evaluations for Mixture B 

Point Phases Specified = 3 

Simultaneous Conventional 

1 27 51 

2 28 52 

3 28 54 

4 24 71 

5 24 74 

6 23 58 

7 22 63 

8 28 56 

9 36 75 

-



Table 4.5 : Calculated compositions of the various phases at 2s
0

c

and 7100 kPa for Mixture B 

Component 

N2

CO
2

CH
4 

C
2

H
6 

C
3

Hs 
i-C H 

4 10 
n-C H 

4 10 
i-C H 

2 1 2 

n-C H 
5 12

C6+

Phase Fractions 

Compressibility 

Factor 

Vapor 

0.2615 
90.7102 
6.7462 
1.0033 
0.5133 
0.0519 
0.3867 
0.1431 
0.1756 
0.0083 

0.0692 

0.4428 

Mole Percent 

Liquid Liquid 

0.04320 0.1207 
58.1383 92.5879 
2.1350 3.9654 
0.7339 0.9148 
0.6318 0.6436 
0.0849 0.0801 
0.7826 0.6615 
0.3977 0.3047 
0.5618 0.4039 

36.4908 0.3174 

0.3921 0.5387 

0.3855 0.2150 

58 
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Table 4.6 : Four Phase Calculations For Mixture C at 2S
° 
C

Pressure Phase Fraction 0 For 

(kPa) Vapor Liquid N N The Absent 

Hydrocarbon CO
2

Water Phase
#

6500 0.4873 0.3132 0 0.1995 7 23 0.0047 

6600 0.4830 0.3175 0 0.1995 7 24 0.0009 

6700 0.3943 0.3161 0.0904 0.1992 7 24 

6800 0.2831 0.3136 0.2045 0.1988 7 24 

6900 0.1821 0.3117 0.3077 0.1985 7 24 

7000 0.0903 0.3103 0.4012 0.1982 7 23 

7100 0.0054 0.3092 0.4874 0.1980 7 24 

7200 0 0.3095 0.4925 0.1980 7 23 0.0026 

7300 0 0.3099 0.4921 0.1980 15 31 * 

• Vapor phase same as CO
2 

rich liquid 

N : Total Number of Iterations 

N : Number of Thermodynamic Evaluations 
t 

Phases Specified = 4 
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Table 4.7 : Calculated compositions of the various phases at 2s
0
c and 

7100 kPa for Mixture C 

Component 

N 
2 

CO
2 

CH
4 

C
2

H
6

C
J

H
S 

i-C H
4 10 

n-C H 
4 10 

i-C H
5 12 

n-C H 
5 12 

C6
+ 

HO 
2 

Phase Fractions 

Compressibility 

Factor 

Vapor 

0.3001 

89.9410 

7.3467 

1.0198 

0.5038 

0.0500 

0.3699 

0.1348 

0.1647 

0.0074 

0.1618 

0.0054 

0.4534 

Mole Percent 

Liquid Liquid Liquid 

0.0484 0.1301 0.0000 

57.5136 92.0085 0.2446 

2.2901 4.1124 0.0000 

0.7443 0.9118 0.0000 

0.6250 0.6320 0.0000 

0.0830 0.0781 0.0000 

0.7619 0.6451 0.0000 

0.3844 0.2963 0.0000 

0.5417 0.3931 0.0000 

36.9265 0.3448 0.0000 

0.0811 0.4478 99.7554 

0.3092 0.4874 0.1980 

0.3882 0.2087 0.06078 



62 

Table 4.8 : Three Phase Calculations For Mixture D 

Pressure Temperature Phase Fraction 0 For 

(kPa) (
O

C) Vapor Liquid Liquid The Absent 

4053 -121.45 0.0524 0.7931 0.1545 

-122.25 0 0.5388 0.4612 

6129 -104.15 0.0001 0.6580 0.3419 

N : Total Number of Iterations 

N : Number of Thermodynamic Evaluations 
t 

Phases Specified = 3 

N N 

54 115 

40 106 

77 179 

Table 4.9 : Compositions of the various phases at -105.IS
°

C and

6129 kPa for Mixture D 

Component 

N2 

CH
4

C
2

H6
C

3
Hs 

n-C H
4 10 

n-C H
5 12 

Phase Fractions 

Compressibility 

Factor 

Vapor 

48.2718 

49.1900 

1.9970 

0.4122 

0.0941 

0.0349 

0.0001 

0.3515 

Mole Percent 

Liquid Liquid 

22.5853 45.4377 

56.6382 51.2336 

9.4558 2.5083 

5.2671 0.5967 

3.0796 0.1566 

2.9741 0.0672 

0.6580 0.3419 

0.2297 0.3190 

Phase 

0.0008 
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4.3.3 Numerical Examples 

A Four Phase Example (Mixture C) 

Mixture C is a mixture of water and hydrocarbons and was studied by 

Mehra et al. (1982). Such systems can form four phases in petroleum 

reservoirs. The mixture was flashed at 25°C and various pressures. The 

results are summarized in Table 4.6 and Figure 4.3, and the compositions 

of the coexistent phases at 25°c and 7100 kPa are given in Table 4. 7. 

As seen, a right number of phases is predicted and the final convergence 

is obtained in a reasonable number of iterations. 

A Three Phase Example (Mixture D) : 

Mixture D, a nitrogen-rich light hydrocarbon mixture, has been 

studied by Michelsen (1982b) using Soave-Redlich-Kwong (Soave, 1972). 

This mixture shows highly complex behavior and has two separate narrow 

three-phase regions and its pressure-temperature phase envelope has been 

reported by Michelsen (1982b). In this work the mixture is flashed at 

the same three conditions of pressure and temperature as those reported 

by Michelsen. The results are summarized in Table 4.8. The compositions, 

phase fraction and the compressibility factors for the three coexistent 

phases at -104.15°C and 6129 kPa are given in Table 4.9. As seen from

Table 4.8, the final solution is obtained m all the cases studied. The 

solution, however, requires larger number of iterations and 

thermodynamic evaluations as compared with Mixture B and Mixture C. 

4.3.4 Discussion of Results 

A comparison of the proposed computational scheme with the 

conventional method of performing alternate phase stability and the 

. . 
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flash calculations shows that for Mixture B a savings of fifty percent 

or more can be effected in the computational effort. This computational 

efficiency is expected since no individual subproblems need be 

converged. For example, for a system in which three phases are present, 

the conventional algorithm would converge a two phase subproblem only 

later to find that the two phase solution is not stable and then would 

perform a three phase flash calculations. The proposed computational 

scheme would simultaneously calculate the compositions and the phase 

fractions for all the three phases. The information which we obtain 

regarding the stability of the solution obtained is the same in both the 

cases. It should be noted, that the procedure suggested by Michelsen 

(1982a) for determining the stability of a phase or of a flash solution 

can be obtained using the proposed algorithm. In this case, the phase 

fraction for the new phase would be specified as zero and the 

corresponding theta for the phase would be calculated. 

The proposed algorithm is able to solve the problems which exhibit a 

narrow three phase region on the pressure-temperature plane and 

differences 1D the Gibbs free energy between different minima 

extremely small (sometimes of the order of 10-1°). Michelsen (1982b) 

to use the second-order minimization algorithm of Murray (1972) 

achieve convergence on the problems studied for Mixture D. 

4.4 APPLICATIONS OF THE ALGORITHM 

the 

are 

had 

to 

The application of the algorithm for simultaneously performing 

multiphase flash and phase stability calculations is illustrated by 

solving a number of typical phase equilibrium problems. It is applied to 
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compute the phase behavior of six ternary systems (Gupta and Bishnoi, 

1989). These systems are typically encountered in enhanced oil recovery 

(EOR) schemes, cryogenic processing of natural gases and dehydration of 

alcohol using carbon dioxide at elevated pressures. In addition, the 

algorithm is utilized for the isothermal-isobaric flash computations for 

systems containing solid hydrates in presence of other fluid phases. 

A recently proposed Trebble-Bishnoi equation of state has been used 

to model all the fluid phases, with the binary interaction parameters 

obtained either from the vapor-liquid equilibrium or liquid-liquid 

equilibrium data. The interaction parameters for the binary mixtures are 

presented in Table 4.10. They are either regressed using vapor-liquid or 

liquid-liquid equilibrium data or obtained from the literature. The 

experimental data for two of the binary systems are not available in the 

literature, hence, for these systems the parameters evaluated using 

similar systems have been used. 

4.4.1 Enhanced Oil Recovery Applications 

In the EOR schemes, it is important to know the effect of nitrogen 

and propane on the phase behavior of the reservoir fluid. Hence, two 

mixtures are considered - a ternary system of carbon dioxide, nitrogen 

and n-nonadecane and a system of carbon dioxide, propane and nonadecane. 

In Figure 4.4, the experimental liquid-liquid-vapor (LL V) compo­

sitions (Fall and Luks, 1986) at 21°
c and various pressures for the

mixture of carbon dioxide, nitrogen and n-nonadecane are compared with 

those calculated. The compositions are calculated by repeated flash 

computations. Figure 4.4 shows an excellent agreement between the 

experimental and the calculated compositions for the three phases. 



Table 4.10 : Binary Interactions parametera for Trebble-Blshnol Equation of State (1988) 

Components Ka Kb Kc Kd Data or Parameter 
Source 

Carbon dioxide - n-Nonadecane 0 0 0.1 0 Fall et al. (1985) 

Carbon dioxide - Nitrogen 0 0.1241 0 0 Yorizane et al. (1985) 

Nitrogen - n-Nonadecane 1 0 0 0.3156 0.0721 Sultonov et al. (1972), 
Makranczy et al. (1976), 
Tremper & Prausnitz (1976) 

Carbon dioxide -Propane 0.1459 0.0243 0 0 Trebble & Bishnoi (1988) 

Propane - n-Nonadecane 2 0 0 0.2517 0.0517 Chapplow & Prausnitz (1974), 
Ng et al. ( 1969) 

Nitrogen - Methane 0.0289 0 0 0 Kidnay et al. (1975) 

Methane - Propane -0.0135 0 0 0 Trebble & Bishnoi (1988) 
Nitrogen - Propane -0.075 0 0 0.1433 Uave et al. ( 1985) 
Methane - n-Hexane -0.025 0 0 0 Merill et al. ( 1984) 
Nitrogen - n-Hexane 0.0572 0 0 -0.1434 Poston & Mcketta (1966) 

Ethanol - Water 0 0.0885 0 0 Trebble & Bishnoi (1988) 

Ethanol - Carbon dioxide 0.0670 0 0 0 Panagiotopoulos & Reid (1987) 

Carbon dioxide - Water 0 0 0 -0.1652 Englezos ( 1990) 

2-Propanol - Water 0 0.1330 0 0 DaSie ( 1988) 

2-Propanol - Carbon dioxide 0.0900 0 0 0 Radosz ( 1986) 

1) For nitrogen - n-hexadecane system
OI 
OI 

2) For propane - eicosane system
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Table 4.11 Three Phase Calculations For the mixture of carbon dioxide, 

nitrogen and n-nonadecane at 21 °c 

Pressure 
(kPa) 

5000 

5600 

6200 

Phase Fraction 0 For 
Vapor CO2 Hydrocarbon The 

0.8879 

0.8730 

0.0331 

Rich Liquid Rich Liquid Absent Phase 

0.1121 

0.1270 

0.8370 

0 

0 

0.1299 

0.0711 

0.0213 
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Figure 4.5 compares the experimental and the calculated molar 

volumes for the mixture of carbon dioxide, nitrogen and n-nonadecane. 

The predictions for the molar volumes are within 3.4%, 3.4% and 1.8% of 

the experimental values for the vapor and the two liquid phases. 

The results of flashing the mixture of carbon dioxide, nitrogen and 

n-nonadecane having a feed composition of 95 mole percent carbon dioxide

and 4 mole percent nonadecane at 21°c and three pressures are summarized 

in Table 4.11. The equilibrium phase fractions calculated for the phases 

which are present and the values of O for the absent phase are given in 

the table. As seen, the theta value for the absent phase is positive, 

indicating that the phase is unstable. The final convergence was 

obtained within 14 iterations and 37 thermodynamic evaluations for all 

the three conditions shown. 

Figure 4.6 compares the calculated compositions of the three phases 

with the experimental values (Fall and Luks, 1986) for the mixture of 

carbon dioxide, propane and nonadecane. The convergence is obtained m 

16 iterations except at 6000 kPa where 31 iterations are required. Good 

agreement between the calculated and the experimental phase compositions 

is obtained. 

The experimental and the calculated molar volumes for the mixture of 

carbon dioxide, propane and nonadecane are compared in Figure 4. 7. The 

predictions are within 1.6%, 8.6% and 6.3% of the experimental values 

for the two liquid and the vapor phases. 

4.4.2 Cryogenic Natural Gas Applications 

The multiphase flash algorithm is utilized to predict the LL V phase 

and volumetric behavior of two ternary prototype liquefied natural gas 
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(LNG) systems. The systems studied are - mixture of methane, propane and 

nitrogen and mixture of methane, n-hexane and nitrogen. Both mixtures 

contain nitrogen, which is known to induce LL V behavior in LNG systems 

(Luks et al., 1983). 

The experimental phase compositions (Llave et al.' 1987) for the 

mixture of methane, propane and nitrogen at -152.15°C and various

pressures are compared with the predicted values in Figure 4.8. The 

calculated curves are obtained by repeated flash calculations, and the 

converged solution, in each case, is obtained in approximately 10

iterations and requires approximately 30 thermodynamic evaluations. 

Figure 4.9 compares the experimental and the predicted molar volumes 

for the two liquid phases. As seen, the calculated and the experimental 

molar volumes are in good agreement ( within 1. 7 % and 2. 9 % ) . The 

calculated vapor phase molar volumes are also shown. The corresponding 

experimental data, however, are not available. 

The experimental (Merrill et al., 1984) and the calculated phase 

compositions for the mixture of methane, n-hexane and nitrogen at 

-103.15°c and various pressures is presented in Figure 4.10. The

multiphase flash algorithm approximately required 15 iterations and 38

thermodynamic evaluations to converge to the solution. 

Figure 4.11 presents the predicted and the experimental molar 

volumes at -103.15°
c and various pressures for the mixture of methane,

n-hexane and nitrogen. The experimental vapor volumes are not available.

The predicted liquid volumes are within 7.0% and 2.2% of the 

experimental values. At 4900 kPa the two liquid phases have molar 

volumes which are close. Also, note the reversal m the calculated 
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Table 4.12 : Compositions of the various phases at 26
°
C and 5670 kPa

for Ethanol, Water and Carbon dioxide System 

Component Mole Percent 

Feed Vapor Liquid Liquid 

Ethanol 25.00 0.4461 47.3317 11.6436 

CO
2 

70.00 99.4635 42.1804 86.8645 

Water 5.00 0.0904 10.4879 1.4919 

Phase Fractions 0.0995 0.4055 0.4950 

Molar Volumes • 10
6

(m3tmol) 245.04 44.27 47.86 
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densities for the two liquid phases. 

4.4.3 Applications to Chemical Industry 

In chemical industry, multiphase behavior can occur in the 

supercritical-fluid extraction, when highly compressible fluids are 

utilized for separation around the critical region of the extractant. 

One potential application of the supercritical fluid extraction is the 

separation of the alcohols from dilute aqueous solutions. We correlate 

and predict some of the experimental results for separation of ethanol 

from water and 2-propanol from water using supercritical carbon dioxide. 

Figure 4.12 presents the calculated and the experimental 

(Panagiotopoulos and Reid, 1987) compositions for the carbon 

dioxide-ethanol binary at three temperatures. As seen, excellent 

agreement is obtained between the experimental and the calculated 

compositions, except in the critical region for the 64.95°c isotherm. 

In Figure 4.13, the experimental data of Gilbert and Paulaitis 

(1986) for ethanol, water and carbon dioxide system is presented at 35°c

which is close to the critical temperature of carbon dioxide. The 

continuous line, shown in the figure represent the predictions obtained 

by repeated flash calculations. As seen from Figure 4.13, the predicted 

compositions are generally in excellent agreement with the experimental 

measurements except at higher ethanol concentrations in the ethanol rich 

phase. 

Table 4.12 presents the calculated three phase compositions for the 

ternary of ethanol, water and carbon dioxide at 26°C and 5670 kPa. The

phase fractions and the molar volumes are also shown in the table. No 

experimental equilibrium LL V composition data for this system exists in 
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the literature. However, Shavarts and Efremova (1970) measured 

gas-liquid and liquid-liquid critical end points which bound the 

gas-liquid-liquid three phase region and observed a tricritical point at 

47.4°
c and 9170 k.Pa. The LLV separation in ethanol-water system in the

presence of compressed carbon dioxide represents an alternative method 

which can be utilized for dehydrating ethanol (Paulaitis et al., 1984). 

The algorithm converged to the three phase solution in 63 iterations 

even though the three phase region is very narrow. Hence, the algorithm 

may be utilized for studying the alternative separation scheme for 

dehydrating ethanol. 

The calculated and the experimental binary vapor-liquid equilibrium 

data for 2-propanol and carbon dioxide are shown in Figure 4.14 at four 

temperatures (Radosz, 1986). As seen, there is a good agreement between 

the calculated and the experimental compositions except at high 

pressures where EOS predicts less solubility of carbon dioxide in the 

liquid phase than those measured experimentally. 

Phase compositions for the LL V equilibrium for the water, 2-propanol 

and carbon dioxide at 60° C and three pressures are shown in Figure 4. 15 .

Experimental data points are the measurements reported by DiAndreth et 

al. (1987), and vertices of the triangles are the calculated 

compositions of the three phases. As seen, the calculated three phase 

region is much larger than the one obtained experimentally. 

4.4.4 APPLICATION TO SYSTEMS CONTAINING GAS HYDRATES 

The algorithm is utilized to simultaneously examine 

phases which could exist at equilibrium. These phases 

structure I (HI), hydrate structure II (HI1), aqueous 

five possible 

are hydrate 

liquid (La), 



TABLE 4.13 : Equilibrium Phase Compositions (mol %) for a Mixture 

containing 50, 49.9 and 0.1 mol % of H2o, CH
4 

and

C3Hs.

Component Pressure V 

CH
4 

2.4 99.81 

C
3
Hs 0.16 

H
2
0 0.03 

CH
4 

3.7 99.94 

C
3
Hs 0.04 

H
2
0 0.02 

CH
4 

16.1 99.75 

C
3
Hs 0.24 

H
2
0 0.01 

La 

0.08 

0.00 

99.92 

H1 Hn 

11.40 

1.91 

86.69 

14.30 13.16 

0.00 0.61 

85.70 86.23 

14.66 

0.00 

85.34 

85 



TABLE 4.14A :Condensate Composition 

Component mol % 

CH4 13.00 

C2H6 10.00 

C
3

Hs 10.00 

n-C H 4 10 8.00 

n-C H 5 12 4.00 

n-C H 6 14 52.95 

CO2 2.00 

N2 0.05 

TABLE 4.14B Feed Contents 

Feed m o 1 e s
Mixture Condensate Water Methanol 

A 

B 

100 

100 

60 

60 3.6 

86 
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TABLE 4.15 : Equilibrium Phase Compositions (mol %) for Feed 

Mixture A at 278 K and 1. 7 MPa. 

Component Vapor Aqueous Hydrocarbon Hydrate II 
liquid liquid 

CH
4

74.63 < 0.005 6.69 7.23 

C
2

H
6 

15.92 <0.005 10.18 0.57 

C
J

Hs 3.19 <0.005 7.99 4.26 

n-C H 
4 10 0.96 <0.005 8.88 

n-C H 
5 12 

0.14 <0.005 4.45 

n-C H 
6 14 

0.53 <0.005 59.01 

CO
2 

3.80 0.0017 2.00 0.13 

N2 
0.77 <0.005 0.02 0.01 

H
2
O 0.06 99.9983 0.78 87.80 

TABLE 4.16 : Equilibrium Phase Compositions (mol %) for Feed 
Mixture Bat 278 Kand 2.9 MPa. 

Component Vapor Aqueous Hydrocarbon Hydrate II 
liquid liquid 

CH
4

82.15 <0.005 12.30 8.44 

C
2

H
6 

10.31 <0.005 9.97 0.45 

C
J

Hs 2.77 <0.005 9.73 4.21 

n-C H 
4 10 0.66 <0.005 8.02 

n-C H 
5 12 

0.10 <0.005 4.01 

n-C H 
6 14 

0.43 <0.005 53.06 

CO
2 

2.47 <0.005 1.99 0.09 

N2 
1.04 <0.005 0.05 0.02 

H
2
O 0.04 93.97 0.70 86.79 

CH
3
OH 0.03 6.03 0.17 
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hydrocarbon liquid (Lh) and vapor (V). The solid hydrates of structure 

I and II are treated as two separate solid solution phases and are 

described by the model of van der Waals and Platteeuw (1959). All fluid 

phases (vapor, aqueous liquid and hydrocarbon liquid) are described by 

the equation of state (EOS) of Trebble and Bishnoi (1988). Equation of 

state interaction parameters for additional systems are taken from 

Englezos (1990). The equilibrium distribution ratio for the solid 

hydrate phases is obtained using Equation (3.30) with the ¢.. (j=Hr or 
lJ 

Hn) obtained from 

where 

</, .. = f../(x .. P), 
lJ lJ lJ 

(4.13) 

(4.14) 

m k 

In Equation (4.13) the fugacity of water is obtained from the van der 

Waals - Platteeuw model (for further details see Englezos, 1990). For 

the other components in the hydrate, the fugacity is taken equal to the 

fugacity in the reference phase. 

Two systems are studied a methane-propane-water system and 

mixtures of oil condensate with water and methanol. These examples are 

taken from Bishnoi et al. (1989). 

The calculated equilibrium phase compositions for the 

methane-propane-water system at 274 K and 2.3, 2.4 and 16.1 MPa are 

given in Table 4.13. At the pressure of 2.4 MPa, a vapor phase, an 

aqueous liquid phase and hydrate II is present. A further increase m 

pressure to 3.7 MPa, the aqueous liquid phase disappears and hydrate I 

is formed. At a still higher pressure of 16.1 MPa leads to the 

xij = L v,en I (1 + L um L em.le). 
I 
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disappearance of hydrate II phase. 

For the system of gas condensate, two mixtures are considered. The 

composition of the condensate is given in Table 4.14A while the feed 

contents of the mixtures is presented in Table 4.14B. Tables 4.15 and 

4.16 gives the calculated equilibrium compositions for these mixtures. 

Note that in both the tables, four phases are present. Furthermore, Feed 

B contains methanol which acts as a inhibitor for hydrate formation. 

Table 4.16 shows that aqueous rich liquid contains about 6 molar percent 

of methanol. 

4.SSUMMARY

An algorithm based on the alternative development of the stability 

criterion for multiphase systems is presented. The effect of updating 

and accelerating the phase compositions in a single loop on the required 

number of thermodynamic evaluations is examined. A new scheme for the 

initialization of the iterative variables is also proposed. The scheme 

utilizes the distance between the Gibbs free energy and the tangent 

hyperplane as a criterion to select the required equilibrium ratios for 

the (n-1) phases. 

The proposed algorithm is tested on a number of multiphase problems. 

A comparison of the number of the thermodynamic evaluations necessary by 

the proposed algorithm with the conventional method of performing 

alternate stability and flash calculations is made for a test example. 

The proposed algorithm leads to a computational savings of more than 

fifty percent. 

The application of the algorithm is illustrated by solving typical 

problems encountered in enhanced oil recovery, natural gas processing 
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and petrochemical industry. The thermodynamic model employed for all the 

computations is the recently proposed Trebble-Bishnoi equation of state. 

The phase and volumetric behavior of six ternary systems are compared 

with the experimental data from the literature. Good agreement between 

the experimental and the calculated phase compositions and the molar 

volumes is obtained for most of the problems studied. In addition, 

applications of the algorithm to multiphase flash computations in 

systems containing gas hydrates is demonstrated. 

The algorithm is found to be effective and efficient and hence, may 

be used to perform multiphase flash computations. 
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CHAPTERS 

A SIMULTANEOUS SOLUTION METHOD FOR THE 

CALCULATION OF PHASE STABILITY AND FLASH COMPUTATIONS 

The algorithm presented in the previous chapter is modified so as to 

simultaneously solve the stability and the summation equations using the 

Newton-Raphson procedure. It is utilized to perform multiphase 

isothermal-isobaric flash computations in reactive and non-reactive 

systems (Gupta et al., 1990a). In addition, the algorithm is extended 

for the isenthalpic flash computations in non-reacting systems (Gupta et 

al., 1990b). The effectiveness of the proposed calculation procedure is 

demonstrated by several examples. 

S.1 ANALYSIS OF THE STABILITY EQUATION

The stability equation (Equation 3.32) requires for any phase k that 

either the phase fraction (a
k
) or the stability variable (0 

k
) or both

must be zero. Equations (3.32) and (3.33) together require the solution 

to lie on either the non-negative a-axis or the non-negative 0-axis 

(Figure 5. la). This implies that during the computations when the phase 

fraction becomes zero, the stability variable for the phase must become 

either a positive number for an unstable phase or zero for an incipient 

phase. Similarly, when the stability variable becomes zero, the phase 

fraction for the phase must become either a positive number for a stable 

phase or zero for an incipient phase. The non-linear Equations (3.32) 

and (3.33) do allow the appearance and the disappearance of a phase 

during the computations. Hence, Equations (3.32) and (3.33) permit 

"switching" of the solution from the a-axis to the 0-axis when a phase 

disappears and from the 0-axis to the a-axis when a phase appears. 
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For the simultaneous solution of the summation and stability 

equations it is necessary to linearize Equation (3.32). The linearized 

form of Equation (3.32), however, does not allow the switching of the 

solution between a and 8 axes. Another problem with the linearized form 

of Equation (3.32) is that it would lead to a singular Jacobian when 

a
k 

=B
k 

=O. The problem of singularity in the Jacobian may occur during the

iterations whenever both a
k 

and 8 
k 

become equal to zero or at the final

solution itself when an incipient phase is present. It should be noted 

that in a computer implementation, a phase would be considered incipient 

when one of the variables (a
k
'B k) is zero and the other one is less

than or equal to a small user specified tolerance (<5). In addition to 

the above two problems, when the solution or the path to the solution is 

near phase boundaries (i.e. when one of the variables a
k
, 0 

k 
is zero and

the other has a very small value) the linearized form of Equation (3.32) 

yields an ill-conditioned Jacobian which is detrimental to the 

convergence of the solution. 

The problems of "switching" of the solution between the a and 0 

axes, the singularity of the Jacobian at a =8 =0 
k k 

' and the 

ill-conditioning of the Jacobian near the phase boundaries can readily 

be handled by "solving" the stability equations by partitioning the 

variables into an active and a non-active set. For example, if a
k 

is m 

the active set and during the computations becomes "zero" then a
k 

is 

placed in the non-active set and the corresponding (} k is brought into

the active set. We have utilized this strategy to solve multiphase 

problems in non-reacting systems in Chapter 4. In the present Chapter we 

propose an algorithm which allows the simultaneous solution of the 
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stability and summation equations. Such a development is important when 

one wishes to extend the solution algorithm to non-isothermal 

non-isobaric 

simulations. 

flash problems or to 

For the simultaneous 

multiphase multistage equilibrium 

solution of the summation and 

stability equations it is necessary to modify Equation (3.32) and the 

solution domain in order to overcome the above mentioned problems. Next, 

the modifications which are necessary for this purpose are given. 

5.2 MODIFICATIONS REQUIRED FOR SIMULTANEOUS SOLUTION 

5.2.1 Switching of the solution between the a and (} axes 

The "switching" of the solution between the two axes can be 

accomplished by modifying the solution of Equation (3.32). In 

particular, we select a small positive number, e, and whenever a
k 

becomes less or equal to e while 0
k 

is zero, both a
k 

and 0
k 

are set 

equal to e. In other words, the solution segment [O,e] on the a-axis is 

mapped into the point A (e,e) shown in Figure 5.lb. Similarly, the 

solution segment [O,e] on the 8-axis is also mapped into the same point 

A. For a special case, when both a
k 

and (} 
k 

are less than e, then the

solution remains at point A. The modification allows the switching of 

the solution between the axes. The suggested value of e is 1.0 x 10-
10 

and it should always be less than the convergence tolerance. It is noted 

that at point A the linearized form of Equation (3.32) becomes 

(5.1) 

Using Equation (5.1) and non-negative conditions on a
k 

and 0
k 

(Equation

3.33) it can be shown that in the next iteration the solution would 

either lie on the a-axis, or on the 8-axis or remain at point A (Figure 
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5.lb). Hence, this would allow the solution to switch automatically

between the a and the (} axes whenever necessary.

S.2.2 Singular Jacobian

The problem of singular Jacobian when a
k 
=(Jk =0 is also overcome when 

the above technique is implemented for switching the axes. Namely, 

during the computations both a
k 

and (Jk 
would never become equal to zero 

since the small square region denoted by (0,0) and (e,e) is removed from 

the solution domain (see Figure 5.lb). In a case where an incipient 

phase is present the solution will converge either on the point (e,e) or 

on the a or (} axes in the interval [e,�] (see Figure 5.lc). 

S.2.3 III-conditioned Jacobian

The problem of ill-conditioning of the Jacobian when either a or 0 
k k 

takes very small values is not overcome by the previous modification 

since e is a very small number. The conditioning of Jacobian can be 

significantly improved by modifying Equation (3.32) to 

a
k(Jk I (a

k + (Jk
) = 0. (5.2) 

The modified stability equation (Equation 5.2) describes equivalently to 

Equation (3.32) the appearance and disappearance of a phase. The 

advantage of using Equation (5.2) is that its partial derivatives with 

respect to ak or (} 
k 

are either 0 or 1. The proposed technique developed

for Equation (3.32) for switching the solution between the a and 0 axes 

must also be used with the linearized form of Equation (5.2). 
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S.3 ISOTHERMAL-ISOBARIC SPECIFICATIONS FOR REACTIVE AND

NON-REACTIVE SYSTEM 

S.3.1 Proposed Algorithm

The proposed solution procedure is similar to the one presented in 

Chapter 4. It partitions the system of (1r(N +2)-1 + R) equations into two 

groups. The summation, stability and chemical equilibrium equations are 

solved in an inner loop. Subsequently all the component mole fractions 

are obtained in an outer loop. 

The proposed computational procedure modifies the inner loop of the 

algorithm as presented in Chapter 4. It solves the summation and the 

stability equations simultaneously utilizing the Newton-Raphson 

procedure rather than using the active set strategy. Previously, we have 

discussed the modifications which are required for this purpose. In 

particular, we had modified the stability equation and the solution 

domain so that it could be solved using the Newton-Raphson procedure. 

For given values of fugacity coefficients, Equations (3.24), (3.25), 

(5.2) and (3.34) are solved for phase fractions, ak, stability

variables, and extent of the reaction, � . This computation is 
m 

performed in the inner loop of the proposed algorithm. As mentioned 

before, the Newton-Raphson procedure is utilized for this purpose. The 

required Jacobian matrix is obtained analytically. The required 

derivatives are given in Appendix C. Subsequently, using Equations 

(3.26) and (3.31), all the component mole fractions are obtained and 

updated in an outer loop. The updating procedure of the mole fractions 

in each phase utilizes an acceleration factor based on the dominant 

eigenvalue of the iteration matrix, as described in Chapter 4. Once all 
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the component mole fractions are updated, the new values of K . . are 
. 1 J 

obtained from Equation (3.16) and the thermodynamic model employed. The 

iterative calculations are considered to have converged when all the 

residuals in the Newton-Raphson procedure and the average absolute 

errors in the component mole fractions are within a prescribed limit, 

typically 1 x 10-6.

S.3.2 Evaluation of the Proposed Algorithm

The isothermal-isobaric flash algorithm is evaluated through a 

number of test cases and the results of two typical problems are 

presented here. The Trebble-Bishnoi equation of state (1988) is used to 

model all the phases. 

Non-Reacting Systems 

A Mixture of Methane-Carbon dioxide and Hydrogen Sulfide 

The algorithm was applied to study a mixture of 49. 89, 9. 88 and 

40.23 mole percent methane, carbon dioxide and hydrogen sulfide. Ng et 

al. (1985) obtained experimentally the two and three phase boundaries of 

this mixture and reported a narrow three phase region. Table 5 .1 gives 

the calculated equilibrium phase compositions and phase fractions for 

this mixture. The temperatures selected are around the three phase 

boundary at 6060 kPa. At 212.05 K, two liquid phases are present and a 

vapor phase is just absent (8 is 6.9 x 10-
6
). The vapor phase appears 

with an increase in temperature. At 212.4 K, two liquid and a vapor 

phases are present. A further increase in temperature to 212.75 K leads 

to the disappearance of the methane-rich liquid (8 is 9.2 x 10- 6
).



Table S.l Equilibrium phase compositions (mol %) for the 

CH4-co2-H2S mixture at 6060 kPa

TEMPERATURE CH
4 

CO
2 

H
2
S 

(K) PHASE

212.05 VAPOR 87.35 6.45 6.20 

LIQUID 18.65 10.97 70.38 

LIQUID 80.29 8.82 10.89 

212.40 VAPOR 87.22 6.66 6.12 

LIQUID 19.26 11.68 69.06 

LIQUID 79.00 9.47 11.53 

212.75 VAPOR 87.12 6.84 6.04 

LIQUID 19.84 12.33 67.83 

LIQUID 77.86 10.05 12.09 

FEED 49.89 9.88 40.23 

98 

PHASE 

FRACTION 

0.0000 

0.4932 

0.5068 

0.2656 

0.5238 

0.2106 

0.4466 

0.5534 

0.0000 
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The changes in the phase fraction and the stability variable for the 

vapor phase during the iterations at 212. 05 K are shown in Figure 5. 2. 

In the beginning, the phase fraction for the vapor phase is zero and the 

stability variable is non-zero. In the 8th iteration vapor phase appears 

and the stability variable becomes zero. After the 12th iteration, the 

vapor phase disappears and the stability variable for the vapor phase 

attains a non-zero positive value. The phase fractions for the two 

liquid phases are non-zero throughout the computations and hence are not 

shown. 

In Figure 5.3 the phase fractions and the stability variables for 

the vapor and the methane-rich liquid at 212.75 K are shown. Initially 

only two liquid phases are present. Vapor phase appears in the 3rd 

iteration and methane-rich liquid disappears in the 7th iteration. Three 

phases are present between the 3rd and the 7th iterations. 

It should be noted that at 212.05 K and 212.75 K, the value of the 

stability variable for the absent phase is positive at the solution, 

indicating that the computed equilibrium is stable. Also, as seen in the 

figures the appearance and disappearance of a phase during the 

computations is easily handled by the algorithm. 

A Mixture of Ethanol-Ethyl acetate-Water 

A three component mixture of 10.7, 30.1 and 59.2 mole percent 

ethanol, ethyl acetate and water is flashed at 101.32 kPa and various 

temperatures. This mixture has been studied by Soares et al. (1982). 

They obtained the phase splits by minimization of the Gibbs free energy 

of the system using the NRTL model for the liquid phases. In this study, 

we have modelled all the phases for the mixture using the 



Table 5.2 : Equilibrium phase compositions (mol % ) for the 

ethanol-ethylacetate-water mixture at 101.32 kPa 

TEMPERATURE ETHANOL ETHYL WATER 

(K) PHASE ACETATE 

343.45 VAPOR 13.21 57.80 28.99 

LIQUID! 9.76 22.46 67.78 

LIQUID2 14.04 57.21 28.75 

343.46 VAPOR 13.30 57.72 28.98 

LIQUID! 9.87 22.52 67.61 

LIQUID2 14.15 56.96 28.89 

343.47 VAPOR 13.38 57.63 28.99 

LIQUID! 9.96 22.52 67.52 

LIQUID2 14.27 56.67 29.06 

Experimental· 

VAPOR 11.0 60.0 29.0 

LIQUID! 9.8 9.9 80.3 

LIQUID2 11.6 46.6 41.8 

FEED 10.70 30.10 59.20 

* Experimental Temperature is 343 .42 K
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PHASE 

FRACTION 

0.0000 

0.7801 

0.2199 

0.1229 

0.7825 

0.0946 

0.2158 

0.7842 

0.0000 
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Trebble-Bishnoi equation of state (Trebble and Bishnoi, 1988). Table 5. 2 

gives the calculated compositions and phase fractions for this mixture. 

At 343.46 K, two liquid phases and a vapor phase are present. A slight 

decrease of temperature to 343.45 K leads to the disappearance of the 

vapor phase (0 is 3.6 x 10-
4
) while a small increase in temperature to 

343.47 K leads to the disappearance of ethylacetate rich liquid (0 is 

2.2 x 10-
4
). Note that in Table 5.2, the calculated compositions of the 

vapor and the ethyl acetate rich liquid are very similar. Zandijcke and 

Verhoeye (1974) have reported that this mixture shows an azeotrope at a 

composition of 11.5 mole percent ethanol and 59.5 mole percent ethyl 

acetate and a temperature of 343.35 K . 

The compositions of the coexistent phases at 343.42 K and 101.32 kPa 

are compared with the experimental values of Zandijcke and Verhoeye 

(1974) in Table 5.2. 

In Figures 5.4 and 5.5 the changes in the phase fractions and the 

stability variables during the iterations at 343.46 K are shown. Figure 

5.4 shows that the phase fraction of the vapor phase is non-zero 

initially and the stability variable is zero. In the 5th iteration vapor 

phase disappears and the stability variable becomes non-zero. After the 

6th iteration vapor phase reappears and the stability variable becomes 

zero. Figure 5.5 depicts the 

acetate rich liquid during 

appearance and disappearance of ethyl 

the computations. Initially, the phase 

fraction of the ethyl acetate liquid is zero and the stability variable 

is non-zero. In the 3rd iteration the ethyl acetate rich liquid appears, 

disappears in the 6th iteration and appears again in the 9th iteration. 

Finally, a solution in which both the vapor and ethyl acetate rich 
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liquid are present is obtained. 

As seen, the appearance and disappearance of a phase is easily 

handled for this system. 

Reacting Systems 

Mixtures of methane, carbon monoxide, hydrogen, carbon dioxide, 

water and n-octadecane are studied by utilizing the proposed algorithm. 

Formation of methanol is examined by considering the following two 

reactions 

CO + 2H
2 

� CH
3
OH 

CO
2 

+ H
2 

� CO + H
2 
0.

Chemical equilibrium constants (K ) for the reactions are calculated 
a 

using the data given by Reid et al. (1987). 

In Tables 5.3 and 5.4, the feed compositions and the calculated 

equilibrium phase compositions are shown. Castier et al. (1989) studied 

these mixtures at the conditions shown in the tables. In Table 5.3, the 

mixture does not contain n-octadecane. At equilibrium there are two 

phases, namely vapor and methanol-rich liquid. In Table 5 .4, the mixture 

contains n-octadecane and results in three phases. The results shown in 

the tables are similar to those reported by Castier et al. 

The feed mixture of Table 5.4 is also studied at 535 K and 20 MPa. 

The condition is chosen because one of the phases, the water-rich 

liquid, disappears during the computations. As shown in Table 5 .5, a 

vapor phase and a hydrocarbon-rich liquid phase coexist while a 

water-rich liquid phase is absent (0 is 1. 1 x 10-
2
). It is noted from 

the table that the extent of the second reaction, �
2

, is negative at

these conditions, indicating that the reaction occurs in the reverse 



Table 5.3 : Equilibrium phase compositions (mol %) for 

the reacting system at 473.15 K and 30 MPa 

COMPONENT FEED VAPOR LIQUID 

CH
4 

3.00 9.15 1.56 

co 15.00 0.01 <0.005 

H
2 

74.00 66.93 4.02 

CO
2 

8.00 0.04 0.01 

CH
3
0H 0.00 20.40 67.09 

H
2
0 0.00 3.47 27.32 

PHASE FRACTION 0.5258 0.4742 

COMPRESSIBILITY 1.0190 0.3006 

FACTOR 

MOLES 100.00 28.41 25.62 

Note : �
1 
= 22.98, and �

2 
= 7.98. 

107 



108 

Table S.4 : Equilibrium phase compositions (mol % ) for 

the reacting system at 473.1S K and 10.13 MPa 

COMPONENT FEED VAPOR WATER RICH HC 
LIQUID LIQUID 

CH
4

2.14 6.08 0.24 1.03 

co 10.71 0.11 < 0.005 0.01 

H
2

52.86 58.13 0.52 5.32 

CO
2

5.71 4.51 0.20 1.70 

CH
3
0H 0.00 16.17 24.38 25.32 

H20
21.43 14.78 74.66 5.49 

C
tsH

3s 7.15 0.22 <0.005 61.13 

PHASE FRACTION 0.4560 0.3801 0.1639 

COMPRESSIBILITY 0.9611 0.0660 0.6539 
FACTOR 

MOLES 100.00 32.21 26.85 11.57 

Note : �
1 
= 14.68, and �

2 
= 4.01

HC = Hydrocarbon Rich 
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· Table 5.5 : Equilibrium phase compositions (mol % ) for

the reacting system at 535 K and 20 MPa 

COMPONENT FEED VAPOR WATER RICH HC 
LIQUID LIQUID 

CH 2.14 2.98 0.15 1.07 

co 10.71 0.30 0.01 0.08 

H2
52.86 45.49 1.05 12.72 

CO2
5.71 7.86 0.54 4.54 

CH30H 0.00 12.64 11.14 15.65 

H20
21.43 28.96 87.11 14.71 

C1s83s 7.15 1.77 <0.005 51.23 

PHASE FRACTION 0.8536 0.0000 0.1464 

COMPRESSIBILITY 0.9236 0.1139 1.0687 
FACTOR 

MOLES 100.00 67.66 0.00 11.61 

Note : c!1 = 10.37, and c!
2 
= - 0.13 .

HC = Hydrocarbon Rich 

4 
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direction. The variations in the values of the phase fractions for the 

hydrocarbon-rich and water-rich liquids during the iterations are shown 

in Figure 5.6. The calculations in the inner loop start with a non-zero 

value of phase fractions for the vapor and the hydrocarbon-rich liquid 

phases, and a non-zero value of stability variable for the water-rich 

liquid. The water-rich liquid appears m the first iteration and 

subsequently disappears after the 2nd iteration. The stability variable 

for the water-rich liquid phase attains a non-zero value after the 2nd 

iteration and finally a solution in which a vapor and a hydrocarbon-rich 

liquid are present is obtained. Again, the algorithm easily deals with a 

phase which disappears during the computations. 

5.4 ISENTHALPIC SPECIFICATIONS FOR NON-REACTIVE SYSTEM 

In this case, the enthalpy of the system is specified instead of its 

temperature. This requires that the Gibbs free energy be minimum over 

all possible states with the constraint of enthalpy balance. Hence, the 

isenthalpic flash problem can be looked upon as a series of 

isothermal-isobaric flash problems which have to be solved until the 

enthalpy specification is satisfied. In other words the following 

enthalpy balance, 

7r N 

' n
i.k 

h
i.k 

- H - 0,
L spoc 

(5.3) 

needs to be solved along with the equations describing the 

isothermal-isobaric flash problem to obtain the additional unknown. The 

above equation can be rewritten as, 



'Tr N 

k=l i=l 

a
k 

x
ik

h
ik 

- H 
Sp CC 

= 0. 

Substitution of Equation (3.31) into Equation (5.4) yields 

Enthalpy Balance Relation 

'Tr N f\ 
n E E a

k K i k  
x

i r 

e h
ik 

- H - 0.
spc c 

k-1 i-1

For the isenthalpic flash computations in non-reacting 
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(5.4) 

(5.5) 

mixture, 

Equations (3.24 - 3.33) and Equation (5.5) are solved for the n:(N +2) 

unknowns, namely (n:) a/s, (n:-1) (}
k
's, (N.n:) xi/s and temperature. 

It is noted that at the point of minimum Gibbs free energy with the 

enthalpy balance constraint the stability variables (} k will satisfy the 

following relation 

(i = 1, ... ,N; k = 1, ... ,n:; k * r). (5.6) 

5.4.1 Proposed Algorithm 

The proposed solution method solves the enthalpy balance relation 

(Equation 5.5) simultaneously with the summation (Equation 3.25), the 

stability relations (Equation 5.2) and phase summation equation 

(Equation 3.24) in an inner loop for the phase fractions, ak, stability 

variables, (}
k
, and the temperature, T. The mole fractions, xik, are 

calculated m an outer loop. The Newton-Raphson procedure with 

analytical derivatives is utilized in the inner loop. These derivatives 

are given m Appendix C. For simplicity and efficiency, approximate 

thermodynamic models for the equilibrium ratios, Kik, and the partial 

molar enthalpies, h
ik

, are used in the inner loop. The approximate 
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models are, 

(5.7) 

and 

(5.8) 

The details of these models are given in Appendix E. In the outer loop 

the equilibrium ratios and the partial molar enthalpies are evaluated 

using the thermodynamic model employed. The temperature derivatives of 

the equilibrium ratios and the partial molar enthalpies are calculated 

by numerical perturbations. Of course, in the outer loop, besides the 

mole fractions the temperature is also checked for convergence. 

S.4.2 Evaluation of the Proposed Algorithm

The results of two isenthalpic flash computations are presented 

next. The Trebble-Bishnoi equation of state (Trebble and Bishnoi, 1988) 

is utilized to calculate all thermodynamic properties. 

A Mixture of Ethanol-Ethyl acetate-Water 

The isenthalpic flash algorithm is applied to study the mixture of 

10.7, 30.1 and 59.2 mole percent ethanol, ethyl acetate and water with 

isenthalpic specifications instead of isothermal specifications. The 

enthalpy corresponding to temperatures 343.45, 343.46 and 343.47 K, 

i.e., H /R is -4141.76 K, -3629.54 K and -3242.39 K (with the 
spec 

enthalpy base of zero for the ideal gas at O K) , respectively is 

specified. In addition, a pressure of 101.325 kPa is specified. The 

solutions, obtained previously with isothermal specification, shown m 
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Table S.6 : Calculated temperatures and stability variables 

for the n-PENTANE and WATER system at 1000 kPa 

H /R TEMPERATURE THETA FOR THE ABSENT PHASE 

(K) (K) WATER RICH PENTANE RICH 

-3000.0

-2500.0

-2000.0

-1500.0

-1000.0

- 759.0

- 500.0

0.0 

500.0 

860.0 

1000.0 

1500.0 

2000.0 

2500.0 

3000.0 

3249.3 

3500.0 

4000.0 

255.79 

285.64 

315.97 

345.94 

374.74 

387.94 

387.97 

387.97 

387.97 

388.00 

392.01 

403.65 

412.08 

418.32 

423.06 

425.01 

445.42 

484.61 

VAPOR LIQUID LIQUID 

3.77 

2.53 

1.59 

0.855 

0.248 

<0.001 

<0.001 

0.484 

1.267 

< 0.001 

0.086 

0.346 

0.549 

0.711 

0.841 

0.895 

1.083 

1.457 

R = Universal Gas Constant 
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Table 5.2 are obtained. Figure 5.7 depicts the changes m the 

temperature, vapor phase fraction and stability variable at a specified 

enthalpy of -4141.76R K. Initially vapor phase fraction is non-zero and 

stability variable is zero. After the 1st iteration the vapor phase 

fraction becomes zero while the stability variable becomes non-zero. In 

the 13th iteration vapor phase reappears to disappear again in the 19th 

iteration. A solution m which vapor phase is absent is finally 

obtained. 

As observed in the above example, the algorithm for isenthalpic 

flash computations easily deals with the appearance and the 

disappearance of a phase during the computations. 

A Mixture of n-Pentane and Water 

The isenthalpic flash algorithm is applied to study an equimolar 

mixture of n-pentane and water at 1000 kPa. Agarwal et al. (1988) and 

Michelsen (1987) have applied a stepwise procedure of stability and 

phase split calculations to study a similar mixture and have reported 

large oscillations in the calculated temperature during the computations 

for the narrow-boiling mixtures. Figure 5.8 shows the enthalpy 

temperature diagram calculated using the proposed algorithm. Table 5. 6 

gives the calculated temperatures and stability variables at different 

specifications of the enthalpies. In all cases three phases are 

specified and convergence is obtained within six iterations. Note that 

the three phase temperatures are also easily obtained. 
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5.5 DISCUSSION OF RESULTS 

The proposed algorithm has been applied to reacting and non-reacting 

systems to simultaneously calculate the phase fractions and the 

stability variables. The simultaneous calculation enables us to handle 

logically the appearance and disappearance of a phase in multiphase 

computations. 

The proposed algorithm is able to solve problems which exhibit a 

narrow three phase region on the pressure-temperature plane. 

Simultaneous solution of the stability variables with the phase 

fractions is very beneficial near the phase boundary. The value of the 

stability variable for a phase indicates how "close" are the conditions 

for the appearance of that phase. 

The simultaneous calculation of the stability variables and the 

phase fractions is particularly suited for multiphase computations m 

reactive systems. In such cases, it is not necessary to converge the 

extent of the reactions first and then examine the stability of the 

system. The proposed algorithm calculates all the phase fractions, the 

stability variables and the extents of reaction simultaneously. 

In addition, the simultaneous computation of the temperature, phase 

fractions and the stability variables is useful for isenthalpic flash 

computations. The methods for isenthalpic flash computations based on an 

alternating use of stability analysis and phase split calculations often 

have convergence problems for narrow boiling mixtures. Since temperature 

is not known a priori, the stability test can only be applied at an 

estimate of the system temperature. This can lead to large oscillations 

in temperature between iterations, particularly for narrow boiling 
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mixtures. The proposed solution procedure for isenthalpic computations, 

however, is extremely stable and such convergence problems are not 

observed. 

The proposed computational scheme guarantees that the solution 

obtained is a stationary point of the Gibbs free energy of the system 

and hence, besides the global minimum it may correspond to a local 

minimum. Nonlinear iterative methods which guarantee convergence to the 

global minimum are unknown. Providing multiple initial guesses for the 

unknown variables is the only way to increase the probability of finding 

the global minimum using any iterative method. Specifying less phases 

than expected may lead to a solution which corresponds to a constrained 

minimum. Hence, specifying more phases than expected can help avoid this 

problem at the expense of an increase in the number of thermodynamic 

evaluations. However, in practice we know that the maximum number of 

phases generally does not exceed three or four in most applications. 

In the proposed algorithm, the stability equation (Equation 3.32) is 

modified so that it could be solved simultaneously with the summation 

equations using the Newton-Raphson procedure. Previously in Chapter 4, 

we solved the stability equations using the "active set" strategy with 

the summation equations and examined the phase behavior of systems 

containing gas hydrates as well as other phase equilibrium problems 

typically encountered in gas processing, the petrochemical industry and 

in enhanced oil recovery schemes. Simultaneous solution of the stability 

and summation equations is advantageous as it allows the approach to be 

extended easily to other specifications of the variables. Furthermore, 

the proposed solution technique for solving the stability equation can 
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easily be utilized in a three-phase distillation tower algorithm. 

Simultaneous computation of stability and phase splits enable us to 

continuously monitor the stability variables as the computations proceed. 

5.6 SUMMARY 

The simultaneous computation of stability and multiphase 

isothermal-isobaric flash for reacting/non-reacting systems is 

presented. The isothermal flash algorithm is extended for the 

simultaneous computation of the stability and the isenthalpic flash m 

non-reacting systems. The effectiveness of both the isothermal and the 

isenthalpic algorithms to handle the appearance and disappearance of a 

phase during the computations is demonstrated. The proposed isenthalpic 

flash algorithm is found to be effective for narrow boiling mixtures and 

it does not show any oscillations in temperature during iterations. 
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MATHEMATICAL MODELING OF MULTISTAGE 

MULTIPHASE SEPARATION PROCESSES 
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In this chapter, an extension of the formulation of simultaneous 

stability and flash calculations for single stage separation processes 

to multistage separation processes is presented. Variables which 

represent the total moles of a component leaving a stage are introduced. 

The material, energy, equilibrium, summation and stability equations are 

then written m terms of phase fractions, stability variables and the 

newly introduced variables. The advantages of the new formulation for 

the modeling of multistage multiphase separation processes are 

discussed. 

6.1 LITERATURE REVIEW 

For the simulation of steady-state multistage separation processes 

many rigorous solution methods are available. Most of the solution 

methods can be classified into two categories equation decoupling 

methods and the simultaneous solution methods. 

The equation decoupling methods are based on partitioning of the 

system of equations into subsets and solving the system of equations 

independently. The classical method proposed by Thiele and Geddes (1933) 

falls into this category. Their algorithm performs stage by stage 

calculations from the two ends of the column to the feed stage until the 

material balance on the feed stage is satisfied. The "bubble-point" 

method of Wang and Henke (1966), which utilizes the summation equation 



122 

to determine the stage temperature, is another example. They arranged 

the component material balances into a tridiagonal matrix and solved 

them simultaneously using the Thomas algorithm. Their method is 

effective only for narrow boiling systems. Sujata (1961) proposed the 

"sum-rates" method which is particularly effective for wide-boiling 

systems but is not suitable for narrow boiling systems. In his method 

the summation equation is solved for the phase rate and the enthalpy 

balance equation is solved for the stage temperature. Tomich (1970) 

solved the summation and the enthalpy balance equations simultaneously 

for the stage temperature and the phase rate using the Newton-Raphson 

technique. Systems involving both narrow boiling and wide boiling 

mixtures can be solved using this approach. Boston and Sullivan (1974) 

proposed an "inside-out" algorithm in which calculations are performed 

in two nested loops. In the outside loop the enthalpy and the 

equilibrium ratios are evaluated rigorously while in the inside loop 

simpler "local" models are used to evaluate the quantities. Saeger and 

Bishnoi (1986) modified the "inside-out" method by introducing a 

compositional dependence in the local model. Their method improves the 

convergence behavior of non-ideal systems for which the original 

"inside-out" method failed to converge. 

In the simultaneous solution methods for the simulation of 

multistage separation processes all the defining equations are first 

linearized and then solved simultaneously using the Newton Raphson 

method. Naphtali and Sandholm (1971) utilized this procedure and grouped 

the describing equations by stage, resulting m a block-tridiagonal 

Jacobian. Their method takes the composition dependence of equilibrium 
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ratios and enthalpy into account, making it suitable for non-ideal 

systems. However, this method requires large computer storage. Ishii and 

Otto (1973) decreased the storage requirement by grouping the describing 

equations by components and making simplifying assumptions about the 

compositional dependence of the equilibrium ratios and enthalpies. Shah 

and Bishnoi (1978) demonstrated the applicability of this method for 

simulation of absorbers, reboiled absorbers and distillation columns for 

hydrocarbon systems using the Peng-Robinson and Soave-Redlich-Kwong 

equation of states. 

A combination of equation decoupling and simultaneous solution 

strategy has been proposed by Kinoshita et al. (1983a;1983b) and Wu and 

Bishnoi (1986). Kinoshita et al. (1983) assumed a set of liquid mole 

fractions for the whole column and then sequentially solved the 

summation, energy and the overall material balance equations for the 

phase flow rates and the stage temperatures. The component material 

balance equations were subsequently utilized to obtain a new set of 

liquid mole fractions. The error functions, defined as the difference 

between the new and the assumed liquid mole fractions, were then 

simultaneously solved using the Newton's method. Wu and Bishnoi (1986) 

proposed an algorithm in which the summation and the component material 

balance equations are solved simultaneously for the stage temperatures 

and the liquid flow rates using the Newton's method. In the outer loop 

of their algorithm, the vapor flow rates are calculated using the energy 

and the overall material balance equations. 

For the computation of the three phase distillation problem, both 

equation decoupling and the simultaneous solution procedure have been 
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proposed in the literature. Block and Hegner (1976) proposed an 

algorithm which uses the residuals of the component material balance 

equations to update the overall liquid phase mole fractions using the 

Newton's method. In the inner loop of the algorithm, they sequentially 

solved for the liquid splits, stage temperatures and stage flow rates 

using the summation, energy and the overall material balance equations. 

Boston and Shah (1979) modified the two phase "inside out" algorithm 

of Boston and Sullivan (1974) for three phase distillation calculations. 

Like the two phase distillation program, it uses approximate 

thermodynamic models in an internal loop. In the outer loop, the number 

of liquid phases are determined by performing a stability test on the 

liquid phase. A similar method was proposed by Ross and Seider (1981) 

which allows the specification of stage efficiencies and utilizes the 

phase splitting algorithm of Gautam and Seider (1979) in the outer loop. 

A simultaneous solution approach for three phase tower calculations 

was proposed by Ferraris and Morbidelli (1981). They extended the 

Naphtali and Sandholm's global Newton-Raphson procedure for two phase 

calculations to three phase distillation computations. In their 

algorithm, the number of phases present at equilibrium on each stage has 

to be specified a priori. This was determined by performing a series of 

single-stage flash calculations after converging the tower computations 

and, if found necessary, repeating the tower calculations. Ferraris and 

Morbidelli (1982) proposed a simplified algorithm for problems in which 

one of the two liquid phases can be regarded as nearly pure. 

Kinoshita et al. (1983b) extended their two phase column algorithm 

(Kinoshita et al., 1983a) to handle three phases. They utilized the 
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overall liquid phase composition and the phase splitting parameters as 

introduced by Block and Hegner (1976) in their algorithm. 

Pucci et al. (1986) proposed a plate-to-plate calculation procedure 

for three phase distillation calculations. The method consists of 

performing plate-to-plate calculation from the reboiler to the overhead 

condenser, then from the top to the bottom of the column and so on until 

convergence is achieved. An isobaric-isenthalpic flash algorithm is 

utilized on each plate to a perform a two-phase or three-phase flash 

calculations. 

Baden and Michelsen (1987) described a method in which three phase 

calculations can be implemented in any two phase distillation column 

program, by modifying the calculation of the liquid phase thermodynamic 

properties. They replaced the activity coefficient of the liquid phase 

by the pseudo activity coefficients based on the total composition of 

the two liquid phases. Schuit and Bool (1985), in a similar approach, 

presented a mixed K-value model which could be utilized in any two phase 

distillation column program. 

Swartz and Stewart (1987) proposed a collocation method for 

multiphase distillation. In their method the phase boundaries are 

included as unknowns in the system of column equations. These phase 

boundaries are calculated simultaneously with the other variables. 

More recently, Cairns and Furzer (1990) proposed a method based on 

Naphtali-Sandholm algorithm for the simulation of three phase 

distillation columns. They utilize average liquid mole fractions as the 

primary variables in the algorithm. Michelsen's phase stability test 

(Michelsen, 1982a) is performed on each stage to determine if phase 
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splitting will occur. 

A common problem with all the methods proposed in the literature for 

the simulation of three phase distillation columns is that the number of 

phases which are present on a stage are not known a priori. The number 

of phases is determined by performing a stability test in an outside 

loop. A phase can appear and disappear during computations and this 

causes numerical problems in these methods. 

In the present work a new method for the simulation of multistage 

multiphase separation processes is described. The method simultaneously 

performs the phase stability and equilibrium computations during the 

iterations. The , appearance and disappearance of a phase is easily 

handled by calculating the stability variable for the phase. For this 

purpose the stability criterion, developed in Chapter 3, is utilized. 

The proposed method is based on a new formulation of the describing 

equations. The formulation uses the number of moles of a component 

leaving a stage as the primary variables. An algorithm for implementing 

the formulation for the two and three phase . separation processes will be 

given in Chapter 7. The algorithm solves all the model equations using 

the Newton-Raphson procedure. 

6.2 PROBLEM STATEMENT 

The schematic column shown m Figure 6.1 is used to develop model 

equations. It has s stages numbered from the top to bottom. A diagram of 

the equilibrium stage is shown in Figure 6.2. Each stage has a feed 

stream, a vapor side stream and liquid side streams. Note that there are 

(n-1) liquid side streams as there are (n-1) liquid phases leaving the 

stage. 
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The computation of multistage multiphase separation processes 
requires the determination of the number of moles (n.k.) of each

1 J 

component i in phase k leaving stage j. In addition, like isenthalpic 
flash calculations, the temperature of stage j (T.) is unknown and the 

J 

combined enthalpy of the streams leaving the stage is specified. This 
requires that for the stage j, as for the single stage separation 
processes, the combined Gibbs free energy of the streams leaving the 
stage is minimum over all possible states with the constraint of 
enthalpy balance. As in Chapter 3, for a multicomponent multiphase 
system the Gibbs free energy function for the stage j is given by 

"1r N 

G
i - L L nikj 

µ iki
(6.1) 

where µikj 
is the chemicai potential of component i in phase k, N is the

number of components present in the mixture and n is the total number of 
phases. The moles of each component in phase k leaving the stage J, 
nik j 

, which minimize the Gibbs free energy, should satisfy the following
constraints 
(1) Material balance constraints

In this case, since there is no accumulation of a component on a
stage, the total moles of each component leaving the stage j are 
equal to the moles entering the stage. Hence, we have 

"1r 

E nikj = 
q

ij
(i = 1, ... ,N), (6.2) 

k•l 

where, q_. is the total moles of component 1 entering stage j and 
lJ 

is given by 
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7r 

q
i j - z .. + (1 - wr

1j +l) n
ilj+ 1 

+ E (1 - wr ) n
ikj-1

(6.3) 
lJ kj-1 

k•2 

In Equation (6.3), z .. are the moles of the component i in the 
l J 

external feed and wr
k j 

is the withdrawal ratio of phase k. In

Equation (6.3), phase index 1 refers to the vapor phase and phase 

indices greater than one refer to liquid phases. 

(2) Energy balance constraint

In this case, the total energy on stage j is conserved. That is,

the energy entering the stage is equal to that leaving. This gives 

7r N 

H., 
SJ 

(6.4) 

where h
ikj 

is the partial molal enthalpy of component i m phase k

and H . is the "specified" enthalpy of the stage j. H . is the sum 
SJ �

of external energy added, Q. , the enthalpy entering the stage j 
J 

from the stages j + 1 and j-1 and the enthalpy of external feed to 

the stage j. It is given by, 

N 

H
s j 

- Q
j 
+ H

f 
+ (1 - wr

1j+ 1
) L n

ilj +1 h
ilj+l

i -1 

7r N 

(i - l, ... ,N). (6.5) 

(3) Non-negative constraints

The number of moles of a component in a phase cannot be negative.

Hence, 
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0 (i = l, ... ,N; k = 1, ... ,tr). (6.6) 

As with the single stage flash, the material balance constraints, 

given by Equation (6.2), can be eliminated through the introduction of a 

reference phase (r).· Substituting the number of moles in the reference 

phase (n . .) into Equation (6.1), we obtain 
llJ 

N 7r N 

G. - E q_ - µ i r j + E E nik/ µikj - µirj ). (6.7) 
J 1 J

i = 1 k = 1 i =1 

k :;c r

Therefore, for the computation of multiphase equilibria in multistage 

separation processes the Gibbs free energy for each stage given by 

Equation (6.7) has to be minimized subject to the enthalpy balance 

constraint on the stage given by Equation (6.4). It is assumed that the 

nonnegative constraints, given by Constraints (6.6), are satisfied for 

an acceptable solution. 

The above constrained minimization problem is simiiar to the single 

stage isenthalpic flash computations. The problem can be looked upon as 

a series of isothermal-isobaric flash problems, which have to be solved 

until the enthalpy specification is satisfied. In the next section, we 

shall show that the simultaneous phase stability and equilibrium 

computations for the single stage processes can easily be extended to 

the simulation of multistage separation processes. 

6.3 FORMULATION OF EQUATIONS 

The minimization of the Gibbs free energy, given by Equation (6.7), 

for multistage processes is very similar to the minimization of the 

Gibbs free energy function (given by Equation 3.4) for single stage 

n .k. c?: 
1 J 
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processes. The number of moles of component i entering stage j, q,., is 
lJ 

the same as the number of moles of component i fed to a single stage 

flash, z.. The only difference between the two minimization problems is 
1 

that the minimization problem given by Equation (6. 7) has an additional 

constraint of enthalpy balance with an additional unknown variable, the 

stage temperature (T.). As in Section 5.3 for isenthalpic single stage 
J 

computations, the enthalpy balance constraint can be utilized to 

evaluate the stage temperature. If this is done, then the minimization 

problem for multistage processes (given by Equation 6. 7) becomes exactly 

the same as the unconstrained minimization problem for the single stage 

processes (given by Equation 3.4). This would imply that the equations 

derived in Chapter 3 for the simultaneous phase stability and 

equilibrium computations for single stage isothermal-isobaric flash 

computations can be applied for the modeling of multistage processes. 

As in the modeling of single stage separation processes, the 

following phase equilibrium and stability relations for stage j can be 

derived 

and 

0k. K x e J 

ik j  irj

subject to, 

(i = l, ... ,N; k - 1, ... ,n; k * r) (6.8) 

(k = l, ... ,n; k :I: r) (6.9) 

(6.10) 

In Equations (6.9) and (6.10), akj is the phase fraction of the phase k,

X = 
ikj 

c:!:: 0 



given by 
/ 

N 7r N 

akj 
= [ n

ikj / E E nilj
' 

i -1 l• 1 i -1
and Kikj 

are the equilibrium ratios and they are given by 
K i k j

= <P i r/ <Pn j · 

The moles of component i leaving stage j, m
ij
' are given by 

7r 

m
i j 

- L n
ikj '

k -1
The total moles leaving stage j are given by 

N N 7r 

m ='m - ' 'n tj l ij l l ikj
. 

i =l i =l k =l 

133 

(6.11) 

(6.12) 

(6.13) 

(6.14) 

The number of moles of a component i in phase k on a stage j, nikj, can
then be written in terms of the phase compositions, phase fractions 
(defined by Equation 6.11) and the total moles leaving stage j as 

n = x a m 
ikj ikj kj tj (i = l, ... ,N; k = 1, ... ,n). 

Substituting Equation (6.8) in Equation (6.15), we get 

0k. n
ikj 

= K i k j 
x

i r j e J akj 
m

tj

Equations (6.13) and (6.16) give 

or, 

m .. -lj 
m. X, . 

lJ 1 r J 

(i = l, ... ,N; k = l, ... ,n). 

(6.15) 

(6.16) 

(6.17) 
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m .. lJ 
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(6.18) 

For the reference phase, the equilibrium ratios, K. ., are equal to one 
ltJ 

and the stability variable, () . , are equal to zero. Using this and the 
tJ 

the phase summation equation, 

Equation (6.18) reduces to 

where, 

7r 

D = 
ij 

1 + l 
k=l 

k:¢:r 

7r 

l o:kj = l, 

k=l 

()k' 
( K J 

ikl 

(6.19) 

(i = l, ... ,N), (6.20) 

(6.21) 

The component material balance equations (Equations 6.2) and the 

enthalpy balance equations (Equations 6.3) can now be written in terms 

of m... Substituting Equations (6.13), (6.16) and (6.20) m the 
lJ 

component material balance equation (Equation 6.2) we obtain, 

M .. = - m
1 J i j 

- 0.

k=2 

(6.22) 

(J 1 . 1 
+ z .. + (1 - wr ) K e J + 

alj+ 1 
m ID 

lj lj+ 1 i 1 j + 1 ij + 1 ij +1 

7r 
(Jkj - 1 

+ E (1 - wr ) K 
akj- 1 

m ID e 
kj-1 i k j - 1 i j - 1 ij - 1 
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Similarly, substituting Equations (6.13), (6.16) and (6.20) m the 

energy balance equation (Equation 6.4) yields, 

+ 

- 0. (6.23) 

It should be noted that for a single stage process, the moles of a 

component leaving a stage, m .. , will be equal to the moles of the 
IJ 

component fed in, z ... 
IJ 

The above set of equations for multistage 

processes will reduce exactly to those for single stage processes. 

The above set of equations extends the simultaneous phase stability 

and equilibrium formulation for a single stage process to multistage 

separation processes. All the equations, required for the computations 

of multistage multiphase separation processes, are summarized in the 

next section. 

6.4 GOVERNING EQUATIONS 

For a multistage multiphase separation process, the set of 

equations, that describes the simultaneous equilibrium and stability 

calculations for the stage j is written as follows 

Q + (1 ) ; K e 
8 

1 i + 1 h /D + i - wrlj+l alj+1 L ilj+l mij+l ilj+l ij+1 

i-1 

8k . 
L (1 ) L K e J - i m 

- wrkJ·-1 akJ·-1 ikj-1 ij-1 

N 

h /D 
i.kj-1 ij - l 



Component Material Balance 

M = - m
i j i j 

- 0.

Energy Balance 

- 0.

(i=l, ... ,N) 

i • 1 

1t 
0 

L ( 1 ) L K e kJ - 1 m 
- wrk1·-1 ak1·-1 ikj-1 ij-1 

Phase Fraction Summation 
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(6.24) 

h /D 
ikj-1 ij -l 

(6.25) 

(6.26) 

'TC N 
0k . 

E -- E E K i kj 
e J 

a kj m .. h ik/Di j + Hf j IJ 
k - 1 i • 1 

N 

+ 



Mole Fraction Summation 

N 

s
k j 

- [ 
i = l 

with 

where, 

and 

0
k.(Kikj 

e J 1) xir j 
= 0

X - m .. /(m t j D 
i j

)ir j lJ 

N 

m - l mij 'tj 
i • 1

7r 0
k.

D - 1 + [ ( K
i.kl J 

ij
k = t 
k :;t: r

K
ikj 

- </,, . I </,,
k

,.
1r J 1 J 

1 

Phase Equilibrium and Stability Relations 

(k = 1, ... , 1r; k ·-:;: r) 

(i - 1, ... ,N), 

) akj ' 

0
k.

- K x e 
1 

ik j i rj 
(i = l, ... ,N; k = l, ... ,ir; k :;t: r) 

and 

subject to, 

(k - 1, ... ,ir; k -:;: r) 

and 0. � 0 . 
kJ 
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(6.27) 

(6.28) 

(6.29) 

(6.30) 

(6.31) 

(6.32) 

(6.33) 

(6.34) 

For a stage in a multistage multiphase separation problem, the above 

(ir(N +2) + N) equations, namely (N) component material balance equations, 

~ 0 
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(1) energy balance, (1) phase fraction summation equation, (n-1) mole

fraction summation equations, (N) reference phase mole fraction 

equations (Equation 6.28) and ((N + 1).(n-1)) phase equilibrium and 

stability equations (Equations 6.32 and 6.33) are to be solved. The 

(n(N+2)+N) unknowns are (N) m .. 's, (1) T.'s, (n) a
k
.'s, ((n-1)) 0ki

·'s
1 J J J 

and (N.n) x. k. 's. It is noted that the (} corresponding to the reference
1 J 

phase r is always zero. 

6.S SPECIFICATION EQUATIONS

The formulation for the multistage multiphase separation processes, 

presented above, assumed that the following variables have been 

specified for the column 

1. the number of stages in the column

2. the location, temperature and the moles of each component m all the

feed streams

3. the location and the withdrawal ratios of all the side streams

4. the pressure profile of the column

5. any external heat supplied or removed from a stage

The specification of the above set of variables, called the design

variables, are the most convenient for absorbers. However, in the case 

of reboiled absorbers, generally, the bottom rate (or equivalently the 

top product rate) is specified and the reboiler duty (Q5) is calculated.

In the case of distillation towers, however, the bottom rate and the 

reflux ratios are specified while both the reboiler and the condenser 

duties (Qs and Q 
1
) are calculated.



For the reboiler, 

7t N 

5
reb 

= L L ni.kS - B - O,

k:=2 i•l 
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(6.35) 

where B is the specified bottom flow rate and S is the residual to be 
reb 

driven to zero. Substituting Equations (6.20) and (6.16) in Equation 

(6.35), yields 

s = reb L 
k:•2 i=l 

- B
= 

0. (6.36)

We will call Equations (6.35) or (6.36) as the reboiler specification 

equation. 

For the partial condenser in a distillation column, 

s 
pcond 

7t N N 

L L ni.kl - R 1 L nill = O' (6.37) 

where S 
d 

is the residual to be driven to zero, phase index 1 denotes 
peon 

the vapor phase and R 1 is the specified reflux ratio. It is to be noted

that R1 is defined as the ratio of the moles of liquid formed or liquid

returned to the moles of vapor withdrawn from stage 1. 

Substituting Equations (6.20) and (6.16) in Equation (6.37), yields 

s 
pcond - L

- 0. 

N N 

o k: 1 
L 

eo 1 1  
'K e a m  ID -R K a m  ID
L i k: 1 kl i 1 i 1 1 i 1 1 11 i 1 i I 

(6.38) 

We will call Equations (6.37) or (6.38) as the partial condenser 

specification equation. 

For a total condenser, the phase fraction of the vapor phase on 

1[ 

'It 



stage 1 is zero and the specification equation is 

S = a = 0. 
t cond 11 
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(6.39) 

In the case of total condenser, (n-1) reflux ratios corresponding to 

(n-1) liquid phases on stage 1 are calculated from the specified 

withdrawal ratios. The relationship between the withdrawal ratio and the 

reflux ratio is given by 

(k = 2, ... ,7t). (6.40) 

Alternatively, the reflux ratios may be specified and the withdrawal 

ratios on stage 1 may be calculated from the above equation. In this 

study, the reflux ratios are used to calculate the withdrawal ratios for 

these phases on stage 1. Note that this sort of specification for the 

liquid phases is frequently useful when one wishes to specify that a 

particular liquid phase should not be refluxed. Furthermore, note that 

when a liquid is not formed in the condenser the terms corresponding to 

that particular liquid phase in the component and energy balances have 

to be made zero. This can conveniently be done by setting the withdrawal 

ratio for the phase to unity. 

The specification equations corresponding to the reboiler and the 

condenser replace the energy balance equations in the set of equations 

to be solved. That is, for the reboiler (sth stage) Equation (6.36) is 

solved instead of Equation (6.25) (Es) while for the condenser (1st

stage) Equation (6.38) or Equation (6.39) is solved instead of the 

energy balance equation, Equation (6.25) (E
1
). Once the solution is

obtained, the energy balance equations are used to calculate the 

condenser and the reboiler duties. 



141 

6.6 ADVANTAGES OF THE PROPOSED FORMULATION 

The proposed formulation extends the simultaneous phase stability 

and equilibrium formulation for single stage isobaric isothermal 

processes to multistage multiphase separation processes. For multistage 

processes, the total moles of a component leaving a stage are defined as 

independent variables. All the describing equations are then written m 

terms of these new variables. 

The advantages of the proposed formulation are 

(1) It provides a unified set of simultaneous equations to describe the

phase equilibrium and stability computations in single and

multistage separation processes.

(2) It is able to handle the three and two phase distillation problems,

absorption and the liquid-liquid extraction problems using the same

set of equations.

(3) As in single stage processes, the formulation can easily handle the

appearance and the disappearance of a phase during computations.

(4) In the case of reacting systems, the proposed formulation can

easily be modified to include the reactions.

An efficient method for the solution of the above equations for the 

simulation of two and three phase multistage separation processes will 

be presented in the next chapter. Furthermore, the usefulness of the 

proposed formulation for simulating a three phase distillation tower 

will be illustrated. 

6.7 SUMMARY 

A formulation for the simultaneous stability and equilibrium 

computations for multistage separation processes has been presented. It



142 

permits the simulation of two and three phase distillation processes, 

absorbers and reboiled absorbers with the same set of equations. 
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CHAPTER 7 

A METHOD FOR THE SIMULATION OF MULTISTAGE 

MULTIPHASE SEPARATION PROCESSES 
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A Newton-Raphson method for the solution of coupled nonlinear 

algebraic equations derived in the previous chapter for multistage 

multiphase separation processes is presented in this Chapter. The method 

is applied to simulate two phase absorbers, reboiled absorbers and two 

and three phase distillation columns. The computational effort required 

by the proposed , algorithm is compared with three other solution methods. 

7.1 TWO PHASE SEPARATION COLUMNS 

7 .1.1 Proposed Algorithm 

The proposed solution method for the simulation of two phase 

multistage separation process is similar to the solution procedure 

presented in Chapter 5 for a single stage multiphase flash computations. 

It partitions the system of s(3N +4) equations into two groups, The 

s(N +4) equations comprising of the component material balances, enthalpy 

balances, summation and the stability equations and the specification 

equations are solved simultaneously in an inner loop. Subsequently using 

the remaining s(2N) equations the component mole fractions are obtained 

in an outer loop. 

In the inner loop of the algorithm the component material balances 

(Equation 6.24), energy balances (Equation 6.25), · phase fraction 

summations (Equation 6.26), mole summation equations (Equation 6.27), 

stability equations (Equation 6.33) and the specification equations 
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(Equations 6.36, 6.38, 6.39) are solved for the moles of a component 

leaving a stage, mi j ' stage temperatures, T., phase fractions, ctkj' and
J 

the stability variables, 8kf These equations for all the stages are 

solved simultaneously. The Newton-Raphson procedure with analytical 

derivatives (given in Appendix D) is utilized for this purpose. The 

equations are arranged stagewise, resulting m a block tridiagonal 

structure of the Jacobian matrix. For simplicity and efficiency, as in 

Chapter 5 for isenthalpic flash computations, approximate thermodynamic 

models for the equilibrium ratios, K
ikj' and the partial molar 

enthalpies, h
ikj

' are used in the inner loop. For a stage j, they are 

given by 

and 

= B
ik

_(T. - T1)/(T.T1) 
J J J J J 

h
ikJ" = h�

kj
+ (oh

ik
./oT)

T
b (T. - T1).

J 
j 

J J 

The details of these models are given in Appendix E. 

(7.1) 

(7.2) 

The inner loop of the algorithm is considered to be converged when 

the sum of squares of the residuals defined by 
N 

R

= I { 

+ [ is,; r} / (S*(N+n)) (7.3) 

are less than a predefined tolerance, e. However, for each outer loop 

iteration only one inner loop iteration is performed and the inner loop 

s 

[ 
1

::: r + [ * r 
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is not converged fully (i.e. it is not necessary that the sum of squares 

of the residuals in the inner loop are less than e). In the inner loop 

it is ensured that the residuals when the loop is exited are less than 

those at the start of the inner loop i.e. 

(7.4) 

where, u is the unknown vector. This is done by utilizing the optimal 

step size policy of Kalogerakis and Luus (1983). The policy limits the 

amount of change in the variables by introducing a stepping parameter Ji. 

( 0 < l s 1 ) so the vector of change in the next iteration is 

(7.5) 

The value of the stepping parameter is obtained by choosing A 
= 

1 and 

halving it until the sum of squares of the residuals decreases i.e. 

(7.6) 

In the outer loop of the proposed algorithm, using Equations (6.28) 

and (6.32), all the component mole fractions are obtained. Subsequently 

in the outer loop the equilibrium ratios, the partial molar enthalpies 

and their temperature derivatives are evaluated rigorously using the 

thermodynamic model employed. The outer loop is considered to be 

converged when the errors m the mole fractions and the stage 

temperatures are less than a predefined tolerance. The mole fractions 

are considered to be converged when the error defined by 

s 7t 

E = l l (x��� - x��� l)) /(S.7t) < e.

j-lk-1 lJ lJ (7.7) 

The algorithm is initialized by assuming a linear temperature 

profile between the first and the last stage and a zero value for the 
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stability variables. Subsequently, using the thermodynamic model 

employed, the equilibrium ratios are generated at this assumed 

temperature and the average mole fractions calculated from all the feeds 

to the column. The initial values of the phase fractions are obtained by 

assuming constant molal overflow m the column. The tridiagonal system 

of equations, formed by the component material balance equations, is 

subsequently solved to obtain the value of m... The composition in the 
lJ 

vapor and the liquid phases is next calculated using Equations (6.28) 

and (6.32). Thereafter, the equilibrium ratios, the partial molar 

enthalpies and their temperature derivatives are evaluated using the 

thermodynamic model employed. 

7 .1.2 Evaluation of the Proposed Algorithm 

The results of six multistage separation calculations are presented 

next. The examples presented include computations of an absorber, a 

reboiled absorber and distillation columns with partial and total 

condenser. The distillation examples include azeotropic and extractive 

cases. The performance of the proposed algorithm is compared with three 

other solution methods. 

The Trebble-Bishnoi equation of state (Trebble and Bishnoi, 1988) is 

utilized in evaluating the thermodynamic properties for the hydrocarbon 

mixtures (Problems 4-6). In the systems containing polar compounds 

(Problems 1-3), the activity coefficients in the liquid phase are 

calculated using the UNIQUAC activity coefficient model (Abrams and 

Prausnitz, 1975) with parameters obtained from Prausnitz et al. (1980) 

while the vapor phase is considered to be ideal gas. 
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Table 7 .la : Specifications of the Two Phase Multistage Separation 

Problems 

Problem 
Components 

(1) 

Feed 

F5=100, S.V. Acetone, 

chloroform, 

methanol 

z : 0.45, 0.33, 0.22 

(2) 

(3) 

Methy lcyclohexane, 

toluene, 

phenol 

Toluene, 

2-butanone,

n-heptane

F 
10 

=76.74, liquid, 323K

z: 0.0, 0.0, 1.0 

F 15 =23.26, liquid, 333K

z : 0.5, 0.5, 0.0 

F 
8 
= 197 .0, S.L. 

z : 0.2284, 0.4924, 0.2792 

F 
12 

=97 .0, S.L.

z: 0.0, 1.0, 0.0 

S.L. - Saturated Liquid; S.V. = Saturated Vapor

Column 
Specifications 

Simple distillation 

S=lO, P=O.lMPa, 

B=40, R=3.0, 

Total condenser 

Extractive distillation 

s = 21, P = O.lMPa, 

B = 86, R = 8.1, 

Total condenser 

Azeotropic distillation 

s = 17, P = O.lMPa, 

B = 45, R = 1.5, 

Partial condenser 
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Table 7.lb : Specifications for the Two Phase Multistage Separation 

Problems 

Problem 
Components 

(4) 

(5) 

(6) 

n-Butane,

i-pentane,

n-pentane

Ethane, 

i-butane,

n-butane,

n-hexane

Ethane, 

propane, 

n-butane,

n-hexane,

n-decane

Feed 

F 
10 

= 1500.0, S.L.

z : 0.3333, 0.3333, 

0.3333 

F 
1 

=50.0, S.L.

z : 0.93, 0.04, 

0.028, 0.002 

F
3 

=300.0, S.L.

z : 0.8, 0.12, 

0.07, 0.01 

F 
1 

= 100.0, liquid, 220K

z: 0.0, 0.0, 0.05 

0.20, 0.75 

F
12 

=680.1, S.V.

z : 0.882, 0.074, 

0.044, 0.0, 0.0 

S.L. - Saturated Liquid; S.V. - Saturated Vapor

Column 
Specifications 

Simple distillation 

s = 20, P = 0.lMPa,

B = 1200.0, R = 3.343, 

Total condenser 

Reboiled absorber 

s = 13, P = 1.7MPa, 

B = 60.0 

Absorber 

s = 13, P - 1.7MPa, 

B = 60.0 
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Table 7 .1 gives the description of all the sample problems 

considered. All the problems (except for Problem 4) are from Saeger and 

Bishnoi (1986). Problem 4 is a debutaniser described by Naphtali and 

Sandholm (1971). The required number of iterations, thermodynamic 

evaluations and the CPU time for the test problems are given in Table 

7 .2. The problems are considered to be converged when the errors in the 

inner loop and outer loop given by Equations (7.3) and (7.7) are less 

than 1.0 x 10-8 and 1.0 x 10-4 
respectively. As seen from Table 7 .2, all 

the problems converge within reasonable number of iterations and CPU 

time. 

As mentioned previously, the inner loop of the algorithm is only 

converged partially. The effect of the partial and full convergence of 

the inner loop for Problem 2 is shown in Figure 7 .1. The error in the 

outer loop of the algorithm is only slightly less when the inner loop is 

converged fully. In other words, the partial convergence of the inner 

loop does not effect the error in the outer loop significantly. However, 

in case the inner loop is converged fully the computational time 

increases dramatically (from 158 seconds to 238 seconds). 

Tables 7 .3a and 7 .3b compare the computational efforts required by 

the proposed algorithm with the solution methods of Wu and Bishnoi 

(1986b) and Saeger and Bishnoi (1986). The required number of 

thermodynamic evaluations are compared in Table 7.3a. For the three 

problems considered, the proposed algorithm requires less number of 

thermodynamic evaluations than the algorithm proposed by Wu and Bishnoi 

(1986b). For Problem 3 the proposed algorithm requires less 

thermodynamic evaluations than the algorithm of Saeger and Bishnoi 
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Table 7.2 . Number of Iterations and Thermodynamic Evaluations . 

for the test problems 

Problem Iterations Thermodynamic CPU time, 
Evaluations sec 

1 9 300 79.0 

2 9 630 158.0 

3 10 561 143.0 

4 4 600 86.0 

5 9 780 172.0 

6 6 504 86.0 

• Zenith Z-386, Intel 80287 coprocessor, Microsoft C 4.0

• 
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Table 7.3a: Number of Thermodynamic Evaluations required by various 

Solution Procedures 

Problem 1 2 3 
Method 

Wu & Bishnoi (1986b) 401 1243 952 

Saeger & Bishnoi ( 1986) 

Ideal Option 242 586 934 

Non-Ideal Option 162 586 220 

This Work 300 630 561 

Table 7 .3b: Number of Inverse operations required by various Solution 

Procedures 

Problem 1 2 

Method 

Wu & Bishnoi (1986b) 11 19 18 

Saeger & Bishnoi • (1986) 
Ideal Option 79 325 1019 

Non-Ideal Option 28 2080 78 

This Work 9 9 10 

* Only tridiagonal matrix operations roq_uired

3 
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(1986) with the ideal option. However, it requires more thermodynamic 

evaluations than the algorithm of Saeger and Bishnoi (1986) with the 

nonideal option for all three problems. The number of times the Jacobian 

matrix is inverted by the various solution algorithms are compared m 

Table 7 .3b. Note that in this case the proposed algorithm can only be 

compared with the method proposed by Wu and Bishnoi (1986b) as both 

methods invert block tridiagonal system of matrices. The solution method 

proposed by Saeger and Bishnoi (1986) utilizes only tridiagonal matrix, 

and hence a direct comparison of the proposed solution method is not 

possible. As observed from Table 7 .3b, the proposed algorithm requires 

substantially less matrix operations than the method proposed by Wu and 

Bishnoi (1986b). 

7.2 THREE PHASE SEPARATION COLUMNS 

The algorithm for the two phase separation columns presented earlier 

is extended for the simulation of a three phase distillation column. 

7 .2.1 Pro�d Algorithm 

The solution method presented earlier in Section 7 .1 for the 

simulation of two phase distillation columns can easily be utilized for 

the three phase distillation calculations. The system of s(4N +6) 

equations are partitioned into two groups. In an inner loop s(N +6) 

equations are solved simultaneously for the moles of a component leaving 

a stage, 

stability 

m .. , stage temperatures, T., phase fractions, akJ.,1 J J 

variables, (J
kf 

Subsequently, the remaining s(3N) 

and the 

equations 

are utilized to calculate the component mole fractions in an outer loop. 

The inner loop solves the component material balances (Equation 

6.24), enthalpy balances (Equation 6.25), phase fraction summations 
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(Equation 6.26), summation equations (Equation 6.27), stability 

equations (Equation 6.33) and the specification equations (Equations 

6.36, 6.38, 6.39) simultaneously using the Newton-Raphson procedure. The 

Jacobian matrix for this purpose is obtained analytically. The required 

derivatives are given in Appendix D. Approximate thermodynamic models, 

as given in Section 7 .1.1, are utilized. As in the case of two phase 

column calculations, the optimal step size policy of Kalogerakis and 

Luus (1983) is used m the inner loop. This ensures that the residuals 

in the inner loop decreases in each iteration. The inner loop of the 

algorithm is considered to be converged when the sum of squares of the 

residuals are less than a predefined tolerance, e. 

In the outer loop of the proposed algorithm, Equations (6.28) and 

(6.32) are solved for the component mole fractions. Subsequently the 

rigorous thermodynamic model is employed to update the equilibrium 

ratios, the partial molar enthalpies and their temperature derivatives. 

The outer loop is considered to be converged when the errors in the mole 

fractions, defined by Equation (7.7), and the stage temperatures are 

less than a predefined tolerance. 

The computations of the proposed three phase distillation algorithm 

are initialized by performing a few iterations of two phase distillation 

calculations, typically until stage temperatures between two iterations 

are within 1 K. Subsequently on each stage the liquid generated is 

flashed for two liquid phases. However, only one iteration is performed. 

The liquid-liquid flash calculation generates the values of the 

compositions of the two liquid phases. These compositions are utilized 

to calculate the equilibrium ratios, the partial molar enthalpies and 
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their temperature derivatives for the two liquid phases. 

A difference in the proposed algorithm for the two and three phase 

distillation calculations should be noted here. In the case of three 

phase distillation calculations, some of the stages may have the same 

values of the equilibrium ratios for the two liquid phases (so called 

"trivial solution"). This would lead to a singular Jacobian matrix in 

the inner loop of the proposed algorithm. In this case the two phases 

are collapsed. The second summation and stability equations are removed 

from the equation set and the corresponding phase fraction and stability 

variable are set to zero. Furthermore, note that the "trivial" liquid 

- phase is not reinitialized in the proposed algorithm. However, once the

three phase algorithm converges, a stability test could be performed on

the stages with two liquid phases. having the same compositions.

7 .2.2 Evaluation of the Proposed Algorithm

The proposed algorithm for three phase distillation calculations is 

utilized to solve two distillation problems in which some of the stages 

could have three phases. Both the problems are from Block and Hegner 

(1976). Table 7.4 gives the specifications of the problems. The NRTL 

activity coefficient model (Renon and Prausnitz, 1968) is utilized to 

calculate the liquid phase activity coefficients while the vapor phase 

is considered to be ideal. The parameters for the NRTL activity 

coefficient model for Problem 1 are obtained from Block and Hegner 

(1976) while those reported by Mandhane and Heidemann (1973) are used 

for Problem 2. The iterative calculations are considered to be converged 

when the errors in the inner loop and the outer loop are less than 

lxl0-8 and lxl0-
4 

respectively.
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Table 7 .4 : Specifications for the Three Phase Multistage 

Separation Problems 

Problem 
Components 

(1) 

Water, 

n-propanol,

n-butanol

(2) 

Water, 

butylacetate, 

n-butanol

F =50 
5 

• 

Feed 

T
f 
=363.35, liquid

z: 0.65, 0.22, 0.13 

F
2
=50, S.L.

z : 0.32, 0.46, 0.22 

Column 
Specifications 

S=13, P=0.l MPa, 

B=21, R
1 
=3.0, R

2 
=3.0,

Total condenser 

S=7, P=0.1 MPa, 

B=34, R
1 
= 1.0, R

2 
=0.0,

Total condenser 
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Table 7.5 : Comparison of results for the mixture of Water, n-Propanol 

and n-Butanol 

Stage Temperature, Vapor Liquid 1 Liquid 2 

oc (mol/h) (mol/h) (mol/h) 

(1) (2) (1) (2) (1) (2) (1) (2)

1 88.3 88.4 0.00 0.00 116.0 116.0 

2 88.8 88.9 116.00 116.00 87.0 87.1 

3 89.5 89.5 115.98 116.10 87.0 87.2 

4 90.1 90.1 115.98 116.22 87.0 87.3 

5 90.5 90.5 115.98 116.31 137.0 137.4 

6 91.0 90.9 115.99 116.43 137.0 137.6 

7 91.4 91.3 116.01 116.56 135.1 137.7 1.89 

8 91.8 91.7 116.00 116.66 123.9 128.5 13.05 9.25 

9 92.1 92.0 115.98 116.73 115.2 118.9 21.72 18.91 

10 92.3 92.2 115.96 116.79 108.6 111.7 28.37 26.15 

11 92.5 92.4 115.93 116.84 103.4 106.2 33.49 31.68 

12 92.7 92.6 115.90 116.88 18.8 19.1 2.22 1.89 

Reboiler Duty (Watts) 1367 1392 

Condenser Duty (Watts) 1368 1393 

(1) This Work

(2) Block and Hegner (1976)
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Table 7.6a: Phase Compositions (mol %) for the mixture of Water, 
n-Propanol and n-Butanol

Stage Phase Water n-Propanol n-Butanol Ref 

1 V 59.8940 38.6853 1.4207 (1) 
60.1846 38.3460 1.4694 (2) 

Ll 61.7352 35.2117 3.0530 (1) 
61.9607 34.9552 3.0840 (2) 

L2 68.2500 29.2689 2.4810 (1) 

2 V 61.7352 35.2117 3.0531 (1) 
61.9607 34.9552 3.0840 (2) 

Ll 64.6658 29.5234 5.8108 (1) 
64.7114 29.5123 5.7763 (2) 

L2 74.1626 21.8008 4.0366 (1) 

3 V 63.9330 30.9458 5.1212 (1) 
64.0244 30.8718 5.1038 (2) 

Ll 67.4198 24.0166 8.5635 (1) 
67.2762 24.2514 8.4724 (2) 

L2 80.2341 15.0709 4.6949 (1) 

4 V 65.9984 26.8160 7.1856 (1) 
65.9498 26.9224 7.1278 (2) 

Ll 69.3391 19.8062 10.8547 (1) 
69.0801 20.1717 10.7482 (2) 

L2 85.5540 10.1159 4.3301 (1) 

5 V 67.4378 23.6584 8.9039 (1) 
67.3049 23.8578 8.8372 (2) 

Ll 69.1687 17.6698 13.1615 (1) 
68.9119 18.0495 13.0386 (2) 

L2 88.0846 7.7613 4.1541 (1) 

6 V 69.1072 20.1891 10.70308 (1) 
68.8604 20.5639 10.5757 (2) 

Ll 70.5401 14.7193 14.7406 (1) 
70.2242 15.1890 14.5868 (2) 

L2 91.6853 5.1236 3.1910 (1) 

V • Vapor; Ll • Liquid 1; L2 • Liquid 2 

(1) This Work (2) Block and Hegner (1976)
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Table 7.6b: Phase Compositions (mol %) for the mi.�ture of Water, 
n-Propanol and n-Butanol

Stage Phase Water n-Propanol n-Butanol Ref 

7 V 70.7268 16.7041 12.5691 (1) 
70.4093 17.1852 12.4055 (2) 

Ll 71.2783 12.1781 16.5436 (1) 
71.2946 12.5485 16.1569 (2) 

L2 93.8159 3.5230 2.6612 (1) 

8 V 71.9660 13.5619 14.4721 (1) 
71.6722 14.0677 14.2601 (2) 

Ll 70.1275 10.4084 19.4641 (1) 
70.5573 10.6984 18.7443 (2) 

L2 94.9276 2.5844 2.4880 (1) 
94.7484 2.7422 2.5094 (2) 

9 V 73.0303 10.7326 16.2371 (1) 
72.7187 11.2534 16.0279 (2) 

Ll 68.9912 8.6648 22.3439 (1) 
69.3227 9.0254 21.6519 (2) 

L2 95.7554 1.8877 2.3569 (1) 
95.5993 2.0223 2.3784 (2) 

10 V 73.9110 8.2845 17.8046 (1) 
73.5998 8.7754 17.6248 (2) 

Ll 67.9510 7.0093 25.0397 (1) 
68.2274 7.3864 24.3862 (2) 

L2 96.3728 1.3688 2.2584 (1) 
96.2448 1.4782 2.2770 (2) 

11 V 74.6243 6.2184 19.1573 (1) 
74.3236 6.6531 19.0233 (2) 

Ll 67.0326 5.4870 27.4805 (1) 
67.2697 5.8475 26.8828' (2) 

L2 96.8373 0.9786 2.1841 (1) 
96.7358 1.0650 2.1992 (2) 

12 V 75.1965 4.4980 20.3055 (1) 
74.9110 4.8634 20.2257 (2) 

Ll 66.2390 4.1183 29.6428 (1) 
66.4390 4.4416 29.1195 (2) 

L2 97.1909 0.6815 2.1276 (1) 
97.1128 0.7478 2.1393 (2) 

V ,. Vapor; Ll • Liquid 1; Ll • Liquid 2 

(1) This Work (2) Block and Hegner (1976)
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A Mixture of Water, n-Propanol and n-Butanol 

A three phase distillation problem described by Block and Hegner 

(1976) is solved by the proposed algorithm. Table 7.4 gives the problem 

specifications. Table 7 .5 and Table 7 .6 compares the results obtained 

using the proposed algorithm and those of Block and Hegner (1976). As 

seen, stage temperatures and stage flow rates are in good agreement. 

Furthermore, the reboiler and the condenser duties also compare well 

with those reported by them. The second liquid phase is predicted on 

stages 6 to 12 using the proposed algorithm. The calculated phase 

compositions for the three phases are compared with those reported by 

- Block and Hegner (1976) in Tables 7 .6a and 7 .6b. As seen, the phase

compositions are in good agreement. Furthermore, note that even when the.

water rich liquid (Liquid 2) is absent on a stage, its composition and

the corresponding equilibrium ratios are calculated by the proposed

algorithm.

The phase fractions and the stability variables calculated for the 

water rich liquid phase is shown in Figure 7 .2. The stages with a zero 

value of the phase fraction, have a nonzero positive value for the 

stability variable. This implies that for these stages the water rich 

liquid is unstable and would not be present at equilibrium. 

The changes in the phase fraction and the stability variables for 

the water rich liquid during the iterations is shown in Figures 7. 3 and 

7 .4. In the beginning, the phase fraction for the water rich liquid is 

non-zero and the stability variable is zero for all the stages. In the 

11th iteration the phase fraction of the water rich liquid for stage 1 

becomes zero and the stability variable becomes non-zero. As the 
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computations proceed, the phase fraction of the water rich liquid 

becomes zero on stages 2, 3, 5, 4, 6 in iterations 11, 13, 16, 17, 19 

and 22 respectively and the stability variable becomes non-zero. Finally 

a solution in which the phase fraction of the water rich liquid is zero 

on stages 1 to 6 and the stability variable is non-zero is obtained. 

Figure 7.5 shows the convergence behavior of the algorithm. As seen, 

the error m the inner loop decreases uptil 9th iterations, fluctuates 

and then again decreases after the 23rd iteration. The error in the 

outer loop shows less fluctuations than that in the inner loop and 

decreases continuously. A converged solution is obtained in the 33 

_ iterations and 488, seconds. 

A Mixture of Water, Butylacetate and n-Butanol 

The algorithm is utilized to study a three phase distillation 

problem of water, butylacetate and n-butanol. The specifications of the 

problem are given in Table 7.4. Note, that the problem specifies that 

all the second liquid formed (water rich liquid) on stage 1 should be 

withdrawn. Table 7. 7 gives the stage temperatures and the stage flow 

rates. As seen, the second liquid phase is formed only on stage 1. This 

liquid is withdrawn totally. 

Figure 7.6 shows the calculated values of the phase fractions and 

the stability variables for the second liquid for different stages. For 

stages 2 to 6 the value of the phase fraction is zero and the value of 

the stability variable is non-zero. The second liquid phase is present 

on stage 1 and the stability variable is zero. For stage 7, the 

composition of the second liquid phase converges to the composition of 

the first liquid phase and a solution in which both the phase fraction 



Table 7.7 : The results for the mixture of Water, 

and n-Butanol 

Stage Temperature, 

oc 

1 90.89 

2 91.08 

3 91.08 

4 91.11 

5 91.29 

6 92.61 

7 100.60 

Reboiler Duty (Watts) 

Condenser Duty (Watts) 

Vapor 

(mol/h) 

0.00 

20.40 

20.43 

20.43 

20.42 

20.38 

20.23 

Liquid 1 

(mol/h) 

8.79 

54.43 

54.42 

54.42 

54.38 

54.23 

34.00 

261 

235 

166 

Butylacetate 

Liquid 2 

(mol/h) 

11.61 
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Table 7.8 : Equilibrium Phase Com�itions (mol % ) for the 

mixture of Water, Butylacetate and n-Butanol 

Stage Phase Water Butylacetate n-Butanol

1 V 70.7902 19.9895 9.2204 

Ll 33.1395 45.7819 21.0787 

L2 98.6223 0.4945 0.8832 

2 V 70.4001 20.0126 9.5873 

Ll 32.1111 45.9676 21.9213 

L2 98.5537 0.5073 0.9390 

3 V 70.3915 20.0133 9.5952 

Ll 32.0894 45.9714 21.9392 

L2 98.5522 0.5076 0.9402 

4 V 70.3361 20.0218 9.6422 

Ll 31.9435 46.0125 22.0440 

L2 98.5427 0.5096 0.9477 

5 V 69.9597 20.1229 9.9174 

Ll 30.9221 46.4442 22.6336 

L2 98.4820 0.5238 0.9942 

6 V 67.3023 21.2287 11.4690 

Ll 24.7758 49.8793 25.3450 

L2 98.0129 0.6545 1.3327 

7 V 51.1034 30.2443 18.6523 

Ll 9.1152 61.5588 29.3260 

L2 9.1152 61.5588 29.3260 

V - Vapor; Ll • Liquid 1; L2 • Liquid 2 
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and the stability variable is zero is obtained. 

Table 7.8 gives the calculated equilibrium phase compositions for 

the mixture. Note that even when the water rich liquid is absent on a 

stage, its composition and the corresponding equilibrium ratios are 

calculated. 

The convergence behavior of the proposed algorithm for this problem 

is shown in Figure 7. 7. The three phase distillation calculations are 

started after six iterations of two phase distillation computations have 

been performed. The error in the inner loop decreases during these six 

iterations, then increases and fluctuates until 23rd iterations and then 

- again decreases. , The error in the outer loop also shows a similar

behavior. A converged solution is obtained in the 31 iterations and 284

CPU seconds.

It should be noted from Table 7 .8, that the two liquid phases 

leaving stage 7 are of the same compositions. In this case, the two 

liquid phases are collapsed together (i.e. their phase fractions are 

added together) and further computations on this stage are done with 

only vapor and one liquid phase. As mentioned before, in the proposed 

algorithm once one of the liquid phase becomes trivial, it is not

reinitialized. 

7 .3 DISCUSSION OF RESULTS 

The proposed algorithm for the two and three phase multistage 

separation calculations has been applied to simulate an absorber column, 

a reboiled absorber and a number of distillation columns. The utility of 

the simultaneous calculation of the phase fractions and the stability 

variables in the simulation of three phase column computation has been 
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demonstrated. As shown for the single stage processes in Chapter 5, the 

simultaneous calculation of the phase fractions and the stability 

variables enables us to handle logically the appearance and 

disappearance of a phase in a multiphase multistage separation 

calculations. 

The proposed algorithm for two phase separation columns is utilized 

to solve azeotropic and extractive distillation problems. For the 

extractive distillation problem, the effect of the partial convergence 

of the inner loop on the error in the outer loop has been examined. The 

results show that the partial convergence of the inner loop does not in 

anyway hamper convergence in the outer loop and leads to a computational 

savings of 50 % . 

In the proposed algorithm the convergence in the outer loop is 

checked on the differences between the mole fractions between two 

successive iterations. Instead, as in the conventional flash algorithms, 

it is possible to check the convergence on the differences of logarithm 

of the equilibrium ratios between two successive iterations. The change 

in the convergence criterion in the outer loop did not alter the 

converged results. Hence, as in single stage processes, the differences 

between the mole fractions between two successive iterations is utilized 

as the convergence criterion in the outer loop of the proposed 

algorithm. 

The number of thermodynamic evaluations and the matrix operations 

required by the proposed algorithm is compared with those required by 

the solution methods proposed by Wu and Bishnoi (1986b) and Saeger and 

Bishnoi (1986). The proposed algorithm requires less thermodynamic and 
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matrix evaluations than the method proposed by Wu and Bishnoi (1986b). 

However, more thermodynamic evaluations are required than the nonideal 

method proposed by Saeger and Bishnoi (1986). 

The proposed algorithm for three phase distillation calculations has 

been applied to solve two problems from the literature. The usefulness 

of simultaneously calculating the stability variables and the phase 

fractions is demonstrated. As pointed out before in Chapter 3, stability 

variables provides us with a means of following the 

appearance/disappearance of a phase during computations. The 

compositions and the equilibrium ratios of the phases which are not 

present during computations is calculated. This allows for the 

appearance/disappearance of a phase during computations. A separate 

liquid-liquid stability test, as required by most of the other three 

phase distillation algorithms, is not required by the proposed 

algorithm. This is expected to lead to a large computational savings in 

a three phase distillation algorithm. 

In the proposed algorithm for three phase distillation calculations, 

some of the phases could become trivial (i.e. two phases could have the 

same values of the equilibrium ratios) on some of the stages during 

computations. In this case, for these stages the proposed algorithm 

collapses the two liquid phases together and further computations on 

these stages are done on the vapor and one liquid phase. In the proposed 

algorithm the trivial liquid phase is not reinitialized. However, once 

the three phase algorithm has converged, the liquid phase on these 

stages could be checked for stability. 

The proposed solution algorithm for multistage multiphase separation 
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processes has been illustrated for non-reactive systems. However, as 

shown in Chapter 5 for single stage processes, the proposed method can 

easily be modified for reactive system. In this case, as in the case of 

single stage processes, it would not be necessary to converge the extent 

of the reactions first and then examine the stability of the system. The 

phase fractions, the stability variables and the extents of the 

reactions could all be calculated simultaneously. 

Simultaneous computation of the phase fractions and stability 

variables on a stage in multiphase computations permits us to monitor 

the appearance/disappearance of a phase during computations. 

7.4 SUMMARY 

Algorithms for the simulation of three phase distillation columns 

and two phase multistage separation processes are presented. A 

comparison of the computational effort required by the proposed 

algorithm for two phase separation calculations is made with three other 

existing algorithms. The effectiveness of the three phase distillation 

algorithm is illustrated by solving problems from the literature. 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 

8.1 CONCLUSIONS 

The main thrust of this work has been to develop computational 

methods for the steady state simulation of single and multistage 

separation processes involving multiple phases. The conclusions of this 

study are 

1. An acceleration technique, based on the Dominant Eigenvalue Method

of Orbach and Crowe (1971), can be utilized to accelerate the successive 

substitution method in single stage flash computations. The proposed 

technique is evaluated in a two phase flash algorithm in which liquid 

and vapor compositions are used as the iteration variables. The proposed 

acceleration scheme exhibits a less oscillatory behavior during 

convergence and requires less storage than the accelerated methods using 

the K-factors as the iteration variables. However, the number of 

thermodynamic evaluations is comparable with that of Mehra et al. (1983) 

and is more than that of Michelsen (1982, 1987). 

2. An alternative development of the stability criterion for multiphase

reacting/non-reacting systems is presented. This new development of the 

stability criterion has led to a formulation of a set of coupled 

nonlinear algebraic equations which describe both the stability and the 

isothermal-isobaric flash calculations of reacting and non-reacting 

systems. 

3. An active set solution algorithm is developed for the simultaneous
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solution of stability and multiphase flash calculations. The 

effectiveness and efficiency of the proposed algorithm are illustrated 

by solving a number of multiphase problems. For a test example it is 

shown that the computational savings of more than fifty percent over the 

conventional algorithm can be obtained. The application of the algorithm 

is illustrated by solving a number of typical phase equilibrium problems 

encountered in gas processing and petrochemical industries, m enhanced 

oil recovery schemes and in systems containing gas hydrates. 

4. A solution method which is based on the Newton-Raphson procedure is

presented for the computation of stability and multiphase equilibria in 

- reacting/non-reacting systems. The method solves the stability and the

summation equations for the phase fractions and the stability variables.

using the Newton Raphson method. The stability equation has been

transformed to alleviate the problems associated with the

ill-conditioning and the singularity of the Jacobian near the phase 

boundaries. The appearance or disappearance of a phase during the 

computations is easily handled. The algorithm is found particularly 

effective for computations near phase boundaries and for multiphase 

reactive systems. 

5. The Newton-Raphson solution procedure for the simultaneous 

computation of stability and flash calculations in multiphase systems is 

extended to handle the isenthalpic flash computations in non-reacting 

systems. The proposed algorithm is found to be effective for narrow 

boiling mixtures and it does not show any oscillations in temperature 

during iterations. 

6. A new scheme for the initializing of multiphase flash computations
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is proposed. The scheme utilizes the distance between the Gibbs free 

energy and the tangent hyperplane as a criterion to select the required 

equilibrium ratios for the (,r-1) phases. This technique is subsequently 

utilized to initialize all the multiphase computations performed in this 

study. 

7. The formulation of simultaneous stability and flash calculations for

single stage separation processes is extended for the simulation for 

multistage separation processes involving multiple phases. New variables 

which represent the total moles of a component leaving a stage are 

introduced and utilized in this formulation. The formulation describes 

the two and three phase distillation processes, absorbers and reboiled 

absorbers with the same set of equations. 

8. An algorithm is presented for the solution of two phase distillation

columns, reboiled absorbers and absorber columns. The method is based on 

the Newton-Raphson solution procedure and in principle is an extension 

of single stage flash algorithm. Furthermore, it utilizes a norm 

reduction policy and approximate thermodynamic models in the inner loop. 

The performance of the algorithm is compared with three existing two 

phase algorithms. It is found to be efficient. 

9. An algorithm for the computations of three phase distillation

calculations is presented. It utilizes the formulation of multiphase 

multistage separation processes developed in this work and extends the 

two phase multistage separation algorithm. The effectiveness of the 

proposed algorithm is illustrated by solving two problems from the 

literature. 

10. A major obstacle of phase appearance and disappearance in multiphase
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computations is removed. 

8.2 RECOMMENDATIONS FOR FURTHER RESEARCH 

In order to improve the efficiency of the proposed algorithms and to 

obtain better thermodynamic representations of the phase behavior of 

complex systems more research work is required. In addition, methods for 

decreasing the large storage requirements for multistage separation 

algorithms should be investigated. 

In this work all the algorithms proposed for the simulation of 

single stage separation processes are based on a "two-tiered" approach. 

An inner loop is utilized in solving for the phase fractions and 

stability variables while in the outer loop the phase compositions are 

updated. An acceleration procedure is used for updating the compositions 

m single stage processes. Algorithms based on the simultaneous solution 

of all the model equations should be investigated and their performance 

should be compared with the algorithms proposed in this work. 

The simultaneous solution of stability and equilibrium computations 

has been 

specifications. 

investigated for 

These computations 

isothermal 

can be 

and isenthalpic 

extended for the 

flash 

other 

specifications of the variables. In particular, computations of multiple 

bubble and dew point temperatures and phase envelopes should be 

undertaken. 

For the simulation of multistage separation processes, an algorithm 

based on the Newton Raphson procedure is proposed. Unfortunately, the 

storage requirement of the algorithm is of the order of N
2

, where N is 

the number of components present. This sort of algorithm is well suited 

for the simulation of systems when the number of components present is 
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small and there is large interaction between the variables. However, for 

hydrocarbon systems generally large number of components are present. 

Since in these systems there is less interactions between the variables, 

alternative algorithms that require less storage should be examined. 

The algorithm for three phase distillation calculations can give a 

solution in which two phases are trivial on some of the stages. This 

problem is similar to the problem encountered in single stage flash 

processes where trivial solution can also be obtained. As in the case of 

single stage processes, in this case it is possible to reinitiate a 

trivial phase. Methods to circumvent this problem should be 

investigated. 

Another area which requires further research work is the development 

of thermodynamic models which represent the phase behavior of the polar 

components in a consistent manner. These models are extremely important 

in the simulation of three phase distillation columns. Three phases 

occur due to nonidealities in the mixture and these nonidealities should 

be well represented by the thermodynamic model. Furthermore, in the 

multistage computations it is necessary that the thermodynamic model 

represents the phase behavior of the system in the whole range of 

compositions and temperatures. Thermodynamic models which are consistent 

and suitable for this purpose should be investigated. 
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APPENDIX A. An alternative derivation of the Stability Equations

Consider the problem of minimizing the Gibbs free energy, G, given
by Equation (3.4),

Mi n n
ik '{m

( i .. 1 , ... , N) 

( k = 1 , ... , 7t; k '¢ r) 

(mal, ... ,R) 

subject to the constraints
ak 

� 0 (k = 1, ... ,1r; k :I= r).

(3.6) 

(A.1) 

The above inequality constraints can be converted to equality
constraints by introducing slack variables, y�, to obtain

y
2

- a  =O 
k k 

Defining the Lagrangian a·,

(k = 1, ... ,1r; k '¢ r). 

a· = 
G 

+ L ;.k [ Y! - ak ]
k • 1 

k :I: r 

(A.2)

(A.3) 

where ..l.
k 

are the Lagrange multipliers. Substitution of Equation (3.7)
into Equation (A.3) yields

7t N 

o· = 
G

+ L ;.k 
[ Y: - L n

i /n
t]. (A.4)

k•l i=l 

k '¢ r 

The stationary point of Lagrangian G • can be found by setting
a a· - 0 (i = l, ... ,N; k - l, ... ,1t; k :I= r), (A.5) 
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a o· 
-

a <! 
m

0 (m = l, ... ,R), (A.6) 

a o· 
- 0

a ik
(k - l, ... ,n; k :-;: r), (A.7) 

and 

a o· 
- 0 (k = l, ... ,1t; k :-;: r). (A.8) 

a Y k

Rearrangement of Equation (A.8) yields 

Y A. = 0
k k (9A) 

Using Equation (A.2) to eliminate y 
k 

from Equation (A.9) yields the

stability equation, 

(k = l, ... ,1t; k ¢ r). (3.14) 

Furthermore, the Lagrange multipliers, l
k 

should satisfy (Rao, 1984)

l
k 

� 0 (k=l, ... ,1t;k:1:r). (A.IO) 

Equations (A.5)-(A.8) and (3.14) together with the non-negativity 

conditions on a
k 

and l
k 

(Equations A. I and A. IO) are known as the

Kuhn-Tucker conditions (Rao, 1984) and l
k 

are called the Kuhn-Tucker

multipliers. Furthermore, Equation (3.14) is commonly referred to as the 

complementary slackness or orthogonality condition in the optimization 

literature. 
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APPENDIX B. Selection of the Equilibrium Ratios 

The selection of the equilibrium ratios, to initiate the phase 

calculations, is based on the distance between the tangent plane and the 

surface of Gibbs energy of mixing. A vapor phase of component mole 

fractions, y, is generated using the Wilson equation for ideal 

equilibrium ratios. Let the phase fraction of this vapor phase be 

infinitesimal. Hence, the component mole fraction of the liquid phase 

generated would be z. Now, consider the N potential pure liquid phases, 

which may be formed from this liquid phase. The distance between the 

molar Gibbs energy of mixing and the tangent plane at z for the pure 

phase j, is given by (Baker, 1982; Michelsen, 1982a) 

D 
j 

or, 

D. 
J 

(x.�1; X.�; i;�j) 
J 1 

= D. 
J 

-

-

N 

lim 
.x �1 l x

i 
1n [fix)/fiz)] 

J 

1im 
x.-�1 

J 

In [cp/x)/z. 4>.
1 
(z)] 

J J J 

(B. l) 

(B.2) 

The liquid of component mole fraction, z, would be unstable with 

respect to the pure liquid phase j, if 

or, 

lim 
x-�1

j 

D. < 0
J 

(B.3) 

> 1.0 (B.4) z . <f,_
1
(z) / <f,_

1
(x) 

J J J 
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Choosing vapor as the reference phase and considering phase j in the 

liquid state, Equation (4.11) gives, 

<l>.1(x) = <I>. (y) / K..
J JV " 

Substitution of Equation (B.5) in (B.4) yields 

(B.5) 

(B.6) 

The fugacity coefficient for the vapor phase may now be assumed to 

be weakly dependent on composition. Hence <I> j v (y) may be replaced by 

<I>. (z) in the above equation to obtain, 
JV 

z. K .. </>.
1
(z) / <I>. (z) > 1.0

J J J J JV 

Thus, we can define 

d = z K <I>. 
1 
(z) / <I>. (z)

j j jj J J V  

(B.7) 

(B.8) 

and the set equilibrium ratios which have the highest value of d . will 
J 

cause a phase split. 

Moreover, in the selection of the equilibrium ratios, it is 

important to select those sets which are different from the equilibrium 

ratios for the phases which are already present. Hence for the selection 

for the equilibrium ratios for the phase m, d. is modified to 
J 

K .. 
JJ 

d. 
m - 1 

(4.12) 

le= 1 

and the set equilibrium ratios which have the highest value of d . may be 
J 

selected to initiate the phase calculations. 

z . K . . </, .
1
(z) / </, . (y) > 1.0 

J J J J JV 
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APPENDIX C. Derivatives for the Single - Stage Flash 

The required derivatives for the Newton Raphson procedure m 

Chapters 4 and 5 are summarized in this Appendix. 

Derivatives of Summation Equation (3.25) 

N 
(J 

S
k 

- l ( K
ik 

e k 1 ) n
i 

/(ntD) - O
i=l 

(k= l, ... ,1r;k*r) 

where, 

R 
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1 1 l un m 
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1 1J J 
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The derivatives are 
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(C.2) 

(C.3) 

(C.4) 

(C.5) 

(C.6) 

(C.7) 

0 S N 
k 

o T 
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N 0 L e k 

N 

o K 
ik 

o T ' 



a n 

a � 

N 

l 
i - 1 

V. �.lS S 

Derivatives of Stability Equation (5.2) . 

Derivatives of Phase Summation Equation (3.24) 
7t 

IP = l <\ - 1.0
k .. l 

= 1 

Derivatives of Chemical Equilibrium Relations (3.34) 
N R 

C = l V, ln [(z. + l V, �) <I>. P/(n D.)] - ln K (m = l, ... ,R) m i _ 1 im 1 s _ 1 11 s ir t 1 am 

o C

a a. 

N 
o D

i 'v. ID. 
i�1 im 1 

a a. 
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(C.8) 

(5.2) 

(C.9) 

(C.10) 

(3.24) 

(C.11) 

(3.34) 

(C.12) 
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a D. 
v. I D.

1 (C.13) 
1m 1 

a e. 
J 

R 
a n 

[u. /(z. + E vis{s
) - 1/n __ t

] (C.14) 
1p 1 t 

a <! s -1 
p 

Derivatives of Energy Balance Equation (5.5) 

7t N 

E a K x k i k i r 
(} k e b

ile 
- H 

spec
- 0, (5.5) 

which using Equation (3.26) gives 

E 
7t N 

E E 
k:o:1 i=l 

Equation (C.15) can be written as 

E 
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' n. h. ID. + 
l 1 1t 1 
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The derivatives of Equation (5.5b) are 
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APPENDIX D Derivatives for the Multistage Separation Processes 

The required derivatives for the Newton Raphson procedure m 

Chapters 7 for two and three phase multistage computations are 

summarized in this Appendix. Note that in these equations ,r is 2 for two 

phase columns and is 3 for three phase columns. Furthermore, m 

obtaining these derivatives the reference phase is chosen to be the 

second phase on each stage. 

Derivatives of Component Material Balance (6.24): 

M - -m 
i j i j 

7t 
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+ ' (1 - wr ) K e kJ -1 m / D 
l kj-1 ik j -1 akj-1 ij-1 ij-1 

= 0.

The derivatives are 
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7t 8

k j -1 lJ 
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Derivatives of Energy Balance Equation (6.25) 
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Derivatives of Specification Equation for the partial condenser(6.38): 
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Derivatives of Specification Equation for the partial condenser(6.39): 
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APPENDIX E.Evaluations of the coefficients for the approximate 

thermodynamic model 

Coefficients for the Equlibrium Ratios 

215 

The approximate thermodynamic model proposed by Boston (1980) is 

utilized for the equilibrium ratios. It is given by, 

ln K.. = A.. - B .. (1/T - 1/T�. 
lj lj lJ 

(E.1) 

where Tb is the base temperature. 

equation is determined from 

The parameter B in the above 
ij 

o ln  K
___ ij_ - B .. I T2

o T lJ 
(E.2) 

at temperature t' in the outer loop (which is the temperature obtained 

m the inner loop) of the algorithm. Furthermore, the parameter A is 
ij 

given by 
b A.. = 1n K .. 

lJ lJ 

Equations (E.1) and (E.2) give Equations (5.7) and (7.1) 

1n (K../K�.) = B .. (T-nt(Tt'). 
lj l j lJ 

Coefficients for the Partial molal enthalpy 

(E.3) 

(5.7) 

A linear thermodynamic model for the partial molal enthalpy is 

utilized in this work. The partial molal enthalpy of a component i in 

phase k is determined from 

h
ik - h:k + (oh

ik
/oT)

T
b (T-T�. (5.8)

The temperature derivative of the partial molal enthalpy, (oh
ik

/oT), is 

evaluated at the base temperature t' in the outer loop. The derivative 



(oh
ik

/oT) is obtained by numerical perturbation of

where h. . is the ideal gas enthalpy of component i. 
1,1deal 
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(E.4) hik - h. 'deal - Rr o In <j,../oT 
1,1 lJ 




