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ABSTRACT

An alternative to the conveﬁtional DS-SSMA system is presented for
applications where bandwidtﬁ is limited. The conventional system uses Gold
codes whereas the proposed system spreads with a unique waveform, based
upon a linear combination of half-petiod sinusoids. Transmit waveforms are
spectrally efficient, continuous over the entire signaling interval and easily
generated. Receiver is of the single-user correlation type and the waveform is
selected from the solution of a constrained optimization problem. Four simulation
models are built, tested and simulated using SPW, a highly integrated and
powerful software tool. Plots of typical waveforms and bit error performances are
presented for noncoherent Differential Quadrature Phase Shift Keying (DQPSK)
in AWGN and a multipath fading channel. Performances indicate that the system
is a viable alternative in bandwidth limited applications. Examples of potential

applications are presented for which the proposed system is most suitable.

aee



ACKNOWLEDGMENTS

I wish to thank Dr. A. Sesay for his guidance, support and patience
throughout the progress of this research as well as the financial support of The

University of Calgary and Telecommunications Research Laboratories (TR Labs).

| would also like to express my appreciation to Grant McGibney for his
assistance in eradicating the problems associated with SPW and the computing
facilities during the initial phase of this project, Gerald Morrison and Dave Tholl
for their help regarding Mac software and the rest of the staff of TR Labs,

including students, for making this two years a memorable experience.

Lastly, I like to thank my wife, Susan, for her patience and understanding

in our long distance relationship during the past two years.



DEDICATION

[ like to dedicate this thesis in living memory of my
father who made it possible for me to pursue my

education in Canada.



TABLE OF CONTENTS

SIGNALUIE PAJE.....ciciiiiiiiiiiieiieee sttt ettt ettt se e eneeeeas i
ADSIIACT ...eiiiiie e et e et e e s e e eneee e e ii
ACKNOWIBAGMENES ..ottt e e e e e e eree e e e eeas iv
Dedication ........ e sas e b ses e bee st e eaas v
Table Of CONENTS ..o e eseaeens Vi
LISt OFf TADIES ..coeoieeeee e iX
LISt Of FIGUIES ..ottt et e e e e e e X
List of Symbols and Abbreviations ........ccoceeeviiviiiiciiieecee e Xiv
CHAPTER
INTRODUCTION.....ccciiiiniinrininninecasissinrssssneessssnesesessnererssssessesssssssesssnsnaens 1
1.1 Historical Developments ..........occcoveiiiiniiniie s, .2
1.2 What is Spread Spectrum (SS)? ...cceevivvieeievreeeeninnl e 3
1.2.1 Model of SS System ........ccooiviiiiiiciiieecs 4
1.2.2 Types of SS Systems .....ccooviivivniiiiiiiiiiccicce e, 6
1.3 Why spread? ... 7
1.4 APPlICAtions 0f SS ......ovveeeeeeieeieeeeeeeeee e, 8
1.5 ThesiS OVEIVIEW ..cccviiiviiiieiiiiiree et 10
CONVENTIONAL DIRECT SEQUENCE SPREAD SPECTRUM
MULTIPLE ACCESS(DS-SSMA) ...ccccererrrnnerrrcssenressssssereseessnnsesssnssesenes 12
2.1 INrOAUCHION ...eeeeiiirccciieee e 12
2.2 Model of DS-SSMA System ......ccoocvveviieiniiiniiiee e 15
2.2.1  TranSmMItter ...ceii i 16
2.2.2 Pseudo-Noise (PN) Generator .......ccccceeevvieieeeeineeeeeceennen. 18
2.2.3 Indoor Wireless Channel .......ccoeveeeviiieeeiiveeec e, 22
2.2.4 RECEIVE ..ciiiii ittt e e e 26
2.3 Problems with Conventional DS-SSMA ........cccoveeevveveeinnennn, 29
2.4 Previous WOrIK......ociiierviieniiececiteccciie e erree e e eerree e ssnee s 31
2.5 SUMMAIY c.eiiiiiee et eeere e e seeaaaineeessans 33

Vi



ALTERNATE SYSTEM...coviiiiiiiiiniiininieenierscnncss e ssnensesssssessssessesses 35

3.1 INtroduction .......cvvvvivvcnniieeeeecc e ettt eeeeeeteaeraraaaaaas 35
3.2 Modified DS-SSMA SYSteM .....oveveevereeeeereeeeseern, s 36
3.2.1  TranSMItter ...coeiviiiieiie et 36
3.2.2 Multipath channel ................ e e a e 38
3.2.3  RECEIVEL ittt 38
3.3 Average probability of error analysis.......cccccoevveeeiieiiiencennn. 41
3.4 Selection of signature waveforms .........ccocceeveevinieeeccvireeeen. 44
3.4.1  Transmitter waveforms .......cccceecvevevcveeeeeieeece e 45
- 3.4.2 Receiver waveforms.......ccccceeeeevveeinneenn, FOUURURRN 48
3.5  Simulation Strategy....coocveiveeiieie e 52
3.8 SUMMAIY ceiiiiiiiie ettt ee s 53
COMPUTER MODEL FOR SIMULATIONS .....ccoccvcieccveererrccereeeecceen 55
4.1 INtrOAUCHION et 55
4.2  SPW architeCture ........ccooveveiiiiniieeiieieeeeeeeeeece e 55
4.3 Simulation SYSIEMS ......ceviiiiiiiiiietciiree e 57
4.3.1 Conventional DS-SSMA ......ccoooiiiiiiee 58
4.3.2 Hadamard codes and unoptimized waveshaping............. 65
4.3.3 Hadamard codes and sub-optimal waveshaping.............. 67
4.3.4 Sub-optimal waveshaping ................. e —————————— 69
4.4 SUMMAIY c.eeiiiiitieiiee sttt e e et rree e e sarae e e e e e ebneeeesebeeeeans 71
RESULTS & DISCUSSION.........oooeeeneessesssssssesssssssssssssssssssssssssssssesees 72
5.1 INtrodUCHION ...ooeviiiiiiiiieee e 72
5.2 Performances in Gaussian channel ........ccccccceeviiieeiiivivnenenn, 73
5.2.1  Synchronous transmission ..........ccccecueeuee. e eaens 73
5.2.2 Asynchronous transSmisSSiOn ..........ccccvvveeivrcieieeieeevereeennn, 80
5.2.2.1 Effect of multiple access .........ccceveveveunn.. s 80
5.2.2.2 Effect of propagation time delay .........ccccceeeuuunenne.n. 85
5.3 Performances in multipath channel.........ccocccoeeennnn. Terverereenens 89
5.4 SUMMAIY .iiiieiiiiieiie ettt esre ettt e s e etaae e s eseneeeans 99

vii



6.1 Simulation model.............. ST 100

6.2 Constrained optimization resultS .........cccccvveevvvvecciirieeeeen, 101
6.3 Simulation results.............c......... e e 101
6.4 Recommendations for future WOork .......coueeeeeeeeeeeeeoeeeeeeeeeennnn, 103
REFERENCES.........osumnisnminsssisscsesessssessssensesssesssssssssssssssssssssssssannns 104
APPENDIX A ooeeeeiieeteiietiiiteesissesenscssssssasssssssssssnsssnnssssssesnsesessssnssesnons 109
APPENDIX B o..vooovveeeeeseesssssssssssesssesssssssssssssssssessssssssssseessssessseseeneees 110
APPENDIX C coovveoveeeeee e, eeeee e eee et s st 113

viii



B.1
B.2
B.3

LIST OF TABLES

Bounds for the constraints for opti

Codes for the transmit waveforms

mizing codes (M =16 )................

.....................................................



FIG.1.1.1

FIG.1.2.1
FIG.1.2.2

FIG.2.1.1
FIG.2.1.2
FIG.2.2.1(a)

FIG.2.2.1(b)

FIG.2.2.1.1
FIG.2.2.2.1
FIG.2.2.2.2
FIG.2.2.2.3
FIG.2.2.3.1

FIG.2.2.3.2(a)
. FIG.2.2.3.2(b)

FIG.2.2.3.3

FiG.2.2.4.1
FIG.3.2.1.1
F1G.3.2.3.1

LIST OF FIGURES

Approximate time lines for the development of SS systems

and CconCepPts [1]. vt 2
Model of SS communication system ........cccccvvevvvieevirvineen.. 4
Power spectrum of original narrowband signal after (a)
spreading and (b) despreading. .......cccovvveeeeveriiiiiieieerieeieeenn, 5
FDMA FOIMAL.......oeieieieeieeeeeeeeeaeeeseeeeeseeeeseseeaeeeeeeesesesssss e 13
TDMA FOIrmMat...coooiiiieieeeeeeee et 14
Block diagram of the transmitters of a conventional DS-
SSMA SYSIEM ...eiiiiiiier e s 15
Block diagram of the receiver for user #1 of a conventional
DS-SSMA system ............. ettt s e eeeteetaeaeraaeaeeeaseeaaarenranes 15
DS spreading process.........ooevevvvevvernenennne. e .17

R-stage high speéd linear feedback shift register generator...19

Autocorrelation function of a M-SEQUENCE ...voveveereeerereennee. 20
Gold Code generator with polynomial 41567 ...............c.......... 22
Multipath propagation.............. et ettt 23
lllustration of delay spread .........c.oeeeevveeeeeceieeciieeeeeeee e, 24
Typical delay spread of an.indoor channel.............c.coconueae, 24
Typical received fading signal of an indoor channel with a

mobile speed Of 1 M/S ..., 25
Symbol alignment‘for ith receiver.....ccocvvvviiiieeeeeeeecceeene, :29
Transmitter of a moﬂdified DS-SSMA system........ccceeevveeennee. 36

Noncoherent DQPSK receiver of the inphase branch for
USEBI#HT oottt e eerre e e e e e e s rar e e e e 38



FIG.3.4.1.1
FIG.3.4.1.2
F1G.3.4.1.3
FI1G.3.4.2.1
FiG.4.2.1

F1G.4.3.1.1

FiG.4.3.1.2

FIG.4.3.1.3

F1G.4.3.1.4

FIG.4.3.1.5

FiG.4.3.1.6
FI1G.4.3.2.1

F1G.4.3.2.2
F1G.4.3.3.1

FIG.4.3.3.2
FIG.4.3.4.1

FiG.4.3.4.2

FIG.5.2.1.1(a)

Transmit waveform characteristics for M= 16 .....................
Transmit waveform spectra for M=16. .o,
Effect of increasing the size of Hadama}d matrix...............
Optimized waveform characteristics for user #1 ......cccccoo.......
SPW architecture ............ ettt e et e e e aeeeesnrreeenanne

BDE block diagram of the conventional DS-SSMA system
USING GOId COALS ..oovviviriiiiiiiiiiiee et reerer e e e eeaaaees

BDE expansion of the baseband equivalent of the
differentially encoded QPSK modulator with Gold codes........

BDE parameter screen for the custom-coded Gold
Sequence BIOCK.......cccoiriiiiiir e

Model of the Rayleigh multipath channel ...................cc......

BDE parameter screen for the Rayleigh multipath channel
BIOCK . vveeteeeeeeieee ettt

BDE expanded view of the baseband equivalent of the
Spread Spectrum DQPSK receiver with Gold codes ..............

BDE expanded view of the baseband equivalent QPSK

transmitter with pulse shaping and Hadamard codes..............
BDE expanded view of the baseband equivalent DQPSK
receiver with unoptimized waveshaping and Hadamard
COUBS ...iiiiiiiieieeeeiiirrerrrree et eerereersee e e e e e s e e raereeeeeeaeeereeseeas
BDE expanded view of the baseband equivalent DQPSK
receiver with sub-optimal waveshaping and Hadamard
COUBS uutittitieeiiirteesiirreees e e s st e e e e esessbateeeeeesabesreraeeesesennbneeeess
BDE parameter screen for the Rx Pulse Shaper filter block ...

BDE expanded view of the baseband equivalent QPSK
transmitter with waveshaping......ccccccvveeiiveeiiiiiiiiiiinnns,

BDE expanded view of the baseband equivalent DQPSK
receiver with optimized waveshaping.........occevvverveiieivinnneneenn.

BER performance of system Ain AWGN forK=1................

Xi



FIG.5.2.1.1(b)
FIG.5.2.1.1(c)
FIG.5.2.1.1(d)
FIG.5.2.1.2(a)

FIG.5.2.1.2(b)
FIG.5.2.1.2(c)
FIG.5.2.1.2(d)
FIG.5.2.2.1.1
FIG.5.2.2.1.2
FIG.5.2.2.1.3
FIG.5.2.2.1.4
#lG.5.2.2.1 5
FIG.5.2.2.2.1
FIG.5.2.2.2.2

FiG.6.2.2.2.3

FIG.5.2.2.24

FiG.5.2.2.2.5

BER performance of system B in AWGN for K = 1

.................

BER performance of system C in AWGN for K = 1
BER performance of system D in AWGN for K = 1

BER in AWGN with multiple access for synchronous
SYSIEM A et e
BER in AWGN with multiple access for synchronous
SYSIEM B oo
BER in AWGN with multiple access for synchronous
SYSIEM € et
BER in AWGN with multiple access for synchronous
SYSIEM D et
Effect of multiple access on BER performance in AWGN for
SYSIEM A e e et e
Effect of multiple access on BER performance in AWGN for
SYSIEM B ..o e e

Effect of multiple access on BER performance in AWGN for
SYSIEM C oottt eererereeaearaas

Effect of multiplelaccess on BER performance in AWGN for
system D

.................................................................................

Comparison of the BER performances in AWGN for
systems A, B, Cand D for K= 3 USerS.....cccecvviviieeeevneecnnnnenens

Effect of propagation time delay on BER 'performéhces of
system Ain AWGN for K= 3 USeIS..ccceevvirrveeeeeeeecrnrreeveee.

Effect of propagation time delay on BER performances of
system B in AWGN for K= 3 USerS....cccooieirniinieiiciiieeeeeenn,

Effect of propagation time delay on BER performances of
system C in AWGN for K =3 USerS...ccccccvveecinieeiiineeeeee e,

Effect of propagation time delay on BER performances of
system D in AWGN for K= 3 USers.........cceceveriiiieicninnnneene

Comparisons of the simulated and theoretical BER
performances of system D in AWGN for K = 3 users..............

Xii



FIG.5.2.2.2.6

" FIG.5.3.1
FIG.5.3.2
FIG.5.3.3(a)
FIG.5.3.3(b)
FIG.5.3.3(c)
FIG.5.3.3(d)
FIG.5.3.4

FIG.5.3.5(a)
FIG.5.3.5(b)
FIG.5.3.5(c)

F1G.5.8.5(d)

Comparisons of the BER performances as a function of the
maximum propagation time delay for systems A, B, C and
D in AWGN for SNR=12dBand K=3 users.......ccccccveeun.....

BER performances of the four systems in Rayleigh flat
fading channel ..o

BER performances of the four systems for K =1 user and L
= 6 paths in Rayleigh frequency selective fading channel ......
Effect of multiple access interference on BER performance
of system A for L = 6 paths in Rayleigh fading channel ..........

Effect of multiple access interference on BER performance’
of system B for L = 6 paths in Rayleigh fading channel ..........

Effect of multiple access interference on BER performance
of system C for L = 6 paths in Rayleigh fading channel..........

Effect of multiple access interference on BER performance
of system D for L = 6 paths in Rayleigh fading channel..........

Comparison of the BER performances of the four systems
for K= 2 users and L = 6 paths in Rayleigh fading channel

Effect of maximum delay spread profile on BER
performances of system A for K = 2 users, L = 6 paths and

- M =16 in Rayleigh fading channel ..........cccccevvveveevivcverevenncnns

Effect of maximum delay spread profile on BER
performances of system B for K = 2 users, L = 6 paths and
M = 16 in Rayleigh fading channel ............cccocveeviieiiinnennne,

Effect of maximum delay spread profile on BER
performances of system C for K = 2 users, L = 6 paths and
M = 16 in Rayleigh fading channel ........ccccccveerevvvivvireee e .

Effect of maximum delay spread profile on the theoretical

and simulated BER performances of system D for K = 2
users, L = 6 paths and M = 16 in Rayleigh fading channel .....

Xiii

...95

98



LIST OF SYMBOLS & ABBREVIATIONS

Oy Rayleigh distributed gain of the /th path of the k th user
a(D) initial loading of the stages of the shift registers:

{a,+,-} pseudo-random code sequence

a.(t) ~ spreading code waveform of the k th user

at Ith chip of the k th user

an n th value of the code sequence

AO/LSE Auto-Optimal with Least Sidelobe Energy

b(D) output of a R-stage linear feedback shift register generator
b, (t) cdmplex inférmation signal of the k th user |

b}‘ - jth complex data symbol of the k user

{b;} information sequence

b,‘, : p th received complex symbol of user #1 |

5,‘, estimate of the inphase transmitted bit for receiver #1
CDMA Code Division Multiple Access

A maximum delay spread of the muitipath channel

(Af), coherence bandwidth

o(t) . Kronecker del';a

D! desired signal component of the inphase branch of one arm of the

optimum DQPSK demodulator for receiver #1

Xiv



D! desired signal component of the quadrature branch of one arm of
the optimum DQPSK demodulator for receiver #1

DS ~ Direct Sequence

DS-SS . Direct Sequence Spread Spectrum

DS-SSMA Direct Sequence Spread Spectrum Multiple Access
DQPSK Differential Quadrature Phase Shift Keying

E, energy of the transmitted signal

Or, uniformly distributed random phase of the /the path of the k th
transmitter

f, common carrier frequency

FCC .Federal Communication Commission

FDMA Frequency Division Multiple Access

FH Frequency Hopped

FH-SS Frequency Hop Spread Spectrum

FM Frequency Modulation

FSK Frequency Shift Keying

Yo . average signal-to-noise ratio of the desired signal

g(D) generator polynomial

Gk an element in the k th column and /th row of a Hadamard matrix

g () transmit waveform of the k th transmitter defined in [0, T)

GINO General Interactive Optimizer

GRG General Reduced Gradient

i - sample of Gaussian noise

h(t) equivalent lowpass impulse response of the channel for the k th

transmitter

XV



LAN
LPI

7?c

nsecs
pi(t)
Pi

Pe

PCM
PCN
PLL
PN
PSK

interference component of the inphase branch of one arm of the
optimum DQPSK demodulator of receiver #1 "

Joint Tactical Information Distri‘bution System
number of users

number of Rayleigh distributed paths

Local Area Network

Low Probability of Intercept

size of Hadamard matrix

Multiple Access

white Gaussian noise

number of transmit waveforms

code period

sampled zero mean white Gaussian noise of the inphase branch
of the optimum DQPSK demodulator :

nano seconds
optimized receiver waveform
an element in the jth column and /th row of a ( M x M ) matrix

average probability of error

average probability of error for receiver #1 A
Pulse Codé Modulation

Personal Communications Network

Phase Lock Loop

Pseudo-noise .

Phase Shift Keying

XVi



TDMA
TH-

rectangular waveform defined in [0,T)

rectangular pulse defined in [0,T¢)

random carrier phase of the k th transmitter

discrete periodic autocorrelation of code b(D)

discrete crosscorrelation functions of two codes b(D) and b’(D)
symbol rate in bits/seconds

received signal

partial crosscorrelation function between the i th receiver code and
the k th interfering code defined in [0,1]

partial crosscorrelation function between the i th receiver code and
the k-the interfering code defined in [1,T]

sequence resulting from the mo‘dulo-2 operation of {b,} and
{a.}

transmitted signal of the k th user

signal-to-noise fatio

Spread Spectrum

propagation time delay of the k th signal
rms delay spread

delay of the /th Rayleigh path of the k th tfansmiiter through the
multipath channel ‘

symbol duration
chip duration
Time Division Multiple Access

Time Hopping

xvii



t(n) crosscorrelation function of a pair of Gold codes

WARC-92 World Administrative Radio Conference 1992
& equivalent complex lowpass output ‘of the sampled signal

Z; sampled lowpass output of the integrator of the inphase branch of
one arm of the optimum DQPSK demodulator of receiver #1

Z, sampled lowpass output of the integrator of the quadrature branch
of one arm of the optimum DQPSK demodulator of receiver #1

Z,‘, detection statistic of receiver #1 for the inphase branch

Xviii



CHAPTER 1

INTRODUCTION

. "Whuh? Oh, " said the missile expert. "l guess | was off
base about the jamming. Suddenly it seems to me that's so
obvious, it must have been tried and it doesn't work."

"Right, it doesn't. That's because the frequency and
amplitude of the control pulses make like purest noise - they're
genuinely random. So trying to jam them is like trying to jam FM -
with an AM signal. You hit it so seldom, you might as well not try."”

"What do you mean, random? You can't control anything
with random noise."

The captain thumbled over his shoulder at the Luanae
Galaxy. - "They can. There's a synchronous generator in the
missiles that reproduces the same random noise, peak by pulse.
Once you do that, modulation's no problem. |don't know how they
do it. They just do. The Luanae can't explain it; the planetoid
developed it."

England put his head down almost to the table. "The same
random," he whispered from the very edge of sanity.

THEODORE STURGEON, "The Pod in the Barrier,"
Galaxy, Sept. 1957;

reprinted in "A Touch of Strange"

Doubleday, 1958

The above passage clearly illustrates some of the peculiar characteristics
of a Spread Spectrum (SS)'system. It defies, common logic that a signal could
be modulated with random noise (whose characteristics are known) and have

perfect recovery of the original signal at the receiver using an exact copy of the



noise. Due to this unusual phenomenon, this process was known as noise

modulation during the 50's.

1.1 Historical Developments

Spree}d Spectrum had its beginnings as early as the mid 20's[1] where
the groundwork in information and communication theories were laid by some
prominent researchers in that period: Weiner[2], Whittaker[3-6], Hartley[7],
Nyquist[8], Kotelnikov[9], Shannon[10] ahd Gabor[11]. The explosion of
activities in SS started during World War Il as the Allies and the Germans

searched for a secure communication system with anti-jamming capabilities.

GROUPS '40 '45 '50 ‘55 '60 '65
SYLANIA AN/ARW-50 WHYN  HUSH-UP BLA]DES
\ ARC-50
T REX FASIMILIE SYS. NQISE WHEELS
MIT . NOMAC FdC-A RAKE
JPL PN SGW CODORAC
MAGNAVOX ‘ ARC-50
FH&TH SHANNON pe. h
SSCONCEPTS | wemeR THEORY 0S-SS  SSISYSTEM DEVELOPMENT

FIG.1.1.1 Approximate time lines for the development of SS
systems and concepts [1].

The evolution of SS systems by various research groups can be seen in
Fig.1.1.1. Despite the cloak of secrecy over these projects, there were still

rampant exchange of ideas resulting in the prototype of BLADES, the first fully
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operational Frequency Hdp Spread Spectrum (FH-SS) system and the ARC-50,
the first fully operational Direct Sequence Spread Spectrum (DS-SS) system.

The last decade has been named the "Computer Decade" and now, with
the evolution in communications, this decade will be called the
"Telecommunications Decade". With an increasing need to communicate,
particular attention is focused on the efficient use of the a\}ailable frequency
spectrum. Along with the declassification of documents associated with SS,
many companies have proliferated to manufacture SS equipment for
commercial uses. .In addition, three frequency bands, 902 - 928 MHz, 2400 -
2483.5 MHz and 5725 - 5850 MHz were made available to commercial SS
users in 1983 by the U.S. Federal Cohwmunication Commission (FCC). These
events have stimulated interest in SS, little known to most people until the early

1980s.

1.2 What is Spread Spectrum (SS)?

For a system to be classified as a SS, it must possess certain

characteristics whose definition can be stated as follows[12]:

"Spread spectrum is a means of transmission in which the
signal occupies a bandwidth in excess of the minimum necessary
to send the information; the band spread is accomplished by
means of a code which is independent of the data, and a
synchronized réception with the code at the receiver is used for
despreading and subsequent data recovery."



According to this definition, it can be seen that not all modulation
techniques that use a transmission bandwidth much greater than that required
for data transmission can be classified as SS. Some examples of such

schemes are FM, PCM and low rate coding.

1.2.1 Model of SS System

The constituents of a SS communication system can be seen from
Fig.1.2.1. At the transmitter, the information bits are encoded and then
modulated before passing throlugh the channel. Once the transmitted signal is
received, it is demodulated and decoded. The blocks described so far are the
basic elements of a conventional digital communication system, regardless of
the different modulation techniques(eg. PSK, FSK, etc.) and coding schemes(

eg. block codes, cyclic codes, etc. ) employed.

Transmitter : , Receiver
Information :
Channel ; R Channel
— Encoder Modulator : Channel :,Demodulator Decoder [
‘ ; 1 Decoded
: ' data
PN - ! PN
Sequence | i | Sequence
Generator | + - | Generator

FIG.1.2.1 Model of SS communication system
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F1G.1.2.2 Power spectrum of original narrowband signal after
(a) spreading and (b) despreading.

In the case of a SS system, besides ‘all these elements, there are two
identical pseudo-noise (PN) sequences or code generators. The generator
output at the transmitter consisting of pseudo-random values of { £ 1 } multiples
with the encoded data. This multiplication process is equivalent to correlation in
the frequency domain, that is , spreading .of the band\;vidth of the narrowband

signal, thereby minimizing the power per unit bandwidth (W/Hz) as depicted in
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Fig.1.2.2. The extent of bandwidth spread is directiy related to the length of the
PN code generated. . The received signal is then demodulated before
despreading using a similar PN code generator to remove the random patterns
from the signal. In effect, this collapses the wideband signal into a high-energy

narrowband signal.

Synchronization of the PN sequences at the transmitter and the receiver
is absolutely necessary for the proper decoding of the received signal.
Achieving this level of synchronization problem is two-fold. Firstly, the receiver
PN code or sequence phase has to be determined from the received signal - a
process known as code acquisition. Secondly, the code phase must be
continuously maintained, ie. continuous tracking of the code. This tracking
process, using a delay-lockgd loop, is. very similar to the phase-locked loop

(PLL) which is for the generation of a carrier reference.

1.2.2 Types of SS Systems

The two basic forms of SS are the Frequency-Hopped (FH) and Direct
Sequence (DS) systems. In a FH system, the allocated spectrum is divided into
a large number of disjoint frequency slots and during transmission, the signal
can occupy any one of these slots. The occupancy of the frequency slots,
known. as the hopping pattern, is determined pseudo-randomly using a PN
generator. In contrast, the transmitted signal of a DS system is modulated

directly with the pseudo-random signal of a PN generator. Additionally, DS
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signals occupy the entire bandwidth all the time as compared to the narrow

bandwidth taken up by the FH signal during each hop.

Besides FH and DS system, there are other forms of SS systems. One
form is Time Hopping (TH) which is analogous to FH. Here, the time interval
(much larger than the reciprocal of the information rate) is divided into a large
number of time slots and the transmitted signal hops pseudo-randomly in these
slots. Other methods involve a combination of SS systems. A possible
combination is a hybrid of DS/FH. With all these systems, only the DS-SS

system will be discussed extensively.

1.3 Why spread?

In a SS system, the data occupies a large portion of the available
spectrum. This seems contradictory because for decades, communication
engineers have been trying to compress as much information as possible into
an ever deqreasing bandwidth. Obviously, there are reasons for spreading and
depending upon the application, certain benefits can accrue. Some of the

reasons are:

jamming resistance

(1)

(2) interference resistance

(3) low probability of intercept (LP1)

(4) multiple access capability

(6)  ranging capability

(6) combating multipath effects

(7)  coexistence with non-spread signals.



Although SS seems to possess all the key ingredients of a good communication
systems, it should be noted that it will not do everything. For instance, SS
communication is not totally secure (ie., a persistent listener with the necessary
equipment is capable of intercepting the message). However, to ensure
security of communication, standard encryption algorithms can be applied

which are now available commercially on integrated circuit chips.

1.4 Applications of SS

Traditionally, SS was used extensively by the military for secure and anti-
jamming communications. Even today, the military is still a major player of SS
as seen by the proliferation of satellite communications and the presence of the
Joint Tactical Information Distribution System (JTIDS). This scene is slowly
changing in face of the disintegration of the USSR and consequently, a
reduction in defense spending. Presently, the military contractors and
manufacturers of SS are exploring new venues to export their expertise to:

commercial applications.

With the attendance of about 1000 delegates representing most of the
world's countries in Torremolinos, Spain for the World Administrative Radio
Conference 1992 (WARC-92, Feb.3 to Mar.3) dealing with frequency allocation,
SS is becoming an increasingly attractive alternative for the elimination of the
cost and political considerations_involved with the shuffling of the spectrum[13].
This is possible because SS allows new users to share the spectrum with

existing users. To illustrate this point, FCC has authorized, in May 1991, a two
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year demonstration program for a SS Personal Communications Network
(PCN) at two locations: Houston, Texas and Orlando, Florida. In both places,
the 1.85 - 1.95 GHz band will be shared between SS PCNs and the local gas *

and electric utilities{14].

Al.though SS technology is a mature field, its applications in mobile
telephony is a recent event. There is a potential that it can replace Time
Division Multiple Access (TDMA) which is the current proposed technique for
mobile cellular radio communications in North America. With its multiple access
capability, it is expected to increase the number of users per cell over that of
' TDMA. In addition, SS allows asynchronous transmission and thus, could
subsist with less stringent timing requirements. The idea of using SS to resolve
multipath fading in a mobile environment is fairly new where it can be used to

improve system performance.

There is a predicted growth in SS applications in in-buildfng wireless
communications network. The major cost of a convention:al Local Area Network
(LAN) i_s the hard wiring required to connect all the terminals. Furthermore,
those wirings leave behind a confusing and unmanageable maze. [f more
terminals had to be added or the system reconfigured, the costs would escalate.
This escalation in cost increases with the age and complexity of the building.
However, with SS, the last 100m of the wiring costs could be eliminated and in
addition, cellular technique can be applied to allow frequency reuse between
different floors of a building. This would certainly improve the cost effectiveness

and flexibility of the system.
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Other possible scenarios where SS can be used are wireless alarms,
police radar and covert communications. For wireless alarms, each floor of a
' buiiding can have several sensors placed at different locations without wiring.
These sensors would report to a central transceiver, which in turn is connected
toa Iocél police or fire station. Since each sensor possesses a unique code, it

can indicate the location of trouble.

Among all these possible applications of SS, this thesis will -only
consider the use of the alternate system in a multi-user indoor wireless
communications environment for the transmission of either data or voice where
the available bandwidth is limited. Possible applications include the
transmissions of public safety ( example, fire alarms ), utility and distress
information from a central transceiver to sensors situated at different locations.
In such applications, conventi.onal SS. techniques will be ineffective because of
the large bandwidth requiremeni and the limited number of codes,
conseqUe_ntly the number of sensors, that can be generated. If security ié of
concern, this system can be combined with coding, for example, using

Hadamard codes or Gold codes.

1.5 Thesis Overview

In Chapter 2, the basic components of the conventional DS-SSMA with
Gold codes, some of its problems and the solutions that have been applied are

reviewed. An alternate, spectrally efficient system using wavesha'ping, its
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design and the constrained optimizétion procedure to obtain the optimized
waveform will be described in Chapter 3. In addition, the theoretical Bit Error
Rate ( BER ) for the prediction of the upper bound of the performance of the
proposed system is presented. Simulation models, built using a software tool
called Signal Processing Worksystem ( SPW ), along with its major
components, functionélity and implementation are presented in Chapter 4.
Presented in Chapter 5 are ihe performances of the conventional and proposed
system in AWGN, for both synchronous and asynchronous transmission mode,
as well as in a Rayleigh multipath fading channel. Finally, some concluding
remarks about the results and recommendations for improving the

performances of the proposed system are discusséd in Chapter 6.
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CHAPTER 2

CONVENTIONAL DIRECT
SEQUENCE SPREAD SPECTRUM
'MULTIPLE ACCESS(DS-SSMA)

2.1 Introduction

Spectrum is a valuable commodity. When mobile cellular radio
communications was first proposed by Bell Laboratory betWeen 1947 -
1970[15], there was considerable deliberation regarding spectrum allocation.
This problem still persists today.f During spring of 1992, thousands of delegates
from around the world assemblied in Spain for the WARC-92 to discuss
frequency allocation. Evidéntly, efficient utilization of the radio spectrum is an

international concern.

One technique that allows efficient sharing of spectrum is multiple access
(MA) - a method which permits a number of users to access a common
communication channel. The two common forms of MA techniques are
Frequency Division Multiple Access (FDMA) and Time Division Multiple Access
(TDMA). In FDMA, the allocated bandwidth is subdivided into a number of
disjéint frequency bands where each band is allocated to a terminal with its own
carrier frequency as shown in Fig.2.1.1. If these bands were demand assigned, |
then any idle band can be utilized whenever a user sends a request to transmit
or receive. Otherwise, a user or terminal can only use its own allocated band!

The maximum number of users that can be serviced is governed by the total
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available spectrum and the width of each band. A compromise needs to be
made between the desire to accommodate as many users as possible and the
concerns of practical filter realizations and cross-talk as the width of the band
reduces. Despite these shortcomings, FDMA permits users to transmit or

receive asynchronously thereby eliminating complex timing circuits.

band

Total available bandwidth

FiG.2.1.1 FDMA Format

The structure of a TDMA is shown in Fig.2.1.2. Here, a predetermined
time frame is subdivided into a large number of time slots where the maximum
number of terminals that can be served is determined by the size of the slot.
Transmission by a terminal can only ‘occur in its own allocated slot, utilizing the
entire allocated bandwidth. Each slot is again :divid‘ed into two components:
data and preamble. Preamble contains all the information for the proper
reception and decoding of the received signal. Even though it constitutes an
overhead to the system, it is necessary for slot synchronization, carrier

synchronization, bit timing and word synchronization. TDMA must deal with
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conflicts between serving the maximum number of ferminals and reducing the

complexity of the synchronization circuits.

- Frame
Slot Slot Slot Slot Slot
1 2 3 * * * N-1 N
-7 T~ -
7 ~ -
Ve ~— .
7 -
7 -~ -
o Slot -
Preamble Data bits
I \\\\\\\
I ~~~~~~~
| e~ -
Guard Carrier Bit-timing Unique
time recovery | recovery word

FI1G.2.1.2 TDMA Format

Besides FDMA and TDMA techniques, there is a third form called Direct

Sequence Spread Spectrum Multiple Access (DS-SSMA). This is a derivation

of Code Division Multiple Access (CDMA) which is used extensively in military

and navigational satellite communications. In Section 2.2, the conventional

DS-SSMA system model and its constituents will be examined. Some of the

problems associated with the conventional system will be highlighted in Section

2.3. Section 2.4 will introduce some of the measures that were applied to

© suppress the problems encountered with the conventional DS-SSMA system.
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2.2 Model of DS-SSMA System

In DS-SSMA, there are more than one transmitter accessing one
communication channel as illustrated in Fig.2.2.1. The kth receiver is only

interested in the kth transmittér and all other transmitters are treated as

~

interference.
b, (1) 5.0 :
Modulator »| Radio Channel h,(t) |-
21 Additive white
Spreading gaussian noise
Code #1 n(t)
by(t) saft) )
Modulator =i Radio Channel h,(t)
% as(t)
Spreading
Code #2
[ ] [ L ]
[ ] L J [}
[ 4 L ] [ ]
bK(t); | s dt)
Modulator Radio Channel hy(t) |
: ag(t)
S di
Code #K
F1G.2.2.1(a) Block diagram of the transmitters of a conventional
DS-SSMA system
¢ - A
r(t) T b, (1)
—= Demodulator] J.o( ) dt c>(0 _-l-_ -
21t Threshold
Spreading detector
Code #1 .

FIG.2.2.1(b) Block diagram of the receiver for user #1 of a
conventional DS-SSMA system
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This technique is completely different from TDMA or FDMA. Addressing
of each transmitter is achieved through a unique periodic pseudo-random
binary sequences. At the receiver, the desired transmission is extracted
through correlation of the properly synchronized correct sequence.
Transmission occurs over the entire bandwidth of the Qhannel. With this system,

the following advantages can be attained:

(a) aSynchronous transmission
(b)- low probability of intercept (LPI), anti-jamming
(c) narrowband interference rejection

2.2.1 Transmitter

The transmitter model of a K user DS-SSMA is shown in Fig.2.2.1(a).

The complex information signal transmitted by the k th user is given by

(=]

b (t)=) bkPL(t-]T); 1<k<K @.1)

RS

where bjl-( is the jth complex data symbol of the k th user, P (t) is a rectangular
. waveform defined in [0,T), K is the number of users and T is the symbél
duration. Each user is assigned a unique code waveform ay (t) which consists
of a periodic sequence of rectangular pulses with values { £ 1 } and duration T..
Hence, the spreading code ay(t) can be defined as

N, -1

a.(t)= Y, akP (t-IT); 1<k<K (2.2)
/=0
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where af‘ is the /th chip of the k th user, N, is the code period and Pr.(t)isa
rectangular pulse in [0, T¢) with duration T, and energy

T, |
j; PEM)dt = T, | 2.3)

Since N, = T/T,, there is one period of code sequence per data bit. The code
period determines the performance improvement achievable and is often

referred to as the processing gain[16] of the system.

1| '1121 ! ||3 I ?l I j
I 'I T
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+1 oo : :
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LT b
+ NumB — | wEE
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{aj+i} } T * 1 i >
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A = e
1 | | I II'I | { | }
| | | [ | |
{bjHaj.i} | | N e R
| | l [ [ |
-1—1|2|3 4'12i3 al1l2lslaitlzlslal |
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| | I | L l' 1 | L] ] ] ¥
| . | !
FIG.2.2.1.1 DS spreading process

Spreading of the bandwidth occurs when the information sequence { b; },

j=12, ... , is added modulo-2 (exc‘lusive-OR) to the pseudo-random code

sequence { a,; }, i=1,2, ..., N, , thatis,
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s, = b®a (2.4)

fi Jwi

where {s;;} is the resulting sequence. This is equivalent to the multiplication of
the two sequences togethier as illustrated in Fig. 2.2.1.1 for a code period N, =
4. It should be noted that for a practical system , N, > 100. After spreading, the

sequence is modulated with a carrier. Thus the k th transmitted signal is given

by
5 E .
5(t) = S Re| a (t) b (t)ei(2mt+8)] ; 1<ksK  (25)
wherg
.
E, = fs;(t) ot (2.6)
0

is the energy of the transmitted symbol, £, is the.common carrier frequency and

0y is the random carrier phase distributed uniformly between 0 and 2x..

2.2.2 | Pseudo-Noise (PN) Generator

The spreading codes that were employed in Fig.2.2.1 are produced from
a binary shift register generator with values { + 1 }. Ideally, this code would be
an infinite sequence of equally likely random binary digits. However, this is not
possible because of the infinite storage requirement at the transmitter and
receiver. Hence, periodic pseﬁdo-random codes (PN codes) with noise-like

properties are often used.
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One such PN code generator is shown in Fig.2.2.2.1[16]. The boxes in
this figure represent the unit delays or shift registers while the circles with
coefficients represent a connection if the coefficient is a "1" or no bonnection if
the coefficient is a "0". Modulo-2 addition is performed.by circles with "+". The
output of the circuit is theﬁ fed back to certain stages of the shift registers. A
conveniept representation of the status of the feedback connections and the
cbntents o% the shift register is the use of a polyndmial with octal notation.
Hence, the output of a R-stage linear feedback shift rggister genefator can be

given by

b (D) = ) | 27)

where a (D ) is the initial loading of the stages of the shift registers consisting of
"1"s and "0"s, except all "0"s, and g (D) is the generator polynomial. Depending

on the type of generator polynomial used, different codes would be generated.

. b(D)

O-T—-1-®
O ® ® @

FI1G.2.2.2.1 R-stage high speed linear feedback .
shift register generator |

The binary maximal-length linear feedback shift register sequences,

often referred to as the m-sequence, is one form of generator polynomial that -
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has been studied extensively[17] because of its excellent periodic
autocorrelation properties. This discrete periodic autocorrelation function of a

~ code b (D) can be defined by

= 1
O ( - _N— 2 n n+k (2:8)

where Nis the code period and a, is the n th value of the code sequence with
values { £ 1 }. For an m-sequence, the autocorrelation function is two-valued as

illustrated in Fig.2.2.2.2 and is given by

I 1.0 k=IN,

0, (k) =
b
1
\ N_c /<¢/Nc

where | is any integer. The maximum possible period, N, = 27 - 1, obtainable
with a n-stage linear feedback shift register is a characteristic of an m-

sequence.

Op(K
b(K) NoT, |
1.0 [~ -
a
¢ Ne
K
J j 1 ¥ L ¥ | S————— —
i T

FI1G.2.2.2.2 Autocorrelation function of a m-sequehce
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In SSMA, crosscorrelation properties are just as imp'ortant as the
autocorrelation properties of a sequence. Since each user is assigned a
different code, then theoretically, all interfering users will not be despread at the
receiver, hence causing little interference to any single user. The amount of
interference generated is directly related to the crosscorrelation propetrties of
the different spreading codes. The crosscorrelation function of two codes b (D)
and b'(D) is given by

Nc‘1
Bpp (K ) = /—1/- Y aya,, - (2.10)
Cn=0 .

" One set of codes, known as the Gold codes which was invented by the
Magnavox Corporation in 1967, has a well-controlled crosscorrelation function.
Unlike the crosscorrelation between pairs of m-sequences which may be many-

valued, the crosscorrelation function of a pair of Gold codes is three-valued as

given by
. B
R |
1 '
v , | 2.11)
L [t(n)-2]
[
where
f 142(n+1)/2 for n odd
t(n) =
| {po(n+2)2 for n even

Gold codes are generated using a pair of preferred m-sequences as

illustrated in the shift register configuration of Fig.2.2.2.3. For n=7, the output of
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the two m-sequence generators (with polynomials 211 and 217) are added
modulo-2 to produce‘av barticular class of Gold codes. The resulting 2n-stage
linear feedback shift register is not maximal-length since the period is given by
N, = 2" -1. Equivalently, the same Gold codes ;:an be generated by takihg the
product of the two preferred m-sequencés to give the polynomial 41567. The
set of Gold codes and their initial loading conditions usred throughout this thesis,
often known as Auto-Optimal with Least Sidelobe Energy (AO/LSE), is extracted

from [18] and summarized in Appendix A.

. - - - - P

Gold

g(D) =1+D%+ D’ A code
| (D) = 1+D +D%4+ D% D’ ,
FI1G.2.2.2.3 Gold Code generator with polynomial 41567

2.2.3 . Indoor Wireless Channel

A received radio signal in an indoor channel is subjected to severe
signal degradation because of propagation path loss, short term or multipath
propagation effects and Doppler effects. Propagation path loss can be as large
as 30 dB for a distance of one metre from the transmitter ‘and a further 2. dB

attenuation for each subsequent metre[19].
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Multipath propagation arises when a receiver picks up several copies of
a transmitted signal including the direct signal (if present), via a number of
reflected paths. In fact, for an indoor environment, this may be the only mode of
transmission in situations when the receiver is around a sharp corner as shown
in Fig.2.2.3.1. Although‘ it may seem that multipath propagation is sometimes
beneficial, it does however cause two detrimental effects known as delay

spread and multipath fading.

Portable

Water Receiver

fountain

Transmitter

' FIG.2.2.3.1 Multipath propagation

When a transmitter sends an impulse signal to the mobile unit, the
received impulse signal would be spread because of the difference in arrival
times of each reflected path. This phenomenon is known as delay spread[20]
and is illustrated in Fig.2.2.3.2. From Fig.2.2.3.2(a), it can seen that the received
discrete impulse responses are smeared to form a continuous signal with a
delay épread of length A. To prevent intersymbol interference (ISl), the
signaling rate of the transmitter is determined by the length (less than 1/A) of this
delay spread. A typical delay envelope of an indoor channel is shown in

Fig.2.2.3.2(b).
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Portable
Receiver

Transmitter j

FIG.2.2.3.2(a) llustration of delay spread

-60-r

E-1005"'/\""\~

B)

2 okl M
S 120-Fo] '(\V’
T 140 AT R PYY,Y .
o 1 I el
S 160
A0
0 100 200 300 400 500 600

Time (ns)

FIG.2.2.3.2(b) Typical delay spread of an indoor channel

The components due to multipath at the receiver can add up
constructively to produce strong signals or destructively to produce weak
signals. Destructive addition can cause severe fading of the received signal
strength as shown in Fig.2.2.3.3. These fades can be as great as 30 dB and
any transmission would be lost for the duration of the fade. This fading
phenomenon can be described statistically by a Rayleigh distribution and

hence is commonly known as Rayleigh fading.
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FIG.2.2.3.3 Typical received fading signal of an indoor channel
with a mobile speed of 1 m/s '

The Doppler effect causes a shift in the frequency of the received signal
due to the movement of the mobile receiver relative to the transmitter. The
speed of the mobile unit and its direction of travel with respect to the transmitterr
will determine the amount of Doppler shift. In an indoor channel, this effect is

insignificant because of the relatively low speed of the mobile terminal.

Throughout this thesis, the indoor wireless channel will be modeled as a
multipath Rayleigh fading channel. Since the bandwidth of a transmitted signal

of a SSMA system is larger than the coherence bandwidth[20], defined as

(Af), = (2.12)

1
A
where A is the maximum delay spread of the multipath channel, the channel can
be resolved into a number of discrete Rayleigh faded paths. The channel delay
spread and the bandwidth expansion of the signal will determine the number- of

resolvable paths.
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For the k th user, there are L Rayleigh distributed paths and each path is
received at random time instants t,,, /=1, 2, ..., L where t;, is assumed to be
uniformly distributed over [0, T). To reduce ISI, the information rate is kept

below the channel coherence bandwidth. Hence, the equivalent lowpass

impulse response h(t) of the channel for the k th user can be denoted as

L
he(t) = O, owy8(t-te) eits (2.13)
I=1

where 6 (t) is the Kronecker delta, oy, is a Rayleigh distributed path gain and
dy 1 is the uniformly distributed random path phase over [0, 2x). Acéording to G.
Turin[23], it will be assumed that all the parameters of all the paths are mutually
uncorrelated over their specified range. Moreover, the parameters are

assumed to be time invariant.

2.2.4 Receiver

The multipath channels cause all the transmitted signals to arrive at the
desired receiver with unequal signal strength. Therefore, to simplify the
analysis of the performance of the system, it is assumed that some form of
average power control for the transmitters is in effect such that the received
signal power from all users is the same. As depicted in Fig.2.2.1, the
conventional SSMA receiver is of the single-user detection type, that is receiver
#1 is only interested in the signal of transmitter #1 and ignores all other

transmitted signals. Therefore, the received signal can be modeled as the
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summation of the convolution of the transmitted signals with their corresponding

multipath channels. The received signal is given by

5E K L ’ :
r(t) =4/ SFfe{ > Z Ok 18k (t- k1= k) b (£~ B s~ %) -
K. -

k=1
exp [j(2mfut + Ok + Gy - 2mbatk - 2oty )]} +(t)  (214)
where 7 is the propagation time delay of the k'th signal and n (t) is white
Gaussian noise with a double-sided spectral density of N /2 (Watts/Hz). The
time delays associated with 'each transmission arise because of the
asynchronous transmission of the system and they are assumed to be mutually

uncorrelated.

In the rest of this thesis, the receiver (denoted as #1) is assumed to be
time synchronized to the first arrival of the desired'sigrjal. Therefore, the
transmission delay of user #1 is ignored (ie., 7y = 0). After demodulation of the
nreceived signal, receiver #1 decorrelates the des;iredésignal with a code
waveform given by eq'uations (2.2) and (2.3) where in this case, k = 1.
Therefore, the sampled signal can be expressed in terms of the equivalent

complex lowpass output as

L T |
> auj a(t-t, )by (t-t, )a,(t) exp[j(g,,+6]ct
0

K L r ,
+ >y ak’,f a(t-t, ~t)b (t-t, - t)a (t).
expj(gu+ Ek)at] + 7 (2.15)
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where 1 is a sample of Gaussian noise with zero mean and variance (N,T/ 4),

Oy = O, —2xf 1, ,and O, =6, -2nxf.7,. Using equation (2.1), the above

equation can be rewritten as

E= a, - blexplj( o, +6,)
2E_ & " .
+ Ts > @ ,/[bJ rog(t )+ b, ’1,1“1,/)]9’“’ [/ (9"1,/*@1)]

1
2 F K L
. K K
+ TS > 2 “k./[b-1 Fpa (e + T4 ) + Dol (ty +Tk>]’

exp [ (@ + O]+ 1 . (2.16)

Since all the transmitters operate with the same fixed data rate, only two symbol
intervals can contribute to correlation as illustrated in Fig.2.2.4.1. This results in

partial crosscorrelations between the receiver code ay (t ) and the interfering

codes which are defined by
Tk 1 (r) = j.ak(tw)aj(t) at (2.17)
0
and

?“(T) =fak(t-1:)a1(t)dt. (2.18)

The first term of equation (2.16) is valid provided that the receiver code is
properly correlated with the received code sequence via the-first Rayleigh faded
path due to the delay lock assumption at the desired receiver. Upon close

examination of equation (2.16), it can be seen that the desired signal .at the
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output of the decorrelator is represented by the first term. Due to the different
paths undertaken by the désired transmitter, replicas of the desired transmitted
signal are generated and denoted by the second term. If a diversity scheme
was employed, this term would be combined to the desired component to
improve the decoding process. Since diversity is not the objectivé in this thesis,
this second term is treated as self-interference. The simultaneous
asynchronous transmissions of all active users of the system undergoing the
different»mUItipath propagation as the desired signal is indicated by the third
term. Except for the desired signél, the second and third terms can be treated
as additional noise components being added to the system which ultimately
. affects the symbol decision. However, if the channel was Gaussian and there
was only one user, the second and third terms disappear, leaving only the

“desired signal and the sampled Gaussian noise.

bpkﬁk(t) | bpk-ﬁk (t)

7/////%&\\\\ IE

;;;;; »

b;'; d; (t |

T+pT (p+l1)T

p
FI1G.2.2.4.1 Symbol alignment for i th receiver

2.3 Problems with Conventional DS-SSMA

In the last section, we have described the application of SS to provide

multiple access capability for asynchronous transmissions. However, the
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performance of such a system (using a simple correlator receiver) is severely
limited by the crosscorrelation effects of the code sequences in a multipath
- Rayleigh fading indoor channel and the number of users that can be supported

as shown by Kavehrad[22]. Two scenarios were examined in his work.

In case (1), the receiver terminal was stationary and hence, managed to
acquire one strong non-Rayleigh faded path from the desired transmitter.
Referring to equation (2.16), this situation is analogous to a dominant first term
resulting in correctly decoded signals and negligible contributions from the
second and third terms. This operational mode produced reasonable
performance even when 10 asynchronous users were in the air resulting in only
-2 dB degradation with average probability of error of 10-10. at SNR =13 dB,
relative to the ideal situation (Gaussian channel). However, when there was no

strong path, the performance degraded dramatically.

In case (2), the transmitter and receiver terminals were mobile and the
signals arriving at the desired receiver via different paths were Rayleigh faded.
Now, with only a single Rayleigh faded path in the absence of any multiple
access interference, the performance was much worse than that for the first
case due to a greater attenuation of the desired signal. T-he infamous 'near-\;ar'
problem arises when a second transmitter came on the air because the signal
from the interfering transmitter was stronger at the receiver than the signal from
the desired transmitter. The correlator receiver's inability to reduce the
crosscorrelation effects between a pair of finite length spreading code

sequences caused the interference (third term) to be significant. Kavehrad
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showed that a saturationi in the error probability performance, in the absence of

thermal noise, can be approximated by

im p ~ __1
fpmree P 6N, (2.21)

where N, is the code period and Y% is the average signal-to-noise ratio (SNR) of

the desired signal.

The same crosscorrelation effects between the interfering transmitted
codes and the desired receiver code also limits the maximum number of users
that can be accommodated without severe degradation. in error probability
performance. For the case of a set of Gold codes with 2n stages (where n =7),
the maximum number of codes ( consequently, the number of users ) with

minimum sidelobe energy is limited to 10 [18].

2.4 Previous Work

We have seen in the last section that the principal shortcoming of a DS-
SSMA system is the 'near-far' prob‘lem which arises from the conventional
correlator receiver's inability to reduce the crosscorrelation effects between the
desired receiver and the interfering transmitters. Although SSMA has no
physical limitation in the number of user, its claim is subjective. In a scientific
study, this limitation is megsured in terms of the average probability of error

performance and is determined by the extent of the 'near-far' effect.



32

Over the past few years, several researchers have devised schemes to
combat or control this problem. One receiver proposed by Verdu[24] yields the
optimum receiver. This is a centralized, multi-user maximum likelihood
sequence detector consisting of a bank of single-user matched filters whose
outputs are decoded using Viterbi algorithh. It demonstrated the ability to
reduce the crosscorrelation effects resulting in a performance gain that is far
superior to the conventional receiver. However, this optimum detector requires
the knowledge of the signal waveforms, received energies and synchronization
of the bit and phase of each active users. Such stringent requirements are very
difficult to satisfy, especially in an indoor multipath fading environment. In
addition, thé complexity of the receiver increases exponentially with the number

of users ( O (2k)).

An attempt to reduce the complexity of the optimum receiver resulted in a
suboptimal linear detector[25] whose complexity increases linearly with the
number of users. It was shown that the performance achieved with this detector
approaches that of a optimum receiver. In contrast to the optimum receiver, no
knowledge of the received energies is required. However, like the optimum
detector, it requires the knowledge of the signature waveforms of the interfering

users.

Similar to the optimum receiver is a detector based on a multi-user
detection strategy using successive MA interference annihilation scheme[26].
This technique yields a performance that approaches the optimum receiver and
in contrast to the optimum receiver, its complexity only varies linearly with the

number of users. Again, this receiver requires the knowledge of the received
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energies. Although estimates can be used in the absence of exact information,
studies[27] have shown that the performance deteriorates drastically if

inaccurate estimates were used.

The multipath phenomenon is often treated as a nuisance which has to
be suppressed. Instead, it should be seen as an opportunity for diversity
reception to improve system performance. A rake receiver [23] is one such
device. Signal from a transmitter arrives at a receiver via many paths and the
rake receiver, consisting of a bank of correlators spanning a region of delay
sufficiently wide to encompass all the significant echoes, synchronized the
correlators to its respective delays and add the outputs to improve system
performance. In a multiple access system, the re;:eiver would only collect the
energy of the desired transmitter and does not attempt to reduce the

interference from other interfering users.

Although the single-user caorrelator receiver yields inferior performance, it
appears to be most appropriate for many applications due to its simplicity. The
motivatlion of this research is to develop a strategy to reduce the
crosscorrelation effects (and hence the 'near-far' problem) hence optimizing or
suboptimizing the conventional correlation receiver. This also implies an

increase in the capacity of the system.

2.5 Summary

In this chapter, we have discussed the various MA techniques and their

major differences. A model of the DS-SSMA system was presented and
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detailed descriptions of the transmitter, PN generator, indoor wireless channel
and receiver were provided. Although the conventional DS-SSMA system
offers several advantages over other MA schemes, it suffers from the 'near-far'
problem and limited capacity. To improve this 'near-far' resistance, several
solutions were briefly introduced. However, due to their complexities and large
bandwid.th requirement, alternative schemes should be investigated, which

instigated this research.
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CHAPTER 3

ALTERNATE SYSTEM

3.1 Introduction

In the previous chapter, we haye identified some of the problems
associated with the conventional DS-SSMA system that yield an inferior average
error probability performance which in turn, limit the capacity of the system. To
reduce or control these problems, several receivers were introduced. However,
these receivers are impractical in an indoor wireless channel due to their large
bandwidth requirements and complexities, which increases either exponentially

or linearly with increasing number of users in the system.

The objective of this research is to develop an optimal or suboptimal
receiver using waveshaping. This structure exploits the simplicity of the single-
user correlation receiver which, would produce a far superior error probability
performance than that of the conventional receiver. Details of the modified
system are presented in Section 3.2. A theoretical average probability of error for
the optimal receiver is shown in Section 3.3. In Section 3.4, the selection of the
transmitter waveforms and the formulation of the optimization problem to obtain
the receiver waveforms, based upon the reduction of‘ the average error
probability, are described. Finally, in Section 3.5, a plan to evaluate the system

performance is presented.
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3.2 Modified DS-SSMA system

The basic components of the modified system is very similar to the
conventional system. Unlike the conventional system, each user of the modified
system is assigned a pair of unique signature waveforms, one for the transmitter
and the other for the receiver. These waveforms differ greatly from the
rectangular waveforms. By having an additional degree of freedom ( unique
waveforms ), the system has a potential for increasing the capacity of the system.
Reduction or control of the 'near-far' effect is achieved through the optimal or

suboptimal selection of the pair of unique waveforms.

3.2.1 Transmitter

information b, () s ()
,6(\ - Modulator » Radio Channel h, (t)
\f/ a1 Additive white

Transmit waveshape | | Spreading gaussian noise
gt Code #1 n(t)

information b,(t) so(t)
)— X Modulator »{ Radio Channel h,(t)

\f/ az(t)

Transmit waveshape Spreading
ga(t) Code #2

r(t)

b

[ ]
[
[ ]
information bk(t) s dt)
Q Modulator »| Radio Channel hy(t)
7\{/ ag(t)

Transmit waveshape | |Spreading
ak{t) Code #K~

FIG.3.2.1.1 Transmitter of a modified DS-SSMA system
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The transmitter of the modified DS-SSMA with waveshaping is shown in
Fig.3.2.1.1. Comparing this model to that of Fig.2.2.1(a), the only difference is
the block containing the unique transmit waveform. Hence, slight modification to

equation (2.1) results in

b,(t) = Y bj’.‘gk(t) ; 1<k<K (3.1)

l:-oo

where b;( is the j th complex data symbol of the k th user, K is the number of

users and gk (t) is the k th unique transmit waveform defined in [0,T). The

energy of this waveform is denoted by

f gk2(t) dt = T. (3.2)

Since the remainder of the transmitter model remains the same, the
unique spreading waveform ay (f) and the energy in equations (2.2) and (2.3) are

valid and are restated here by

and
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respectiv‘ély. It should be noted that the unique code sequence { af‘} of length N,

is not limited to the Gold codes and is optionél, providing an additional level of
security to the system. After carrier modulation, the k th transmitted signal can
be given by équations (2.5) and (2.6) where the information signal "bg(t) is
replaced, respectively, by equations (3.1) and (3.2).

3.2.2 Multipath channel

To make a fair comparison between the error probability performance of
the conventional and that of the modified DS-SSMA systems, the same multipath

Rayleigh fading channel described in Section 2.2.3 will be used.

3.2.3 Receiver

(pr)T
% ; % pr

V2 cos(2m f-t) p1 (D) a (f)

)T
% % % fpr

V2 sin(2n f 1) pi (B) a1

n(t)

FIG.3.2.3.1 Noncoherent DQPSK receiver of the inphase branch
for user #1 . ‘
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An optimum implementation of a noncoherent DQPSK of the inphase
branch for the modified DS-SSMA system is shown in Fig.3.2.3.1. It should be
noted that for DQPSK demodulation, an additional branch which is similar to the
inphase branch would be required. For simplicity, only one branch will be
discussed. In this analysis, it is assumed that the received signal power from all
the users is the same and the receiver is of the single-user detection type, similar
* to that in Section 2.2.4. The only difference between this receiver and that of
Fig.2.2.1(b) is the optimized receiver waveform p4(t) for receiver #1. At the
sampling instant, the lowpass output of the integrator of the inphase branch for

an asynchronous system can be expressed as

sy g, (3.3)

1 1
ZC=DC+ =

where 1 ¢is the sampled Gaussian:noise with zero mean and variance
T
NO 2
Var(nc) = 5 P3 {H dt . (3.4)
4] .

The%desi'red signal component D} is defined by

:
2E
D! =1/ = oy, bgf g, (t) p,(t) cos(qot1 + @1)dt, (3.5)
0

and because only two bit intervals can contnbute to the correlation, as shown in
Fig. 2.2.4.1, Il is given by :
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respectively. The phases ¢,, and 6, remain as those defined in Section 2.2.4
whereas the.Raerigh distributed gain ¢, can be found in Section 2.2.3.
Equation (3.5) implies that the receiver code at the desired receiver is delay-
locked to the transmit code via the first Rayleigh faded path. The first term of
equation (3.8) arises from the various delayed versions of the desired transmitter
(#1), whereas the second term is caused by the multiple access interference from

the k th transmitted signal. In addition, without loss of generality, the arguments
of r,; and F,; are considered to be modulo T since the symbol interval of interest

is [0,T). Equivalently, the sampled lowpass output of the integrator for the

quadrature branch Z! is obtained in a similar manner.
Similar to Fig.2.2.4.1, the bit alignment at the desired receiver between a

pair of consecutive data ( b%, bl ) produces two partial crosscorrelation

functions. These are expressed by
Tk s
'k,i(Tk,/) = f a,(t- ’”k,/) a;(t)g,(t- fck’,)pi(t) Pr(t +T- rk’,) dt (3.7
0
and

'Fk’i(rk./)=f a, (-7, )a,() g, (t-7, ) p,(t) Prlt-, Jat. . (38)

The receiver waveform p1 (f) is selected to optimally reduce the self and multiple
access interferences, thereby improving the system performance. The output of

the quadrature branch is defined by equations (3.3), (3.4), (3.5) and (3.6) where
cos(.) are replaced by - sin(.). To obtain Z!, and Z!,, replace bf by b} in
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equation (3.5) and ( b¥,,b¥ ) by ( b¥,b¥ ) in equation (3.6). The detection statistic

of the receiver for the inphase branch given by

ZV = 2 g+ 224, (3.9)

is compared to a zero threshold to form an estimate 5; of the transmitted bit

which must be differentially decoded. Similar expressions can be obtained for

the quadrature arm since the optimum DQPSK demodulator is symmetrical.

3.3 Average probability of error analysis

If the inphase branch output statistics Z;, Z;,, Z; and Z, of the DQPSK

demodulator as described earlier are conditionally Gaussian random variables
when conditioned on 6y, ¢, &, and 7, it is known [28, 29] that the average

probability of error P! for receiver #1 can be expressed as -

[ ;_—(1 g—%;) exp (o] +(off

2(af
where D] and D] are the desired terms of the inphase and quadrature

(3.10)

components of the inphase branch, respectively. The second moments in

equation (3.10) are defined by

(1 = Var{Zl} and (G1f = Cov{Zl,Zl'd). (3.11)

c



42

Often in the analysis of DS-SSMA system, it is assumed that the
interference is approximately Gaussian. According to the central limit theorem, if
there are sufficient independent random variables or a fnoderately large number
of users, this assumption is appropriate. This is the case in a multiple access
system with multipath propagation. Therefore, using the Gaussian approximation

of the interference, the average probability of error can be expressed as [28, 29]

PG _ 1 _;_1 R <i<
Pe 2(1 V1)exp(2v1, 1<i<K (3.12)

The normalized second moments v, and v, are defined by

K i
v, = D C2, + ZZir—\ﬂﬁ} (3.13)
k=1 Ep
and
v, = 2, (3.14)
k=1
respectively, where
o2y = Var{r (7)) + Var{?k,1 (rm)} (3.15)

and

e = Cov{ rei (%) her (%) |- (3.16)
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Taking into account the self interference of the desired transmitter caused

by the multipath propagation, the second moments can be rewritten as

o2, = o2, (self interference) + oa;m (multiple access interference)  (3.17)

k=1
and
~ _ ' ~2 :
ok21 = 0'121 (self interference) + o k,1 (multiple access interference)  (3.18)

k1

where they can be further expanded into

ogy = i g‘1—,/{‘5[’12.1 (e + 5[712.1 (71./)”

+ ﬁ EL: “;(Q,I{E[rkzn (7k.l)] + E[?l§1 (Tk.l)]} (3.19)

and

5;31 = EL: 5‘1—,/ E[rm (71,/)?1,1 (71,/)]}

+ f ZL: 0‘/5/{5[ M () T (%/)]}' | (3.20)

-
1
(3

o —

The variance of the Rayleigh gain of the / th path of the k th transmitter is
denoted by a,%,. When the spreading code a,(t) is not used, the partial

crosscorrelation functions are given by

M%) = f 9 (t-7yy) Pi(0 o | (3.21)
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and

T

Tei(h)) = f 9x(t-7x) PAY . (3.22)

The exact expressions for the variance and covariance of the partial correlation
functioné are listed in Appendix C. Note that the reduction of the average érror
probability (equation 3.12) necessitates the minimization of the normalized
second moment v, (equation 3.13), which is related to the partial crosscorrelation

functions (equation 3.15).

3.4 Selection of signature waveforms

In the previous section, it was shown by équation (3.12) that the average
‘probability of error performance can be improved if the desired receiver
waveform was selected optimglly such that it reduced the partial crosscorrelation
effects caused by the mulﬁpath propagation and other interfering user.
nDescription of the choice of the transmit and receiver waveforms and the
formulation of the optimization process for the receiver are given in the following
sections. Note that once the transmit waveforms are selected and the receiver
waveforms have been opﬁmized, they remain fixed and in particularly for the

receiver, no provision is made for the optimization process to be adaptive.
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3.4.1 Transmitter waveforms

The waveforms selected for each transmitter must satisfy three
requirements:
(i) ‘distinguishability,

(i) normalized energy and
(iii)  minimal bandwidth.

Note that criterion (i) is necéssary to achieve multiple access capability and
criterion (iii) is one of the key factors in the modified DS-SSMA system. One way
to distinguish the various transmitters is to ensure that-all the transmit

waveshapes are orthogonal [28] and for all k =/ signals, the criterion is given by

K

.
jg,.(t)gk(t) a = 4, ;, i=1,2,... K (3.23)
k=1 Jo '

where & is the Kronecker delta. The transmit waveform gk (t) is unique in [0, T)

and has normalized energy defined by

T -
fg;?(f) a = 1, 1< k< K. _ (3.24)
[}

- For mathematical tractability, the two most appropriate definitions for
specifying bandwidth are (i) the second moment bandwidth and (ii) the minimum
out-of-band bandwidth [28]. Definition (i) produces a waveform which is a linear

combination of half-period sinusoids, whereas definition (ii) results in a linear
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combination of prolaté spheroidal wavefunctions. These two classes of
waveforms satisfy the above requirements provided a suitable orthonormal matrix
is selected. To facilitate practical implementation of the transmitter, the optimal
transmit waveshape ( using either definitions ) for the k th user based upon a

linear combination of half-period sinusoids is used and is given by

| M
N in(zlt =on
g, (t) = N mT ,;gk,,sm( T), M=2",0<tsT (3.25)

where gk, is the element in the k th column and /th row of a Hadamard matrix.

An arbitrary large number of transmit waveforms can be used since N= M= 2" n

=1, 2, .... This recursive generation is given by
G G ‘.
G, = { M-t TMA D M=o p2d2, (3.26)
Gy. “Gyq
where Go= 1.
1.0 — — - ]
C [T Waveform #1 ’I \‘:
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FIG.3.4.1.1 Transmit waveform characteristics for M; 16



47

A plot of some of the typical transmit waveforms for M= 16 is presented in
Fig.3.4.1.1 where each user utilizing one of these waveforms has its own unique
characteristics. It can be seen that waveforms #1 and #2 are similar in shape,
the difference being one is the time delayed and phase reversed veréion of the
other. The same is true for waveforms #3 and #4. This implies that pairs of
waveforms will have identical spectral densities and therefore become non-
distinguishable in the frequency domain. When subjected to multipath effects,
one of the pair of similar waveforms may be time delayed and phase reversed
such that they are now identiéal in the time domain. Because there is no
distinction in both the frequency and time dorﬁains, they:cannot be resolved. To
avoid this, ithe transmit waveshapes are divided into two groups: one group of
M/2 odd-numbered waveforms and the remaining M/2 even-numbered
waveforms. Each group can be transmitted in different time slot or frequency
band. Alternatively, the two groups can be combined by assigning two

orthogonal codes.
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S oo AR RLTANY e ST SN R AT A I A
/i ‘ v
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FIG.3.4.1.2 Transmit waveform spectra for M= 16
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One advantage of using these transmit waveforms is that they are
spectrally efficient, as illustrated in Fig.3.4.1.2 for 'R = 9600 bits/sec. The
waveforms themselves alsotintroduce some degree of spreading which can be
given by (M+3)/2T where T =1/R. Note that this expression gives the null-to-
null spectral bandwidth. As the size of the Hadamard matrix increases (also
increases the number of users), the spectral occupancy (normalized with respect

to R) also increases, which can be seen from Fig.3.4.1.3.

1.0

0.8

0.6

0.4

0.2

Normalized Magnitude

A SRS

0.0 &= . = . .
20 <15 410 -5 0 5 10 15 20
Normalized Frequency

"~ FIG.3.4.1.3 Effect of increasing the size of Hadamard matrix

3.4.2 Receiver waveforms

In a synchronous system, a receiver can extract the desired signal without

interference from other transmitters because all the transmit'waveforms and the -

codes retain their orthogonality. So the decorrelating waveform p;(t) at the

receiver is identical to the transmit waveform g, (t). However, when transmission
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is asynchronous, orthogonality of all transmit waveforms can no longer be
maintained due to the different propagation time delays at the desired receiver.

Destruction of the orthogonality is further aggravated in a multipath environment.

To facilitate practical implementation, let the decorrelating waveform p,(t)

be of the same form as the transmit waveform g, (t), that is,

4/ 2 2 p;, sin ”T) M=2" (3.27)

where p,, is the element of the i th column and /th row of an ( MxM ) matrix.

Recalling that the BER performance is improved by reducing the partial
correlations, the problem of selecting p;(t) can be formulated as follows: given

the number of users K and the transmit waveforms g, (t), the elements p;, are

selected as the solution to the constrained optimization problem:

Minimize | {E[rk, fc) E[’k/ ]}

subjected tb: f gi(t) pi(t) dt

0

il
-t

and

<A (3.28)

for 1<i<K,1<k<K and 1</ <M. A is any arbitrary value selected so as to
limit the optimization subspace. However, limiting the subépace'results in a
suboptimal solution. The above problem is convex[28] because the objective

function is quadratic and the constraint functions are linear in p;,, respectively.

Therefore, the existence of a solution is assured.
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To obtain a suboptimal solution to this constrained nonlinear optimization
problem we émploy a commercial, numetrical software package called GINO
| (General INteractive Qptimizer)[30]. This is an interactive version of GRG2
(Generalized Reduced Gradient). The GRG algorithm used was first developed
by Jean Abadie in the late 1960's and later refined by Leon Lasdon of the

University of Texas at Austin and Allen Waren of the Cleveland State University.

The optimization problem can be entered interactively or through a file

interface and must be of the following form [31]:

minimize or maximize :  f,(x)
subject to : Ib(n+i)<f,(x)<ub(n+i)
i=1,2, ... , m
i#k
Ib(i) < x; < ub(i)
i=1,2, .., n (3.29)

The objective function 7, ,which may be linear or nonlinear, is real-valued and x

is a vector of n real-valued variables while the remaining ( m -1 ) functions are
either equality or inequality constraints. Bounds, both lower and upper, can be

placed on the variables and are handled separately from the constraint functions.

Initially, the user supplies a program to compute the functions f; which, in

turn, is computed for the given vector x . In addition, the user also specifies the
upper and lower bounds as well as other parameters such as the initial starting
point and the maximum number of iterations required to reach an optimal solution

within certain tolerances. Then GRG automatically calculates the first pariial

derivatives of each function f, with respect to each x; variable using either the
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forward or central finite difference approximation. Next, the program operates in
two phases. Phase | optimization is started if the initial point supplied does not
satisfy all f; constraints. During this optimization, the Phase | objective function
consists of an optional fraction of the true objective and the sum of the constraint
violations and the process may terminate with either a feasible or infeasible
solution status. An infeasible solution may suggest that the optimization is
caught in the local minimum of the Phase | objective function or too large of the
true objective was specified and that the problem may actually have feasible
solutions. ‘ If this is the case, rerun the optimization with a different starting point
or reduce ’ihe fraction of the true objective. Using the feasible solution of Phase |
or a user supplied starting point which is feasible, Phase Il attempts to optimize
the true objective function. The optimization terminates if the necessary
conditions‘ for optimality, called the Karush-Kuhn-Tucker conditions are satisfied

and produces a summarized output.

v Transmit waveform

_g .
3 ‘\ Q1(t)
= \ :
c 't i ‘
g’ / \ Receiver waveform
= — py(t)
=) \\
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g e F \/ N ‘ /,-\‘~
5 - /\/\ NN TN
= 0.0 - T \i-/ o Rt
02 LC

0.0 0.2 0.4 06 ‘0.8 1.0
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FIG.3.4.2.1 Optimized waveform characteristics for user #1
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Listed in Tables B.2 and B.3 are the transmit and 'receiver codes,
respectively. Although the optimized receiver column vector codes retain the
same sign as their respective counterparts for the transmit codes, they are no
longer orthogonal. This comes as no surprise because the receiver waveforms
have been designed to C}Junteract the multipath and crosscorrelations effects
instead of maintaining orthogonality. It also implies that the optimized receiver
waveform would differ from the transmit waveform as illustrated in Fig.3.4.2.1 for

user #1.

3.5 Simulation strategy

Phase | of this project involves the building and verification of a computer
model capable of simulating the digital signal transmission in a conventional,
single-user Direct Sequence Spread Spectrum system as depicted in Fig. 2.2.1.
The system performance, measured by the avefage bit error rate, is first
determined and verified for an ideal Gaussian channel. This result is then used
as a benchmark against which the performances of a conventional system (Gold
codes) with multiple access in both a Gaussian and an indoor wireless channel,

and that of the proposed system.

Phase Il consists of building and simulating the modified system by simple
replacement of the Gold codes with the Hadamard codes and inclusion of
waveshaping. The receiver waveform is not optimized and is an exact replica of

the desired transmit waveform. System performance is evaluated for a Gaussian
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and an indoor wireless channel with different propagation time delay and

multipath delay spread. .

Phase Il is similar to Phase Il except that the receiver waveform is
optimized and different from the transmit waveform. 'System performances are

evaluated under the same conditions as those of Phase |l.

Phase |V involves the simulation of the modified system with waveshaping
but no spreading codes. Similar to the systerﬁ in Phase i, the receiver
waveform is optimized and is different from thé transmit waveform. The same
conditions as those of Phase Il are used to evaluate the system performances
and in addition, the effect of the size of the Hadamard matrix on error

performance are also examined.

The final phase entails the evaluation of the theoretical average probability
of error performance for the modified system in Phase IV. These results are then
compared with the simulations to verify its function as a prediction tool. It offers
an easy and quick route for assessing the system performances under different
operating conditions without undergoing the slow and computationally intensive

simulation process.

3.6 Summary

An alternative to the DS-SSMA system which uses waveshaping instead

of Gold codes is presented. A theoretical average error probability for the
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proposed system is shown. Details of the design of the transmit waveforms,
- formulation gf the constrained optimization problem to obtain the receiver
waveforms and the procedures required for the numerical optimizer, GINO, are
descfibed. Finally, a plan is drawn to compare the various systems

performances.
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CHAPTER 4

COMPUTER MODEL FOR
SIMULATIONS

4.1 Introduction

In communications, it is very common to represent each component of a
system design, from the transmitter to the receiver as functional block in a signal
flow diagram format without being consumed by the details of the activities of
each block. This allows an engineer to achieve dramatic time and productivity
improvement in system design. One such software padkage chosen for the
simulations of the various systems described in the previous chapter is the
S_ignal Procéssing WorkSystem™ (SPW™) from Comdisco Systems
Incorporated which runs on a DECstation 3100 with Ultrix Worksystem V4.1. ltis
a powerful integrated software package that provides all the tools required to
graphically and interactively capture, simulate, test and implement a wide range
of Digital Signal Processing (DSP) algorithms and communications systems

designs.

4.2 SPW architecture

The architecture of SPW is shown in Fig.4.2.1. A system design is

schematically captured using the Block Diagram Editor (BDE), one component of



56

the SPW, as a hierarchical signal flow block diagram. The various blocks of the |
design can be selected and combined from the Function Block Library which
contains an extensive set of DSP function blocks, the BOSS™ (Block Oriented
System Simulator) Communications Library which includes 200 communications-
oriented blocks or blocks created by the user whose function is determined by
the written source code (C or FORTHAN). Simulation is run directly from BDE
based on the block diagram and input signals, and no simulation codes need to

be written.

THE SPW™ ENVIRONMENT

Block Diagram Editor Signal Diagram Editor

L i

T >
. . Interactive
Function Design Signal
<] Block Database Database gﬁ?ﬁggsa"d
Libraries
<
Analysis and Test and
Implementation b—s. Measurement
< ubsystems Instrument Link
Simulation Generation |
User Code Generation ]
Created -
VHDL Generation | EXTERNAL
User Created [ SIGNALS

FiG.4.2.1 SPW architecture

The other major component of SPW is the Signal Display Editor (SDE)
through which the visual results of the simulation is available. It supports

muitiple-window display of signals, provides powerful spectral analysis and
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correlation capabilities, coniains extensive communications systems analysis
methods and facilitates import/export of ASCII signal files between SPW format
and other programs. Through the Test and Measurement Instrument Link, any
outside signals (possibly real-time), via the GPIB (General Purpose Interface
Board) can be used to test and simulate a system design. In addition, SPW
provides several paths for hardware implementation which include the Code
Generation System™ (CGS™) for chip programming (eg., TM8320036), the
VHDL (an IEEE standard language Std 1076 for designing and documenting
digital systems) Design System™ (VDS™) for PCB (Printed Circuit Board) and
ASIC (Applications Specific Integrated Circuit) implementations and the
Hardware Design System™ (HDSTM), a fixed point precision design aid for DSP

and communications systems, ASICs, PCBs and new DSP chip architecture.

4.3 Simulation systems

In the signal flow diagram of BDE, each physical hardware block
representation is translated into software routines that performs its specific
discreté time signal processing function. The blocks can be multi-level deep,
using blocks from the standard libraries or custom-coded for a specialized
function. This modular approach to design makes BDE extremely flexible to
changes in design and the multiple yglindows and graphical user interface makes

it a very user friendly design tool.

Four basic simulation systems are built : (i) the conventional DS-SSMA

system using the Gold codes, (ii) the proposed syStem using Hadamard codes
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and unoptimized waveshaping, (iii) the proposed system using Hadamard codes
and sub-optimal waveshaping and finally (iv) the system with only sub-optimal
waveshaping (ie., no spreading codes). The functional modules of each block

are described in the next few sections.

4.3.1 Conventional DS-SSMA

BASEBAND SS DQPSK SYSTEM WITH GOLD CODES (Multipath)

(kinthesis/ridopskgl.system)
Main Pasrameters:
o)

Synbol rate (bps) 2680.0 e - 7 > :::&
Sampling frequency (Hz) 36.576e6 .U-T)'COLNTER
Order of shift registers 7 ¥
Initigl logding for User M1 ‘ge201100101008° OSITION
Genergior polynomial “leeeeilel11inil’ SYI:‘OL- >~ >° I
Hoise varisnce 3018.825 2
Hadulo for srror count 1.9
No of syrmbals per frame 209
Sead for Rayleigh gensrator 188
Deiwy persmeters for chsanel ‘/spudeta/kimsigs/chennel/rigl”

e R i1 44

! o famprant St Lmtoywn  Sistagere
s I_., BASEBAND BASEBAND -
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RANDON . WITH GOLD CODES
») Lt
DATA b ore

FIG.4.3.1.1 BDE block diagram of the conventional DS-
SSMA system using Gold codes
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The BDE implementation of the conventional DS-SSMA‘system usiné
" Gold codes can be seen from Fig.4.3.1.1. Following the direction of the signal
flow diagram, the first block representing the data source transmits binary values
{0 and 1} over the communication link which could be a wireline or an indoor
radio environment. Required parameters are 'theksymbol rate (bps) and the
sampling frequency (samples/secs). Throughout this thesis, ali systehs are
designed with the same data throughput and are fixed at R = 9600 bits/secs. The
sampling frequency is chosen such that it can sample the chips sufficiently and
not lose the smearing effect caused by the multipath delay spread without placing
undue burden on the system processing. In addition, the output of the random

data block is made equally likely.

BASEBAND QPSK SPREAD SPECTRUM TRANSMITTER WITH PROGRAMMABLE GOLD SEQUENCE GENERATOR
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FIG.4.3.1.2 BDE expansion of the baseband equivalent of the
differentially encoded QPSK modulator with Gold
codes
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The next block is the baseband equivalent of the differentially encoded
QPSK modﬁlator with Gold codes whose expanded version is shown in
Fig.4.3.1.2. Data is fed through the inphase and quadrature branches of the
modulator where the binary values are converted into { £ 1 } by the 'BINARY TO
NUMERIC' block and then differentially encoded. This encoding block is custom-
coded whose function is described by the written C source code. Similarly, the
'‘GOLD SEQUENCE' block is also user created and is based on the Gold code
generétor of Fig.2.2.2.3.

GOLD SEQUNECE GENERATOR BLOCK PARAMETERS

MAIN PARAMETERS:

Feed through type ALL _FEED_THROUGH
Symbol rate (Hz) 1.8

Sampltng frequency (Hz) 155.9

Order of shift register 5

Initial loading of shift register ‘gee01 *
Generaior polynomial ‘1¢e101”

FIG.4.3.1.3 BDE parameter screen for the custom-
coded Gold Sequence block

As with any custom-coded block, it is possible to change its behavior by

replacing the values of the parameters associated with that block as showh in
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Fig.4.3.1.3. Instead of changing any parameter values at the bottom-most level,
BDE allows the export of parameters from the lowest level to the top-most level.
So if there was any changes at the system level, it is immediately reflected in all
the blocks that contains the parameter. The Gold code generator is fully
programmable a‘nd determined completely by the shift registers order, the
generator polynomial and the initial loading conditions of the shift registers (taken

from Appendix A). This system is designed to operate in a 1.5 MHz band with a
sequence period N, =127 and R = 9600 bps where the occupied bandwidth is

BW, =NR =122 MHz. Note that in BDE, connectors (invisible wires) can be

used to connect modules together and hence reduce confusion arising from the

numerous interconnecting wires.
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FIG.4.3.1.4 Model of the Rayleigh multipath channel

After modulation and spreading, the data passes through a 'RAYLEIGH
MULTIPATH CHANNEL' block which is modeled as a filter having discrete
impulses at specified delays as shown in Fig.4.3.1.4. In addition, except for the

first impulse, each impulse has a phase associated with it. An impulse
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represents a path and the first path is assumed to have the strongest signal. The
number of paths and the absolute locations of the impulses (secs) are user-
specified through a file and chosen[19] to emulate a real indoor channel
characteristics. Excess delay spread profiles of T/64 (= 1600 nsecs) and T/256
(= 410 nsecs) are selected and each profile has six equally spaced paths of
intervals 320 nsecs and782 nsecs, respéctively. The magnitude of each path is
Rayleigh distributed with 6® =1 and except for the first path, subsequent paths
are further attenuated by an exponential function. Assuming that data is
transmitted in a burst mode, that is in a frame, a new set of magnitudes and
phases is re-generated to simulate a dynamic channel. Several other options are

available and can be seen from the parameter screen in Fig.4.3.1.5.

RAYLEIGH MULTIPATH CHANNEL BLOCK PARAMETERS

Main Parameters:

Feed_through type ALL_FEED_THROUGH

Symbol rate (bps) 9600.8

Sampling frequency (Hz) 4876800.9

Delay spread input file ‘sspusspudataszk imsigs/inputt’
Number of symbols per frame 188

Seed value for random generstor 10

Type of normalization: ‘e’

‘c’ for constant
‘d” for decaying
Single path tn delay profile {ysn) ‘n’

1f yes, enler magnitude 8.8
1/0 vectors Tout _cmpix,Qout_cmplx
Iout_cmpix vector length 2
Qout_cmpix vector length 2

FiG.4.3.1.5 BDE parameter screen for the Rayleigh
multipath channel block
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The impulse respbnse profile of a channel can be represented by a single-

number called the rms delay spread 7, defined as [32]

L-1
2 ~12
Zo oty 7o-7]
Trms = L-1 ) (4'1)
o2
k
k=0

7 = k=0 : (4.2)

It provides a measure of the multipath delay spread and indicates the potential

for intersymbol interference[33, 34].

White Gaussial_n noise whose power is controlled by the variance is added
to the output of.the channel befére entering the receiver. An expanded view of
the receiver block is shown in Fig.4.3.1.6. The receiver demodulator
implementation is based on the op'timum demodulator described in Section 3.2.3.
The two branches of the demodulator are identical: one for the inphase and the
other for the quadrature component. Received signal is first despread with the
code sequences having the same initial loading condition and generator
polynomial as that of the desired transmitter. Correlation and sampling are
achieved with the 'INTEGRATE & DUMP" block. A train of impulses, with an
interval of T, generated from the delta and ‘POSITION IN SYMBOL' blocks
provides the bit timing information to the 'reset' input of the 'INTEGRATE &
DUMP' block. Other timing circuits include 'tdi_dly' and 'start' which.delays
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processing for a certain period and triggers connected blocks. when it is active,
respectively. The outputs of the numerous ‘"MAKE COMPLEX' blocks can be
connected to the 'SIGNAL SINK' blocks where the simulation results can be

viewed in SDE for diagnostics and analysis purposes.
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FiG.4.3.1.6 BDE expanded view of the baseband equivalent of the
Spread Spectrum DQPSK receiver with Gold codes

One commonly used indicator of the performance of a system is the Bit
Error Rate ( BER ) which is defined as

- _Number of bits that iarg in error_ (4.3)
e Total number of transmitted bits

-~
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This functio.n is accomplished by the 'REAL ERROR COUNTER' block in
Fig.4.3.1.1 which compares the output decisions of one branch of the receiver
with the transmitted data of the same branch and counts the data that are in
error. Before any comparison can be made, the transmitted data has to be
delayed by an appropriate amount. A parameter in the block permits the results
to be printed to a file in SPW once every X number of transmitted bits and
updates the error probability. For a multiple access system, additional user can
be easily accommodated using the same data source and transmitter blocks

described earlier but each being assigned with a different loading condition.

4.3.2 Hadamard codes and unoptimized waveshaping

BASEBAND SS GPSK TRANSMITTER WITH PULSE SHAPING & HADAMARD CODE
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FIG.4.3.2.1 BDE expanded view of the baseband equivalent QPSK
transmitter with pulse shaping and Hadamard codes
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To build this new system is easy and straightforward. It involves
replacement of the transmitter and receiver blocks in Fig.4.3.1.1 with a new
transmitter and receiver block, respectively. Parameters associated with the
replaced blocks are substituted with a completely new set. The remaining
components consisting of the channels, error count and data source remain
unchanged. An expanded view of the new transmitter block is shown in
Fig.4.3.2.1. Instead of using Gold sequences to spread the encoded data as
described in Section 4.3.2, the data is first spread using the transmit waveform
and then followed by the Hadamard codes. These blocks are custom-coded and
specified by the size and the column number of the Hadamard matrix. Spectral
occupancy of the system is given by

N(M+3)R

BW,,, = .

(4.4)

where M énd N are the maximum size of the Hadamard codes and the transmit
waveforms, respectively. For N=16 and M =16, the system bandwidth
BWg, = 1.46 MHz is within the allocated frequency band. With this system, there
is a potential for increasing the maximum number of users over the conventional
DS-SSMA system. The transmit waveforms are divided into M/2 odd-numbered
group and M/2 even-numbered groupr where each group of waveforms .is

assigned to a unique Hadamard code ¢(t), /i = 1,2, ..., N. Therefore, the fotal

possible number of users is K = MN = 256.

The exploded view of the new receiver block is shown in Fig.4.3.2.2.
Comparing with the receiver block of Fig.4.3.1.6, the difference is that the

received data is first despread with the Hadamard codes and then followed by
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the unoptimized waveform which is an exact replica of the transmit waveform. All

the timing circuits, optimum demodulators and provisions for signal analysis and

diagnostics remain unchanged.

BASEBAND SS DEPSK RECEIVER WITH PULSE SHAPER & HADAMARD CODE
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FIG.4.3.2.2 BDE expanded view of the baseband equivalent DQPSK
receiver with unoptimized waveshaping and Hadamard codes

4.3.3 Hadamard codes and sub-optimal waveshaping

The transmitter block of this system remains unchanged whereas the
receiver block requires some minor modification. From Fig.4.3.3.1, the ‘PULSE

SHAPER FILTER' block has been replaced by the ‘RX PULSE SHAPER FILTER’
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block. Functionally, the two blocks are identical. However, this new block
produces a new despreading waveform that is different from the transmit
waveform. It requires a code, obtained from the solution to the constrained
optimization problem, which is specified as a file with its appropriate path to be
operable. The codes for different optimized receiver waveform are listed in Table
B.3. The remaining parameters are identical to the old block and are shown in -

Fig.4.3.3.2.
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RX PULSE SHAPER FILTER BLOCK PARAMETERS

MAIN PARAMETERS:

Feed through type ALL _FEED_THROUGH

Sampl 1ng frequency (Hz) 3.5e9

ngbol rate (Hz) 9608.0

Max no. of users (power of 2) 16

Desired user ocde filename ‘/spudatask imsigs/codes/pl ’
First input sample time (sampie) %]

FIG.4.3.3.2 BDE parameter screen for the Rx Pulse Shaper filter block

4.3.4 Sub-optimal waveshaping

Using the same design approach adopted in Section 4.3.2, the new
transmitter block is shown in Fig.4.3.4.1. In this expioded view, everything
remains similar to that of Fig.4.3.2.1 except for the missing Hadamard code
biock. As for the receiver block which is displayed in Fig.4.3.4.é, there is no
Hadamard code and once again, the receiver waveform is completely different
frqm the transmit waveform. Parameters required to specify this optimized

receiver waveform are the same as that shown'in Fig.4.3.3.2.
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4.4 Summary

A software package called SPW was chosen to build simulation models to
evaluate the various system performances. It is a powerful software dé§ign tool
that can interactively and graphically capture a schematic diagram of a system
design and then test and simulate the system without writing any codes. Its
major components, functionality and implementation of the various proposed

simulation systems were presented.
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'CHAPTER 5

RESULTS & DISCUSSION

5.1 Introduction

In the last chapter, four basic simulation systems were presented and for

convenience, will be denoted as follows:

System A - conventional DS-SSMA with Gold codes
System B - Hadamard codes and unoptimized waveshaping
System C - Hadamard codes and sub-optimal waveshaping
System D - only sub-optimal waveshaping.

These systems were designed td operate with a data rate R = 9600 bps and in an
allocated spectral band of 1.5 MHz. System A, utilizing a sequence period
N, =127, has a null-to-null spectral occupancy of approximately 1.22 MHz and is
limited to a maximum of 10 users[18] due to the AO/LSE condition. Systems B
and C, where the size of the Hadamard codes is M =16 and the number of
transrr;it waveforms is N =16, both occupy approximately a 1.46 MHz band (seé
equation 4.4). In contrast to system A, systems B and C yield a total possible
number of 256 users (s_ee Section 4.3.2). Note that with Hadamard codes,
systems B and C have an additional level of security. The most spectrally
efficient model is system D, where for a Hadamard matrix size of 16 and 32, the
null-to-null occupied bandwidth is approximately 91.3 kHz and 168.0 kHz (see

Section 3.4.1), respectively.
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This chapter first presents some simulation results for the above systems
in a Gaussian channel for synchronous transmission. Then the systems
performances are determined for asynchronous transmission with different
transmission delays and number of interfering users. In the case of a multipath .
‘channel, performances are determined for different multipath delay spread
profiles and multiple access interference. Finally, a theoretical BER is used to

predict the upper bound of the performance of system D.

5.2 Performances in Gaussian channel

To establish the accuracy and validity of the four models, simulation
results for these systems are generated for the case of a single user with DQPSK
modulation and compared with known results[21]. Even though the simulation
models are wideband systems, the performances (BER) should be identical to
that of a narrowband DQPSK modulated system in Additive White Gaussian
Noise (AWGN). After the establishment of the benchmarks, the four systems
performances are examined for synchronous and asynchronous transmissions

with different number of users and propagation time delays.
5.2.1 Synchronous transmission
The BER performance curve, as explained in Chapter 4, is obtained by

comparing the number of bits coming out of the receiver that are in error with the

total number of transmitted bits. To obtain a high level of confidence interval for
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the BER evalu‘ation, a commonlly used rule of thumb to determine the total

number of transmitted bits is given by

Total no. of transmitted bits = 1;3_0 (5.1)

e

{Nhére P, is the average probability of error for a given signal-to-noise ratio
(SNR). Computation time is also reduced since fewer number of bits can be
transmitted at Iow_ SNR values. A smoother BER curve can be obtained' by
averaging the error curve for a number of runs (say, 10). However, due to the
drastic increase in the:processing time, only one run is conducted for each error
curve. The increase in processing time is a result of large oversampling required

for the implementation.

BER

-2 0 2 4’ 6 8 10 12
' SNR (dB )

FIG.5.2.1.1(a) BER performance of system A in AWGN for K = 1
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FIG.5.2.1.1(b) BER performance of system B in AWGN for K = 1
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FIG.5.2.1.1(c) BER performance of system C’in AWGN for K = 1
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FIG.5.2.1.1(d) BER performance of system D in AWGN for K = 1

Performances of the four systems, for a single user, K = 1‘, in AWGN are
shown in Figs.5.2.1.1(a)-(d). Error curve for the coherent QPSK demodulation
was extracted from Proakis[21] and it represents the best possible performance |
attainable. Results obtained for the four systems compare well with the DQPSK
demodulation scheme (also from [21]). In addition, these result§ exhibit similar

performances and therefore verify the accuracy of the computer models.
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- FIG.5.2.1.2(a) BER in AWGN with multiple access for synchronous
system A
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FIG.5.2.1.2(b) BER in AWGN with multiple access for synchronous
system B
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In a synchronized multiple access system with AWGN, there is no
performance degradation, as illustrated in Figs.5.2.1.2(a) - (d), when the second
transmitter becomes active. This phenomena occurs because the
crosscorrelation effects between the desired receiver and the interfering
transmitter is minimal when transmissions are synchronous. It also implies that
no degradation would occur as more users are added to the systems. This is
true for systems B, C and D with up to 256 active transmitters because the
transmit waveforms and codes are.orthogonal. For system A, however, the
number of Gold codes with insignificant crosscorrelations is much less than 127.
Beyond about 10 active transmitters, performance starts to degrade for A. If we

define bandwidth efficiency n as

_ Number of users
Bandwidth occupancy

users/MHz (5.2)

then 7, <104 users/MHz, 1. =175 users/MHz and 7, = 190 users/MHz ( for

M = 32 ). The most bandwidth efficient is system D while-B and C are slightly
less bandwidth efficient due.to the tradeoff caused by the use of Hadamard
codes for additional security. Despite the tradeoff, B and C are more bandwidth
efficient than that of A. Hence, in applications where bandwidth is scarce ( for
example, the low-frequency band 30 kHz - 300 kHz and the medium-frequency
band 300 kHz - 3 MHz[38]), the use of waveshaping is more attractive than that
of DS-SSMA. Potential applications would be in fire, smoke and burglar alarms.
A large number of sensors, placed at different locatidns in'a floor 6\‘ a building,
transmit to a central transceiver which in turn, can be connected to a central

station. The sensors can be battery powered as they operate with very low



. 80

power. Since each sensor has its own identification, the transceiver can easily

locate the sdurce of trouble.

5.2.2 Asynchronous transmission

In an asynchronous multiple access system, the transmissions by all the
users are not synchronized. "This can result in partial cross;correiation effects -
between the desired receiver and the interfering transmitters. Failure to reduce
these partial crosscorrelations by the desrired receiver causes a degradation in
the BER performances. The following two sections examine this performance
deg‘rad’ation under the effects of multiple access and variation in the maximum

propagation time delay.

5.2.21 Effect of multiple access

BER

2 0 2 4 6 8 10 12
SNR ( dB )

FIG.5.2.2.1.1  Effect of multiple access on BER performance in AWGN
for system A . "
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FIG.5.2.2.1.2 Effect of multiple access on BER performance in AWGN
for system B
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FIG.5.2.2.1.3° Effect of multiple access on BER performance in AWGN
for system C
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FIG.5.2.2.1.4 Effect of multiple access on BER performance in AWGN
for system D

By propagation time delay, we mean the relative time of arrival of an
interfering signal relative to the desired signal, measured as a fraction of the

symbol duration ( /T ). In this section, the random variable 7 is set such that

—_}E_—e [0,1], for each interferer of the four systems to facilitate examination of the

effects of multiple access. Since the data is assumed to be transmitted in a burst
mode, a new 7 is generated for each frame (200 symbols) of each interferer and
they are independent and uncorrelated. Fig.5.2.2.1.1 shows the' BER
performance of system A in AWGN. The performance: of a single-user case is
similar to that of the conventional DQPSK system. However, when a second
transmitter is active, the system performance deteriorates slightly at high SNR.
This scenario contrasts with that in the synchronous case where there is no
performance degradation. As more users are added to the system, the mdltiple

access interferences become more severe, causing a performance degradation
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“of at least an order of magnitude ( 10 1) between K =1 and K =8 users at

SNR =10 dB.

Similar performance degradation, caused by an additional user to the
single-user case, can be seen in system B which is shown in Fig.5.2.2.1.2. For
K =2 users, system B exhibits slight performance degradation at high SNR and
compares favorably with that of system A in Fig.5.2.2.1.1. However, when the
third user is active, the BER performance deteriorates rapidly and saturates
before the SNR reaches 12 dB. This implies that with an increase in éignal

power, no gain in performance is achieved.

System C exhibits similar performance degradation for K =2 users, as
seen from Fig.5.2.2.1.3 and it compares well with that of system A. Once again,
similar to system B of Fig.5.2.2.1.2, the BER performance deteriorates rapidly
and saturates at P, =0.015 for SNR =12 dB when the third user becomes
active. We note that the performance improvement over the unoptimized
receiver waveform of system B is marginal. This is because of the limitations of
the numerical optimizer, GINO, which restricts a wider optimization search space

to yield a much more reduced objective function.

lllustrated in Fig.5.2.2.1.4 is the BER performance of system D in AWGN.
The desired receiver waveform used is identical to that of system C, except for
the missing Hadamard codes. For K =2 users, it exhibits similar performance
as that of systems A, B and C. When the third user transmits, the performance

deteriorates rapidly and saturates at P, = 0.04 for SNR =16 dB. This is once

again due to the limitations of GINO.
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FIG.5.2.2.1.5 Comparison of the BER performances in AWGN for
systems A, B, C and D for K = 3 users

A comparison of the systems performances for K =3 users is shown in
Fig.5.2.2.1.5. Becauée the desired receiver is not optimized, system B performs
poorly in comparison to system A. System C, despite having its receiver
waveform optimized, performs only slightly better than that of sysiem B. System
D has the worst performance. A remedy is to reformulate the objective function
to include the Hadamard (or any suitable) codes for the selection of the reéeiver
waveform. The limitations of‘GINO can be overcome by using a more powerful
numerical system, like MINOS, which can handle a much wider optimization
searéh space and larger number of variables. System A exhibits the best
perférmance because the Gold codes selected are optimized for asynchronous

operation. Note, however, that the number of users for such Gold codes of
length N, =127, is limited to 10.



5.2.2.2 Effect of propagation time delay
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FIG.5.2.2.2.1  Effect of propagation time delay on BER performances
- of system A in AWGN for K = 3 users

ystem B, K = 3 users

Tit=32
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FIG.5.2.2.2.2  Effect of propagation time delay on BER performances:

of system B in AWGN for K = 3 users
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System C, K = 3 users

BER .

FIG.5.2.2.2.3
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Effect of propagation time delay on BER performances
of system C in AWGN for K = 3 users '

FIG.5.2.2.2.4
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Effect of propagation time delay on BER performances
of system D in AWGN for K = 3 users
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This study is\to determine the range of propagation tifne delays for which
the systems performances are considered reasonably good and for which
synchronization is not necessary. For simplicity and clarify sake, this delay is
denoted as its inverse in the figures. System B shows that the BER performance
is highly dependent on this time delay factor, as illustrated in Fig.5.2.2.2.2 forK =
3 users. As the maximum propagation time delay decreases, the system
performance improves. Similar dependence on‘the maximum propagation time
delay can be observed from Figs.5.2.2.2.3 and 5.2.2.2.4 for systems C and D,
respectively. The use of sub-optimal waveform for C results in only slight
performance improvement over B. To operate systems B and C witha P, <107°,
without synchronization, the symbol rate (R =1/T) should be reduced so that the
delay factoris T/7t>128. On the other hand, system D exhibits the best
performance (among B, C and D) and can easily achieve P, <107 with relative
delay of T/7>12, This superior performance of system D over that of B and C
indicates the need for the Hadamard codes to be optimized jointly with the
" receiver waveform or alternatively, the use of other dptimized codes (eg. Gold
codes) in conjunction with the receiver waveform. In applications where the
relative delays are small or some form of synchronization can be maintained,
system D performance can surpass that of A, with a potential to accommodate up

to 256 users as compared to about 10 users for A.

Comparison between the simulated and theoretical BER performances of
system D (M=16) in AWGN, for K =3 users, is illustrated in Fig.5.2.2.2.5. The
theoretical BER prediction compares favourably with the simulated results and as

such, it can be used as a reasonable and quick estimate of the upper bound of
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the system pefformancés without undergoing the computationally intensive

operation of the simulated process.

: Si;nulaled

Theoretical

= Simulated i

BER

* Theoretical
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FIG.5.2.2.2.5 Comparisons of the simulated and theoretical BER
performances of system D in AWGN for K = 3 users

Fig.5.2.2.2.6 shows the varying degree of dependency, for the four
systems, on the maximum propagation time delay for SNR=12 dB and K =3
users. The p}oposed system and its variants are highly dependent on the
maximum propagation time delay. Systems B and C have comparable degree of
dependency, 'except that system C saturates with a lower BER than that of
system B. This slight improvement is attributed to the.sub-optimal‘ receiver
waveform used for system C. Due to its smaller spreading bandwidth, system D,
for ¢/T > 0.1, saturates with a much higher BER than that of systems B and C.
However, for 1/T < 0.1, system D shows dramatic performance improvement as

compared to /T < 0.05 for systems B and C. This implies that system D can



89

operate at a reasonably low BER with less severe synchronization requirements
than that of systems B and Ct Results indicate that the modified system has a
potential for achieving better performahce than that of the A if synéhronization of
the transmitters can be attained within 6.05 to 0.1 of the symbol period. In
applications where the transmitters and receivers are stationary, eg., a fire alarm
sending message to a central receiver, this synchronization requirement can be

easily satisfied.

1 00 HTH

0.0 0.2 . 04 0.6 08 1.0
Propagation time delay ( vT) -

FIG.5.2.2.2.6 = Comparisons of the BER performances as a function of
the maximum propagation time delay for systems A, B,
C and D in AWGN for SNR = 12 dB and K =3 users

5.3 Performances in multipath channel

The Rayleigh distributed multipath channel used in the simulations is

based on the model described in Fig.4.3.1.4 where the locations of each
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impulses, in seconds, is specified in a file. Six equally spaced paths and two
maximum delay spread profile of T/64 (= 1600 nsecs ) and T/256 ( = 410 nsecs )
were chosen to represent a typical channel characteristics [19] which translate
into 7, value of 180 nsecs and 45 nsecs, respectively, using equations 4.1 and
4.2.. In a flat fading channel, thére is only one Rayleigh distributed path and it is
assumed that the path delay is known and the phase shift due to Doppler spread,

changes slowly.

——e— DQPSK
— & - System A [
—0O ~ System B
—¢- = System C
~——a- — System D
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FIG.5.3.1 -BER performances of the four systems in Rayleigh flat
fading channel

The BER performances of the four systems in a Rayleigh flat fading
channel for one user is showh in Fig.5.3.1. All four systems performances
deteriorate in such a channel and they have comparable results. These form the
reference for comparison of performances in the case of a multiple access

system undergoing a Rayleigh frequency selective channel.
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FIG.5.3.2  BER performances of the four systems for K =1 userand L = 6
paths in Rayleigh frequency selective fading channel

Fig.5.3.2 shows the BER performances of the four systems in a Rayleigh
frequency selective fading channel for K= 1 user, L = 6 paths and a maximum
delay spread profile of T/256 seconds. All four systems exhibit comparable
performances. Due to the small delay spread profile ( < 0.01 T ), the reflections
of the qesired signal have little destructive effects at iéw SNR. Thus, they
deteriorate like a flat fading channel. At higher SNR values, the reflections
become significant, thereby causing the systems performances to saturate at
about SNR = 30 dB with P, = 0.001. Hence, in-the absence of multiple access
interference, these receivers ére susceptible to self-interference caused by the
multipath propagation. If the energies of these reflected paths were used
constructively instead of being treated as interferences[22,23], that is diversity in

the form of a Rake receiver, the performances would improve.
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Since their bandwidth occupancies are approximfately équal (=1.5MHz),
systems A, B and C have comparable performances. The use of optimized
waveform for system C does not result in drastic improvement over that of B
because of the sub-optimal results from the constrained optimization process.
Even though system D requires only a marginal bandwidth expansion which is
only about 17.5 times ( for M = 32 ) larger than the data bandwidth as compared
to 156 times for the Gold codes, its performance is only slightly worse than A, B
and C. A larger bandwidth in a frequency selective fading channel is desirable
because certain frequency components of the signal would experience fade and
hopefully, sufficient energy would be left to reconstruct the signal thereby
providing reasonable performance. This Iimited' bandwidth expansion can be
overcome by increasing the size of the Hadamard matrix of system D, as seen by
the slight improvement from M = 16 to M = 32. However, matrix size beyond 32
was not attempted because GINO has a limitation on the size of the search

space and variables.

The effects of multiple access interference on BER performances’in a
Rayleigh frequency selective fading channel are shown in Figs.5.3.3(a), 5.5.3(b),
5.3.3(C)Aand 5.3.3(d) for systems A, B, C and D, respectively, for L. = 6 paths and
a maximum delay spread profile of T/256 seconds. Simulation is performed only
for a maximum of 2 uéers due to the computationally intensive process.
Performance degradation for the single-user case is due to the self-interferences
from the six paths. When two users are éctive, in addition' to the self-
interferences of the desired transm;itters,‘ multiple copies of the interfering

transmitters cause further deterioration of the systems performances.
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FIG.5.3.3(a)  Effect of multiple access interference on BER performance
of system A for L = 6 paths in Rayleigh fading channel
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FIG.5.3.3(b)  Effect of multiple access interfe_rence on BER performance
of system B for L = 6 paths in Rayleigh tading channel
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FIG.5.3.3(c)  Effect of multiple access interference on BER performance
' of system C for L = 6 paths in Rayleigh fading channel
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FIG.5.3.3(d)  Effect of multiple access interference on BER performance
of system D for L = 6 paths in Rayleigh fading channel
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The multiple access interference due to the second user cauées varying
degree of performance degradation, as shown in Fig.5.3.4, in a Rayleigh fading
chénnel with delay spread profile of T/256 seconds. Although the Gold codes
possess the AO/LSE property, the performance of system A is almost identical to
those of B and C and only slightly better than that of D. Systems B and C
performances are comparable to that of A, primarily because of their similar
bandwidth occupancies. Once again, system D exhibits a slightly worse
performance when a second user is activated, attributed largely to the insufficient
Séndwidth expansion and the sub-optimal cénstrained optimization solution.
Similar to the single-user case as in Fig.5.3.2, a slight performance improvement
is obtained by increasing the size of the Hadamard matrix, up to a possible size

of M = 256 with bandwidth of approximately 1.24 MHz and K = 128 users.

1
—e— Flat Fading
— & — DQPSK
—O= = System A
+— — Sysiem B
——a- - System C
#—a - System D, M=16
- - ®- - System D, M=32

' BER

0 5 10 15 20 25 30 35 40 45 50
SNR ( dB )

FIG.5.3.4 Comparison of the BER performances of the four systems
for K= 2 users and L = 6 paths in Rayleigh fading channel
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Fig.5.3.5(a) shows the effect of maximum delay spread on the BER
performance of system A for K = 2 users, L = 6 paths ane M = 16 in a Rayleigh
fading channel. There is no appreciable difference in'performances for delay
spread profiles of T/64 and T/256 seconds suggesting an independence of the
channel characteristics and also implies that the Gold codes used are more
resilient to the changes in the channel characteristics. However, B, C and D are
slightly dependent on the channel delay spread profile, as shown in Figs.5.3.5(b),
5.3.5(c) and 5.3.5(d), respectively. As alluded earlier, this dependency is
attributed to the unoptimized receiver waveform for system B, sub-optimal
waveform for system C and finally, a combination of inadequate bandwidth
expansion and sub-optimal waveform for system D. Recent studies and analysis
have shown that these channel profiles may need some form of diversity or
equalization for better performances [ 35, 36 ]. In these three systems ( B, C and

D ), as the delay spread decreases from T/64 to T/256, the BER performance

improves. This implies that <

ms

also decreases, thereby suggesting the

suitability of these systems for small and medium-size office buildings [37]. The
theoretical BER curve, as-shown in Fig.5.3.5(d), provides a re’aeonable estimate
of the si‘mulated results and can be used as a convenient tool to predict the upper .
bound of the system performances under different conditions. Note that the
factor B of the theoretical results attempts to emulate the ef_fects of the maximum
delay spread profile by varying the amount of energy within a fraction of the

symbol duration in the evaluation of the variances and covariances (Appendix C).
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FIG.5.3.5(a) Effect of maximum delay spread profile on BER
performances of system A for K = 2 users, L = 6 paths and
M = 16 in Rayleigh fading channel
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FIG.5.3.5(b) Effect of maximum delay spread profile on BER
performances of system B for K = 2 users, L = 6 paths and
M = 16 in Rayleigh fading channel
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FIG.5.3.5(c) Effect of maximum delay spread profile on BER
performances of system C for K = 2 users, L = 6 paths and
M = 16 in Rayleigh fading channel
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FIG.5.3.5(d) Effect of maximum delay spread profile on the theoretical
and simulated BER performances of system D-for K = 2
users, L = 6 paths and M = 16 in Rayleigh fading channel
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5.4 Summaty

Simulation results for the four models are presented for both synchronous
and asynchronous transmissions under the effect of multiple access interference
in AWGN channel. The sensitivity of the systems to varying transmission delays
are alsolexamined for asynchronous transmission. For the case of a multipath
channel, performances are determined for different delay spread profiles and
multiple access interference. Finally, the suitability of the theoretical average

error probability to predict the upper bound of system D is also presented.
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CHAPTER 6

CONCLUSIONS

6.1 Simulation model

Computer models for four systemé, namely, (a) a conventional DS-SSMA
system using Gold codes, (b) an unoptimized system with Hadamard codes, (c) a
sub-optimizéd receiver waveform system with Hadamard codes and (d) a sub-
opﬁmized waveshape system with no spreading codes, were successfully built
using a highly integrated and powerful software design tool called SPW. It
permits a system design to be captured schematically and then tested and
simulated without writing any codes, thereby achieving dramatic time and
pfoductivity improvement. Any modifications to the design can be easily
accommodated since it adopted a modular approach to system design. In
addition, user-created blocks can be incorporated into the design where no such
functions are available in the standard library. Despite such features, the
- simulation process can be time consuming because of the brute force technique
employed to evaluate the BER performances of the models. This problem is
further compounded by the large number of oversamples (due to the large

bandwidth of the system) involved in the simulation process.
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6.2 Constrained optimization results

The objective function for the optimization process is designed to reduce
the energy of the sum of the pértial crosscorrelation functions while maintaining
the autocorrelation peak to be unity. This formulation is a condrition for
minimizing the average probability of errof. - Solution to this constrained
optimization problem is achieved using a nonlinear optimizer called GINO.
During the optimization process, it is found necessary to li;nit the search space
for the optimal solution because GINO has a limitation on the number and size of

variables. This results in a sub-optimal solution.

6.3 Simulation results

For synchronoué transmission in an AWGN channel, all four systems
exhibits performances identical with that of DQPSK demodulation system. The
modified systenﬁ and its variant (ie., using waveshaping) are more bandwidth
efficient than that of the conventional system. This is a critical factor in the low-
frequenéy and medium-frequency band where the bandwidth available is scarce,
thereby making the proposed system an attractive alternative to the conventional

system.

For asynchronous transmission in an AWGN channel, performance
depends upon the maximum relative delays of the interfering signals. For relative
delays of up to 0.1 of the symbol period, system D (with no codes) exhibit the

best performance of the three systems (B, C and D). Systems B and C perform
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well only for relative delays up to 0.05 of the symbol period. Although system C
uses sub-optimal waveform, its performance improvement over B is only
marginal. Further improvement can be abtained by using more suitable codes,
for instance Gold codes instead of Hadamard codes, in conjunction with the
waveforms. Alternatively, the optimization problem should be formulated to
include Hadamard codes for the selection of the receiver waveform. in
applic“ations where the relative delays are small or synchronization can be
established to within 0.05 to 0.1 of the symbol period (eg. stationary transmitters
and receivers), the proposed systems can accommodate up to 256 potential
users compared to about 10 users for system A, within the same allocated

bandwidth.

In the case of a single-user undergoing a Rayleigh fading multipath
channel, the four systems saturate with comparable performances, thereby
necessitating the use of a diversity receiver to improve performances. - When
subjected to multiple access interferences, all systems show comparable
performances where D is only slightly worse than A, B and C. However, D being
. the most bandwidth efficient, has the potential for obtaining better performance
than thét of A by increasing the size of the Hadamard matrix and consequently,
the number of users (potentially, 128 users for D as compared to 10 users for A)
while satisfying the bandwidth limitation. In addition, D would be insensitive to
" the channel characteristics and hence, suitable for a wider variety of indoor
environment. Additional improvements to D can be obtained by using a more
powerful numerical optimizer to yield an optimal waveform. Similarly for system

C, it has the potential to surpass the performance of A through the use of a better
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optimizer and optimized codes, accommodating up to 256 users as opposed to

10 users for A.

6.4 Recommendations for future work

In this -research, unoptimized Hadamard codes were used in conjunction
with waveshaping. For some applications, the resulting system exhibits a
superior performance in terms of BER, bandwidth and multiple access capability.
To further extend the usefulness of éuch a system to other applications, the
following approaches are recommended: (a) use optimized codes, like Gold
codes or search for new ones and (b) include the Hadamard codes in the
objective function and jointly optimize the receiver waveforms and the codes.
Improvement in the optimization results can be obtained by using a much more
powerful and expensive non-linear numerical optimizer, MINOS. Once these ére
done, the improvements to the proposed system performances can then be

investigated.
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The optimal gold sequences of period 127 with different initial loading

conditions for a generator polynomial 41567 ( or 100 001 101 110 111" in binary

notation ) [18] that are used in the simulations are listed below.

(OCD\ICD(J‘IAOO'I\)—*I%

—
(]

Octal Notation
01450
15167
17160
33112
35576
05573
03665
15665

100005
00144

Binary Notation
00 001 100 101 000
0t 101 001 110 111
01101 001 110 000
11 011 001 001 010
11101 101 111 110

00101 101 111 011

00 011 110 110 101
01101 110 110 101
00 000 000 000 101
00 000 001 100 100
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APPENDIX B

Listed in Table B.1 are the values of A, the upper and lower bounds for
the optimized codes p,, ( for M = 16 ) as described in Section 3.3.2, which are

used in the constrained optimization process to produce the optimized codes. To
locate the bounds, look for the element in the i th column which is indicated by

the number at the top of the table and the / th row.

Table B.1  Bounds for the constraints for optimizing codes (M =16 )

#1 | #2 | #3 [#4 | #5 | #6 [#7 [ #8 | #9 [#10 | #11 )| #12| #13 | #14 | #15 | #16

+20 | 05 | £20 | +05 | 05 | 0.5 | +02 | +0.5 | £20 | £05 | +05 | £20 | £0.5 | 0.5 | +0.5 | £20
+20 | 0.5 { +20 | £20 | 05 | 405 | +0.2 | +20 | +20 | +20 |} +0.5 | +20 | 205 { +£20 | x0.5 | +£20
+20 | 0.5 [ +£1.0 | £20 | 05 | £20 | £20 | £20 | 0.5 | +05 | £20 | £20 | & éO +20 | £20 | 20
+20 {405 [£1.0 | £20 | 405 | +20 {+20 | £20 |05 |20 |£20 |20 | £20 +20 [ £20 | +20
+1.0 | 0.5 | £20 | £20 | +£20 | +£20 | £20 | £20 | +£20 | 05 | £20 | £20 | £20 | +£20 | +£20 | £20
+ 1.-0 0.5 | £20 | £1.0 | +£20 | £20 {+20 [ £20 | £20 | £20 | +£20 | £20 | £20 | £20 | £20 | 0.5
+1.0 |05 | £10 | £10 | 20 | 0.5 | £20 [ £20 |{+20 | £20 | £20 | £20 | +20 | £20 | £1.0 | 0.5
+1.0 | 0.5 - 1.0 | 05 | £20 | +05 | £20 | £20 | +£20 | +05 | £20 | £20 | £20 | £20 | £1.0 | £20
103 | £20 | +20 | 05 | £20 | 05 | £0.2 | £1.0 | £20 | 05 | 10| £20 | +05 | £20 | +0.5 | £05
+03 | £20 { £20 [ 10| +20 |05 | +02 | £05 |£20 | +20 | £1.0) 105 | +05 | £0.5 | £0.5 | 05
+03 | £20 | £1.0 | £1.0 | 205 | 0.5 | 05 | 05 | 205 | :0.5 | 0.5 | 105 | 05 | 205 | 0.5 | £05
$0.3 [ +£20 | £1.0 | 05 | +05 | £1.0| 205 | £1.0 | £0.6 | £05 | 205 | £20 | 05 | £05 | 0.5 | 05
0.1 | £20 | +0.2 | 05 [ 05 | £1.0 | £05 | £05 |05 | £1.0 | 0.2 | £05 | £20 | 0.5 | +0.5 | %05
0.1 | £20 | £02 | £1.0 | £05 [ 0.5 | 05 | £05 | +05 | +05 | £0.2 | 05 | £20 | +0.5 | 0.5 | 205

0.1 | £20 | £10 | £1.0 | +05 | £0.5 | 05 | +05 |05 | £1.0 | +05 | +05 | 205 | +05 | £0.5 | £0.5

$0.1 | £20 | £1.0 | #05 | +05 | 0.5 | +0.5 | 0.5 | 205 [ 205 [ 05 [ +05 [ 0.5 | 0.5 | +0.5 | +05




111

Table B.2 Codes for'transmit waveforms

#1 | #2 [#3 | #4 |#5 [#6 [ #7 | #8 | #9 | #10 | #11| #12| #13 | #14| #15 | #16

In Table B.2, the elements are the codes g,, of the Hadamard matrix (

size M = 16 ) where the k th transmitter is indicated by the column number while

the index / points to the /th row.
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Table B.3 Codes for optimized received waveforms

#1 | #2 | #3 [ #4 |#5 (#6 | #7 | #8 [#9 | #10 | #11 | #12 | #13 | #14 | #15 | #16

2574 | 0500 1243 | 0500 | 0500 | 0500 | 0200 | 0SC0 ' 1468 0500 | 0500 | 1232 [ 0500 | 0500 | 0500 L702
2:576 0500 | 1243 [ 4916 | 0500 | 0500 | 0200 | 1654 | 1469 4879 | 0500 | 1233 | 0500 | -1661 | 0500 | 1703
2623 | 0500 | 4000 | <1637 | 0500 | 2244 | 2024 | 1460 | 0500 | 0S00 | 1758 |} 1255 | 1474 144 | 224 | 17H
2626 | 0500 | 1000 | 1639 | 0500 | 2246 | 2026 | 1462 | 0500 | 1893 | 1760 | 1257 1475 | 1435 | 2247 | 1736
1000 | 0500 12Zn 1807 | -1823 | 2252 | 2031 | 1466 | 1502 | 0500 1765 1260 | 1480 | 1439 | 2252 | 2056
1000 | 0500 | 1273 1000 | 1826 | 2257 | 2035 | 1469 1505 | <1900 | 1769 | 1262 | 1483 | 1442 | 2257 | 0500
1000 | 0500 | 4.000 | -L000 | 1829 | 0500 | 2038 1471 1506 1904 | 1771 | 1264 | 1484 | 1444 | 1000 | 0S00
1000 | 0500 | 1000 | 0500 | 1835 | 0500 | 2046 | 1476 | 1511 0500 | 1777 ] 1270 | 1490 | 1449 1000 | 2060
0300 . 1376 1281 0500 1837 | 0500 | 0200 1000 | 1515 05&) 1000 | 1468 | 0500 | 1695 | 0500 | 0500
0300 | 1384 | 1289 | -1.000 | 1850 | 0500 | 0200 | 0500 | 1523 | 1925 | 1000 { 0500 | 0500 | 0500 | 0500 | 0500
0300 138 | 1000 | -1.000 | 0500 | 0500 | 0500 | 0500 | 0500 | 0500 | 0500 | 0500 . 0500 | 0500 | 0500 | 0500
0300 | 14056 | 1000 | 0500 | 0500 | -LOCO | 0500 | 1000 | 0500 | 0500 | 0500 | -1500 | 0500 | 0500 | 0500 | 0500
0.100 1407 | 0200 | 0500 { 0500 | -1000 | 0500 | 0500 | 0500 | -1000 [ 0200 | 0500 | 1526 | 0500 | Q500 | 0500
0100 | 4465 | 0200 | -1.000 | 0500 | 0500 { 0500 | 0500 { 0500 | 0500 | 0200 | 0500 1589 | 0500 | 0500 05(X)

0100 | 1326 | -1000 | 1000 | 0500 | 0500 | 0500 { 0500 | 0500 [ 1000 | 0500 | 0500 { 0500 | 0500 | 0500 | 0500

0100 | 2249 { -1000 | 0500 | 0500 | 0500 { 0500 { 0500 { 0500 [ 0500 | 0500 | 0500 | 0500 { 0500 | 0500 | 0500

Table B.3 lists the results of the constrained optimization process for M =
16. The optimized codes p;, is obtained by locating the element in the / th

column ( indicated by the number at the top of the table ) and the /th row.
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APPENDIX C

The variances and covariance needed for the evaluation-of the Gaussian
approximatio‘n for the average probability of error are listed below. Using
equations (3.21) and (3.22) as the starting point, the partial crosscorrelation

functions are

i (7) = ]

1
M
P
Yy, 9k.1 Pi,
MI=1m= k.l /mﬂ(

1

IXZQMP,/[TCOS(”;?) %sm(”—;?)] l.=m

pary

(C.1)

—2- /2)[/ sin(”’;zf) “m sm(ff—;f-)}  I%m

and

.1ﬁ, , Qk/P//[ )cos(”’f) p sm(ZF/l)] =

TrilT) = f . (C.2)
\ 1ﬁ,§’1 mZ=1 Gkl Pim n(mTzl?){ /sin(l’$1)+ bsin(lfiTT—)], I #m |

where

b = mcos{zm) cos(xl) (C.3)

and the indices ( /and m ) are integers. The size of the Hadamard matrix is
denoted by M. Variances of the partial crosscorrelation function are obtained

using
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: T
Var{r, (1} = =] r2.(q) dt (C.4a)
{ k,/ } BTfo k,i 7
and
BT .
~ _ 1_ ,\2.
Var{rk’i(fc)) "o L P (9 ot (C.4b)
while the covariance is evaluated using |
BT
Cov {1 (9% ;(1)] = j?f ra (% (@ at. . c5)
0

The factor § is a fraction of the symbol duration.

The products of the ,croéscorrelation functions indicated by equations
(C.4a) and (C.4b) result in four summations whose indices are denoted by a, b, ¢
and d. Therefore, the variance of equation (C.4a) when subjected to the

conditions (a=b) and (c = d) gives

: M M
. Var<rk,i(r)} = ﬂ }w2a§_:1 c21 gk.a gk.c pk,a pk,c{A- B-C+D }

where

A = m[nz(a -cf ﬁzsin nB(a-c)- ésin npBl{a-c)+ énﬂ(a -cjcos n B(a -c)]

+———1——{7r2(a +cf ﬁzsin T B(a+c)- 2sinn B(a +c) + 2nf(a +c)cos « B{a +c)],

n*(a+cf
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= —1_Isin nf(c-a) - nB(c-a) cos np|c -a))

2 n’c(c -af

+ _2'153_020:2)2{3[” np{(c +a) - nf(c +a) cos nf{c +a)] :
C = T3a1(_a-—c)2{3m nf(a-c) - nf(a-c) cos nP{a -c)]

+ 2naazTc)?_[sin nf(a +¢) - nf(a +¢) cos nf(a +d)) ,
D - 1 fsm mB(a-c)  sin xf{a+c)

2r'acl (a -0 (a +c)

Note that equation (C.6) is valid for (a#c) . A similar expression can be
obtained to account for the singularities when (a =c). When none of the indices

are equal, thatis, [(a = b),(c = d),(a = ¢),(b # d)], the variance of (C.4a) is given

by
UM .
Varln ) = 3 P X X 2 GudPuPi gy B C D)
where
A . ac|sinmBlb-d) Sinnﬁ(b+d)]
- 2zl (b-d (b+d) ’
B - ég_sin mB{b-c) sinaf{b+ c)]
~ 2zl (b-9 b+
c _ be|sinmBla-d sinzla+ d)]
- 2zl (a-d (a+ d)
D = bd-Si” nf(a-c) sin nﬁ(a+c)]
- 2zt (a-9 (a+c)
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Similarly, three additional expressions would be needed to account for the

singularities when (b =c), (a =d) and (a =c), respectively.

Subjected to the same condition as that of equation (C.6), the variance of

equation (C.4b) is given by

M M |
Var(t () = ; :wza; 2 GhaGcPraPrc (A-B+C-D +E-F+G-H+J)
where
A - 1_{sin nB(a-c) . sin 7r[3(a+c)]
T oox (a-c) - (a+0)
' g - 1 f[cos nPla-c)-1+nha- c)sinaf(a- c)}
B 27[2\\ (a- C)2
cos nfi(a+ ¢)- 1 + nf{a + ¢) sin nfi(a + c)}}
(a+ cf : ’
c - .1 f[cosnﬁ(c-a)- 1] N [cosnﬂ(c+ a)- 1}}
Y (c- a) (c+ a) ’
p - {[cas npla-c)- 1+ af(a- c) sinnfa- c)}
- 272 (a- cf
[cos afla+c)- 1+ nf(a+ c) sinnf(a + c)}}
* (a+cp ’
E = 1 f[ngﬁz(a - cfsin nf{(a - c) - 2sinnfa - ¢) + 2nP(a - c)cosnfa - c)}
T2t (a-cf
N [nzﬁ 2(az-+ cfsin nf(a + c) - 2sinnf{a + c) + 2xf(a + c)cosnf(a + c)}}
(a+cf ’

F o1 {{sin mp(c- a)- nf(c - a)cosnf(c - a)]

T 2n%c (c-af

N [sin nf{c + a) - nf(c + a)cosnf(c + a)]}

(c+ af
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G .1 {{cosnﬁ(a-c)%] +[cosnﬂ(a+c)—1]}’

2n’a (a-c) (a+ ¢

Ho {{sin nf(a- c)- np(a- c)cos nfia- c)}
~ 27a (a-cf
sin nf(a + ¢)- nf(a + c) cos nfi(a + c)
(a+ cp

’ {[sin nBla-c) sin npa+ c)}}

" 2xfacll (a-o¢ (@a+ ¢

An additional expression stemming from the singularity condition when (a=c) is

required and can be easily obtained by the reader. Now, when all the indices are

not equal, the variance of (C.4b) is given by

var(p, (1) -—53 3 > ' g,

PP {(A-B+C-D }
BM az1b=1c=1d=1 i Prs Pra ny{b* 2Xd202)‘

where

A 2ac [Sf” nB(b-d) sinnp(b+ d)}

n (b-d) (b+ d)
5” _ 2ad cos{nc)cos(nd) {sin #B(b-c) sinap(b+ C)]
- T (b-c) (b+0)
c - 2bc cos{ra)cos{wb) {sin nB(a- d)' _ sinzp (a+ d)}
- n (a-d (a+d |’

D - 2bd cos(ra)cos{rnb)cos(rc)cos(nd) [sin mBla-c) sinnfla+ c)}
B T (a- ¢ (a+c)
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Concerns regarding the singularities conditions when (b=c¢), (a=d) and
(@a=c) , respectively, must be addressed and can be easily obtained by the

reader.

As for the covariance in equation (C.5), it is given by

M

M
Cov{ ri (9% (@ } = ,3/1\42 21 021 92 9o PaPyo{A-B+C-D+E-F)
as= =

where

A - 1 {[cos npla-c)-1+ n,B(a - ¢) sinnfi(a - c)
(a- cf :

N [cos mhla+ c)- 1+ mh(a+ c) sinnf(a + c)]}

(a+cp

g _ 1 [ z28%a - cPsin nf(a- c) - 2sinp(a- c) + 2np(a- c)cosnf(a - c)}
- 27 (a-cf
N [naﬂ 2(av + cfsin nf(a + c) - 2sinzP{a + ¢) + 2nB{a + c)cosnf(a + c)}}
(a+cf ’

c - 1 {{S"” ﬁﬁ(c-ha)-, nB(c - a)cosmp(c - a)}

~ 2nc (c- af
sin nf(c + a) - nf{(c + a)cosxP(c + a)
(c+ af
N {[cos nf(a-c)- 1} N [cos nP(a+c)- 1}}
Y (a- o) (a+c) ’
o {[sin nfa- c)- np(a- c)cos nfa- c)]
"~ 2nfa (a-cf
sin wfi(a + ¢)- nfi(a + c) cos nf(a + c) }
(a+cp ’

1 {[sin mf(a-c) sinnfa+ c)}}

=_ 2rnlac (a- ¢ (a+¢c)
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when it is subjected to the conditions (a=b) and (c=d). Once again, the
singularity when (a = ¢) leads to an additional expression which the reader can
easily evaluate. The covariance for the case when all the indices are not equal,

similar to the result obtained in equation (C.7), is given by

. M M M M
COV{rk,{'(T) k,,('r} Z Z Z 2 2 e Prp Py

4
b=1c=1d=1 nb*-a2{d*-c?)
{-A+B+C-D}

where

A - ég[sinnﬁ(b-d)_sinnﬁ(b+d)}

2r (b-d) (b+ d)
g . ad cos(nc)cos(rd) [sin nB(b-c) sinaB(b+ c)]
- on (b-oc) (b+c)

c - &{sinnﬁ(a-d)_sinnﬁ(a+d)}
T 2z (a-d (a+d) '

D - bd cos(rc)cos(nd) {sin mB(a-c) sinzp(a+ c)}
B o (a- o) (a+0) '

Here, concerns for the singularities conditions when (b=c¢), (a=d) and
(a=c¢), respectively, must be addressed. Note that the expressions for the

variances and covariance of the partial crosscorrelation functions are also valid

for the objective function of the optimization process by éetting B= 1.



