
UNIVERSlTY OF CALGARY 

Supplementing the Capability Matun-ty Model with the 

Personal Software Process 

John Frankovich 

A THESIS 

SUBMITTED TO THE FACIZTY OF GRADUATE STUDIES 

IN PARTIAL FULFILLMENT OF THE REQUREMENTS 

FOR THE DEGREE OF MASTER OF SCIENCE 

DEPARTMENT OF COMPUTER SCIENCE 

CALGARY, ALBERTA 

JUNE, 1999 



Bibliothhue nationale 
du Canada 

Acquisitions and Acquisitions et 
Bibliographic Services services bibliographiques 

395 Wellington Street 305, fue Wellington 
OttawaON KIA OW OtEawaON KtAON4 
Canada Canada 

The author has granted a non- L'auteur a accorde une Licence non 
exclusive licence dowing the excIusive pennettant & la 
National h'brary of Canada to Bibliotheque nationale du Canada de 
reproduce, loan, distnIbute or sell reproduke, preter, distnbuer ou 
copies of this thesis in microform, vendre des copies de cette these sous 
paper or electronic formats, Ia forme de microfiche/fih, de 

reproduction sur papier ou sur format 
eectronique. 

The author retains ownership of the L'auteur conserve la propriete du 
copyright m this thesis. Neither the droit d'autem qui protege cette these. 
thesis nor substantial extracts fiom it Ni la these ni des extraits substantiels 
may be printed or otherwise de ceIle-ci ne doivent &e imprimes 
reproduced without the author's on autrement reproduits sans son 
permission. autorisation. 



Abstract 

The Capability Maturity Model (CMM) (Paulk, 1993) is a process maturity fiarnework 

designed to improve an organization's process capability. The Personai So b a r e  Process 

(PSP) (Humphrey, 1995a) is a technique to improve an individual engineer's 

performance and productivity. The underlying philosophy is that the CMM is a top-down 

approach to improving an organization's ability to engineer software. The PSP is a 

bottom-up approach that enables engineers to improve the quality oftheir sottware. The 

combination of these macro and methodologies can form the framework for an 

organization's standard s o b a r e  process. 

This thesis explores the impact of supplementing the CapabiIity Maturity Model with the 

Personal Software Process. The effects of combining these micro and macro 

methodologies in a red-world environment are examined and its impact on Schedule and 

Effoa Predictability is eIucidated. 
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Chapter 1: Aim of Research 

1.0 Introduction 

The world has seen many revolutions: political revolutions, the Industrial Revolution, and 

the Computer Revolution. The fundamental characteristic of a revolution is the 

transformation of commonly held beliefs and values to a new set of more desirable 

beliefs and values. Currently, the computing world is in the middle of another revolution, 

one that will shift our focus from developing software, and move it toward the concept of 

engineering so hare .  

The origins ofthe paradigm shift towards engineering software go back decades, to the 

early years of the computer revolution. In this pre-bficrosoft era, projects were becoming 

ever increasingly complex, and their success was largely determined by hardware factors. 

The intrinsic complexities and cost of hardware primarily determined the success or 

f~fure of the projects (Boehm, 198 1). S o b a r e  was seen as an afterthought. the final 

packaging that allow peopIe to use the developed system to perform the functions that it 

was designed to accomplish (Pressman, 1992). In this environment, organizations 

focused their efforts on contro [ling the process of deveioping hardware. Standards, 

procedures, and methodologies were applied to the act of developing hardware, with the 

hope that this type of disciphed approach would h d l y  alIow them to gain control over 

the factors that in fact controlled them. Since software was not seen as an imponant 

component of a finished product, it did not receive that same attention and thus, did not 

improve as quickly. Figure 1 depicts the cost of deveioping and maintaining s o b a r e  as a 

percentage of the cost of deveIoping the hardware on engineering projects between 1955 

and 1985. 



Figure 1: Cost of Hardware vs. Software (Industria1 Data) 
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[n the early L970's, organizations gained more control over the process of developing 

hardware. This allowed them to push forward with bigger and better ideas that would 

propel the industry forward for decades to come. As hardware pIatfioms became more 

sophisticated, the need for sophisticated software that would control them developed. The 

approach that organizations took to develop the required software was the first red 

hint of the encroaching software engineering revolution. 

It has been documented that out of all s o b a r e  development projects attempted: 16% 

were categorized as successfd, 53% were deemed operational but less that successfu1, 

and 31% were never compIeted (Standish Group InduStn*d Data). It is difficdt to 

precisely determine the lost revenue that organizations have faced, but the figure is 

unarpably astonishg. 



The Capability Maturity ModeI (CMlM) (Padk, 1993) is a process maturity framework 

designed to improve an organization's process capabiIity. The Personal Soha re  Process 

(PSP) (Humphrey, 1995a) is a technique to improve an individual engineer's 

performance and productivity. The underlying philosophy is that the CMM is a top-down 

approach to improving an organization's ability to engineer software. The PSP is a 

bottom-up approach that enables engineers to improve the quality of their software. The 

combination of these macro and micro methodologies can form the fhmework for an 

organization's standard software process. 

1.1 Aim of Research 

The aim of this research is to investigate the impact on effort and schedule predictability 

in red world projects that results from supplementing the CMM with the PSP. 

1.2 Objectives of Research 

The purpose of this thesis is to conduct research on the impact of supplementing the 

CMM with the PSP. Real-world data metrics will be used to determine if there is a 

statisticdIy significant impact on schedule and effort predictability as a results of 

combining these two software engineering methodoIogies. The objectives ofthis research 

are as folIows: 

I, To review literature that relates to the CMM and PSP and to determine the 

current state of the art relating to the aim of the thesis. 

2. To criticaiIy analyze the current state of the art. 

3. To descnbe the organkationd environment where the research was 

conducted. 

4. To document what data metrics were collected, how they were collected, and 

the project characteristics that generated the metrics. 



5. To determine the statistical significance of the data presented. 

6,  To draw conc1usions 

1.3 Motivation underlying the Aim 

In recent years there has been a great deal of interest in software engineering processes 

that claim to improve the quality of the developmentd process and hence, the quality of 

the software product. The majority of these methodoIogies are targeted towards 

developing and sustaining an organizational soflware process model. Publications, 

research papers, and red-world data is now becoming available on these organization- 

wide models, 

The Personal Software Process was designed and targeted towards the individual 

software engineer (Humphrey, L 995a). Initial Data on the PSP's impact on the engineer's 

performance looks promising. The underlying philosophy behind the PSP is that 

improving the quaIity and performance of individual engineers working on a s o h a r e  

project will increase the quality and performance of the entire project. Currently, there 

seems to be Iittle or no data to support this assumption. 

Thus, the motivation underlying the aim of this thesis is to investigate the correlation 

between the engineering-level sobare  processes and the project / organizational-Ievel 

processes. 

1.4 Industrial Experiments 

There is a difference between an experiment that is performed in a controlled 

environment and one that is canied out in an industrial setting. In a classical scientific 

experiment, the environment is carefirIIy contmlIed and measurements are collected in 

order to discover cause and effect relationships between independent and dependent 



variables. In industrial experiments in which the environment is not under the 

experimenters control, statistical inference methods can be used to determine the degree 

to which two variabIes are correIated, 

It is very important to note that any correIation derived from industrial experiments 

utilizing statistical inference methods should not be used to imply cause and effect 

relationships. Thus, the resuIts drawn from this thesis should be viewed as a statistical 

description of the industrial data collected in that environment. 

1.5 Summary 

This introductory chapter defines the Aim of Research that this thesis addresses. The 

Objectives of Research section breaks the Aim down into a set of  objectives that ace 

individualIy addressed by subsequent chapters. A short description concerning the 

motivation behind the research is presented along with a warning that the data set utilized 

was collected in an industrid environment and any concIusions dram must be reviewed 

with care. 



Chapter 2: Survey CMM and PSP 

2-0 Introduction 

The god of this chapter is to review all literature that relates to the CMM and PSP and to 

determine the current state of the art reiating to the aim of the thesis. Thus, this chapter 

starts with a description of the process architecture of the CMM. This is followed by a 

description of the PSP internal structure. The chapter concludes with a description of how 

PSP engineers approach p laming, designing, coding* and testing individual modules. 

2.1 The Capability Maturity Model 

Atter two decades of research into productivity and quality gains from applying new 

software methodolo@es and technologies, industrid and governmental organizations are 

realizing the benefits that can be gained fiom managing their software process (Defense 

Science Board, 1987). In 1987, the Software Engineering Institute (SEI) designed an 

organizational assessment model that later developed into the Capability Maturity Model 

( C W .  

The CMM is a himework that characterizes an evolutionary process improvement path 

toward a more mature organization. A mature s o h a r e  organization possesses an 

organization wide ability to manage software deveiopment and maintenance processes 

(SEI, 1995). An organization can use the CMM to determine their current state of 

software process maturity and then to establish priorities for improvement. An 

organization's current state of maturity can be categorized as W d ,  RepeatabIe, Defined, 

Managed, or Optimizing: 
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Initid: The software process is characterized a s  ad hoc and occasionally even 

chaotic. Few process are defmed arid success depends on individuaI effort. 

Repeatable: Basic project management processes are established to track cost, 

schedule, and functionality. The necessary process discipline is in place to repeat 

earGer success on projects with similar applications. 

Dehed: The software process for both management and engineering activities is 

documented, standardized, and integrated into a standard software process for the 

organization. MI projects use an approved, taiIored version of the organization's 

standard process for developing and maintaining software. 

Managed: Detailed measures of s o h a r e  process and product quality are 

collected. Both s o h a r e  process and products are quantitatively understood and 

contm Ued. 

Optimizing: Continuous process improvement is enabled by quantitative feedback 

goom the process and Eom piloting innovative ideas and technologies. 

The CMM defines five maturity levels and each level is composed of several key process 

areas. Figure 2 graphically shows the maturity IeveIs along with the corresponding key 

process areas. 



Figure 2: Maturity Levels of the CMM (SEI, 1995) 

Each key process area identifies a cluster of related activities that, when performed 

collectively, achieve a set of goals considered important for enhancing process 

capabilities (SET, 1995). The following tabIe describes each KPA's purpose as dehed in 

the CMM: 

Table 1: Key Process Area's Pnrpose . 
Maturity 

Level 

Key Process 

Area 

Purpose 



The purpose of Requirements 

Management is to establish a common 

understanding between the customer and 

the software project of the customer's 

requirements to be addressed. 

The purpose of Software Project 

Tracking is to establish reasonable plans 

for performing the so b a r e  engineering 

and for managing the sohare product. 

The purpose of Software Tracking and 

Oversight is to provide adequate 

visibility into actual progress so that the 

managers can take effective actions when 

the software project's performance 

deviates significantly from the software 

p Ian. 

The purpose of Software Subcontract 

Management is to select qualified 

software subcontractors and manage 

them effectively. 

The purpose of Software Quality 

Asslnance is to provide management 

with appropriate visibility into the 

process being used by the software 

project and the products being btriIt. 
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2 
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3 

Software 

Configuration 

Management 

Organization 

Process Focus 

Organization 

Process 

Definition 

The purpose of Software Configuration 

Management is to establish and maintain 

the integrity of the products of the 

software project throughout the project's 

software life cycle. 

The purpose o C Organization hocess 

Focus is to establish the organizational 

responsibilities for software process 

activities that improve the organization's 

overall software process capability. 

The purpose of Organization Process 

Definition is to develop and maintain a 

usable set of sohare process assets that 

improve process performance across the 

projects and provide the basis for 

cumulative, long-term benefits to the 

organization 

The purpose of Training P r o w  is to 

develop the skills and knowledge of 

individuais so they can perform their 

roles effectivefy and eficiently. 

The purpose of Integrated Software 

Management is to integrate the software 

engineering and management activities 
L 

3 

3 

Training Program 

Integrated 

Software 

Management 



into a coherent, defined software process 

that is tailored from the organization's 

standard software process and related 

process assets, which are desmied in the 

Organization Process Definition. 

The purpose of Software Product 

Engineering is to consistently perform a 

well defined engineering process that 

integrates all the s o h a r e  ergineering 

activities to produce conecf consistent 

software products effectively and 

efficiently. 

The purpose of Intergroup Coordination 

3 Software Product 

Engineering 

3 

4 

3 Intergroup 

Coordination 

Peer Reviews 

Quantitative 

Process 

Management 

is to establish a means for the software 

engineering group to participate actively 

with the other engineering groups so the 

project is better able to satisfy the 

customer's needs effectively and 

efficiently. 

The purpose of Peer Reviews is to 

remove defects fiom the software work 

products earIy and efficiently. 

The purpose of Quantitative Rocess 

Management is to controI the process 

performance of the s o h a r e  project 
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quandtativeIy . 

The purpose of Software Quality 

Management is to develop a quantitative 

understanding of the quality of the 

project's software products and achieve 

specific quality goals. 

The purpose of Defect Prevention is to 

identify the cause of defiects and prevent 

them fiom recurring. 

, 
The purpose of TechnoIogy Change 

Management is to identify beneficial new 

technologies (i.e., toois, methods, and 

processes) and transkt them to the 

organization in an orderly manner. 

I 

The purpose of Process Change 

4 

5 

5 

5 

of Software 

Quality 

Management 

Defect Prevention 

Techno logy 

Change 

Management 

Process Change 

Management Management is to improve continualIy 

the software processes used in the 

organization with the intent of improving 

quality, increasing productivity, and 

decreasing the cycle time for product 

development. 



Table I describes the Key Process Areas at each maturity level. Alternatively, the KPA's 

in the CMM can be broken down into 3 different process categories: the OrganizationaI 

process category which contains the cross project responsibilities; the Management 

process category which contains project management activities; and the Engineering 

process category which contains technicd activities. Figure 3 shows the critical issues 

that each process category addresses as an organization matures Eom one level to the 

next. 

Figure 3: CMM Evolution of Process 

Qu;mtitativc Continuous 

impovemenc 

Level 2 Level 3 Lavei 4 Level 5 

P I h g d  
Tricking 

&ties ofa  pmdua control 
engineering 

n(innage- 
R.ocess 
Category 

&ganizationnl 
Process 
cate&Pry 

Enpin- 
Process 
Category 

B 

m n g  
according to a 
defined p.occss 

Each process category descriies the sobare processes in an organization &om a 

different vantage point: the engineer's view, the project's view, and the organization's 

view. The issues encountered in attempting to implement and institutionalize certain key 

practices wilI be d i f f i t  depending on its process category. Certain organizational roIes 

and groups may have considerabIe impact on the software processes m one process 

category and not m another. An example of such a group is the Software Configuration 

L 

Quantitative 
-t 

Lbhgemmt in o 
c0nst;artIy 

chgrng 
e n v i m m t  



Management Group. This group is responsible br planning, coordinating, and 

implementing formal configuration management activities for the software project. It is 

clear that the software processes in the management process category will be heavily 

innuenced by this group but other process categories may not be impacted as directly. 

The division of software processes into Management, Organization, and Engineering 

categories allows a unique perspective into the software processes as they mature from 

one level to the aext, 

2.2 The Personal Software Process 

The CMM represents a substantial gain in the understanding of software engineering 

processes and lays the ground work to help organizations develop their own processes 

that will continually improve over time. [ts objectives, goals, and activities are designed 

to institutionalize organizational structure and polities. However, it does not address 

what tools, techniques, and methodologies an engineer should use in order to implement 

and ultimately satisfy the policies. The CMM does lay the ground work for personal 

methodologies by providing an organizationd structure but, it does not directly address 

the requirements of the individuals. This "Personal Gap" (Frankovich, 1997) between the 

CMM and individuaI software engineers will continue to exist untii organizations can: 

Identify Key Process Areas that can be performed by the individud 

Define a subset of the CMM that will be useW to a mall development team 

The Software Engineering M t u t e  has deveIoped a Persona1 Software Process that 

addresses the gap that exists between the Capability Maturity Model and the individual. 

The PSP is a bottom-up approach to software engineering which focuses on the 

individuai software engineers, their persona1 practices, and how they relate to an 

organization-wide software process improvement plan. 



The PSP and CMM are mutually supportive. The CMM provides the orderly 

support environment engineers need to do superior work, and the PSP equips 

engineers to do high quality work and participate in organization process 

improvement (Iyer, 1996). 

The PSP has a process evolution framework similar to the CMM which partialIy 

addresses 12 of the 18 KPAs detined in the CMM. The following figure shows the CMM 

dong with its Key Process Areas, and those areas that are partially addressed in the PSP 

have been noted with an asterisk. 

Figure 4: PSP Elements in the CMM (Humphrey, 199%) 

In order to develop high quaiity software, each individual component that is integrated 

into the overaU product must aIso be of high @ty. The overall strategy of the PSP is to 
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make sure dl the individud components are of high quality. The PSP accomplishes this 

by providing a defined persona1 process fhmework that the software engineer can use to: 

Develop a plan for every project I component 

Record their development time 

Track their defects 

Retain their data in project summary reports 

Use their data to plan future projects / components 

Analyze their data to evolve their processes 

Improve their performance 

The PSP is comprised of many personal quality processes that are divided into seven 

sequential categories of progressing sophistication. Figure 5 depicts the seven sequential 

categories of the PSP. 

Figure 5: The PSP Process Evolution (Humphrey, 1995a) 

The PSP Process Evolution 



The fundamental objective of the initial stage of the PSP is to document the engineer's 

personal process as it exist today. This baseline will provide a consistent basis for 

measuring progress. Additionally, it provides a defined structure upon which to improve. 

The only moditication that the engineer does to his own process at this level is to record 

measures of performance. The PSPl stage extends the initial stage by adding software 

planning activities. These activities are geared toward elucidating the relationship 

between the size of programs and the amount of time that is needed to develop them. This 

is accomplished by developing a plan and estimating the resources required. An early 

PSP objective is to help engineers to deal realistically and objectively with the defects 

they inject. These defects are usually syntax or simple semantic errors that even the most 

seasoned software engineer wiII commit. The amount oftime that is required to track 

down and fix these errors can become extreme in very Iarge and compIex projects. The 

PSP2 stage, the Personal Quality Management Process, addresses the critical issue of 

defect management. The defect data colIection starts in initid stage and the engineers 

now use it to construct checklists for design and code review. The purpose of the final 

stage is to scde up the PSP for use on large scale projects. One of the Fundamental 

problem solving approaches in science is Divide and Conquer, taking a complex probtem 

and subdividing it into smaller more manageabIe pieces. This is the fundamental concept 

that is behind PSP3. The following figure illustrates this process. 



Figure 6: PSP3 Process Wurnphrey, 1995a) 
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The strength of this approach is that each sub-module is designed as a full PSP?, project. 

Fundamentally, the PSP was designed to aid in the development of high quality software. 

If each modde is designed to meet this requirement, then integration of each individual 

component into the overall product will also satisfy the requirement. 

2.2.1 PSP Planning 

The PSP engineer is responsible for performing alI project management activities that are 

required to perform Size Estimating, Resources Estimating, Task PIanning, Schedule 

PIarming, and to develop a Software Project Plan. 

The PSP engineer uses hear regression techniques to help generate Size Estimates. For 

each new pIanned object, the PSP engineer estimates the object type and number of 



methods the object wiII Iikely contain. Then historical data is used to project the 

estimated LOC required to impIement all the new objects. This projected LOC is then 

used by the PROBE method to calculate the size estimate for the project. Finally a 70 

percent prediction interval is calculated for the size estimate. The Resource Estimates are 

calculated in a similar rnanar. The PROBE method is used to estimate the time required 

to develop the software modules, and the 70 percent prediction intend is dso calculated. 

The PSP engineer performs Task Planning and Schedule Planning in pardlei. The 

Schedule Planning process requires a detailed estimate of the total project hours. Then 

the number of weeks required to work the estimated hours is determined with the help of 

historical utiIizrttion data. Task planning requires the development time estimates for each 

project task which were derived fiom the Resource Estimates. The task time estimates 

are then applied against the schedule to produce individua1 task completion dates and a 

final project completion date. A task baselined Earned Vaiue distribution is generated 

and is used to track the progress of the project's tasks. 

The PSP engineer documents all aspects of the Size Estimates, Resource Estimates, Task 

PIanning, and Scheduie Plaaning in a Sohare Project Plan. The plan also includes 

estimated data on productivity, test defect yield, cost of quality indexes, and defect 

removal eEciency. Finally, the plan specifies the data to be gathered in the Postmortem 

phase at the end of the project. 

2.2.2 PSP Designing 

In generating a Righ LeveI Design the PSP engineer produces a design and 

hpIernentation strategy. This strategy indudes Functioad, State, and Logic 

Specifications, and OperationaI Scmarios with Test Strategies. The Frmctional 

Specification preciseIy describes the methods provided by the objects in the design. The 

State Speciftcation descnies each of the object's states and tmxdio11~ among them. The 



logic Specification describes the pseudo-code logic for each object in the design. The 

Operational Scenarios describes the sohare system's procedural behavior in one or 

more scenarios. The Operational Scenarios are then used to help specify test scenarios. 

in addition to producing the design and implementation strategy, the PSP engineer is also 

responsible for conducting an effective design review. 

2.2.3 PSP Coding & Test 

The development tasks that the PSP engineer is responsible for start with the Module 

Design. For each module specified in the High Level Design, the PSP engineer 

constructs a Module Design and performs a Design Review on it. Next the engineer 

follows a coding standard to implement the Module Design followed by a code review. 

Atter the reviews, the modules are compiled and tested until they run without error. 

These development tasks are performed for dl modules specified in the High Level 

Design and are integrated into a coherent system. 

2.3 Summary 

The CMM is a process maturity h e w o r k  designed to improve an organization's 

process capability. The PSP is a personal methodology that empowers engineers to apply 

quality practices to their daiIy work. 

The CMM lays the ground work for personal methodologies, but it does not directly 

address the requirements of the individuds. One of the f'undamentaf difficdties in 

designing a Software Process Improvement initiative using the CMM, is that the mode1 

describes what to b d d  but not how to b d d  i t  Ewe think of the CMM as a b f u e p ~ t  for 

a house it would tell the construction worker were the Ioad bearing wds ,  suppoa beams, 

and trusses shodd be pIaced to construct a stable house but would not teU the carpenters 

how to build the load bearing walIs nor what constitutes a state of the art truss. 



Chapter 3: Critical Analysis of Literature review 

3.0 Introduction 

The goal of this chapter is to critically analyze the published results of the CMM and PSP 

in order to determine the current state of the art relating to the aim of the thesis. Thus, 

this chapter starts by reviewing the results from the Hayes / Over study on the impact of 

the PSP on individual engineers in an educational setting. This is contrasted with a case 

study on the effects of the PSP on an industrial project. Both the positive arid negative 

aspects of the PSP results are analyzed. Next, the available industrial data on CMM- 

based software process improvement programs is reviewed. This is also contrasted with 

an industrial case study utilizing data form Hughes Aircraft. Once again, both the 

positive and negative aspects of the CMM results are analyzed. This is followed by a 

brief description of the available published data concerning supplementing the CMM 

with the PSP. Finally, the results from this chapter are summarized. 

3.1 Results of the PSP 

3.1.1 Class Based Empirical Study 

In December 1997, Will Hayes and James W. Over of the Software Engineering Institute 

pubIished a landmark report that is considered to be the first large scaIe statistically 

significant study on the impact of the PSP on individual engineers (Hayes, 1997). The 

data set was collected fiom 298 individual engineers upon the completion of 23 separate 

PSP training comes. The authors of the report estimate that over 300,000 tines of code 

we developed r e m g  more than 15,000 man hours. 



From this data set, the study choose to analyzed five data metrics that are considered to 

be the foundation for personal improvement: size estimation, effort estimation, defect 

density, process quality, and productivity. Two of the most interesting £indings involved 

size and effort estimation trends which are reproduced in Figure 7. 

Figure 7: Empirical Data on PSP Impaet(Eayes, 1997) 

Site Estlmatfon Accuracy 

The data plots in Figure 7 display the estimation trends that individual engineers 

experienced as they progressed through and ultimately completed the PSP course. In the 

initial level of the PSP, both the size and effort estimation are characterized by long run 

off taiIs which indicate that the engineers were underestimating, sometimes by a factor of 

300 percent This trend is much different towards the end ofthe training course. The 

engineer's estimates are more clustered around the zero percent estimation mark and the 

underestimating nrn off tails have been shortened comiderabIy. Additionally, the size 

estimation trend is approaching the point where there are a sfmiIar number of 

overestimation and underestimation errors. TabIe 2 summarizes the major &dings of the 

study. 



Table 2: EmpiricaI Data Summary 
Data Metric 1 Results I 
Wort Estimation Improved by a factor of 1.75 

Size Estimation Improved by a factor of 2 J 

Estimation Error Number of underestimation and 

Defect Density 

Process Quality 

I significantly. 

overestimation errors were more balanced, 

Defects found at unit test improved by a 

factor of 2.5 

Defects found before compile improved by 

Productivity 

3.1.2 Industrial Case Study 

50 percent. 

Lines of Code per hour did not change 

In contrast to the Hayes / Over empiricaI study which focused on cIassroom data, there is 

industrial PSP data available from an organization that has been applying the PSP 

consistentiy for over three years. 

In June 1995, Advanced Information Sewices Inc. (AIS) of Peoria, LUinois, piloted the 

PSP on a project and Iater incorporated the PSP into their organkationaI standard 

software process. The project was divided up into nine different components each 

ranging in size fkom 500 to 2200 hes of code. The fint three components were 

compIeted with non-PSP W e d  engineers who were ha* difficulty meeting their 

mtemaI target dates. The remaining six components were re-planned and deveIoped by 

PSP trained engineers. Figure 8 shows the estimating enor percent for each of the nine 

components. 



Figure 8: PSP Schedule Estimating Error on an Industrial Project (Frankovich, 

1998) 
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The first three components had a schedule estimation error range &om 350 to 425 

percent. After the engineen were trained by a SEI licensed PSP trainer, the estimation 

error dropped to an average of -10.4 percent on the remaining six components. Similar to 

the Hayes I Over study, towards the end of the AIS pilot project, the engineers were 

drawing nearer to the point where there were a similar number of overestimation and 

underestimation errors. 

Other metrics that were coIIected incIude measures of defect density and productivity. 

Figure 9 shows the defect density of the piIot project as measured by the number of 

defects per thousand Iines of code (MOC). 



Figure 9: PSP Defect Density on an Industrid Project (Frankovicb, 1998) 
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In Figure 8, the left-most bar indicates that the engineers had 0.8 defects per KLOC 

before they were trained in the PSP. The right most bar represents the same engineers 

after the were trained and shows a defect density improvement of 78 percent which 

resulted in a significant reduction in cycle time. The middIe bar represents a control 

group of A[S engineers and provides an organizational reference point concerning defect 

density. 

Lastly, the piIot project couected the engineers' persona1 productivity rates in order to 

determine the overhead associated with the introduction of the PSP. It was found that 

there was a 7.4 percent improvement in the lines of code per hour that was produced. 



3.13 Positive Aspects of the PSP Results 

There is little doubt to the effectiveness of the PSP on the performance of individual 

s o h a r e  engineers. Hayes and Over statistically demonstrated marked improvements in 

effort estimation, size estimation, and defect density in an educational environment. That 

study is significant for a couple of reasons. Firstly, the data set was gathered Eom PSP 

training courses that were taught by SEI w e d  instructors. This standardized data 

collection environment helped to reduce the possibility of a third variable contaminating 

the study's results. Secondly, the study examined the improvement ratio of the individual 

engineers rather than the absolute value of the metric which helped to compensate for 

variability among individud engineers. Lastly, the large number of data points in the data 

set increased the reliability of the results. 

AIS took the PSP to an industrid setting and documented results similar to those found in 

the Hayes and Over study. The results of the pi10 t project should not be interpreted as 

undeniable evidence that the PSP will be just as nrccessfk1 in an industrial environment 

as it was in the educational environment. However, AIS has added significant value to the 

software engineering community by demonstrating that the PSP can be utilized on real 

worId projects with impressive results. 

3.1.4 Negative Aspects of the PSP Results 

As impressive as the Hayes and Over study is, it still remains a fact that the entire data set 

was coUected within an educational environment- This theoreticd and sterile 

environment is void of many factors that effect the performance of individual engineers 

on red world projects. 

The number one reason given by software engineers as to why an industrid project faiIed 

is unstable requirements@umphrey, 1989). In the PSP training course, the programming 

assignments are compIeteIy specified, and it is expected that each engineer will foIIow 



the specifications exactly. It is unciear how unstable requirements wouId effect the 

impact of the PSP on the performance of individual engineers. Additionally, the Hayes 

and Over data set was colIected fkom the PSP course assignments which are small in 

nature, taking on average five to ten hours to complete. Overall, this Limits the hc t iond  

usability of this study to only those industrid projects that have 60zen requirements, 

consist ofmodules requiring a maximum of ten hours to complete, and consist only of 

new development. 

The Hayes and Over study is the only statistically significant empirical study of its kind, 

and it is only applicable to classroom-based assignments. The AIS pilot project can only 

be used as a proof of concept. Thus, no hefitable conclusions can be drawn concerning 

the PSP's impact on the performance of engineers on real world projects. 

3.2 Results of the CMM 

33.1 Industry Trends 

Since 1992, the Software Engineering Institute has coIIected data and analyzed trends 

related to the maturity of organizations in the software engineering community. The data 

comes fiom organizations that have conducted a software process assessment utilizing 

the SE's CMM-Based Appraisd for Internal Process Improvement (CBA PI). This 

unique perspective offers a cross-sectional view of the software community at a moment 

in time. Figure 10 displays organizationa1 maturity broken-down by CMM levels. 
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Figure 10: Organization Maturity Breakdown (SEI, 1998) 

The above graph references 533 organizations that have conducted s o h a r e  process 

assessments in the last four years. Th*s Figure shows that approximately 40% of the 

o r g ~ t i o n s  involved have successfully moved beyond the initid level of the CMM 

with the remaining 60% unable to satisfy the criteria for the Repeatable Ievel. 
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An important aspect in predicting the htme growth of the software engineering 

community is to determine the diffirsion rate of the industry's best practices. This 

indicator is numerically represented by the number of first time assessments per year, the 

Adoption Rate. Figare I I dispIay s the differences in Adoption Rates for the software 

community since 1987. 
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Figure 11 : CMM Adoption Rate (SEI, 1998) 

This figure shows an interesting trend that has emerge over the Iast 5 years. From 1992 to 

1996, the adoption rate has remained constant at approxirnateIy LOO first time 

assessments per year. This is contrasted with an adoption rate that doubled for the &st 

five years. The organizations that comprise the data set can be broken down in to the 

following industry secton: 47% Commercial I In-house, 29.7% - DUD I FederaI, 18.2 % 

- Military, 4.8% Other. 

3.2.2 Industry Results 

In 1993, members of the Empirical Methods Project (EMP) of the Software Engineering 

Institute set forth to gather and report quantitative information regarding the benefits 

gained ftom sohare process improvement initiatives. Members of the EMP gathered 

empmcd data fiom 20 organizations that were earIy adapters of CMM bases software 

processes improvement programs. After appIying stringent incIusion criteria to the data 



submitted, 13 organizations were chosen to be included in this first of a kind report, 

"Benefits of CMM-Based Software Process Improveme~~t'~(HerbsIeb, 1994). 

The Herbsieb Report included a very diverse group which included Department of 

Defense contractors, commercial organizations, and military organizations. The 

application domains included teIecommtmications, embedded real-time systems, 

information seMces, and operating systems. The authors survey the S o b a r e  

Engineering Process Groups of the organizations for data relating to three distinct rnetrics 

categories: impact of Software Rocess Improvement (SPI) on business objectives, impact 

of SPI on social factors, and actual performance versus projections. Two results of 

interest to this thesis are productivity gains and improvements in time to market. 

The Herbsleb Report defined productivity to be the number oFLines of Code (LOC) 

developed per unit time. In order to determine the productivity gain associated with a 

SPI, the productivity rate before the SPI must be measured. This measure was 

particularly problematic for the authors since most organizations did not co lIect 

productivity rates prior to the formation of their Software Engineering hocess Groups. 

However, four organizations provided the data which is shown in Figure 12. 
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Figure 12: CMMSPI Productivity Gain per Year (BerbsIeb, 1994) 

F (3 years SR) G (f year SFI) H (years SPI) 1 (5 years SF!) 
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Organization G experienced a 67% increase in productivity during the first year of their 

SPI initiative. This represents the results of two different projects developing similar 

applications which had a substantial overIap in resources. OveraII, the productivity gains 

ranged tiom 9% to 69% averaging 35%. 

Another impressive h c h g  of the Herbsleb Report was the improvement in time to 

market as a result of the SPI program. Reduction in the amount o f  time required to 

develop applications represents a substantial competitive advantage. Figure 13 depicts 

the reduction in time to market that two organizations experienced. 



Figure 13: CMM-SPI Time to Market (Herbsleb, 1994) 
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Figure I3 shows that organization N experienced a 19% reduction in time to market per 

year. It is important to realize that the above gains represent improvements per year, thus 

organization M experienced an 11% reduction in time to market for three consecutive 

years. 

3.2.3 Industrial Case Study 

Hughes Air- is considered to be one of the pioneers in the software engineering 

industry due to its long history of software process improvement. The Software 

Engineering Division (SED) of Hughes Aircraft started a substantial SPI program as far 

back as 1973. From I973 to 1987, the SED process improvement was built on Total 

Quality Management (TQM) policies and practices. Roject data was collected, analyzed 

and used for continuous process improvement, which is very sinriIar to modem CMM 

Quantitative Process Management principles. Projects were tracked with Earned Value 

caIcuIations and defect density was recorded The SED process improvement efforts may 



have been very advanced; however, not all processes were institutionalized, and central 

coordination was lacking in some areas. 

In 1987, the SED underwent its first SEI CMM-Based Appraisal for Internal Process 

Improvement (CBA-PI) which resulted in a CMM Level 2 certification. As with any 

assessment, a process improvement action plan was created that addressed the weakness 

in their software process. The SED completed the action plan in 1990 and was reassessed, 

which redted  in a CMM Level 3 certification. Additionally, the 1990 assessment found 

that SED had many process activities in place at the Level 4 and 5 maturity levels. The 

last assessment took place in I992 which gained the SED a CMM Level 4 certification. 

One of the data metrics that the SED collected was the Cost Performance Index. This 

represents the ratio of budgeted cost of the work performed to the actual cost ofthe work 

performed. Figure 14 depicts the Cost Performance Index for projects between 1988 and 

1992. 

Figure 14: Hughes Cost Performance Index (Berbsleb, 1994) 
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A Cost Performance Index of 1.00 indicates budgeted cost matching actual cost, and an 

index below I .00 indicates a budget overmn in which the actuaI cost of the project was 

greater than the budgeted resources. Figure 14 shows that the SED has continuously 

improved their cost estimating abilities. In fact, in 1992 an overestimation of only 2% 

had occurred, 

The SED also collected the Schedule Performance Index over the same period of time. 

The ScheduIe Performance Index is collected in a similar manner to the Cost 

Performance Index. Figure 15 depicts the Cost Performance Index for projects between 

1988 and 1992. 

Figure 15: Hughes Schedule Performance I n d a  (Herbsleb, 1994) 

Years 

The SED experienced a modest dip in the ScheduIe Performance Index during 1989 

which correlates to the time W e  where the SED was implementing the £%dings of the 



1987 assessment. After the implementation of the process improvement action pIan, the 

SED experienced a steady increase in its ability to predict the schedule of developmental 

efforts. 

3.2.4 Positive Aspects of CMM Results 

There is a definite momentum in the software engineering industry towards adopting 

CMM based software process improvement initiatives. This is evident in the Software 

Engineering Institutes published adoption rate for First-Time assessments. Of the 

organizations currently pursuing process improvements, 40% have achieved a CMM 

Level 2 or higher certification. This is welcome news for a software industry that has 

been plagued by low quality and massive budget overruns. Fundamentally, this 

demonstrates a paradigm shift fiom developing software towards engineering software. 

The Hersleb Report documents the process reIated improvements experienced by 1 3 

different organizations. On average, the organizations experienced a 3 5% increase in 

productivity per year, with one group experiencing an incredible 69% increase in 

productivity per year. Additionally, a coupIe of organizations experienced a marked 

decreased in the time to market metric for their deveIopmentaI efforts. Success stories 

Like the ones presented in the Hersleb Report help propel the process improvement 

industry forward. 

The Hughes Aircrafi case study helps put to rest some old myths about software process 

improvements frameworks. Many fdsely believe that to improve quality means to 

sacrifice schedule and increase the overaII cost of a project. The SED group found that 

their ScheduIe Performance index remained reIatively constant during the entire 

implementation phase of the software process improvement program. The Cost 

Performance Index actudy experienced a substantial gain representing an improved 

ability to predict the overall budget of their projects- 



32.5 Negative Aspects of CMM Results 

The S o h a r e  hgineering hdtute  annual survey of industry maturity levels 

demonstrates the forward momentum of CMM based process improvement efforts, but 

the focus is not on the empirical benefits of these programs. This results in a Iack of hard 

evidence for many of the improvement claims made by the process community. 

There exist studies like the Herbsleb Report that can provide useful insight into the state 

of the industry, but they lack the large scale scope of a statistically significant industry 

study. The Herbsleb Report utilized data from I3 organizations, many of which were 

military and Department of Defense contractors. Therefor this report cannot be 

generalized to ail organizations since approximately half of the first time assessments in 

I996 are for commercial software organizations. These organizations undoubtedly face 

environments and implementation issues different h r n  those in the military world. 

Additiondly, the productivity gains reported are for organizations that previously 

maintained productivity rates before implementing a CMM based SPI effort. This imp lies 

a raw competency or latent ability towards s o b a r e  process that may not be present in 

other organizations. Thus, the productivity gains may be overstated by utilizing 

organizations predisposed to process improvements. 

The Hughes Air- case study suffers the same process disposition bias as the Herbsleb 

Report. The SED group was certified CMM Level 2 in 1987 but the schedde and cost 

data reported started in 1988. The data reported more accurately reflects the improvement 

gains realized after achieving matwity Level 3. OnIy 16.3% of organizations are 

operating at a LeveI 3 or higher, thus it wouId be inappropriate to generalize these results 

to the majority of organizations beginning a software process improvement program. 

Additionally, the cdcdations used to estabIish the Schedule and Cost Performance 

Indexes is &own. It is uncIear ifthe results are the summation of many projects over a 



year or represent a single program as it is developed over many years. It is dangerous to 

draw concIusions fiom data whose origins are unknown. 

3 3  Supplementing the CNIM with the PSP 

There is no published data availab Ie on how to supplement the CMM with the PSP to 

form a cohesive organizational software process. 

One possible source of information that will soon be available is the Team Software 

Process (TSP). Watts Humphrey is leading a team at the Software Engineering Institute 

that is developing the TSP which is schedule to publish results sometime in 1999. 

Currently there is very little information available about the structure of the TSP. The 

following is an excerpt fiom an article in which Watts Humphrey is introducing the TS P: 

"SoRware development is generally taught as a solo activity but when 

engineers go into industry, most of them work on teams. The transition 

from solo to team behavior is not obvious and engineers rarely get 

guidance on how to work as team members. The Team Software Process 

(TSP)SM provides such guidance. The TSPrs principaI objective is to 

show PSP-trained engineers how to nm a team-based project. The TSP 

also creates an enviro~lent that fosters continued use of disciplined PSP 

rnethods.(Humphrey, 1998)" 

3.4 Summary 

The literature reviewed in this chapter suggests that CMM based SPI programs do not 

significdy impact project schedde and cost predictabilay. However, performance gains 

are realized in increased productivity and reduced time to market measures. The Hayes / 

Over study demonstrates that in a cIass room environment there exists a statistically 



signiscant increase in an engineer's ability to plan and schedule his I her work. Finally, 

there exists no published data on the topic of supplementing the CMM with the PSP. 



Chapter 4: Research Environment 

4.0 Introduction 

The goal of this chapter is to describe the organizational environment where the research 

was conducted. Thus, this chapter starts by describing the organization's process history 

fiom their initial Declaration of Improvement through to their current software process 

improvement initiative. This is followed by a description of the organization's standard 

lifecycle. Finally, the mechanism used by the organization to integrate the PSP into the 

CMM process architecture is described in detail, 

Due to confidentiality issues, the organizatrbn does not wish to be named and will be 

referred to as the Xm organitation. Records concerning the organization's 

authenticity and the ve@cation of the data collected have been affirmed by the 

University of Calgary 's So@are Engineering Research Chairperson, Dr. Mildred 

Siraw* 

4.1 The Organizational process history 

The XYZ organization is an independent software contractor with facilities in the United 

States and India XYZ's application domain includes software development, consulting, 

and software process training. The software development group accounted for 33% of 

the revenue m 1997 and varied in size between 20 and 30 software professionds. The 

software projects in the development group typically ranged in size &om one to eight 

so ffware professionals. 

The XYZ organization started their software process improvement program in January 

1992. They used the S o h a r e  Engineering CMM as the process maturity 

fixmework to improve their organizational process capabiIity. Additiondy, the PSP was 



later seIected as the enabling technology to improve each individuaI engineer's 

performance and productivity. The organization pubticly stated its Declaration of 

[mprovement, which included three main points. 

I .  Improve profitability of development projects by meeting cost estimates and 

schedule commitments with reasonabIe consistency. 

2. Rovide a continuing management focus on the progress and visibility of each 

project from initial commitment to orderly progression through the 

development lifecycle phases and customer acceptance. 

3. Enable continuous improvement of the development process through a 

changed organizationa1 culture biased towards rapid implementation of many 

small incremental improvements as opposed to a few large changes. 

In April 1996, XYZ participated in an internal CMM Based Appraisal for hternal 

Process Improvement (CBA PI) with a SEI licensed assessor. The objectives of the 

appraisal were to identify software process weaknesses and strengths, identify highest 

priority issues for s o h a r e  process improvements, and provide a kamework to focus 

process improvement actions. The scope was to assess five projects where XYZ had 

responsibility for project and process management, and to assess the so h a r e  process for 

the CMM Repeatable and Defined Levels. The foIIowing table summarizes the major 

findings of the assessment. 

Figure 16: XYZ Process Assessment Findings 
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A process improvement action plan based on the improvement opportunities identified in 

the assessment was presented to the development group in June 1996. The action plan 

identified the tasks to be completed, planned schedule for implementation, and resources 

assigned. The Action plan was successllly completed in December 1997, and the 

organization is currently preparing for another assessment sometime in the first quarter of 

1999. 

4.2 The Organizational Standard Lifecycle 

* 
Organization Process Focus 

Training Program 

Integrated Software 

Management 

Intergroup Coordination 

Peer Reviews 

The XYZ Organizational Standard Lifecycle represents a six step sequential approach to 

the development of so h a r e .  It is based on the classic waterfaI1 model, a systematic 

approach in which the s o h a r e  development effort progresses through a series of discrete 

phases. Figure 17 depicts the phases of the XYZ lifecycle. 

Organizational Process Definition 
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Figure 17: XYZ LirecycIe 

In the Concept Exploration phase, the customer's high level business needs and the scope 

of the project are determined and recorded in the Preliminary Analysis document. A 

contract called the Statement of Work (SOW) is developed for the requirements phase. 

The SOW contains a description of the tasks to be completed, estimated hours, estimated 

schedule, and the phase deliverabIes. DeIiverabIes Eom this phase include: 

1. Preliminary AnaIysis Document 

2. Statement of Work for the Requirements Phase 
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Requirements 

Preliminary 
Design 

h the Requirements phase, the activities of gathering, analyzing, and documenting the 

requirements occurs within a Joint Requirements Planning sessions (JRP). 

AU rewements that are identified during this phase are documented in a Software 

Reqpbments Specification (SRS). The god of the SRS is to describe aU extemdy 

observed behaviors and characteristics expected of the software system. The contents of 

a SEU include specifications for the inputs, outputs, system behaviors, and externally 

2 

Critical Design 1 
Code / Test 

Instatlation 1 
Checkout 

Support 



observable characteristics. A Software QuaIity Assurance Plan is constructed that 

describes the quality activities that are necessary in order to ensure compliance to XYZ 

standards. DeIiverab Ies fiom this phase include: 

1. Software Requirements Specification (IEEE Std 830-1993) 

2. Software Quality Assurance Plan (IEEE Std 730-1993) 

3. Statement of Work for the Pre1imina.y Design phase 

In the Preliminary Design phase, a high level design of the system is developed and 

documented in the Preliminary S o h a r e  Design Document (PSDD). The contents of the 

PSDD include Entity Relationship Diagrams, Data Dictionary, Data Flow Diagrams, 

Process Descriptions, and File Definitions, A Prototype may be used to gain a better 

understanding of the interface design. A Software Configuration Management Plan is 

constructed that descnie the activities for managing the creation and evolution of the 

software work products. Additiondly, a system and acceptance test plans are developed 

cooperatively with the customer. Deliverables of tGs phase include: 

I. Prototype 

2. Preliminary Software Design Document 

3. Software Configuration Management Plan (IEEE 828-1990) 

4. System / Acceptance Test Plan (IEEE 829-1983) 

5. Statement of Work for the Critical Design I Code / Test phase 

In the Critical Design / Code / Test phase, each component idenaed during Preliminary 

Design is r e h e d  and expanded, the tests are designed, the code is written, and the 

components are tested Components are integrated and Integration Tests are executed. 

The Systems and Acceptance Tests are executed on the completed system and the 

Relimioary Users Documentation is written. DeIiverabIes of this phase include: 

I. CriticaI Software Design Description 

2. ComponentTestPIau(IEEEStd 1008-1987) 

3. htegration Test Plan (IEEE Std 829-1983) 

4- System Test Design (IEEE Std 829-1983) 



5. Product Executable and FiIes 

6. Preliminary User Documentation 

7. Statement of Work for the Installation I Checkout phase 

In the Installation / Checkout phase, the product is installed in the customer's 

environment and acceptance testing is performed. The User Documentation is completed 

based on the feedback of acceptance testing. Deliverable of this phase include: 

I. User Documentation 

2. Verification and Validation Report 

3. Statement of Work for the Operational Support Phase 

The OperationaI Support phase is the final phase in the XYZ life cycle. An electronic 

copy of the projectrs work products are delivered to the customer. If required, resources 

are made available for ongoing maintenance. If user training is required, a training 

program is developed and delivered. Deliverables of this phase include: 

1. Electronic copies of work products 

2. Maintenance support 

3. Training Program 

4.3 Integrating PSP into CMM 

The aim of this thesis is to investigate the impact that supplementing the CMM with the 

PSP has on effort and schedde predictabGty on red-world industrid projects. This 

investigation must include a detailed description of the research environment in order to 

gain perspective on the data metrics that were colIected. It is sufEcient to descriie ody 

those process areas that have a direct impact on effort and schedde predictabifity, 

spdcaITy the CMM key process areas of Software Project Planning and Sobare 

Roject Tracking and Oversight. It is also necessary to show how the PSP processes can 



be integrating into the CMM process framework, to form a coherent process architecture. 

Describing this integration shows that the results apply equally to the CMM and the PSP. 

Thus, the description of the research environment includes: 

1. A description of the PSP-CMM process integration for Software Project 

Planning 

2. A technical description of how the PSP processes map to each activity with 

the key process area of Software Project Planning 

3. A description of the PSP-CMM process integration for Software Project 

Tracking and Oversight 

4. A technical description of how the PSP processes map to each activity with 

the key process area of Software Project Tracking and Oversight 

43.1 PSP-CMM Integration: Software Project Planning 

At the end of Preliminary Design, a Statement of Work is developed for the 

Criticd Design / Code I Test phase. This contract includes the estimated schedule and 

effort that is required to translate the High Level Design into an executable system. The 

estimates are created by breaking the High Level Design into smaller modules. The size 

and complexity of the modules are chosen in such a way that an engineer could 

reasonably implement them during a standard work week. These components are then 

given to PSP engineers who uses their own defined personal processes to estimate size, 

time, and effort required for implementation of the component- AAer all components 

have been estimated in this fashion, the estimation data is passed back to the project 

manager. The Statement of Work estimates are then developed by combining the 

individual estimates for aIl of the components of the High Level Design. Figure 18 

graphically displays the retationship between the PSP and the CMM based Sobare 

Project Planning processes: 



Figure 18: XYZ Planning Process 

Figure 18 shows multiple PSP engineers involved with generating the estimates for 

Critical Design 1 Code / Test. It is important to note that the PSP module estimates 

typically account for 75 to 85 percent of the total estimates in the Software Project Plan. 

The Project Manager is responsible for estimating the time and effort of other non-PSP 

activities Iike developing the module descriptions, management overhead, and 

developing the Component, Integration, and System Test PIans. 

43.2 PSP-CMM Mapping: Software Project Pianning 

The overalI goaI of the Key Process Area of Software Project Planning is to 

MtutionaIize planning processes that ensure that the organization has the ability to 

make pram that accurately reflect what it can reasonabiy accomplish. Table 3 reproduces 

the three goals of this Key Process Area as  stipulated in the CMM. 



Table 3: ECPA Software Project Planning Goals and Activities - - 
L 

As defiaed in the CMM 

God 1 

I I planned and documented. 

Activity 

Goal 2 

' God 3 I Affected groups and individuals agree to their 
I I 1,3,4 

SoRware estimates are documented for use in 

I commitments related to the s o h e  project. 

Mae 

9, 10, 1 1, f 2, 

planning and tracking the software project. 

Software project activities and commitments are 

The PSP-CMM planning process structure described in Figure 18, can be used as a 

Wework  for satisfying the goals listed in Table 4. The techniques the PSP utilizes 

become part ofthe organizationid planning process to form a single homogeneous 

process rather than disjointed extensions. 

15 

2,5,6,7,8, 

The following is a description ofhow the PSP maps to the Key Process Area of Software 

Project Planning. The activities of the KPA are listed dong with a short description of 

how the PSP component of the PSP-CMM planning process structure helps to satisfy the 

activity. Each activity is classified as one of the following: 

Fully Supported. The PSP component of the PSP-CMM planning structure is 

a major component in supporting the activity. 

Partially Supported. The PSP component of the PW-CMM planning 

structure plays a supporting role in supporting the activity. 

Not Supported. The PSP component of the PSP-CMM pi&g structure 

pIays no role in supposing the activity. 

It is important to note that this mapping is ody for the PSP component of the PSP-CMM 

planning structure in the Cdticd Design / Code I Test phase of a project. Thus, when 



activities are categorized as Partially Supported or Not Supported, it should only be 

interpreted to mean that the PSP does not I1I address the activity. This does not preclude 

other organizational processes supporting the activities. 

Activity 1 The software engineering group participates on the project proposal 

team. 

In a PSP-CMM project, the proposed commitments are fully documented 

in the software project plan. The proposal includes schedules, required 

resources, module decomposition, and design strategies. The PSP engineer 

directly participates in constructing the commi*tments by using their own 

defined personal process to estimate size, time, and effort required for 

impiementation of the component. 

The PSP l l l y  supports this activity. 

Activity 2 Software project planning is initiated in the early stages of, and in 

parallel with, the overall project plan. 

The PSP does not support this activity. 

Activity 3 The software engineering group participates with other affected 

groups in the overall project planning throughout the project's life. 

In a PSP-CMM project, the software engineering group is composed of 

PSP engineers. Within the scope of the Critical Design / Code / Test 

phase, the software engineering group also makes up the "other affected 

grow'- 

The PSP M y  supports this activity. 



Activity 4 Software project commitments made to individuals and groups 

external to the organization are reviewed with senior management 

according to a documented procedure. 

The PSP does not support this activity. 

Activity 5 A software Lifecycle with predefmed stages of manageable size is 

identified or defined. 

In a PSP-CMM project, the software lifecycle includes the PSP lifecycle. 

The engineers follow the cyclic developmentd Iifecycle ofthe PSP. The 

following scripts and instruction sheets define the cyclic developmental 

Life cycle: 

PSP3 Process Script 

PSP3 Planning Script 

PSP3 Development Script 

PSP3 Postmortem Script 

Cycle Summary hstructions 

The PSP fully supports this activity. 

Activity 6 The project's software development plan is developed according to a 

documented procedure. 

In a PSP-CMM project, the engineers deveIop their own software 

deveIopment pIan which are roIIed up into the overall project plan- The 

PSP sohare deveIopment plan is developed according to the documented 

procedure specified in the foIIowing script: 

PSP3 Planning Script 



The PSP M y  supports this activity. 

Activity 7 The plan for the software project is documented. 

In a PSP-CMM project, the engineer's software development plan is 

specified in the rollowing scripts, forms, and templates: 

PSP3 Project Plan Summary 

Cycle Summary Form 

Size Estimating Template 

Task Planning TempIate 

Schedule Planning Template 

The PSP fully supports this activity. 

Activity 8 Software work products that are needed to establish and maintain 

control of the software project are identified. 

The PSP process identifies the foIlowing work product that are needed to 

estabIish and maintain control of the software project: 

PSP3 Project PIan Summary 

PSP3 Issue Tracking Log 

Task Planning Template 

SchedulePIanningTempIate 

Operation Scenario TempIate 

Functional Specification TempIate 

State Specification TempIate 

Logic Specification Template 



The PSP hffy supports this activity. 

Activity 9 Estimates for the size of the software work products (or changes to 

the size of software work products) are derived according to a 

documented procedure. 

In a PSP-CMM project, the engineer derives size estimates according to 

documented procedures and then rolls them up to the project level. The 

engineer derives estimates according to the procedures defined in the 

lollowing scripts, instruction sheets, and temp Iates: 

PROBE Estimating Script 

PSP3 Project Plan Summary Instructions 

Size Estimating Template hstructions 

Size Estimating Template 

The PSP hiIy supports this activity. 

Activity LO Estimates for the software project's effort and cost are derived 

according to a documented procedure. 

In a PSP-CMM project, the engineer derives the resource estimates 

according to the documented procedure defined in the following script: 

PROBE Estimating Script 

PSP3 Project PI= Summary Instructions 

Resource Size Estimating TempIate Instructions 

Resource Estimating Template 

The PSP WIy supports this activity. 



Activity 11 Estimates for the project's critical computer resources are derived 

according to a documented procedure. 

The PSP does not supports this activity. 

Activity 12 The projects software schedule is derived according to a documented 

procedure. 

In a PSP-CMM project, the engineer derives the schedule according to the 

documented procedure defined in the following templates, instruction 

sheets, and scripts: 

Task PIanning Template Instructions 

Schedule Planning Template Instructions 

Task P~anning Template 

Schedule Planning Template 

PSP3 Planning Script 

The PSP hIly supports this activity. 

Activity 13 The software risks associated with the cost, resource, schedule, and 

technical aspects of the project are identified, assessed, and 

documented. 

The PSP does not supports this activity. 

Activity 14 Plans for the project's software engineering facilities aad support 

tools are prepared. 

The PSP does not supports this activity- 



Activity 15 Software planning data is recorded. 

The PSP engineer records dl data associated with the pIanning of project 

in the following scripts: 

PSP3 Project Plan Summary 

Cycle Summary Form 

Size Estimating Temp late 

Task Planning Template 

Schedule Planning TempIate 

The PSP fully suppons this activity. 

The above mapping illustrates how the PSP can supplement the CMM with regards to 

Software Project Planning. The resuits of the detailed PSP-CMM planning process 

mapping are dispiayed graphically in Figure 19. 
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Figure 19: Software Project PImning Activities Supported by PSP 
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4.3.3 PSP-CMM Integration: Software Project Tracking and Oversight 

The Key Process Area of Software Project Tracking and Oversight focus is on 

management's ability to determine project status. In order to provide adequate visibility 

into the process of developing software, actual results and performances must be tracked 

against the Software Project PIan. When the actuaI cesdts and the pIan significantIy 

differ, corrective action should be taken. One way to perform this type of detailed 

tracking is with earned value project scheduling. 

Earned value (EV) tracking is a mechanism to evaluate the progress of a project (Boehm, 

1981). EV w o k  by establishing a vdue for each task m the soAware project plan. This 

vaIue represents the percent of effort reqpired to complete the task reIative to the overall 

project effort. The EV tracking mechanism provides a common value scde for each task 



regardless of the type of work involved. As each task is completed, the project is 

awarded that task's eamed value. When the project reaches 100% eamed value, all of the 

planned tasks are compIeted. 

The foILowing chart graphically displays the relationship between the PSP and the CMM 

based Software Project Tracking and Oversi*ght processes: 

Figure 20: XYZ Tracking and Oversight Process 

As mentioned earlier, the Software Project Plan is developed by integrating the individual 

estimates for aII of the components of the high level design. In the Critical Design I Code 

/ Test phase, each of these components is impiemented by engineers performing full 

PSP2.I cycles on the components. Each engineer tracks to compIetion each of the 

implementation tasks with earned value. This tow level eamed value is then passed back 

to the project 1eveI via weekIy or monthly project status update meetings. 



Project level earned vaIue can be constructed in one of two ways depending on the 

grandarity of tracking that is required by the project: Component Level earned value or 

Engineer Level eamed value. 

Component Level Earned Value 

The project manager can track component level eamed value by defining an 

earned vdue task to be the compIetion of a PSP 2.1 Cycle. Once the engineer has 

completed the implementation of a component (when the engineen earned value 

is 100%), the project is awarded the earned value associated with the component. 

Engineer Level Earned Value 

The project manager can track the engineering [evel earned value by defining an 

earned value task to be the completion one of the PSP phases of the PSP2.1 cycle 

(Planning, Design, ImpIementation, Testing, Postmortem). Once the engineer has 

completed a PSP phase, the project is awarded the earned value associated with 

the phase. 

This type of low levei earned vaIue tracking can greatly increase the visibility into the 

process of developing sohare. This type of approach d o w s  the project manager to 

track earned vaIue not ody at the project level but aIso at the individual engineer leveL 

The complexity of defining a software process to cafculate earned value is masked by the 

PSP since the process is aIready defied for the engineering level. 

43.4 PSP-CMM Mapping: Software Project Tracking and Oversight 



The overall god of the Key Process Area of Software Project Tracking and Oversight is 

to institutionalize tracking processes that ensure that the organization has adequate 

visibility into the process and progress of the organizations projects. Table 4 reproduces 

the three goais of this Key Process Area as stipulated in the CMM. 

TabIe 4: KPA Software Project Tracking and Oversight Goals and Activities . 

I I against the sobare plans. 19,10,1l, I 

As defrned in the CMM 

Goal 1 

Supporting 

I I closure when actud results and performance 1 9, 1 1 I 

Actual results and performance are tracked 

Goal 2 

I I deviate significantiy horn the sobare plans. I I 

Activities 

I , %  6,7,8, 

Corrective actions are taken and manages to 

I I by the affected groups and individuals. I I 

12,13 

2,5,6,7,8, 

Goal 3 

The following is a description of how the PSP maps to the Key Process Area of Software 

Project Tracking and Oversight. The activities of the KPA are Listed dong with a short 

description of how the PSP component of the PSP-CMM tracking process structure 

satisfies the activity. Each activity is classified as one of the foilowing: 

Fully Supported. The PSP component of the PSP-CMM tracking structure is 

a major component in supporting the activity. 

PartrCally Supported The PSP component of the PSP-CMM tracking 

structure plays a supporting roIe in supporting the activity. 

Not Supported. The PSP component of the PSP-CMM tracking structure 

pIays no rote m supporting the activity- 

Changes to software commitments are agreed to 3,4 



It is important to note that this mapping is ody  for the PSP component of the PSP-CMM 

tracking structure in the Critical Design I Code / Test phase of a project Thus, when 

activities are categorized as PartialIy Supported or Not Supported, it should only be 

interpreted to mean that the PSP does not W address the activity. This does not preclude 

other organizational processes supporting the activities. 

Activity 1 A documented software development plan is used for tracking the 

software activities and communicating status. 

In a PSP-CMM project, the engineers track their work according to their 

s o h a r e  developmental plan, which is specified and documented in the 

following scripts, forms, and templates: 

PSP3 Roject Plan Summary 

CycIe Summary Form 

Size Estimating Template 

Task Planning Template 

Schedule Planning Template 

The PSP hlly supports this activity. 

Activity 2 The project's software development plan is revised according to a 

documented procedure. 

The PSP does not support this activity. 

Activity 3 Software project commitments and changes to comm*tments made to 

individuak and groups externd to the organization are review with 

senior management according to a documented procedure* 

The PSP does not suppoa this activity. 



Activity 4 Approved changes to comdtments that affect the software project 

are 

communicated to the members of the software engineering group and 

other software related groups. 

The PSP does not support this activity. 

Activity 5 The sizes of the software work products (or sizes of the changes 

to the sofhvare work products) are tracked, and corrective actions are 

taken as necessary. 

In a PSP-CMM project, the engineer produces a software project plan that 

contains detailed size estimates for all modules to be developed. The 

process of tracking the actual size of each module is defmed in the 

following forms and instruction sheets: 

Cycie summary Instructions 

Cycle Summary 

The PSP Eully supports this activity. 

Activity 6 The project's software effort and cost are tracked, and corrective 

actions are taken as necessary. 

[n a PSP-CMM project, the engineer tracks actual effort fiom which cost 

can be derived. The foilowing instruction sheets and templates define the 

effort tracking procedure: 

ScheduIe Planning TempIate Insmrctions 

ScheduIe Planning TmpIate 

Cycle summary hlStmcti01~~ 



CycIe Summary 

The PSP firlly supports this activity. 

Activity 7 The project's critical computer resources are tracked and corrective 

actions are taken as necessary. 

The PSP does not support this activity. 

Activity 8 The project's software schedule is tracked, and corrective actions are 

taken as necessaryc 

In a PSP-CMM project, the engineer tracks the project's schedule with 

actual and estimated earned value. The following instruction sheets and 

templates d e h e  the schedule mcking procedure: 

Schedule Planning Template Instructions 

Schedule PIanning Template 

The PSP hIIy supports this activity. 

Activity 9 Software engineering technical activities are tracked, and corrective 

actions are taken as necessary. 

In a PSP-CMM project, the engineer tracks the project's technical 

activities with actuaI and estimated earned vaIue. The foIIowhg 

instruction sheets and templates define the task tracking procedure: 

Task P I h g  Template Instructions 

Task Planning Template 

CycIe Summary rnstructions 

CycIeSummary 



The PSP WIy supports this activity. 

Activity 10 The software risks associated with cost, resource, schedule, 

and technical aspects of the project are tracked. 

The PSP does not support this activity. 

Activity I1 Actual measurement data and re-planning data for the software 

project are recorded. 

In a PSP-CMM project, the engineer records all actual measurement and 

re-planning data in the following scripts and templates: 

PSP3 Project Plan Summary 

Test Report Template 

Cycle Summary 

Task PIanning TempIate 

Schedule Planning Template 

Time Recording Log 

Defect Recording Log 

The PSP hIIy supports this activity. 

Activity I2 The software engineering group conducts periodic interad reviews to 

track tecfinicnl progress, plans, performance, and issues against the 

softwPre development plan. 

In a PSP-CMM project, the engineer documents, tracks and manages 

issues rerated to the development of software. The data that is reviewed is 

contained in the following scripts9 forms and templates 



PSP3 Project Plan Summary 

Cycle Summary Form 

Size Estimating Template 

Task Planning Template 

Schedule Planning Template 

Issue Tracking Log 

The PSP fully supports this activity. 

Activity 13 Formal reviews to address the accomplishments and results of the 

software project are conducted at selected project milestones 

according to a documented procedure. 

The PSP does not support this activity. 

The above mapping illustrates how the PSP can supplement the CMM with regards to 

Software Project Tracking and Oversight. The results of the detailed PSP-CMM tracking 

process mapping is displayed graphically in Figure 21. 



Figure 21: Software Project Tracking and Oversight Activities 
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4.4 Summary 

The data set utilized in this thesis was couected in an environment that can be 

characterized as mature, institutionalized, and process focused. Additionally, its 

organizationd standard EfiecycIe contains well defined phases, standardized deliverables, 

and quality processes. FinalIy, the process mechanism used by the organization for 

Software Project Planning and Software Project Tracking and Oversight were formed 

Eom suppIanenting the CMM Wework with the PSP. 



Chapter 5: Research Implementation 

The goal of this chapter is to document what data metrics were couected, how they were 

collected, and the project characteristics that generated the rnetrics. Thus, this chapter 

starts with a description of the project characten'stics and the resulting data set. This is 

followed by a description of the XYZ metric program and the organi*zationaI process 

database. Schedule and effort predictability are defined and organizational data is 

presented. Finally, positive and negative aspects of the data set are elucidated. 

5.1 Project Characteristics 

The majority of the projects that XYZ has undertaken have been information technology 

projects were X Y Z  has maintained project management cone01 of the environment. 

There have been implementations from fortune 100 organizations, media companies, and 

transportation companies. 

The data set used in this thesis consists of37 distinct projects representing over 100,000 

man hours. Of these, 64.9% of the projects were unique development efforts with the 

remaining 35.1 % being enhancements to software. Additionally, the average 

length of the projects was 1 I months and the average assigned resources were just over 

three. AU projects were internally managed by XYZ using the organizational standard 

software process that was present in the organization at the h e .  

5.2 Metries Program 



The Software Process Engineering Group (SEPG) was created in 1992 and has been 

assigned the responsibility of ownership and updates to the XYZ defined software 

process, including collecting and maintaining project related data metrics. During the 

Phase Review process, the Project Manager submits to the SEPG the Project Data 

Collection Form which includes the following data items: 

1. Project Name 

2. Phase Name 

3. Project Manager 

4. Current Date 

5. Estimated Hours 

6, Actual Hours 

7. Start Date 

8. Planned End Date 

9. Actual End Date 

10. Average Number of Resources 

i 1. Acceptance Test Defects 

12. Post Delivery Defects 

13. Customer Satisfaction 

14. Re-planned? (Y/N) 

Ody after the submission of the SEPG Project Data Collection form can a project be 

officially close, and the Project Manager relieved from its responsibility. Thus. the data 

metrics are record immediately after phase completion, which has a direct impact on the 

accuracy of the data The SEPG group then inputs the data metrics into the 

organizational process database. 

Since the SEPG group was formed in 1992, the data metrics from 1988 to 1992 had to be 

couected m a different fashion. Last year, X Y Z  was nominated for the IEEE Computer 

Society Award for Software Process Improvement This required submining a detailed 

report on the improvement trends that the organization had experienced since its 

foundation. Four mdividuals, the founder, the president, the process manager, and the 

director of training combed the organ.ization7s records and reconstructed the metrics fiom 

1988 to 1992 which were later a s d a t e d  into the organizational database. 

The XYZ organization process database currently contains over 850 data items 

representing over 100 different project phases from I988 to 1998. The Thesis Data Set is 



shown in Appendix A Table K and lists the data metrics that are used in this thesis, a 

subset of the XYZ organizational process database. The data set used in this thesis 

consists of all the Critical Design / Code / Test project phases, since it is this phase of the 

Wecycle where the PSP is most integrated into CMM architecture. 

5.3 Schedule Predictability 

The Estimated Schedule is the total projected time between the project's start date and its 

estimated end date. The Estimated Schedule is calculated as FoIlows: 

Estimated Schedule = f (Estimated End Date - Start Date ) 

Where f (X)  = Converts X to a whole number. 

The Actual Schedule is the total elapsed time between the project's start date and its end 

date, The ActuaI Schedule is calculated as follows: 

ActuaI Schedule = f (Actual End Date - Start Date ) 

Where f ( X )  = Converts X to a whole number. 

Schedule predictability refers to how closely the Estimated Schedule matches the Actual 

Schedule. This can be nuxn&cdIy represented as a percentage by calculating the 

Schedule Predictability as fo[Iows: 

Schedule Predictability = (Actual ScheduIe /Estimated Schedule)* 100)- 100 

The folIowing figure graphicaIly represents the Schedde PredictabiIity experienced by 

XYZ over ten years of project activity. The dates represented dong the horizontal axis 

are fiom Jdy 1988 though December 1998. The date the project phase started was 



selected a s  the horizontat coordinate because the process maturity of  the project phase is 

primarily influenced by the maturity of the organization when the phase started. The three 

methodology milestones art represented as labels across the top o f  the graph: when the 

organization followed no process mode1 (1988 - 1992), implementation of a CMM 

process architecture (I  992 - 1995), and the integration of the PSP into the CMM 

h e w o r k  (1996 - 1998). 

Figure 22: XYZ Schedule Predictability (Frankovicb, 1998) 
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The graph appears to show a steady deche m the scheduIe predictability through the 

three methodoIogy miIestones. Any concIusions concerning the effectiveness of the 

rnethodoIogies on schedule predictability shouid be deferred to chapter six, when 

statistical idierence methods are used to determine ifany statistically significant 

conclusions can be dram Eom this data set, 



5.4 Effort Predictability 

The Estimated Effort is the total projected number of hours that are planned to be worked 

in order to complete the project. The Actual Effort is the actual number of hours worked 

on the project. Both data items were retrieved from the organizational process database. 

Effort Predictabirity refers to how cIoseIy the Estimated Effort matches the Actual Effort. 

This can be numerically represented as a percentage by calculating the Effort 

Predictability as follows: 

EEort Predictability = (Actual Effort Estimated Effort ) * 100) - I00 

The following figure graphically represents the Effort Predictability experienced by X Y Z  

over ten years of project activity It contains the same format as the ScheduIe 

Predictabifity graph: methodology milestones across the top and project phase start dates 

along the horizontal axis. 



Figure 23: XYZ Effort Predictability (Fnankovich, 1998) 
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Once again, there appears to be a noticeable decline in the effort predictability but no 

concIusions should be drawn at this time. Additionally, there appears to be evidence of 

organizational Ieaming which the Statistical Testing Procedures of this thesis will 

explore. 

5.5 Data Comparison 

5.5.1 Positive Aspects of the Data Set 



One of the major findings fkom the 1996 CMM Based Appraisal for Internal Process 

Improvement (CBA IPI) was the fact that the X Y Z  organizational standard software 

process was highIy institutionalized. This means that process improvement had become a 

part of the organization cuIture and had been hHy accepted as the standard way of 

conducting business. This high level of buy in and cooperation resulted in the software 

methodologies being applied very consistently across all projects. Thus, the data set 

collected £iom the projects can be considered representative of the process. In other 

words, there is a very low probability that the projects that submitted data to this study 

did not follow the methodology. 

Another positive aspect of the data set is that 76% ofthe data collected was generated by 

projects contracted by a single client This common environment, culture, and application 

domain adds reliability to the data and helps reduce the impact of variability in this study. 

5.5.2 Negative Aspects of the Data Set 

One of the most difficult problems that organizations face is retaining those employees 

that form their knowledge base. The loss orthis base can have a direct impact on the 

performance of the organization. XYZ has experienced a 10.5 % average turnover rate 

over the last six years. Although this may be considered low by some organizations, it 

still can have a direct impact on the performance of individuaI projects, hence sttmting 

the visible benefits of the process improvement program. 

As with any organization that is involved with software process improvement, there is the 

possibility that the improvements may be caused by organizational growth in general and 

may not be directly related to the '"new" process that has been impIemented This has an 

inseparable impact on the results of the data 



5.6 Summary 

The Thesis Data Set contains data items representing 37 distinct project phase that were 

retrieved from the XYZ organizational process database. The majority of projects that 

contributed to the process database shared a common client according to a recent 

CBA IPI assessment, followed institutionalized software methodologies. From five main 

data items (Estimated End Date, Actual End Date, Actual Effort, Estimated Effort, and 

Start Date) the composite metrics of Schedule Predictability and Effort predictability can 

be derived. 



Chapter 6: EvaIuation 

6.0 Introduction 

The goal of this chapter is to determine the statistical significance of the data presented 

in this thesis. Thus, this chapter starts with a discussion of the difficulties associated with 

red-world experiments. This is followed by a description of the research design and the 

statistical testing procedure that was used to analyze the thesis data set. Finally, each test 

is described and statisticai results are presented. 

6.1 Industrial Real-world Experiments 

There is a difference between an experiment that is performed in a controlled 

environment and one that is carried out in an industrial setting. The major difference is in 

the control of the environmental variables. In the XYZ working environment, it was 

impossible to identify and utilize a control group since its environment is dynamic and is 

in a continuous state of ffw. This had the effect of producing test results that may be 

open to other explanations and interpretations than the ones offered in this thesis. 

As with any experiment, it is difficuit to state unequivocally the cause and effect 

reiationship between the independent and dependant variables. The best that can be 

offied is an explanation of the reIationship the exists between them. One must dways 

consider the possible existence of a third variabIe that is operating between two 

variables. Thus, any conctusions offered in this thesis should be tmdentood to reflect 

characteristics of the retationship and not hard facts. 



6.2 Research Design 

The aim of this research is to investigate the impact on effort and schedule predictability 

in red worId projects that results from suppIementing the CMM with the PSP. The data 

collected on scheduIe and effort predictability can be represented as follows: 

Figure 24: Thesis Data Set 
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In order to investigate any changes in predictability Erom one data set to the next, it is 

necessary first to demonstrate that the three data sets are independent of each other. If 

the data sets are not independent then any improvement trends experienced when CMM 

process is introduced may be carried over to the PSP + CMM data set. If this were the 

case, it would be impossibIe to determine if the improvement was caused by integrating 

the PSP into the CMM or if it was a continuation ofthe improvement trend initiated in 

the CMM Process data set. Under the same premise, the organization may be natudly 

learning over time how to make more accurate estimates, regardless of the methodology 

introduced. Thus, the first step in the statistical analysis of the data is to demonstrate 

independence of the three data sets. This is accompIished by breaking the data sets into 

the following groupings: 

Figure 25: Data Set Testing Snbgroups 
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To demonstrate that there exists no improvement trend contamination, it is sufficient to 

show that the A groups are drawn fiom the same sample population as the B groups ( IA 

= LB, 2A = 2B, 3A = 3B). If there was an improvement trend, it would be identified in 

these subgroups and the A groups would not be equivalent to the B groups. After data set 

independence is established, the data set will be grouped as folIows: 

Figure 26: Data Set Testing Groups 
t 
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To investigate the impact on schedule and effort predictability, the Wilcoxon Statistical 

Inference test for two independent samples (Segel, 1998) will be used to determine if 

there exists convincing evidence of the method's impact on predictability. 

6.3 StatisticaI Testing Procedure 

AU statistical tests conducted in this thesis follow the same basic testing procedure. The 

following tabIe descriies the testing procedure: 

Table 5: Testing Procedure - 
Step 

NuII Hypothesis 

I requirements. 

Description 

State the null hypothesis (Ho) and its aIternative (H 1). 

Statistical Test Select the test that satisfies the research design 

Significance Ievel 

Sample Distnbation 

Determine a significance Level (a ) and a sampIe size. 

Define the sample distnbaton. 



The null hypothesis (Ho) is sometimes referred to as the ''no effect" hypothesis. When 

evaluating two independent groups, it states that the groups are equivalent and the applied 

process had no measurable effect. If the null hypothesis is rejected then the alternative 

hypothesis (HI) is supported. 

Rejection Reason 

Decision 

The Wilcoxon StatisticaI Test was selected as the Statistical test for all analysis that 

appears in thesis. The Wilcoxon test is used to test whether two independent groups have 

been drawn fiom the same population. This comparison is accomplished by € i t  letting rn 

= number of data items in the smaller group, n = number ofdata items in the larger 

group, and N = m + n. Next, both groups are combined and the numeric scores of all the 

data items are systematically ranked. The factor Wx = the summation of the ranks of 

group m. Equation 1 .O is used to calculate the normal approximation of the data set. 

Define the region of rejection. 

Compute test and decide whether to reject Ho. 

Equation 1.0 

Finally, the probability @) that the resdts are statisticaIIy significant is assessed by 

evduatiug the data shown in Appendix A: Table L (SegeI, 1988) : "Probabilities 

associated with the upper taiI of the nomd distriiution'l If the resuIting probabirity is 

equal to or is less than the si@cance level determined in the research design, then 

reject Ho in favor of H1. 



6.4 Statis tical Tests Performed 

The first six tests were designed to determine if the three data sets are independent of 

each other. The remaining four tests analyze the impact on Schedule and Effort 

Predictability resulting from supplementing the CMM with the PSP. The following table 

lists ail statistical tests that were performed on the data set presented in Appendix B 

Table K: Thesis Data Set. 

Table 6: Tests Performed 
Appendix 

Reference 

Tab Ie A 

Table B 

Tab Le C 

Tab Ie D 

Significance 

Level 

No 

No 

No 

No 

Test Result 

Date set 

independence 

Date set 

independence 

Date set 

independence 

Date set 

independence 

1 Row 

1 

2 

Test Name 

Effort Predictability and 

OrganizationaI Learning No 

Process Group 

Schedule Predictability and 

Date set 

independence 

Date set 

5 

6 

No 

No 

No 

Group 

Effort Predictability and 

Organizational Learning CMM- 

PSP Group 

Schedule Predictability and 

3 

4 

TabIe E 

Table F 

4 

Table G 

Organizational Learning No 

Process Group 

Effort Predictability and 

Organizational Learning CMM 

Group 

Schedule Predictability and 

Organizational Learning CMM 

7 

I 

Organizational Learning CMM- 

PSP Group 

independence 

Effort PredictabGty No Process vs. 

CMM 

No statistically 

signiticant impact 



Schedule Predictability No Process 

vs. CMM 

Effort Predictability CMM vs. 

CMM-PSP 

Schedule Predictability CMM vs. 

CMM-PSP 

. on 
I predictability 

1 detected 
I 

No statistically 

significant impact 

on Schedule 

predictability 

detected 

Statistically 

significant impact 

on Effort 

predictability 

detected 

Statistically 

significant impact 

on ScheduIe 

predictabiIity 

detected 

For complete description of tests performed see Appendix A: Statist 

No 

ni Test Performed. 

Table K 

Yes 

6,5 Statistical Results 

Tabfe J 

6 m 5 m 1  Data Set Independence 

The resu1t.s fiom the first six statistical tests supports the claim that the three thesis data 

sets have not experienced organizational learning and in fact can be considered 

independent data sets. This supports the selection of the Wilcoxon-Manu-Whitney test by 

satisfyfng its requirements in demonstrating independence of the seIected data sets, 

Additiondy, the four remaining statistical tests can be viewed without fear of 

contamination fiom improvement trends introduced m an earIier period 



This hding can best be explained by the realization that the CMM is a methodology 

fkamework with different categories of software processes being introduced at different 

levels of maturity. The CMM does have process improvement threads throughout ail 

Ievels, but it is not until levels 4 and 5 that an organization Focuses on cotitinuous process 

improvement. At the time of data coUection, XYZ had only introduced levels 2 and 3 

processes so it is not surprising that there is no evidence of ongoing organizationd 

learning or improvement trends that continue on after the initial introduction of the 

methodology. 

6.5.2 No Process vs. ChlM 

The two statistical tests design to investigate the impact on eEort and schedule 

predictabiiity within the CMM data set yielded the following result: 

There exists no evidence that XYZ experienced a statistically significant 

impact on their ability to predict Schedule or Effort required for the Critical 

Design I Code I Test phase as a result of introducing CMM Level 2 & 3 

processes, 

It is very important to note that the above statement is ody vaIid for the thesis data set 

that was collected in XYZ's working environment. There does exist the possibility of a 

third unknown variable, contamination fiom unusual business factors, or even 

UnintentionaI errors m the original data entry. Additionally, it is equdy important to 

note that the statement does not imply that: 

I. XYZ did not experience an impact on predictability over the en& lifecycle OF 

its project. 

2. Organhations shouId expect the same results in their environment. 



The CMM does include Levels 2 and 3 sohare methodologies that improve the 

organization's ability to engineer software in a predictable way. These processes are 

primarily reflected in the Key Process Areas oE Requirements Andysis, Project 

Planning, Project Tracking and Oversight, and Integrated Software Management. An 

organization may experience improvements in predictability over the entire lifecycle 

by implementing CMM processes but their effectiveness in the Critical Design / Code / 

Test phase can be enhanced by utilizing the Personal Software Process. 

The location of Acceptance Testing within the XYZ Wecycle may influence the resuIts 

presented above. Acceptance Testing occurs with the client and is primarily responsible 

for ensure that the find product satisfies their requirements. In the XYZ Lifecycle, 

Accepting Testing occurs after the Critical Design / Code I Test phase thus any 

improvements experienced within its constructs would not be visible in the Thesis Data 

Set. This is significant since the organizational and project level processes of Levels 1 

and 3 would likely have a positive impact on Acceptance Testing. 



6.5.3 CMM VS. CMM-PSP 

The two statistical tests designed to investigate the impact on effort and schedule 

predictability within the CMM-PSP data set yielded the following result: 

There does exists evidence that XYZ experienced a statistically significant 

impact on their ability to predict the Schedule and Effort required for the 

Critical Design I Code I Test phase as a result of supplementing the CMM 

with the PSP. 

Once again, it is important to note that the above statement is only valid for the thesis 

data set that was colIected with in the XYZ environment, 

The PSP was designed to improve the engineer's capability to develop sohare, and the 

methodology's ability to improve the predictability of individual engineers in a classroom 

environment is well documented (Over, 1998). The findings from the analysis of the 

Thesis Data Set suggest that XYZ has successfully generated similar results in a working 

environment and has translated the improvements trends kotn the engineering level up to 

the project level, 

The CMM Levels 2 and 3 organizational and project level processes were supplemented 

with the low level PSP engineering process to form the mechanism that facilitated the 

migration of the results fiom the engineer to the project This is a significant finding 

since it wouId appear that this combination of macro and micro methodology findly 

addresses the Personal Gap that exist between the organizationd fhmework and the 

individuaI that acWy does the work 



6.6 Summary 

This chapter descnied the research design that was used for the ten statistical tests that 

andyzed the Thesis Data Set, which yielded three findings. Firstly, the three data set 

groupings (No Process, CMM Process, and CMM-PSP Recesses) were determined to be 

independent samples that possessed no organizational learning contamination. Secondly, 

there was no evidence in the CMM Process data set that XYZ experienced a significant 

improvement in predictability of  the Critical Design I Code 1 Test phase. FinalIy, XYZ 

did experience predictability improvements when the CMM was supplemented with the 

PSP. 



Chapter 7: ConcIusions 

7.0 Introduction 

The god of this chapter is to review the six objectives ofthe thesis and determine if they 

have been satisfied. Thus, this chapter starts by summarizing the tindings as they relate 

to each objective. The chapter concludes with a discussion on possible future directions 

for this iine of research. 

7.1 Thesis Objectives 
The fbndarnentai aim of this research is to investigate the impact on effort and schedule 

predictability in red world projects that result from supplementing the CMM with the 

PSP. In order to systematicdly expIore this aim, six objectives were defined. The 

folIowing lists these objectives dong with descriptions on how this thesis addressed 

them. 

To review all literature that relates to the CMM and PSP and to determine the 

current state of the art relating to the aim of the thesis. 

A detailed literature review was completed which focused mainly on the process 

architectures of the CMM and the PSP. It was concluded that the CMM is a process 

maturity Wework designed to improve an organization's process capability and the 

PSP is a personal methodology that introduces quality processes into the engineer's daily 

work environment. 



To critically anaIyze the current state of the art. 

Available published reports were critically analyzed in order to determine the 

effectiveness of the two methodologies as related to the aim of the thesis. Results from 

the Hayes / Over study and an industrial case study (AIS) were used to determine the 

state of the art for the PSP. Additionally? CMM industn*al data from Hughes Aircraft and 

the Software Engineering Institute were assessed in detail. One surprising cooclusion 

reached form this analysis was that a CMM based SPI program did not significantly 

impact schedule or cost predictability, but rather, improved productivity and time to 

market measures. Additionally, the PSP demonstrated a statistically significant impact on 

predictability in a classroom based environment which was reproduced by at lease one 

industrial case study. 

To describe the organizational environment where the research was conducted. 

The research environment was documented by describing the organization's process 

history Ekom their initial Declaration of Improvement though to their current sohare 

process improvement initiatives. An in-depth discussion was included concerning the 

organization's standard lifecycle and the mechanism used to integrate the PSP into the 

CMM process architecture. It was concluded that this integration formed a coherent 

process architecture that could be characterized as mature, institutionalized and process 

focused. 

To document what data metrics were collected, how they were collected, and the 

project characteristics that generated the rnetrfcs. 

Both the data metrics and the characteristics of the projects that they represent were 

described in detaiI. The processes by which the organizations SoAwitre Engineering 

Rocess Group used to collect, store, and review the data metrics were dso described. 

ScheduIe and effort predicbbiiity were defined and the o r g ~ t i o n T s  data presented. 



To determine the statistied signific~nce of the data presented* 

In order determine the statistical signXcance of the thesis data set, it was tint necessary 

to partition the data set into three subsets and demonstrate that they represented three 

independent data sets. Using the WiIcoxon-Marm-Whitney Test for SmdI Samples, data 

set independence was confirmed which suggested that improvement trend contamination 

had not occurred. Finally, Four statistical test were performed that evaluated the impact 

on schedule and effort predictability which yielded the two Following resuits: 

1. There exists no evidence that Xm experienced a statistically significant 

impact on their ability to predict Schedule or Effort required for the Critical 

Design I Code I Test phase as a result of introducing CMM Level 2 & 3 

processes. 

2. There does exists evidence that XYZ experienced a statistically significant 

impact on their ability to predict the Schedule and Effort required For the 

Critical Design / Code I Test phase as a resuIt of supplementing the CMM 

with the PSP- 

To draw conciusions 

Once again, the ;lim of this research is to investigate the impact on effort and scheduIe 

predictability in red world projects that result fkom supplementing the CMM with the 

PSP. It was found that XYZ did not increase their ability to estimate their Critical Design 

I Code I Test phase by introducing CMM Level 2 & 3 processes. However, 

supplementing the CMM with the PSP did have a statistically signiscant impact on effort 

and schedde predictability in this red worId project. 



7.2 Future Directions 

An interesting extension of this thesis would be to develop a process methodology that 

offers an individual engineer all the benefits of the PSP within the context of the CMM. 

This concept differs slightly from the Team Software Process (TSP) that Watt Humphrey 

developed, which attempts to supplement the PSP with additional processes in order to 

scale it up Eom the individual to the project Ievei. On the contrary, the proposed thesis 

extension is to scale the CMM down to the individual level. Thus, I suggest that an 

interesting assertion to investigate is: 

By supplementing the PSP with additional penonat processes, it may be 

possible to define a One Person Project (OPP) that addresses all Level 2 & 3 

Key Process Areas of the CMM. 

The OPP could be defined as the set ofactivities, methods, and practices used by 

individual engineers to manage ail software engineering and project management 

activities associated with the development and maintenance of sobare. This new 

methodology would contain all of the script, forms, and templates that are defined in the 

PSP, in addition to suppIementary software processes that are designed to support the 

following Key Process Areas: 

Software Configuration Management 

Software QuaIity Assurance 

Requirements Management 

Organization Process Definition 

Organization Process Focus 

The OPP wvouId be used by indi~6dua.I engineers who are working on one person projects, 

who do not have the support of a mature organization, and are working in a process 

hostiIe environment. In other words, this methodo fogy wouId be intended for consuItants 

that are sent to the "client site". The PSP assumes that the organization provides the 



engineer with stable requirements, performs quatity audits, and is responsib Ie for 

Configuration Management processes (which is usually not the case for consultants). If 

the fundamental philosophy of the above 5 Key Process Areas could be represented in the 

OPP, then I believe that the OPP would represent an important step forward in the 

Software hocess Improvement movement. 
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Appendix A: Statistical Test Performed. 

Table A: Effort Predictability and Organizational Leaming - No Process Group 

Table B: Schedule Predictability and Organizational Leaming - No Process Group 

Table C: Effort Predictability and Organizatioud Learning - CMM Group 

Table D: Schedule Predictability and Organizational Leaming - CMM Group 

Table E: Effort Predictability and Organizational Learning - CMM-PSP Group 

TabIe F: ScheduIe Predictability and Organizational Leaming - CMM-PSP Group 

Table G: Effort PredictabiIity - No Process vs. CMM 

Table H: Schedule Predictability - No Process vs. CMM 

Table I: Effort Predictability - CMM vs. CMM-PSP 

Table J: Schedule Predictability - CMM vs. CMM-PSP 

Table K: Thesis Data Set 

Table L: Probabilities Associated with the Upper Tail of the Normal Distribution 



Table A: Effort Predictabitity and Organizational Learning - No Process Group 

Test Steps I 

Procedures 

Description 

Null Hypothesis Ho: The Percent Effort Deviation for the Critical Design / 

Code / Test phase of industrial projects that do not €allow a 

defined process remains the same over time. 

H 1 : Industrial projects that do not follow a defmed process 

will improve theu Percent Effoa Deviation for the Critical 

Design I Code I Test phases over time. 

Statistical Test 

Significance Level 

Wilcoxon-Mann-Whitney Tea for Small Samples 

Let m = The number of  data items - L in the first half o f the 

No Process Group. 

Let n = The number of data items in the second half of the 

No Process Group. 

Let a = The Significance LeveI for rejecting Ho- 

Thus: a = 0.05, rn = 7, n = 8 

Sampling 

Distn'bution 

Rejection Reason 

The probabiIity associated with the occurrence tmder Ho of 

values as extreme as an observed Wx may be determined 

by reading the probability associated with the Wx vaiue 

fkom Reference TabIe L 

: Smce A1 predicts the direction of  the difference, the region 

of rejection is one-Wed. It coksts o f  all values Wx which 
.. 



L 

. 

Decision 

are so extreme (in the predicted direction) that the 

associated probability under KO is equal to or less than a = 

0.05. 

The data and caIculations for Percent Effort Deviation 

reIated to Organizational Learning - No Process Group are 

shown in Appendix B, Table K. The results are as foIlows: 

m = 7  

n = 8  

W,=66 

Conciusion 

The probability when Ho is true is p < 0.1405 which does 

not satisisfl rejecting Ho under the significance level 

previously set. 

I 

The data onIy weakly supports the hypothesis that 

industrial projects that do not follow a defined process will 

improve their Percent Effort Deviation for the Critical 

Design / Code I Test phases over time. 

Thus, Ho cannot be rejected based on this data 



Table B: Schedule Predictability and Organizational Learning - No Process Group 

Test Steps I 

Procedures 

Null Hypothesis 

Statistical Test 

Significance Level 

Sampling 

Description 

KO: The Percent Schedule Deviation for the Critical Design 

/ Code I Test phase of industrial projects that do not follow 

a defied process remains the same over time. 

HI: Industrial projects that do not folIow a defined process 

will improve their Percent Schedule Deviation br the 

Critical Design I Code I Test phases over time. 

Wilcoxon-Mann-Whitney Test for Small Samples 

Let m = The number of data items -1 in the first half of the 

No Process Group. 

Let n = The number ordata items in the second half of the 

No hocess Group. 

Let a = The Significance Level for rejecting Ho. 

Thus: a = 0.05, rn = 7, n = 8 

The probability associated with the occurrence under Ho of 

Distrtiution 

Rejection Reason 
J 

values as extreme as an observed W, may be determined 

by reading the probability associated with the W, vdue 

fiom Refmence Table L 

Since HI predicts the direction of the difference* the region 
b 



Decision 

Conclusion 

of rejection is one-tailed. It consists of all values W, which 

are so extreme (in the predicted direction) that the 

associated probability under KO is equal to or less than a = 

0.05, 

The data and calculations for Percent Schedule Deviation 

related to Organizational Learning - No Process Group are 

shown in Appendix B, Table L. The results are as follows: 

m=7 

n = 8  

W, = 66.5 

The probability when Ho is true is p c 0.1405 which does 

not satisfy rejecting KO under the significance level 

previously seL 

4 

The data only weakly supports the hypothesis that 

industrial projects that do not follow a defined process will 

improve their Percent Schedule Deviation for the Critical 

Design I Code / Test phases over time. 

Thus, Ho cannot be rejected based on this data. 

L 



Table C: Effort Predictability and Organizational Learuing - CMM Group 

Test Steps I 

Procedures 

Null Hypothesis 

Description 

Ho: The Percent Effort Deviation for the Critical Design I 

Code I Test phase of industrial projects that follow the 

CMM M e w o r k  remains the same over time. 

HI: Industrial projects that follow the CMM b e w o r k  

will improve their Percent Effort Deviation for the Critical 

Design I Code 1 Test phases over time. 

Statistical Test 

Significance Level 

Sampling 

Distn'bution 

Rejection Reason 

Wilcoxon-Mann- Whitney Test for Small Samples 

Let rn = The number of data items -1 in the fiat half of the 

CMM Group. 

Let n = The number of data items in the second halfofthe 

CMM Group. 

Let a = The Significance Level for rejecting Ho. 

Thus: a = 0.05, m = 5, n = 7 

The probability associated with the occurrence under Ho of 

values as extreme as an obsmed W, may be determined 

by reading the probability associated with the W, value 

fitom Refaence TabEe L. 

Since HL predicts the direction of the difference, the region 

of rejection is one-tailed. It consists of aU values W, which 



Decision 

are so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or Iess than a = 

0.05. 

The data and calculations for Percent Effort Deviation 

related to Organizationd Learning - CMM Group are 

shown in Appendix B, Table M. The results are as foI1ows: 

m = 5  

n = 7  

w,= 29 

I 

Conclusion 

The probability when Ho is true is p c 0.7348 which does 

not satisfy rejecting Ho under the significance level 

previously set. 

The data only weakly supports the hypothesis that 

Industria1 projects that follow the CMM framework will 

improve their Percent Effoa Deviation for the Critical 

Design I Code I Test phases over time. 

Thus, Ho cannot be rejected based on this data. 



Table D: Schedule Predictability and Organizational Learning - CMM Group 

Test Steps / 

Procedures 

Null Hypothesis 

Descriptiou 

Ho: The Percent Schedule Deviation for the Critical Design 

I Code / Test phase of industrial projects that follow the 

CMM h e w o r k  remains the same over time, 

HI: Industrial projects that follow the CMM framework 

will improve their Percent Schedule Deviation for the 

Critical Design I Code I Test phases over time. 

S tatisticaI Test 

Significance Level 

Sampling 

Distribution 

Rejection Reason 

Wilcoxon-Mann-Whitney Test for Small Sampies 

Let m =The number ofdata items -1 in the first half of the 

CMM Group. 

Let n = The number of data items in the second half of the 

CMM Group. 

Let a = The Significance Level for rejecting Ho. 

Thus: a = 0.05, rn = 5, n = 7 

The probability associated with the occurrence under KO of 

values as extrerne as an observed W, may be determined 

by reading the probability associated with the W, vdue 

h m  Reference TabIe L, 

Since HI predicts the direction of the difference, the region 



Decision 

Conclusion 

i 

, of rejection is one-tailed. It consists of all values W, which 

are so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or less than a = 

0.05, 

The data and caicdations for Percent Schedule Deviation 

related to OrgmizationaI Learning - CMM Group are 

shown in Appendix B, Table N. The results are as  follows: 

m = 5  

n = 7  

Wx = 27.5 

The probability when Ho is true is p c 0.8283 which does 

not satisfy rejecting KO under the significance level 

previously set. 

The only weakIy supports the hypothesis that industrial 

projects that follow the CMM m e w o r k  wilI improve 

their Percent Schedule Deviation lor the Critical Design I 

Code / Test phases over time. 

Thus, Ho cannot be rejected based on this data. 



Table E: Effort Predictability and Organizational Learning - CMM-PSP Group 

. 
Test Steps I 

Procedures 

Null Hypothesis 

Description 

Ho: The Percent Effort Deviation for the Critical Design 1 

Code I Test phase of industrial projects that supplement the 

C M n  with the PSP remains the same over time. 

HI: Industrial projects that supplement the CMM with the 

PSP win improve their Percent Effort Deviation for the 

Critical Design / Code / Test phases over time. 

Statistical Test 

Significance Level 

Sampling 

Distriiution 

Rejection Reason 

Wilcoxon-Mann-Whitney Test for Small Samples 

Let rn = The number of data items -1 in the first half of the 

CMM-PSP Group. 

Let n = The number of data items in the second haIfof the 

CMM-PSP Group. 

Let a = The Significance Level for rejecting Ho. 

Thus: a = 0.05, m = 4, n = 6 

The probability associated with the occurrence under Ho of 

values as extreme as an observed W, may be determined 

by reading the probability associated with the W, value 

fiom Reference Table L. 

Since HI predicts the direction of the difference, the region 



L 

Decision 

Conclusion 

of rejection is one-tailed. It consists of aIL vdues W, which 

are so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or less than a = 

0.05- 

The data and caIcuIations for Percent Effort Deviation 

related to Organizationd Learning - CMM-PSP Group are 

shown m Appendix B, TabIe 0. The results are as follows: 

m = 4  

n = 6  

W,= 13 

The probability when Ho is true is p c 0.9905 which does 

not satisfy rejecting Ho under the significance level 

previously set. 

The data oniy weakly supports the hypothesis that 

industrial projects that supplement the CMM with the PSP 

will improve their Percent Effort Deviation for the Critical 

Design I Code I Test phases over time. 

Thus, Ho cannot be rejected based on this data 



Table F: Schedule Predictability and Organizational Learning - CMM-PSP Group 

Test Steps I 

Procedures 
L 

Null Hypothesis 

, 

Description 

Ho: The Percent Schedule Deviation for the Critical Design 

I Code / Test phase of industrial projects that supplement 

the CMM with the PSP remains the same over time. 

H1: Industrial projects that supplement the CMM with the 

PSP will improve their Percent Schedule Deviation for the 

Criticai Design / Code / Test phases over time. 

S tatidcai Test 

Significance Level 

Sampling 

Distniution 

Rejection Reason 

Wilcoxon-Mann-Whitney Test for Small Samples 

Let m = The number of data items -1 in the fim h d f  of the 

CMM-PSP Group. 

Let a = The number of data items in the second half ofthe 

CMM-PSP Group. 

Let a = The Significance Level For rejecting Ho. 

Thus:a=0.05, m=4, n = 6  

The probability associated with the occurrence under Ho of  

values as extreme as an observed WK may be determined 

by reading the probability associatsd with the W, value 

h m  Reference Table L. 

Since HI predicts the direction of the difference, the region 
L 



C 

Decision 

ConcIusion 

of rejection is one-tided. It consists of all values W, which 

are so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or less than a = 

0.05. 
I 

The data and cdculations for Percent Schedule Deviation 

related to Organizational Learning - mIM-PSP Group are 

shown in Appendix B, Table P. The results are as follows: 

M = 4  

N = 6  

w,= ro 

The probability when Ho is true is p < 0.1000 which does 

not satisfy rejecting Ho under the significance level 

previously set. 

The data only weakly supports the hypothesis that 

industriai projects that supplement the CMM with the PSP 

will improve their Percent Schedule Deviation for the 

Critical Design / Code I Test phases over h e .  

Thus, KO cannot be rejected based on this data. 



Table G: Effort Predictability - No Process vs. CMM 

k 

Test Steps I 

Procedures 

Nufl Hypothesis 

Description 

Ho: The Percent Effort Deviation for the Critical Design I 

Code / Test phase of industrial projects is the same for 

projects that follow the CMM framework as for projects 

that have no defined processes. 

HI : Industrial projects that follow the CMM framework 

will have a Iowa Percent Effort Deviation for the Critical 

Design I Code / Tea phases than projects that follow no 

process. 

Statistical Test 

Significance Level 

SarnPling 

Distn'bution 

Wilcoxon-Mann- Whitney Test for Large Samp Ies 

Let rn = The number of data items in the CMM Process 

group- 
Let n = The number of data items in the No Process group. 

Let u = The Significance Level for rejecting Ho. 

Thus: a = 0.05, rn = 12, n = I5 

Equation I .O yields vaIues of z. 

The probabzty associated with the occurrence under Ho of 

vaIues as extreme as an observed z may be determined by 

reading the probability associated with the z vaIue from 
b 



Rejection Reason 

Decision 

Conclusion 

Reference Table L. 

Since H1 predicts the direction of the difference, the region 

of rejection is one-tailed. It consists of all values z which 

are so extreme (in the predicted direction) that the 

associated probability under KO is equal to or less than u = 

0.05. 

The data and calculations for Effort Deviation - No Process 

vs. CMM are shown in Appendix B, Table Q. The results 

are as folIows: 

m =  I2 

n =  IS 

W,= I47 

z = -1.00 

The probability when Ho is true is p < 0.1587 which does 

not satisfy rejecting KO under the significance [eve[ 

previously set. 

The data only weakly supports the hypothesis that 

industrial projects that foIIow the CMM h e w o r k  wilI 

have a lower Percent Effort Deviation for the Critical 

Design I Code I Test phases than projects that follow no 

process, 

Thus, KO cannot be rejected based on this data. 





Table H: Schedule Predictability- No Process vs. CMM 

b 

Test Steps / 

Procedures 

Null Hypothesis 

Description 

Ho: The Percent Schedule Deviation for the Critical Design 

I Code I Test phase of industrial projects is the same for 

Statistical Test 

Significance Level 

Sampling 

Distribution 

' projects that follow the CMM framework as for projects 

that have no defined processes. 

HI: Industrial projects that follow the CMM framework 

wiII have a Iower Percent Schedule Deviation for the 

Critical Design / Code / Test phases than projects that 

follow no process. 

Wilcoxon-Mann-Whitney Test for Large Samples 

Let m = The number of data items in the CMM process 

group* 
Let n =The number of data items in the No Process group. 

Let a = The Significance Levei for rejecting Ho. 

Thus: a =0.05, rn = 12, n = 15 

Equation 1.0 yields values of z. 

The probability associated with the occurrence under Ho of 

vaIues as  extreme as an observed z may be determined by 

reading the probability associated with the z vaIue h m  

Reference TabIe L, 
L 



Rejection Reason 

Decision 

Conclusion 

Since HI predicts the direction of the difference, the region 

of rejection is one-tailed. It consists of all values z which 

are so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or less than a = 

0.05. 

The data and calculations for Schedule Deviation - No 

Process vs. CMM are shown in Appendix B, Table R. The 

results are as follows: 

m =  12 

n =  IS 

w,= 155 

z = -0.6 1 

The probabiIity when Ho is hue is p c 0.2709 which does 

not satisfy rejecting Ho under the significance level 

previously set. 

The data only weakiy supports the hypothesis that 

industrial projects that follow the CMM framework will 

have a Iower Percent Schedule Deviation for the CridcaI 

Design / Code / Test phases than projects that follow no 

process. 

Thus, Ho cannot be rejected based on this data 





Table I: Effort Predictability - CMM vs. CMM-PSP 

. 
Test Steps I 

Procedures 

Null Hypothesis 

Statistical Test 

Significance Level 

Sampiing 

Distriiution 

/ 

Description 

Ho: The Percent Effort Deviation for the Critical Design I 

Code I Test phase of industrial projects is the same for 

projects that follow the CMM framework as for projects 

that supplement the CMM with the PSP. 

H 1 : industrial projects that supplement the CMM with the 

PSP will have a lower Percent Effort Deviation for the 

Critical Design I Code I Test phases than projects that 

foIIow the CMM solely. 

W ikoxon-Mann- Whitney Test for Large Samp les 

Let m = The number of data items in the CMM-PSP 

process group, 

Let n = The number of data items in the CMM group. 

Let u = The Significance Level for rejecting Ho. 

Thus: a = 0.05, rn = LO, n = 12 

Equation L -0 yields values of z. 

The probabiIity associated with the occurrence under KO of 

values as extreme as  an observed z may be determined by 

reading the probabiIity associated with the z value fiom 



L 

Rejection Reason 

Decision 

Reference TabIe L. 

Since HI predicts the direction of the difference, the region 

of rejection is one-tailed. It consists of alI  values z which 

are so extreme (in the predicted direction) that the 

associated probability under KO is equal to or less than a = 

0*05, 

The data and calculations for Effort Deviation - CMM vs* 

CMM-PSP are shown in Appendix B, Table S. The results 

are as folIows: 

Conclusion 

< 

m =  10 

n =  12 

w,= 83 

z = -2.08 

The probability when KO is true is p c 0.0 188 which does 

satisfy rejecting KO under the significance leveI previously 

set. 

The data does support the hypothesis that industrial 

projects that supplement the CMM with the PSP wiII have 

a tower Percent Effort Deviation for the Criticd Design / 

Code ! Test phases than projects that folIow the CMM 

solely. 

A 



Table J: Schedule Predictability- CLIIR(1 vs. CMM-PS P 

Test Steps I 

Procedures 

Null Hypothesis 

Statistical Test 

Significance Level 

Samphg 

Description 

Ho: The Percent ScheduIe Deviation for the Critical Design 

I Code / Test phase of industrial projects is the same for 

projects that follow the CMM fiamework as for projects 

that supplement the CMM with the PSP. 

HI: Industria1 projects that supplement the CMM with the 

PSP will have a lower Percent Schedule Deviation for the 

Critical Design I Code I Test phases than projects that 

fo1Iow the CMM solely. 

Wilcoxon-Mann-Whitney Test for Large Samples 

Let m = The number of data items in the CMM-PSP 

process group. 

Let n = The number of data items in the CMM group. 

Let a = The Significance Level for rejecting Ho. 

Thus: a = 0.05, m = LO, n = 12 

i 

Equation 1.0 yieIds values of z- 

Distncbution 

The probability associated with the occurrence under KO oE 

values as extreme as an observed z may be determined by 

reading the probabiIity associated with the z value h m  
L 



Rejection Reason 

Decision 

. 
ConcIusion 

Reference Table L. 

Since H1 predicts the direction ofthe difference, the regon 

of rejection is one-tailed. It consists of a11 values z which 

are! so extreme (in the predicted direction) that the 

associated probability under Ho is equal to or Iess than a = 

0.05, 

The data and caIcuIations for Schedule Deviation - CMM 

vs. CMM-PSP are shown in Appendix B, Table T. The 

results are as foIIows: 

m =  I0 

n =  I2 

W, = 68 

z = -3.07 

The probability when Ho is true is p c 0.00 I I which does 

satisfy rejecting Ho tmder the significance Ievel previously 

set, 

The data does suppoa the hypothesis that industrial 

projects that suppIement the CMM with the PSP will have 

a Iower Percent Schedt.de Deviation for the Critical Design 

I Code / Test phases than projects that follow the CMM 

soIely. 

> 



Appendix B: List of Data and Resnits tables, 

TabIe K: Effort Predictability and Organizationat Leaming - No Process Group 

TabIe L: Schedule Predictability and Organizational Learning - No Process Gmup 

Table M: Effort Predictability and Organizational Learning - CMM Group 

Table N: Schedule Predictability and Organizational Learning - CMM Group 

Table 0: Effort Predictability and Organizational Leaming - CMM-PSP Group 

Tab!e P: Schedule Predictability and Organizational Leaming - CMM-PSP Group 

Table Q: Effort Predictability - No Process vs. CMM 

Tab Ie R: Schedule Predictability - No Process vs. CMM 

Table S: Effort Predictability - CMM vs. CMM-PSP 

Table T: Schedule Predictability - CMM vs. CMM-PSP 

Table U: Thesis Data Set 

Table V: Probabilities Associated with the Upper TaiI of the Normal Distribution 



Table K: Effort Predictability and Organizational Learning - No Process Group 

X = Fint haIfof the No Process Group 

Y = Second half of the No Process Group 

m = 7  

n=8 

W, = 66 

p = 0.1405 

L 

> 

Rank 

1 

2 
1 

3 

4 

5 
1 

6 
1 

7 

8 
1 

9 

I 0  
1 

11 

12 

I 3  

L4 

15 

Group 

Y 

X 

Y 

Y 

X 

Y 

X 

Y 

Y 

X 

Y 

Y 

X 

X 

X 

Combine 

d 

Ordered 

Score 

-3 9.4 

4.4 

9 

1 I 

22.4 

30.5 

31 

383 

40.4 

68.3 

77.8 

129.7 

L493 

253 

CNIM Process 

Group 

149.3 

253 

451-1 

31 

683 

4.4 

22.4 

451.1 

No Process 

Group(Y) 

30.5 

11 

9 

-39.4 

38.3 

129.7 

77.8 

40.4 

I 



11s 

Table L: Schedule Predictability and Organizational Learning - No Process Group 

X = First half of the No Process Group 

Y = Second half of the No Process Group 

m = 7  

n = 8  

W, = 66.5 

p = 0.1405 

L 

Rnnk 

0.5 

0.5 

3 

4 

5.5 

5.5 

7 

8 

9 

I0 

I I 

12 
3 

I 3  

14 

I S  
! 

CMM Process 

Group OE) 

280 

172.7 

160 

1 14.3 

154.5 

14.3 

0 

Combine 

d 

Ordered 

Score 

0 

0 

1I.I 

14.3 

40 

40 

75 

90 

114.3 

150 

154.5 

177.8 

160 

172.7 

280 

No Process 

Group CY) 

11.1 

75 

150 

0 

40 

90 

40 

177.8 

Group 

X 

Y 

Y 

X 

Y 

Y 

Y 

Y 

X 

Y 

X 

Y 

X 

X 

X 



Table b1: Effort Predictability and Organizational Learning - CR(IR(I Group 

X = First half of the CMM Process Group 

Y = Second halfof the CMM Process Group 

m = S  

n=7 

W, = 29 

p = 0.7348 

C 

Rank 

I 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Group 

X 

Y 

Y 

Y 

X 

X 

X 

Y 

Y 

X 

Combine 

d 

Ordered 

Score 

CMM Process 

Group (X) 

No Process 

GroupCY) 

I ~ 

36.4 

13 

-3.5 

25-6 
I 

88- 1 
L 

89.2 

100.8 

2.1 -3 -5 

-3.1 1 -3.1 

Y 

. Y 

I 
67.3 

7 

68.5 

89-2 

100.8 

2.1 

7 

13 

25.6 

36.4 

67.3 

68 -5 

88.1 



Table N: Schedule Predictability and OrganizationaI Learning - CDlM Group 

X = First half of the CMM Process Group 

Y = Second h a o f  the CMM Process Group 

m=S 

n = 7  

W, = 27-5 

p = 0.8283 

CMM Process 

Group (X) 

L 

83 3 

83 -3 

-25 

33.3 

50 

I 

No Process 

Group Or) 

20 

0 

100 

366.7 

60 

200 

50 

Combine 

d 

Ordered 

Score 

-25 

0 

20 

33.3 

50 

50 

60 

83.3 

83.3 

100 

Y 12 

Group 

X 

Y 

Y 

X 

X 

Y 

Y 

X 

X 

Y 

Y 

Rank 

1 

2 

3 

4 

5.5 

5.5 

7 

8.5 

8.5 

10 

1 I 



Table 0: Effort Predictability and Organizational Learning - CMM-PSP Group 

X = Fint halfof the CMM-PSP Process Group 

Y = Second half of the CMM Process Group 

m = 4  

n=6 

w, =13 

p = 0.9905 

Group 

X 

X 

Combine 

d 

Ordered 

Score 

-41.4 

-33.9 

CMM Process 

Group (X) 

8 .4 

-41 -4 

Rank 

l 

2 

No Process 

Group 01) 

-0.4 

-22.4 

3 

4 

5 

6 

7 

8 

9 

I0 

-3 3 .9 

25.1 

2.9 

-32.8 

0 

34.5 

-32.8 

-22-4 

-0-4 

0 

2.9 

8.4 

25-1 

34.5 
I 

Y 

Y 

Y 

Y 

Y 

X 

X 

Y 



Table P: Schedule Predictability and Organizational Learning - CIIDI-PSP Group 

X = First Half of the CMM-PSP Process Group 

Y = Second half of the CMM Process Group 

m = 4  

n=6 

wx = 10 

p = 1.000 

L 

Rank 

I 

4.5 

4.5 

4.5 

4.5 

4.5 

4.5 

8 

9 

I 0  

Group 

X 

X 

X 

Y 

Y 

Y 

Y 

X 

Y 

Y 

Combine 

d 

Ordered 

Score 

-25 

0 

0 

0 

0 

0 

0 

10 

20 

CMM Process 

Group (X) 

25 

No Process 

Group (Y) 

10 0 

-25 

0 

0 

0 

25 

0 

20 

0 



Table Q: Effort Predictability - No Process vs. CblRC 

X = CMM Process Group 

Y = No Process Group 

m =  i2 

n =  15 

w, = L47 

z = -1.00 

p = 0.1587 

I 

Rank 

I 

1 

L 

CMM Process 

Group (X) 

36.4 

13 1 253 

Combine 

d 

Ordered 

Score 

-39.4 

No Process 

Group (Y) 

149.3 

Group 

Y 

-25.6 X 1 2 

X 

X 

X 

Y 

X 

-3 -5 

-3.1 

2.1 

4-4 

7 

-3 -5 

-25 .6 

88.1 

2. L 

-3.1 

3 

4 

5 

6 

7 

I 
451.1 

31 

68 -3 

4.4 

22.4 

8 

9 

10 

I 1  

12 

13 
t 

14 

67.3 

7 

685 

89.2 
L 

100.8 

30-5 

11 

9 

-39.4 

38.3 

9 

11 

13 

22-4 

30.5 

31 

36.4 
f 

Y 

Y 

X 

Y 

Y 

Y 

X 
: 

129.7 

77.8 
I 





TabIe k SchedoIe Predictability - No Process vs. CRtM 

X = CMM Process Group 

Y = No Process Group 

m =  12 

n=  15 

w* = 155 

z = -0.6 I 

p = 0.2709 

CMM Process 

Croup (X) 

83.3 
I 

83 -3 
r 

-25 

33.3 

50 

20 

Combine 

d 

Ordered 

Score 

No Process 

Group (Y) 

280 

172.7 

160 

1 14.3 

154.5 

14.3 

0 

100 

366-7 
. 

60 
I 

200 

50 

I 

1 

Group Rank 

-25 

0 

0 

0 

11-1 

14.3 

0 

X 

X 

X 

Y 

Y 

X 

X 

X 

Y 

20 

I 

7 

8 

9 

10 

11 

12 

13 

14 
h 

11.1 

75 

X 

Y 

Y 

Y 

Y 

33 -3 

40 

I 2 

3 

4 

5 

6 

150.0 

0 

40.0 

90 

40 

40.0 

50 

50 

60 

75 





Table S: Effort Predictability - CRIB1 vs. CMR(1-PSP 

X = CMM-PSP Process Group 

Y = CMM Process Group 

rn= 10 

n= 12 

W, = 83 

z = -2.08 

p = 0.0188 

CMM Process 

Group (X) 

8.4 

-4 1 -4 

-33 -9 
I 

25.1 

-0.4 

-22-4 

2.9 

-32.8 

0 

3 4-5 

No Process 

Group (Y) 

36-4 

13 

-3.5 

-25.6 

88-1 

2.1 

-3.1 

67.3 

7 

68.5 

89.2 

100.8 

Rank 

I 
4 

2 

3 

4 

5 

6 

7 

8 

9 
1 

I 0  

11 

12 

13 

14 

Combine 

d 

Ordeted 

Score 

-41 -4 

-3 3 .9 

-32.8 

-25.6 

-22.4 

-3 -5 

-3.1 

-0.4 

0 

2.1 

2.9 

7 

8-4 

13 

Group 

X 

X 

X 

Y 

X 

Y 

Y 

X 

X 

Y 

X 

Y 

X 

Y 





Table T: Schedule Predictability - CblM vs. CMM-PSP 

X = CMM-PSP Process Group 

Y = CMM Process Group 

m =  10 

n= L2 

W, = 68 

~ = - 3 . 0 7  

p = 0.001 1 

Rank 

1 
I 

2 

3 

4 

5 

6 

7 

L 

CMM Process 

Group (X )  

I 

10 
I 

-25 

0 

0 

0 

0 

25 

0 0 X 8 

20 366.7 0 Y 9 

0 60 10 X 10 

200 20 X Ll 

50 20 Y 12 
. 

25 X 13 
: m 

No Process 

Group (Y) 

83.3 

83.3 

-25 

33.3 

50 

Combine 

d 

Ordered 

Score 

-25 

-25 

0 

0 

0 

Group 

X 

Y 

X 

X 

X 

X 

X 

20 

0 

0 

0 



14 

15 

t6 

17 

18 

19 

20 

21 

h 

200 

33 -3 Y 

50 I Y 

r 

50 

60 

83.3 

83 -3 

Y 

Y 

Y 

Y 

Y 

LOO 

366.7 

22 

Y 

Y 



Tabie U: Thesis Data Set 

L4 

15 

16 

17 

18 

19 

20 

21 

CD/DT 

CD/UT 

CDIUT 

CD/IiT 

CD/yT 

3004 

2755 

5950 

220 

2652 

6899 

4898 

8356 

300 

2998 

REQ 

CDNr 

REQ 

399 

362 

1075 

379 

375 

962 

08/91 
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