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(1)
INTRODUCTION,

,This'thesis deals with error correcting codes to
be used on a binary asymmetric independent data
tronsmission channel. IlMuch WQrk has been done on
Qonstruéting and analyzing error correcting codes in
the past few years. However, these works, as far as
the author is aware, have been:restricted t6 the
assumption of a symmétric channel, Where in the binary
case no distinction is made between the transmission
of a O or a 1. There are a very small number of
papers Qﬁ'erpor detection codes fof‘a comﬁletely'
asymmetric path or cﬁannela Howevér, for reflected
signalsy; that is encoded radar signals with picture
to picture meﬁory; or over-horizon communication
systems with encoded signals and gﬁqoaed messages,
where the signals are rédiated upward and thén
" reflected back from -the trails of ﬁeteorites, the
probability that a .0 becomes a 1 is much larger
than the probability that a leecomes a O, Therefore,
it is necessary to consider error correctiqn for
binary asymmetric paths and this thesis discﬁsses
certain types of codes and the probability of correct
décoding if they are transmitted on an'asymmetric path.

Chapter I is an introduction to the basic concepts
in qodiﬁg. Chapter II is a survey of algebraic defini-
tions-and theorems, some without proof, Which is required
for the‘development_9f group codes, Chapter,lll‘disousses
the previous work done on group codes for the symmetric

path. Then the theory is-extended by the author, for



(ii)

single-error correcting group codes, to the asymmetric

'+ path. Chapter IV develops the theory for certain non-group

codes transmitted on an asymmetric path, In Chapter V, five
exaunple codes are introduced to illustrate the theory
developed in ‘the previous chapters. . The probability of
correct decoding of these codes is calculated, both for
the symmetric and asymmetric path, and these calculations

are shown in the Appendix.
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CHAPTER I
- INTRODUCTION TO CODING

l. Communication Channels

The accurate transmission of data at'high‘
speeds over communication chahnels is becéming extremely
impor%ant with the reliability needed for use with
computers and automatic equipment. It has been apparent
from the earliest days of communication systems that the
signals were not exactly the same at the input and
output side of a black box or path. The electrical
and electromagnetic‘disturbances which altef the
transmitted signals have been called noise. Many
existing communication systems are inherently noisy.
Errop is introduced by imperfect medium as magnetic
tape or telephone iinesa or by circuits using relays,
diodes, or transistérs which have a probability of
error. Until quite recently the éfforts to improve
the accuracy of transmission were to reduce the noise
by increasing .the signal to noise ratio through an
ipcrease in the power of the signal, or by iﬁproving
the circuit and its compbnentso In recent years
with the growing need for reliable communication,
error correcting codes have been introduced.

A block diagram of a digital communication
system is shown in Figure l.1l.

The source usually consists of binary, digit-

al or alphabetic'iriformation° The encoder changes the



BLOCK DIAGRAM OF DIGITAL
COMMUNICATION SYSTEM /
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informgtion into a wvalid code word of the system and
in this paper the code words are assumed to be binary
words. The encoding usually involves adding some
redundancy to the information in the form of math-
ematical structure or check bits to be used later to.
detect or correct possible errors. The transmitter
changes the code words into signals acceptable to the
channel, With binary words there are exactly two
messages which can be denoted by "O" and "1l'", The
transmitter or modulator converts these messages
into distinct waveforms, for example, a 1l would become
a pulse and a O no pulse. At the receiver, the channel
signals are put back in the form of binary words, and
the decoder makes use of the added redundancy to make
a decision as to what information actually was sent
or o indicate that an error has occurred. The oubput
will be binary information or it may be changed to
digital or alphabetic form.

The previous work done in error correcting
took into consideration the type of error which occurs
in the operation of transistors, diodes and relays.
These errors have a Gaussian shaped probability distri=
bution and the probability, for example, of switching
or not switchings that is, the probability that a 1
becomes a O or that a 0 becomes a 1, is equal., But it
is necessary to consider black boxes where this state-
ment is not true. For example, in returning radar signal
pulses from a long path, and where these are partly
buried iﬁ noise, the probability that a O becomes

a 1l is much larger than the probability that a 1 becomes
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a 0., This is true for reflected signals, that is, encoded
radar signals, with pictufe to picture memory,or over-
horizon communication systems, with encoded signals and
encoded messages, where the signals are radiate@ upward
and then. reflected back from the trails of meteorites
or from passive communication satelliteé. In thése
cases, all the necessary factors to usé"énd applyl
asymmetrid;érrqr correcting systems exist., It can be
sﬂown that the reflected amplitﬁde will be comparable
to the integrated noise power in a given bandwidth.,

It can also be shown that each pulse will be
affected individually by the noise, that is the noise
is non-coﬁerenﬁ. There is a possibility of long noise
bursts and there are burst error Cergéting codes
especially designed to correct errors resulting from
these noise bursts, providing the burst is not longer than
one-third of the word time, However, long noise bursts
will not be considered here because systems could easily
be designed so that transmission automatically stops .
when a long noise burst occurs, and after ﬁhe transmission
.of a probing sequence and the establishment of a new
" path, the system automatically repeats the last code
word. \Therefore, it will be éésumed the noise affects
each symbdl independently, _ ;

One can also consider a black box with the
chafacteristics that the probability that a 1 becomes
a 0 is much larger than the probability that a O
becomes a l. An example of this is interplanetary

narrow laser beam communication system (where narrow
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is applied to the frequency band) where there is
sudden absorption from metéorites (ﬁath blocking).

In this thesis the case considered is of
weak reflected signals in noisy media and so the
probability that a O becomes a llmsQlarger than the.
probability that a 1 becomes a 0. At some fubture
time, consideration wgll be given to the application
of the theory developed here to reflected infra-red..
communication and guidance systems.

. The .cades discugsed in this paper will be
block codes.
Definition..l.1 [7, page 4] A block code is defined

as a code that uses sequences of n channel symbols,
or n-tuples. Only certain of these n-tuples will be

transmitted and these are called code words. To pre-—

dict the performance of a codefit is necessary to have
some knowlédge of the path or channel., Three comm-
unication channels ére shown in Figure 1.2, Figure
1.% and Figure 1.4, |

Actually the symmetric and completely
asymmetric channels are specia; céses of the general
asymmetric channel., If g = q; and py = P, then the
asymmetric channel becomes what has been called the
symmnetric channel and if q; = 1 and pq = O, thén the
asymmetric channel becomes the completely asymmetric

channel.
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THE BINARY SYMMETRIC PATH

0 4 .0
1 g = 1
Pr (1 received | I sent)=q Pr (0 received | 1 sent) =p
Pr (O received | O sent)=q  Pr (1 received | 0 sent) =p
p+g=1
FIGURE 1.2

THE BINARY ASYMMETRIC PATH

Pr (1 received ﬂl sent) =q,. Pr (O received §1 sent) =P,
Pr (0 received |0 sent)=q, Pr (1 received |0 sent) =,
A +P; = 1 i=1,2
FIGURE 1.3

THE BINARY COMPLETELY ASYMMETRIC PATH
0 % 0

_’1/

(0]
1 5

L

]
O

Pr (1 received| 1 sent) =1 Pr (O received| 1 sent)

Pr (O receivedﬂ 0 sent) =g, Pr (1 receivedﬁ 0 sent)

i
Ue,
N

Q+Py = 1
FIGURE 1.4
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2. BError Probabilities in Transmission

A chagnel which is to Be used can be tested
in the following way. [5, page 6] A long string ... '
of.0s, say N symbols, would be transmitted. A O
received would indiééte no error or a success and a l
received would be an error or a failure. If the
statistical properties of the noise do not change
with time, the probability of correct transmission
for the channel is No/N where No is the number ‘..
of:0's received., No/N is the estimate of the prob-
ability that a O will be received, given that a O
was sent. This is a conditional probability and can
be writtens

Pr(Q received/p sent) = No/N = q,

Pr(l received/0 sent) =(N=-NoyN = l-q;= P2
Similarly, a long s@ring of 1's, say N symbols, can
be transmittedvand the number of l°é received denoted
by Ny, Then the conditional probability can be
writtens: |

Pr(l received/l sent) = Ny /N = qq

Pr(0 received/l sent) =(N-N;/N = l=g;= Dy
If the channel is symmetric g,will be equal to q,
or so close that no appreciable error will result
from taking the probability of corrgct transmission
to be(qy+ @)/ 2 = q.

In this paper it will be assumed that

. ¥p and g;°p; 1= 1,2
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Since in the case considered here the prob-
ability that a O becomes a 1 is larger than or equal
to the probability that a 1 becomes a O the following
inequalities can be written:

412 9e”Pz 2 Py

For any code of length n with w 1l's the
probability that no error will occur is‘qy a v,

The probability that one error will occur in a spec-
ified position of the code word is p1q1w"lq2n_w if
the error is the. type such that ail becomes a 0, and
it is D2 Ay qgn-w"l if the error is such that a O

becomes a 1., With a symmetric channel the probaﬁility

of no error is qn and ?he probability of one error

in a specified place is pqn"l° In general the prob-
ability that the received word differs from the trans-
mitted word in Jj positions is qun—j. Since ¢”p, the
probability that no error occurs in transmission is

most likely, the probability that one error occurs is
more likely than the probability that two errors occur
and so on. Therefore, in the symmetric channel the

best decision at the receiving end is to decode into

the code word which differs from the received.word in
the fewest positions. This is called maximuﬁ likelihood
decoding. In,the asymmetric channel there are exceptions

to this rule and these will be discussed in Chapters

III and IV,
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5, Error Detection and Correction

Useful concepts in discussing the error
correcting ability of codes are the Hamming weight
and Hamming distance. [4]

Definition 1.2 The Hamming weight of a code word

v, denoted w(v) is defined Tp be the number of non-

zero components.

Definition,lo5 The Hamming distance between two words

vy and v, denoted d (vq,v;) is defined to be the
number of positions in which they differ.

Thus, it can be seen from [4]Jand [7, page
7=81 that a single error results in a Hamﬁing distance
of one between the transmitted word and the feceived
word. If a code desiéﬁ;d for error detection had a
minimum distance of (d+1l) between the code words,
every possible pattern of 4 or fewer errors could
be detected, Of course, if more than 4 errors
occurred 'in the transmission of a code word, the
errors could go undetected as it would be possible
for one code word to be received as another‘code
word, or to be at least as close to another code
word as to the transmitted one. Similarly, it is
possible to correct all patterns of t or fewer errors
if and only if the minimum distance between code
words is at least (24+1l) since any received word
with 1 £ t errors differs from the transmitted word
in t7 places, but it differs from all other possible
code words in at least (2t+1) = t'> t' places and
80 using maximum likelihood decoding would be cor=

rectly decoded. However, if the minimum distance
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betiween code words was less than (2t+1), there would be

at least one case where t errors would result in a rec=-=
eived word being at least as close o another code word

as to the transmitted one. Also, it is possible to de-
code such that all combinations of t or fewer errors are
corrected, and simﬁitaneously d or fewer additional errérs
are detected for 4 > f; if and only if the miniﬁum distance
between code words is (t+d+l). This can bg seen as .
d:zét, then (t+d+1) 2 (2t + 1), so any combination;of"t

or fewer errors can be corrected. Also, as the minimum
di§tance between code words is (t+d+1l), thenr(t+d) errors
can be detected, or an additional 4 errors can simultan-
eously be detected. In the special case of the cbmpletely
asymmetric channel where only one type of error occurs,

these rules are slightly modified.
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‘CHAPTER II
SURVEY OF ALGEBRA
This chaptef deals with definitions and theorems
of algebraic systems which are needed in the development
of codes with algebraic structqre.

Definition 2.1 [6, page 9] Let A be a given set. A

binary operation "," on A is a correspondence that assoc~

iates with each ordered pair (a,b) of elements qf A, a
uniquely determlned element aob of A,

Definition 202 A non-empty set G on which there is de=

fined a binary operation "," is called a group (with re-
spect to this operation), provided the following proper-
ties are satisfied:
(i) If a,b,c4e.G, then (asb)oc = ao(boc)
(associative law),
(ii) There exists an element 1 of G such that
lsa = a,l = a for every element a of G (existance
of an identity)
(iii) If a eG, tﬁere exists an element x of G
such that a.x = x.a = 1 (existance of.inverses)

The inverse of a is frequently written a='.,

Theorem 2.1 The identity element of a group is unique,
ahd the inverse element of each group element is uniqué°
Proof The identity element is unique, for if thefe were
two identity elements, 1 and 1’ then 1,1 =1 and 101’ =
v s SO 1 = 1. Similariy, inverses are unique, for if a
group element were to have two inverses g*' and g{* 9

then: Co |

!
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I

g™ log™

<g;1 og>og—4

871 o (8080
= 871 o1
= g,i"“

Definition 2,% A group is said to be Abelian or commub-

ative 1if it satisfies the following propertys:
(i) If a, b €G, then a,b = bya

Definition 2.4 A ring R is a non-empty sebt of elements

on which there .ig defined two binary operations. One is
called addition: and denoted a+b, and the other is called
multiplication and denoted ab, In order for R to be a
ring the follqwing axipms must be satisfied:

(i) The set 3 }s an Abelian group under

- addition, -

(i1) 1If agbiﬁ R, then ab is defined (and is an

element of R)(closure) -

(iii) If a,b,cg R, then a(bc) = (ab)c (assoc-

iative law).

(iv) If a,b,c,e R, then a(b+c) = ab + ac and

(b+c)a = ba + ca (distributive law).

Definition 2,5 A ring is called commutative if its mult-
ipliéation operation is commutativey that is, if a,beR

thep ab=ba.

Definition 2.6 A field F, is defined as a commutative
ring with a unit element (multiplicative identity) in
which every non-zero element has a multiplicative inverse.

Definition 2.7 A subset of elements of a group G is called

a subgroup H if it satisfies all the axioms of a group



itself,
This paper will be concerned only with finite

groups.

Definition. 2.8 [7, page 17] A coset of a finite group
can be constructed as follows: : ”
Suppose that the elements of a group G are
819 829 coooo and the elements of a subgroup H are hy, h;,
cooo and an array is formed with the first row consisting
of the elements of a subgroup with the identity -element
h,, in the left hand position. The first element in the
éecond row is any element not appearing in the first row
and the rest of the elements are obtéined‘by multiplying
each subgroup element by this first element. Similarly,
other rows are formed, each with a previously unused ele-
ment in the first column, until all the group elements ap-
pear somewhere in the array, as shown in Figure 2.1
hy = 1 hp by - o o o «hby
by =8 Biby by o o oghy
Gahy = G Sphe &by o o oZh,

° o o
[+] o -] (4
(-] o o o

8,

o
©

S gmhz gmh3 °gmhn
Figure 2.1
The set of elements in a row of this array is

called a left coset and the element appearing in the first

column is called a coset leader. Right coset§ could be

similarly formed.
The property that the inverse of a produgt is
the product of the inverses in reverse order can be seen

from the followings
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(ab) (b~ a™)
a(bb-? )a™*

ala™*

=, ?a"'

=1

Therefore (ab)™? = b~ 'a™

Theorem 2,2 [7, Theorem 2.3) Two elements g and g of a

group G are in the same left coset of a subgroup H of G
if and only if g™ ¢ is an element of H.
Proof (i) If g and g’ belong to the coset whose leader
is 849 then they can be written in the forms

g = g.h., for some J

id
g’: gihk for some k

g™t g/ (gihj)-1 .. (gihk>
- h -1t
= hyTtert 8yby
_ o -1
= hj hk

‘hgf Kk is in H by the properties of groups and subgroups.
, (ii) If g = g;h where g, is the coset leader and if
g g’ = h/¢ then g’ = gh/ = gihh/ which is in the same coset,
since hh/ is in the subgroup.

Theorem 2,3 [7, Theorem 2.4] Every element of a group G

is in one and only one coset of the subgroup H.
Proof Every element appears at least once by the const-
ruction of the array.

It must be shown that each element appears only
once in the array.

(i) Pirst suppose that two elements in the same

row are equal, that is:



- 15 =
Multiplying each on the left by gi‘1 gives

hj = hk
This is a contradiction since each subgroup element was
assumed to appear only once in the first row.

(ii) Now suppose the two equal elements ap-
pear in different rows, for example:

gihj = gkhl and suppose i> k
Multiplying on the right by hj“1gives

= -1

Bi = Byhyhy
Since hlhj—1 is in the subgroup this says that 84 is in
kth coset. However, this contradicts the rule of constr-
uction that coset leaders should be previously unused.

Definition 2.9 A set V¥ of elements is called a vector

space over a field F if it satisfies the following axiomss
(i) The set V is an Abelian group
(ii) If aeP, ueV, then au is a uniquel& det-
ermined element of V
(iii) a(u+v) = au + av
aeP.u,veV (distributive law)
(iv) (a+b)u = au + bu, a,b,eF, ueV
(distributive law)
(v) a(bu) = (ab)u, a,b,eF, ueV
(associative law)
(vi) lu =u 1 is unity of F, ueV
A subset of a vector space is called a sub-
space if it satisfies the axioms for a vector space.
To check whether a subset of a vector space is a sub-
space, it is necessary only to check for closure under

addition and scalar multiplication.
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Definition 2.10 L[7, page 20] An n-tuple over a field is

an ordered set of n field elements, and is denoted
(849 @9 o o o o an), where each a; is an element of the
field. Addition of n-tuples is defined as féilows:
(815 825" o o 4 an) £ (Dgy Das o o o o bn)
= (ay + b1y 8 + Day o o o o and-.-bn)
Multiplication of an n-tuple by a field element is de-
fined as follows:
c(aly @29 o o o 4 %Q = (a1, GBa 40050 o ;C%Q
With these two definitions it can be shown that the set
of all n-tuples over a field form a vector space.
Multipiication of n-tuples can also be de~
fined as followss |
(@ B2y e e o 5 8) (Day By o o oy )
= Caybgy @Day o o o 4 anbn>
In the set of all n-tuples O = (O, « o o« ,0)
and the context makes clear whether the symbol O means

a vector or a scalar,

Definition 2,11 A linear combination of a vector is

defined as a sum of the form
um = a1 V'] + agV2 + o o o + an Vn
. E . E
ay P, ] v

Theorem 2.4 [7, theorem 2.5] The set of all linear com=-

binations of a set of vectors vi, o o o o Vi of a wvector
space V is a subspace of V,

Proof Every linear combination of wvectors of V is also

a vector of V so the set of all linear combinations of
vectors is a subset of V. Let the set of all linear com=-

binations of V15 Vay o o o vy be called 5. If w =

» ° R - . [P *» 3 “
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= b1+ o o o + bnvn»and W= CiVi+ o o o + C2V, are any
two elements of S then, w + uw = (b1 + C1)Vy + o o o + (bn
Gﬁﬁ?n)vh is in S and the subset is closed under addition.
Also, any scaiar multiplg of wy, aw = abyvy + o o o + abnvn9
’iﬁ,in S, so S is closed ﬁnder multiplication by scalars.
Therefore S is a subspace of V.,

Definition 2.12. A set of vectors viy, ¥y o o o n? is

linearly dependent if and only if there are scalars

Cig o o o g cn'not all zero such that

CiVi + CoVa +* o o o + CV, = 0,

A set of vectors is linearly independent if it is not

linearly dependent.

DefinitionI2015 A set of vectbrs is said to span a vector

if every vector in the vector space equals a linear com=
bination of the vectors of the set.

Theorem 2.5 [7, Theorem 2.6] If a set of n vectors

Vis o =« o 5 V, Spans a vector space that contain a set of
m linearly independent vectors Wi, o o o .5 w, thgpﬂn 2 Ma
+Proof Since Vi, o o o v, Span the spaée9 u, can be
expfessed as allinear combination of the Vo This equation
can be solved for one of the Vis 88Y Vo in terms of u,

and the rest of the Vo Therefore the set consisting of

uy and the rest of the v, spans the vector space, since any
linear combination of the vibbecomes a linear combination
of u; and all the v, i # k, as the expression for Vi in
terms of u,,and the other vy is used to eliminate Vieo

Then u, can be expressed as a linear combination of ug

and all the Vis i#k. Since the u; are linearly independent
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some v, mist have a non-zero coefficient, and therefore
this v, can be expressed in terms of w, Uz and the re-=
maining(n-=2)vio These n vectors span the space. This
process can be continued until all m of the uy vectors
are used. BSince at each stage one v vector is replaced,

the number of wvectors vy must be at least as great as the

number of vectors u;, that is n 2 M.

Theorem 2,6 [7y Theorem 207‘] If two sets of linearly
independent vectors span the same space, there are the
same number of vectors in each setb,

Proof If there are m vectors in one set and n in the
other, then by Theorem 2.5 m 2 n and n > m, and thus
n = ..

Definition 2.14 The dimension of a space is defined as

the number of linearly independent vectors that span the
space.

Definition 2,15 A basis of a space is defined as a set

of n linearly independent vectors spanning an n-dimension-

al vector space.

Definition 2,16 An inner-product or dot-product of two

W d

n-tuples is a scalar and is defined as followss

<a1 9 o © o 9 an) °o (b‘j 9 © o6 o 9 bn) =

a4bg + o o o +anbn
It can be shown that u.v = v.u and w.(U+V) = W.Ul + WeVo
If the inner product of two vectors is zero, they are

said to be orthogonal.

Definition 2,17 [7, page 22 ] An nxm matrix, M , is an

ordered set of nm elements in a rectangular array of n

rows and m columns,



a1 e o o o 8im
3.21 agg ] o ° agyn‘

= a; .
s 2 La; 44
] o °
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The elements of the matrix will be elements of a fieldo
The rows or columns of a matrix &@ can be thought of as
vectors, The row (column) space of a matrix is the set
of all linear combinations of the row (column) vectors.
The dimension of the row (column) space is called the

row (column) rank.

Definition 2,18 [2, page 2711 There is a set of

elementary row operations defined for matrices as follows:

(i) The interchange of any two rows,

(ii) The multiplication of a row by a scalar
¢ £ 0, in F,

(iii) The addition of one row to another row.

Definition 2.19 [7, page 23] Elementary row operations

can be used to rearrange a matrix and put it in a stan-
dard form, echelon canonical form, which is defined as
followss
(1) Every leading term, that is first non-zero
term, of a non-=gero row is one.
(ii) Every column containing such a leading term
has all its other entries zero.
(iii) The leading term of any row is to the right of
leading terms in every preceding row. All
zero rows are below all non-zero rows. The

non-zero rows of a matrix in echelon canonical
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form are linearly independent, and thus

the number of non-zero rows is the dimension
of the row space.

Definition 2.20 [7, page 25] The transpose of an nxm

matrix M is an mxn matrix denoted M$9 whose rows are the
columns of M, and whose columns are the rows of M. The
transpose of [a; ] is Laa J .

Two nxm matrices can be added, element by ele-

ment, This addition can be written as:

i i
An nxk matrix [zatj,.j:!.~ and a ixm mairix [biJ] can be
multiplied %o give an nxm mabrix [cij] by the rule.
= k 3
cij: Ezi iiblg
1=41

Theorem 2,7 [7, Theorem 2,13] The set of all n-tuples

orthogonal to a subspace V; of n-tuples forms a sub=
space V; of n-tuples. This subspace V; is called the

null space of Vy,

Proof Let V4 be a subspace of the vector space of all
n-tuples over a field. Let V, be the set §f all vectors
orthogonal to every vector in V4. Let v be any vector
in V, and uy and u, any vectors in Vp .,

Then Vvoly = VolUp = 0O “

and Vouy, + VoUp = 0 = v(uy + up)

Therefore (uy + uz) is in V,.

‘Also ve(lcwy ) = ¢ (vouy) = O

Therefore cuy, is in V,.

Thus, V, is a subspace.,
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Theorem 2.8 [7, Theorem 2.14] If a vector is orthogo-

nal to every vector of a set which spans V;, it is in the
null space of V4.
Proof If vqy o o o v, span V4, then every.vector of Vy
can be expressed in the form:

V = 01 V1 + o . s T CnVn

Then veu = (C4Vy + o o o + cnvﬁ)ou

C1Viel + o o o + C V oU
and if it is orthogonal to each Vs it is orthogonal to
ve Therefore u is in the null space of V4. |

. The null space of the row space of a matrix is
called the null space of the matrix. A vector is in the
null space of a matrix, if it is orthogonal to each row
of the matrix. If the n-~-tuple v is considered to be a
1 x n matrix, v is in the null space of an m x n matrix
M, if and only if, vME = O,
| It can be shown that if the dimension of a subspace
of n-tuples is k, the.gimension of the null space is n-k.

If V; is a subspace of n-tuples, and V; is the null space

of V; , then V, is the null space of V.
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CHAPTER III
GROUP CODES

l. Definition and Matrix Representation

In this chapter one type of error correcting
code will be introduced.

Definition 3.1 [7, page 30] A set of n-tuples or vectors

is called a linear code if, and only if, it is a subspace

of the space of all n-tuples. The term group code is the

common terminology for binary linear codes.
| Since the Hamming distance between two vectors

Vs, and vp; is the number of positions in which they differ,
the distance between vy and v is equal to w(vy = V2 ).
Since the set of all code vectors is a vector space, if AL
and v, are code vectors of a linear code then vy - W
is also a code vector, Therefore the distance between
any two code vectors must be equal to the weight of some
third code vector, and the minimum weight of ﬁhe nonzero
code vectorswill be the minimum distance for the linear
code.

As the paper is concerned only with binafy codes, the
elements in the vector belong to the field of two elements,

denoted by O and 1.

The following set of vectors of length n 5 form

a vector space V;, and hence a binary group code.
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(00000) (00101)
(10011) (:01x0)
(01010). (01113) %
(11001) (11100)

The minimum weight, and hence the minimum distance is two.
This:code will be used as an example.throughout most of

this chapter, and is the example used by Peterson.

[7, page 30]

" Lirear or-gfdup'cédgs‘can'bé desériB&ij‘ﬁatfices;
A matrix G, called a generabtor matrix of V, can be formed 7
by using any set of basis Vectoré of the linear code V, as
rows of ﬁﬁe matrix. A vector is a code word if and only
if it is a linear combination of the rows of G. G will
have k rows,where k is the dimension of the wvector space
V. BSince the rows must be linearly independent, k equals
the rank of G. BEach distinct linear combination of the
rows of G gives a distinct code vector, since if any two
linear combinations were equal, there would be a dependence
relation among rows of G. Since there are k coefficients
and in the binary case, two possible values for each, there
are 2k code vectors in V. Such a code is called an (n,k)
code, The advantage of the matrix description is that it
is much more compact than a list of code vectors. A gen-
erator matrix for the code V,, of the previoué example,
is the matrixs: [7, page 31]

10011
01010
00101



- 24 -

There is an alternate description of codes
using matrices3 Again using the notation of Peterson
(7, page 31], if V is a subspace of dimension k, its
null space is a vector space v/ of dimension (n-k).

A matrix, H, can be formed whose rows are a basis for
V/ o It will have rank (n-k) and its row space will be
Vv/. Then V is the null space of V/9 and a védtor v is in
V if and only if it is orthogonal to every row of~H;
That is, if and only if

vH™ = O (3.1)

If v =C(a;5 8s o o o 4 an) and hi;4 is the element in the

J
ith row and jt column of H, then Equation (3.1l) can be

writtens

E:‘a.hJ. = 0 for each i,i=1l o . . , (n-k)(3.2)
3 Jd 1d

Therefore  Equation (3.1l) means that the components of v
must satisfy a set of (n-k) independent equations, Also.
since v is orthogonal to every vector in V', any linear
combination of Equation (3.2) gives an equation that the
components of v must satisfy. These equations are called
parity checks and H is called a parityncheck matrix Qf‘Vo

In the example, [7, page 3%31-3%32] +the null space
V. of the vector space V; .consists of the four vectors:

(00000) (10101) ‘\

(11010) " (01111)

V, is the row space of the natrix:

11010
10101
The code V, is the null space of this matrix, and to each

vector of V, there is an equation that the components of
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every code vector must satisfy. For example, corresponding
to the vector (0llll) of V,, is the equation

Oay flaa + laz + la, + las = O
which must be satisfied by every code point (ay, @, as,
ay s 85 ). For binary codes this is equivalentrto having
an even parity check on the last four components.

V and V/ are called dual codes [7, page 32]

and if V is an (n,k) code, V/ is an (n,n-k) code. If a
code is the row space of a matrix, its dual is the null
space, o

Theorem 3.1l [7, Theorem 3.1] Let V be a linear code

which is the null space of a matrix H. Then for each
code word of weight w, (w#£ O) there is a linear depend -
ence relation among w columns of H, and conversely, for
each linear dependence relation involving w (w#0) columns
of H, there is a code word of weight w.
Proof: A vector v = (a4, 8y o o o o an) is a code word
if and only if

VH? = 0
or if hi is the it column vector of H

n

This is exactly & linear dependence relation
among columns of H, and the number of columns of H which
appear with non-zero coefficients is the number of non-
zero components of v, which is w.

Similarly, the coefficients of any dependence
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relation among w columns of H are components of a vector
that must be in the null space of H and so there is a code
word of weight w.

For a channel with independent errors, two codes .
which differ only in the arrangement of symbols have the
same probability or error and are called equivalent., By
row operations on a generator matrix G, a combinatorially
equivalent matrix, G’» in echelon canonical form can be
obtained. G and G'will generate the same code.. Then,
the k columns that contain the leading 1's of each row
can be arranged by»coiumn permutation to form a k x k
identity matrix9 resulting in a combinatorially équivalent

matrix G for an equivalent code. It has the form shown
in (3.3) and can be called reduced=echelon form [7, pgeo
3%3] There is a reduced=echelon matrix G" combinatorially
equivalent to every generator matrix G and every code is

equivalent to the row space of some matrix in reduced-

echelon form.

T O 0. o- o O E1 4 I ° o P,i nm;ﬂ (5 L4 5)
O 1 o o o 0 P2 1" o o o pz n=Xk

ST TR §
& O o o o 1 pk” o o o Pkgn"_k_ﬂ

Let v = (845 @3y o o o 4 ak) be an arbitrary k-=tuple,
and consider the vector u, which is a linear combination

of rows of G" with a; as the it coefficient, [7, page 34]

- 18
u = ve" (a19 agg,ooogakg Cq 9 Qagooo@n=k>

(3.4)

=
my
(0]
H
[0]
Q
[}
1]
M

£y TPy (3.5)
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Thus the first k components of the cbde vector, called
information symbols, can be chosen arbitrarily, and each of
the last n-k components, called check or redundancy symbols
is a linear combination of the first k components. A code
of this type is called a systematic code. [4]
Thgorem 2.2 [7, Theorem 3.4} If V is phe row space of the

matrix G ;”[Ik$3 where I is a k x k identity matrix and
P is a k x (n-k) matrix, then V is the ndll space of H =

[«-PT I where I _, is an (n-k) x (n-k) identity matrix.
T

n-k] . .
Proof It can easily be verified that GH

= 0, and as their
réﬂks are k and (n-k) respectively, they hre dual codes,
and the row space of G is the null space of H.
Ifu = (a3, 835 o o o . a5 C1s Cas o . o
cn_k) is a code vector, then
W =0 .- D aiPyy %oy
which is the same as Equation (3.5) [7, page 34] .
For the code used in previous examples the gen-
erator matrix is in reduced-echelon form and is written
[7, page 34-35 ]
hoo11
G = 01010

00101
TR

[I;PJ

If

11013
T

H_: [“"P IZJ

10101

then GHT

= HGT = 0 and the row space of each is the null
space of the other., In each code word (a;; @5 = o o 5 8s)

the first three components caii be chosen arbitrarily and
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and the other two are parity-check symbols with
&, = a4 + 3
(3.6)
8.5 = a1 + a;

Since every code word is orthogonal to each wow of H, from

the first row

i
O

lagy + la, + Oaz + la, + Oas
and from the second row

lay + O0a; + lag + Oa, + lasg = O
and these equations can be solved for a, and as to give

equations (3.6)

B 20

Let V be an (n,k) linear code, hy be the

identity element and hy 4 hyy o o o o b k be the other
2

code vectors.[?7, page 35] A decoding table called a
standard array, can be formed using the method in Figure
2.1, The elements g;, Sy o » o Were chosen to be any
previously unused element. However, for this decoding
table they will be chosen to be the elements most likely to
be veceivedif the identity element is transmitted. Thus |
the rows are cosets and the vectors in the first column

are coset leaders. If the vector wu is transmitted and

a vector v is received, thén Qmu is called the error pat=
tern,

Theorem 3.% [7, Theorem 3.5] If the standard array is

used as a decoding table, then a received vector v will
be decoded correctly into the transmitted vector u, if and

only if the error pattern v-u is a coset leader,
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Froofs If v-u = gy the coset leader of the it coset, then
V=8 h W and v must appear in the standard array in the
ith coset, under the code vector u and will be decoded cor-
rectly.

If, on the other hand, v-u is not a coset leader,
v must still be in some coset, say the jh, with coset
leader g., Then v is in the Jji row, but not under u for

J

vE gy * U

Definition 3.2 [7, page 36] Let the linear code be the

null space of an r x n matrix H, whose rows mayy bubt need
not, be linearly independent. For any received vector
v, the r component vector |
§ = vAT
is called the gyndrome.

Since the code is the null space of H, a vector

7is a code’ word if, and only if, its syndrome is zero,

Theorem 3.4 Two vectors vy, and v, are in the same coset

if and only if their syndromes are equal.

'ggggg Two group: elements v, and vg‘are in the same co-=
set if and only if (=v; ) + vy = v4 = Vv, 1is an element of the
subgroup, which in this case is the code vector space. If
the code:éééce is the null space of H, then (v, = v,) is
in the code space if and only if

(Vg = Vé)HT =0
Since the distributive law holds for multiplication of
matrices
(vy= v, )HY = v, HY = v,H® = 0
so (v4 = v,) 1s a code vector if and only if the syndromes

of v, and v, are equal,
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Now to decode, a table is formed which shows
the coset leader and the syndrome for each of the 2n—k
cosets, For each received vector the syndrome is calculated
and the coset leader is looked up in the table.

The coset leader is the presumed error pattern,
and subtracting it from the received vecbor gives the-
code vector that is asgumed to have been sent. This de=
coding is the same as that using the standard array, but
it requires less memory space and so is useful especially

when n is large.

Theorem 3.5 [7, Theorem 3.7} Let V be an (n,k) linear

binary code to be used with the binary symmetric chénnel9
and assume that all the code vectors are equally likely

to be transmitted. Then the average probability of cor-
rect decoding is as lafge as possible for this code if the
standard array, with each coset leader chosen to have
minimum weight in its coset, is used as a decoding table,
. be the vecfor in the it row and Jjt col-

d
umn of the decoding table. Denote by V°j the code words

Proof Let Vi

placed at the top of the column. Denote by di the Hamming

J
distance between a received Vij and the code word into
which it is decoded, vojo Then the probability of correct

decoding if the code word V°j is transmitted is:

i=0
where p is the channel probability of error and g=l-p as

shown in Pigure 1l.2.
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Since there axre—'2k code words which are assumed
equally probable, in averaging the probability of correct.

k

decoding, the weighting factor 2°" is used:

P, (correct decoding) = o~k E pdij qn°&ij
15

There is one term in the sum for each possible received
vector of binary symbols and that term is maximized in
each case if that particular vector is decoded into the
clogest code vector in the Hamming sense, since paijqf"aij
is a monotone decreasing function of dﬂfo Theiefore the
probability of correct decoding will be maximized if each
vector is decoded into the closest code vector.

Suppose that a particular vector v appears in
the decoding table under the code vector u, which is at
a Hamming distance w. Suppose that the closest code vec=
tor w is at distance w;. Iet g denote the coset leader
of the coset that contains v. Then g = v-u has weight w.
The element v-u; = g + (u - uy) has weight w; and is in
the same coset. However,it was assumed that g has min-
imum weight in its coset so wy >w and therefore v is at
least as close to u as to w.

By assuming a binary symmetric channel Theorem
3.5 can be applied to the previous example. The sbandard
array for the code V, is [7, page 38].

00000 10011 01010 11001 00101 10110 01111 11100
00001 10010 01011 11000 00100 10111 01110 11101
00010 10001 01000 11011 00111 10100 01101 11110
10000 00011 11010 01001 10101 00110 11111 01100

A word will be correctly decoded if either the received

word is exactly the transmitted code word or it lies in
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the column of the transmitted code word in the standard
array. Using Theorem 3.5 the probability of correct de-

coding is

e 2 S M T
1J
where dig =0 ,1=0

dij =1 , i =1, 0 0 0 , 2%%1 -3

pr = 277 ji;: [p°* + 3p'g*]
j=1

Pr =273 8 [ ¢+ 3pg+]

Pr = ¢ +:3pg"

For the code words both the parity checks of
Equation %.6 are satisfied. Using the formula in Definition
3.2 the syndromes for the next three cosets areﬁOl9 iO énd
11 respectivelyel

This code corrects only three of the five possible
single error patterns. For example, vectors (00001) and
(00100) are in the same qoset in the decoding table with
cosgt ieadér (QOOOl)° Sinoe the error pattern is assumed
to be the coset leader, if (00100) is received it will be
decoded into code word (00101) even though the received
vector could also have been obtained by a single error in
code word (00000). A similar result occurs whenever there
is a code word of weight two, as thfee is the minimum weight
which is necessary and sufficient for correcting all single

erroxrs.



%o Decoding for the Asymmetric Path

Theorem 3.5 has been proved for a group code with
a binary symmetric path. This can be extended, and under
certain conditions, a similar theorem proved, for a binary
asymmetric path. The standard array will be used as the
decoding table and Theorem 3.3 will be assumed. Consider
that the code word voj with Hamming weight WOJ.9 is tran-
smitted. The probability that this code word is received
is the probability that the woj 1's remain 1's, which is
44, times the probability that the (n-woj) O's remain O's
which is g, . Therefore the probability, that the transmitted
code word Vo is received,is g, "°Jg,*"¥°j., If an error
occurs during transmission on the asymmetric channel it
may be one of two kinds: a 1 may become a O or a O may
become a io If thé error is the (0-1) type, the prob-
ability of correct decoding is bhé product of the prob=,
ability that the 1's remain 1's, that one O becomes a 1,
and that the balance of the O's remain O's. This probability
is written as follows:

@ "2dp, g PTG
Similarly if the error is the (1-0) type the probability

that the received word will be decoded correctly is written.

, wh a1
PyQy % qp
Of these two, qj "°Ip, g,

Il~Woa'

WOS°1 n‘.‘“Woj ,

> P11

N=We g1
081 q2
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The probability of correct decoding for the code
of the previous example,btransmitted on a binary asymmetric
channel, can be written down by considering each entry in
the standard array separately as follows:
column 1: w8y = 0 Prl = @ %+ DpQ”* +Pade* + Dt
Golumn 23 Wwop = 3 Pr2 = 97 Qp?+D3 312 %% 4 Pr3? %%+ Prd? Q?

COlu.mIl 5: W°3 = 2 PI‘5 = q12q23 + q12P"2q22 +P1 q_1:2q22' +
P1912Qp?

column 4: wg,

i
W

Prd = 01702+ P12y ? @?+ QPP
TP P
column 5: Wes =2 Pr5 = ¢2Qy? D1 Q3 3° 4 Q42DPp Q2+
U?Pe G ?
column ©: Wey =3 Pré = q3@? + q%p;Q w P @2Q°+H
P13 %Q?

column 7: wWep = 4 Pr7 = qu%q + D1 %?q +Pyiq3Q +
" P2

Q@2 QPR v A?Pade
p'léq‘lzz%z

column 8: weg = 3  Pr8

il

By combining these terms the average probability of cor-
rect decoding can be written:
Pro= 277 [(qp*q #4042 Q + 292q% + @’).

+ P.( 201%qp +8a12Q?+ 291 3%)

#P (@u* + 497 q + 49 ?q? +3¢"%)]
Although there are twelve--~cases where the typerof error
is (1-0) and twelve cases where the type of error is
(0~1), it is not possible to simplify the above into a
general formula. The decoding table can be used to coré
rect three of the five possible single errors; those in
the first, fourth and fifth digits. The weight of the

code words are known but this does not tell which of the
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five digits are 1's and which are O's. For example, the
code words in column 2 and column 8 both have weight 3 but
the code word in column 2 has 1l's in positipns one, four
and five, mnd so all the correctable errors are of the
type (1-0), while the code word in column 8 has a 1 in
position one and O's in positionsfour and five so one of
the correctable errors is of the type (1-0), and the others
afe of the type (0~1 ). However, since it is assumed
that noise affects each symbol independently, errors do
not occur more frequently in the positions one, four and
five than they do in any other position and therefore it
does not seem reasonable to be able to correct single
errors in some digits and not in others. If a single error
correcting code is desired then it should be possible to
correct every possible single error. Also it will be seen
that for an array which corrects every single error it is
possible to write a general formula for the probability of
correct decoding. The weight woj of a code word is known
and so there would be woj words with an error of the type
(1-0) which coula be corrected and (n—woj) words with an
error of the type (0~1 ) which could be corrected.

This type of error correcting code was introduced
by Hamming and is called by his name. The binary Hamming
code can be described in terms of its parity-check matrix.
Again, using the notation of Peterson [7, page 64-65 ] a
matrix H of 1's and O's with m rows and 251 columns can
be considered. The column vectors would consist of all

possible ﬁ—tuples except the O m-~tuple. As the field con-
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sidered has two elements, if two vectors add to O, they
must be equal. Therefore, in this matrix no two columns or
linear combinations of two columns will add to zero. The
code vectors are in the null space of this matrix. They
have a minimum weight of 3 and so the code is capable of
correcting all single errors. The code vectors have length
2m;l, with m parity-check symbols and therefore 2%-1-m in-

formation symbols.

Definition 3.3 [7, page 48] A linear code that has for
some m all patterns of weight m or less and no others as

coset leaders,is called a perfect code.

Definition 3.4 [7, pagé 48] A code which for some m has

all patterns of weight m or less and some of weight m+l,

ahd none of greater weight as coset leaders,is called

qua§i-perfect°

The 2@ cosets are made up of the code space and
the 2%-1 single error patterns. This is an example of a
perfect code as the coset leaders are the 0 vector, all
single.error patterns.

If an error occurs in the transmission of a code
word u, the received vector is u+e, where e is a vector
with a 1 in the error position and O's in all the other
components. The syndrome is

T

(u+e)Hm = uH T

+ eHT = eH
since the code vector u is in the null space of H. Since
e is a vector with a single 1 in the error position, the
syndrome eHT isvjust the row of HT corresponding to tThe

error and so the error can be found by comparing the
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syndrome with the matrix HTo Hamming did this by letting
the it column of H be the binary representation of the
number i and so the syndrome gives the binary representation
of the positiénpin error, [4]

From here on this paper will be concerned with
codes which are capable of correcting all possible single
errors. By the previous notation the length of the code

k

i )
word is n, and there are 2= code words or columns and

2n—k

cosets or rows in the standard array. If a code is
to correct all single errors using the standard array as a
decoding table then. the following relationship:must be
satisfieds
\ n+l = 227K
Cdnsideration can now be given to a theorem similar to
Theorem 3.5 for a single error correcting code on the
binary.asymnetric path.

In attempting to prove such a theorem it must
be shown whether or not the standard array will result in
maximum likelihood decoding., ° This was éhown for the

P, P
symmetric channel in Theorem 3.5, Since p #dgt~"1d

is

a monotone decreééing fwﬁction of dij, the probabiliﬁy

of cOrfect decoding is maximized if each received vecﬁor

is decoded into the closedt code vector ih fhe Hamming
sense, For a single error correcting code uéing an asym-
mgtriq path the proebability of no errors in the transmissioﬁ
. of a code word is‘thgéqan-w°§ where the variable w°3 is

the Hamming weight of the code word. If a received word

v lies in the table under the code word u, the probability

that v is the result of a single error in u is of the form
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- 3 =1
A=Wog » The word v must

Py Qs Wed K Q?.n_woj or P; %oné%
differ from all other code words in two or more places.
Therefore, the probability that v is the result of two or
more errors in some other code word must be a term such
that the sum of the powers of p, and p, is greater than or
equal to tﬁbo Since qi> p;y 1 = 1,2 the probability
in general, that v is received when u is transmitted is
greater than the probability that v is received when
some other code word is transmitted. However, there are
a few exceptions for certain values of @4, Qs P and DPao
For example, if u = 1010101 and u, = 0000000 are code
words of a group code and v = 0010101 is a received word,
then in the standard array v is in the column headed by
U, The probability that v is received when u is transmitted
is pyh?q® . The probability that v is received when some
otﬁer code word, say u,, is sent, is p,3q@*. If the
standard array is used,; v will be decoded to u. However,
the result of subtracting these ~exXpressions is:

@’ [P @’ - P’ el (3.7)
From the inequalities, @42 Q;> Py > Py it can be seen that
for many values of Q4,5 Q2 , Py and p; Equation 3.6 is positive
and so the standard array results in maximum likelihood
decoding. However, if p; is sufficiently small compared
to p;, Equation 3.6 becomes negative which means v is more
likelyAfhe result of errors in u, than in u. For most of
the possible received words this situation can never happen.
It can happen when the received word differs from its col-

unn heading by an error of the type (1-0) with probability
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P14, and there is some other code word such that the received
word differs from it only by errors of the type (0~1) with
‘probability P; - Therefore, if the standard array is to be
used in decoding a group code on an asymmetric path, the
path must be limited to those values of qy, Q, Py and p;
where a situation as described above does not occur. This
places a restriction on the use of the group codes on an
asymmetric path. However, it is'not as severe a restriction
as it may appear because the channel probabilities can be
altered to some extent, and so it may be possible in some
specific channels to vary g4, Q@ , py and p,so they will
lie in the required range for the standard array to give
maximum likelihood decoding. Therefore,a modified form
of Theorem 3.5 can now be proved for asymmetric channels,
where Q445 Q2 Py and p; lie in certain intervals which
depend on the particular group code to be used.

Theorem 3.6 Let V be an (n,k) linear binary code to be

used with a binary asymmetric channel and assume that all
the code vectors are equally likely to be transmitted.

If every possible single error is to be corrected then the
average probability of correct decoding is as large as
possible for the code if the standard array is used as a
decoding table, providing q;, 4z, Py and p, lie in certain
intervals which can be éalculated for each particular code.
Proof: Using the notation of Theorem 3.5, let vij be the
vector in the it row and ji column of the decoding table,
The code words,placed at the top of the columns,are denoted

ng and have Hamming weight Wcje Then the probability of
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correct decoding, if the code word Voj is transmitted,is :
- s .~ P 10 A
%7290 M0 + wopias T @ PTG + (nowoy) e an oY,

where g4, Qs P1s P2 are as designatéd in Figure 1.3,

n-’Wocj“t

S@nce there are 2k code words which are assumed equally
probable, in dveraging the probability of correct decoding

the weighting factor 27K is used.

k
2-=1
Wo < Ne=Wo .
Pr (correct decoding) = ok E {ar "°Ja J
- 3=0 .
Mo 4P od qznmwoj + (H“Woj> De Q‘nfwoejq;znmwoej }

There is one term in the sum for each possible received
vector of binary symbols and that term is maximigzed in each
case if that particular vector is decoded into the closest
code vector in the Hamming sense, as if @, @, Py, and
P, lie in intervals calculated for each code, then the
probability of no errors is greater than the probability
of one error and this is greater than the probability of
two errors and so on., Therefore the probability of cor-
rect decoding will be maximized if each received vector is
decoded into the closest code vector. The remainder of
this Theorem follows exactly as in Theorem 5°5°l

Theorem 3.5, which was the only part of the pre=
ceeding theory to be restricted to a symmetric channel,
has now been extended in the case of single error cor-
recting codes to the asymmetric path or channel by
Theorem 3.5, - Similar theorems could be written for codes

correcting double or more errors.
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CHAPTER IV
NON - GROUP CODES
L. [The Fixed Weight and the Sum Codes

While part of Chapter III has dealt with error
correcting codes in general, much of the theory has been
restricted to group codes} In this chapter other block
codes will be introduced which are not required to sat-
isfy the axioms of a group. A binary operation on thé
elements of the code will still be defined and can be

shown by the following table:

+§ 0 L
0il o |1
1| 1 1o

As previously stated, eacﬁ code word will con;ist of n
‘digitsg each digit being either a O or a 1. Also as
this thesis takes into consideration only single error
correcting codes each code word will be at a minimum Ham-
ming distance of three from all others.

The two block codes introduced in this chapter
are the "m-out-of-n code" and the "sum code". These codes
are discussed by C.V. Freiman [3] and J.M. Berger [1]
in papers dealing with error detection for completely
asymmetric channe;so |

The mnoﬁtmof=n code, or (n/2)=out-of-n code
as it is frequently written, is called a fixed weight
code., An n position binary sequence may be a code word
of an m-out-=of-n code if and only if it contains exactly

m 1l's. When n=2m+l, the (n/2)-out-of-n code is taken
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as either the m~out-of=n code or the (m+l)=out-of-n code
[3] . TUse has been made in some communication systems
of the fixed weight codes. Their adoption has come about
mainly because of their error detection advantages in a
compunication path which is asymmetric to a large degree.
The fixed weight codes are perfect. error detection codes
in completely asymmetric channels or paths, since any
error of the type (0~1) would increase the fixed weight
of the code word. In symmetric channels they will detect
all odd numbers of error and will only fail to detect those
even errors which correspond to an interchange of O's
with 1's., The main disadvantage in using fixed weight
codes is that they are nonseparable,

Definition 4,1 [1] A separable code is defined to be a

code in which the bits or digits of the code word containing
the information to be transmitted are distinct from the

bits added to the code word to provide the capacity for
error defection or correction,

In a fixed weight code it is the pattern or
structure which provides the error detection or correction
and 1t is not possible to separate off the redundant bits.
Because the structure of the m-out-of-n codes is such that
the information bits of the code and the error detection
or correction capacity are bound together, modification
of the code cannot be simply made., In using a fixed
weight code the alphabet of the system would be established
- and then a fixed weight code, with a sufficient number of

valid code word combinations, could be selected. Each code
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word would then correspond to a particular symbol of the
alphabet., This may be a disadvantage in a case where a
long string of symbols are transmitted. Since the re-
dundancy is already included in each symbol it is not
possible to take advantage of the economies that might
be gained by coding over a whole string of symbols. Thus
it seems that a nonseparable code may lack the the flex=
ibility of a separable code and also may be less economical
in coding over a large block of idﬁofmationo

Definition 4.2 [3] The redundancy R of a block code can

be defined as

R = n-log (number of code words)
n

where n is the length of each code word.,

It can be proved [3] that the (n/2)-out-of-n
code is the least redundant binary block code which per=
mits detection of all errors in a completely asymmetric
channel or path.

A class of separate binary block codes have rec-
ently been introduced independently by J.M. Berger, H.d.
Smith and C.V. Freiﬁano These codes, like the nonseparable
m-out-of=n codes, permit perfect error detection over com=
pletely asymmetric paths. They have been called sum codes,
and are denoted by ». (k,n-k). A code word of length n is
formed by considering a set of k digits as information
bits while the remaining (n-k) digits are used for coding
purposes,; and are called check bits. These check bits are
formed by making them equal to the binary representation

of the number of O0's in the k information bits. Thus the
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numbei of check-bits (n-k), is equal to the smallest int-
eger that contains logy k. It can be seen that the sum
code detects all errors in a completely asymmetric path or
channel. Since in using this path only O's can become 1l's,
the number of O's in the code word must decrease if an
error occurs and so the sum of the number of 0's derived
from the received information bits is smaller than the
number represented by the check bits. This can be ill-
ustrated by an example. Consider (1100011011l) to be =a
code word with n = 10,with k = 7 information bits and with
n-~k = % check bits., In the completely asymmetric path
considered here, any error must be of the type (0~=1).
Suppose an error occurs in the information bits and the
word (110011101l1l) is received. The binary representation
of the sum of the number of O0's in the received information
bits is 010, The check bits are 01l and it man be seen
that 010<01ll so an error is detected. Similarly, if an
error occurs in the chgck bits and the word (1100011111),
for example, is received then the sum of the number of
0's is Ol1l while the check bits are 1lll and again 011<
111 detecting an error. In any other channel or path the
sum code will detect all single errors and a large fraction
of multiple errors. In using the sum codes for error det-
ection, the k information bits can be any k digits so
there are 2k code words, Therefore in Definition 4.2,%the
redundancy R reduces to (n-k)/n. It can be proved [3]
that these codes are the least redundant of all separable

codesand that they are asymptotically twice as redundant
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as the (n/2)~out-of-n code,

While the fixed weight codes and sum codes were
introduced because of their error detection ability, if the
valid code words are restricted to those which are a Ham~
ming distance of three apart, all single errors can be cor=-
rected and all other errors detected in a completely asy-
mmetrical channel. ZFor other channels all single errors
can be corrected and a large number of multiple errors
detected,. The fixed weight and sum codes have an advantage
over the group codes in that while they all correct single
errors the fixed weight and sum codes simultaneously can
detect a large number of additional errors,

2, The Standard Array as a Decoding Table for the

Asymmetric Path

It has been found that decoding for group codes
can be done by using the standard array as a decoding
table, or by the use of syndromes, which give the same
result. For the fixed weight and sum codes, there are
also various procedures for maximum likelihood decoding.
However, it will be convenient to define a decoding table
for these block codes by extending the idea of a standard
array. The number of columns in the decoding table will
be the number of code words and the number of rows will
be (n+l) where n is the lengbth of each code word. The
first row will cénsist of the code words and each of the
other n rows will be the code words with a single error
in the first to the nth digits respectively. All this is

similar to the standard array decoding table for group
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codes. However in a general block code the n-tuples or
code words Go not necessarily satisfy the axioms of a group,
nor will the rows of the array be cosets. The code words
do not in general have inverses which are also code words,
and the identity element is not necessarily a code word.
The identity element and the n elements which differ from
it by having a single 1 in the first to last digits resp-
ectively &dre called error pattern elements. If a block
code has the identity element as a code word, then it will
be placed in the left most position in the row of code
words, and the efrOr patbtern elements will form the first
column in the array. The remainder of the columns will be
formed by adding the error pattern elements in turn to 7
each code word, and placing the elements so formed in the
column under that code word., If the identity element is
not a code word for a Block code, the error péttern ele=
ments will not form part of the array but will be placed
in a column Jjust to the.left of the array. The'array
will be formed so that each column will be headed by a
code word, and the element under the code Word will have
an error in the 1lst digit, the next element will have an
error in the 2nd digit, and the last element in each col=
umn will have an error in the nth digit. In other words,
the array consists of the code words and the elements
formed by adding the error pattern elements successively
to each code word, even though the error pattern elements
are not actually a part of the array. Therefore, whether

the identity element is a code word or not, each element
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in a decoding table for a block code has the form of a
code word plus an error pattern element.

In a group code the decoding table has ot words,
so0 every possible received word of length n appears some=-
where in the table. However, with general block codes it
is possible to have n-tuples which do not appear in the de-
coding table. If a received word is to be decoded, it
must differ from a code word by an error pattern element,
and thus will be‘decoded into the code word heading its
column. If for some rqceived word, this is not the case,
that is 2f the received word does not appear in the table,
then an uncorrectable error will be detected.

The use, in Chapter IIIL, of a standard array as a
decoding table for group codes has now been extended and a
similar array has been defined to use as a decoding table
for general block codes. Also a theorem similar to Theorem
535 and Theorem %.6 can now be proved.

As in Theorem %.6 it is necessary to consider
whether or not any cases arise, in the use of the standard
array, which do not result in maximum likelihood decoding.

It can be shown that for the fixed weight code,
the standard array does give maximum likelihood decoding.
The probability that a received word, v, is the result of
a single error in the code word heading its column, and
denoted by u, isj

D5 a3 V03 qzn—w°3—1 (4.1)
or p1q1w°éj-‘1 qzn"w°5 (&4.2)
where the weight, woj, is constant for all j in each

particular code. The word v must differ from all code
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words, except u in at least two places. Thus, the sum of
the powers of p, and p, must be gfeater than or equal to
two., If v is the result of errors in some code word
other than u, this probability will have one of the fol-

lowing forms:

n-woj-—? n-woj—B

y o o o s (43)

qz n"woj 9 P1 3 q']’wotj qa.n—woj 9 o L) o ) (404)

Wa =1 - —1 -2 - =1
7 PaPe @ el @S, pipaa "od g e

-1 Ne=W, o= 2
Q2 °d

P22q "0 g, s P23 03,

-2
P12 qq Woa

-3

9
Woe—? n-wWg,.—2

s P1%P2%q °F °J 9 s 6 e

(4.5)

If the standard array is to give maximum likelihood de-

P1P22 W°j

coding it must be shown that v is more likely the result
of an error in the code word heading its column than the
result of errors in some other code word. That is, it
nust be shown that the probabilities shown in (4.1) and
(4.2) are larger than any probabilities of the form (4.3)
(4.4) or (4.5),
Suppose the probability that v is received, when
u is transmitted, is as shown in (4.1l). If the probability
that v is received, when some other code word is transmitted
is of the form (4.3) then
Pz a4 Yo Qz.nnw°‘j—1 - DP2?q "og d2 n-woj“z
= D9 P8 [g, - D] >0
where equality holds in the rather trivial case where
P, = O Similafly9 the difference between the term in
(4.1) and the other terms in (4.3) is positive (or zero)
as a q2 in the second term of the difference is Jjust re-

blaced by the smaller value p;.
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If the probability of the form (4.4) is considered

then

n-w oj,’1 —%  n-w oa‘; )

W.os .
Doy %3 Qp - D12 "% g

Wae=2 new.si=1
Oa; q2 Oa)

= Q4 [P2@1?2 = P42q] >0
A:. similar result occurs if the other terms in (4.4) are
congsidered as this just means a g, is replaced by a pj,.
decreasing the second term in the difference.

If the probability of the form (4.5) is con~

sidered then

o - . =k . -1 — .."—1
P2 Q1sw°3’ Q2 H=Woj = P41 Pz A1 Ve oP A=Woy
..‘61 - .-1 .
= PaQ1W°J QQn Woj gy, = P41 20

This result also holds if the other terms in (4.5) are
considered as this just means a g4 is replaced by a pq,
a qu by a p, or both, thus decreasing the‘second term in
the difference, |

Suppose the probability that v is received, when
the code word, u, which heads its column, is transmitted, is
as shown in (4.2). If the probability that v is received
when some other code word is transmitted, is of the form
(4.3) then

PmQLW?gf
= 4007 PVt [pyap? - pp2qy ]

This expression and the similar expressions using other
terms from (4.%) may be positive, negative or zero, de-
pending on the values of q;, gz Py a0G Py

If the probébility of the form (4.4) is considered
then

, -

Wod 2 NeoW A e
"P1.y °d °d

1
- P*l"')%wo‘zJ Q2
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Wos™ 2  D=Wei , :
= Ryds 9 @ " leyyt=pid 20
Similarly, if the other terms in (4.4) are used, the second

term in the difference decreases as a g is replaced by a

Py
If the probability of the form (4.5) is consid=

ered then

V=1 - . — _ _
Py a1 007 Y0 — pypyg, oI g R Wed

=1 - ~1
= D1.q, 08 @03

This result also holds for the other terms in (4.5) as a

lagz = p,1 20

qy is replaced by a pys @ Qu by a p, in both, thus decreas-
ing the second term in the difference,

It appears that if the standard array is used as
a decoding table, it will result in maximum likelihood de-
coding, with oné¢ possible exception. The exception may
occur when the probability that v is received when u is
transmitted is ptqﬂw°j—1q2n"w°3 and there is some other
code word, say u, -such that the probability that v is re=
ceived when u1is transmitted is of the form (4.3). If
such a code word u, exists, then for v to be received when
u, is transmitted there must be no error of the type (1-0).
This means that for every digit in v which is O that
digit in u, must also be a O. It can be shown that this
cannot happen, In a fixed weight code each code word has
Wo g 1l's and (n=w°d) 0's where wcj is a constant for each
code, The word v differs from u in one place and the
probability of this error is p,. Therefore, a 1 in u
changes to a 0 and v has (w°8 - 1) 1's and (nnwoj # 1) O's.

As the code word u described above must have QO's in the sanme
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i positidns where v has, Winmustihave at léast (n~woj +1) O's.
This is impossible and therefore the standard array gives
maximium likelihood decoding for the fixed weight code.
For the sum code there does not appear to be
any general method to show that the standard array results
in maximum likelihood decoding. However, for each parti-
cular sum code this can be done by comparing, for all the
entries in the table, the probability that a received ward
was a result of a single error in its column heading with
the probability that the received ward was a result of errors

in some other code word. This has been done for the

Z (7.3) .code and it has been found that the standard
arréy does give maximum likelihood decoding in this
case, . .

The followihg theorem is an extension of Theorenm
3.6 to non-group codes. It can be applied to fixed weight
codes and any block codes for which it can be shown that
no cases occur which destroy maximum likelihodd decoding,

Theorem 4.1 Let V be a binary block code where the length

of each word is n. Assume a binary asymmetric path and

that &l1 code words are equally likely to be transmitted.

If all single errors are to be corrected, the average prob-
ability of correct decoding is as large as possible for the
code if the above defined standard array is used as a
decoding table providing the code is a fixed weight code

or a block code, where it can be verified that no exceptions
to maximum likelihood. decoding can arise.

Proof TUsing the notation of Theorems 3.5 and 3.6 let
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vij be the n-tuple in the it row eand jt column of the

decoding table. The code words, placed at the top of the
columns, are denoted by voj and have Hamming veight Woj
Let the total number of the code words be M. Then the

probability of correct decoding, if the code word v, . is

dJ
transmitted, is: '
W, . N-W, . W, . W, . Dew, .1
0 0 0 0 0
LG Iq, I+ W, P14 I+ (n-w, j)Pz 4 g J

where q,, 9,, p, and p, are as desiénated in Figure 1.3,
Since there are M code words which are assumed equally
probable, in averaging the probability of correct decoding
the weighting factor 1/M is used.

. : G ‘M W, . DN-W, . Wy s=1  D-W, .
Pr(correct decoding) = % j{: {q, oaq2 °d . Wojp1q1 °J a, J
J=1

- -4
W, nWOJ

0
+ (0=, )P, Og, )

There is one term in the sum for each possible received
n-tuple which differs from some code word in no more

than one place. That term is maximized in each case if
that particular word is decoded into the closest code
vector in the Hamming sense providing the code is a.fixed
weight code or a block code which satisfies the condition
stated in this theorem. Then the probability of no error
is greater than the probability of one error and this is
greater than the probabilifty of two errors and so on.
Therefore, thé probability of correct decoding will be
maximized if each received n-tuple is decoded into the
closest code vector.

Now suppose that a particular word v appears
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in the decoding table under the code word u, which is at
a Hamming distance w. Let uy be any other code word in
the array. Since Hamming distance is a metric function
it must satisfy the relation

aA(u,uy ) £ daCu,v) + a(wy ,v)

au,uy) - alu,v) < d(uy ,v)

au ,v) 2 d(u,uy ) - au,v) (4.1)
In this decoding table d(u,v) = O or 1.
d(u,uy ) > 3 as this restriction has been placed on all
code words in a sing;e error correcting code.

Therefore, d(w ,v) > 2.

That is, v is closer to u than to us.
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CHAPTER ¥
DISCUSSION OF PARTICULAR CODES

lo**fiﬁe“Exémple Codes

In this chapter five codes will be introduced
as examples to illustrate the preceeding theory and Theorems
5.5, 3.6, 4.1, In these codes n is chosen to be small.
This is because in the use of reflecting meteorites
which are rapid and of short duration, it is then possible
to utilize the maximum percentage of available time.
When n is small the number of code words is also small,
so it may be necessary to use combinations of words to
generate new characters. However, this not a serious
‘drawback as due to the high carrier frequency of these
systems of 200 - 300 Mecs. , an extremely high pulse
speed could be used.,

The five codes considered here are as follows;
Code I This is a (7,4) group code, that is nsz?7 and k=4,
The code words and decoding table are shown in Table 5.1,

4 -
There are 2k =2 = 16 code words and 2 n-k = 2° = 8 cosets.

This is a single error correcting code so each code word
is at a distance of at least three from all other code

n-k _ 8 is5 satisfied.

words and the relationship n + 1 = 2
Since this is a Hamming code it can be represented by a

parity-check matrix.

h—

0
1 1 0 O
1

o =
! e Hl
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Information can be encoded by taking the first, second
and fourth symbols as parity —check symbolsyas each of
them only Qccur in one of the parity-check relations.
For example [[7,page 65]) to encode 1100 the three parity
check symbols are inserted, p,p,lp;100 and the parity
check relations which must be satisfied are:
| ps + 1 =0

p. + 1 =0

py + 1 + 1 =0
Therefore, p, = Oy P, = 1 and p; = 1 and the code word
is 0111100. For any received c¢code word the syndrome
will be the binary representation of'@hessymbolﬁiﬁuerror
since each column of H is the binary representation of
the column number. Using Theorem 3.6 the probability of
correct decoding for this code is

i6 . - '
_h':E: W 7 =Wh Wo =1 =W o
Pr =2 [ {Q{: éli(h - Wo jp1 7] J 4z J
J= |

N
)
i

L Ta =10
W"qu Yo 3T 13

(7'::Woj)PzQ1

Summing over J and collecting terms this becomes:
4 7 6 3 & 2 4

Pr =2 [Q + 7pP2q + 7{a @ + 3P4 % *

3 3 v 3 3 3 4 2
4p, " 3+ 7ar @ + 4D % * SPe % Q@ } o+
? 6
Qg  + 7piqs 1
In the special case where the probablity of an error is

g, and the probablity of no error is p this becomes
4

Pr = 2 ‘;[16{ q7 + 7p<3_6 }3]

Code II This code is a & = out=0f-7 fixed weight
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code. It is an (n/2)-out-of-n code, or if n is
written as 2m + 1 it is an (m+l)-out-of-n code where
n=7 and ('in+l)=4o The code words and decoding table are
shown in Table 5.2. The code shown here has seven code
words but any seven-digit words of weight four could
be included as code words, as .long as they satisfy -
the condition for a single-error correcting code thét
each word is at a Hamming distance of at least three .
from all other code words. Changes in the code words
will. not affect the average probability of correct
decoding since in a fixed weight code the.probability
of correct decoding since in a fixed weight code the
probability of correct decoding is obviously the same
for each column in the talbe. Using Theorem 4.1, with
n=7 and the number of code words M=7, the probability

of correct decoding is:

7 W . (=W, . Wo .~V T —w, .
1 0 0 0 0
pr= 5 > la @t 1 J o I+
j=1 :
Wy . 7 —wqy .1
(7-wy j>Pa d4 J Q2 J }

Since woj=4 for j=l,...,7 this becomes

T b 3 3 3 b2
ety (@ @ F 4P @ f 3P Q@ )

~J}e

4 3 3 3 4 2
= % * AP % % P % %

Code. IIT This is another fixed weight code, the 5-out-
0f-9 code. The code words and decoding table are shown
in Table 5.%. In Table 5.3 there are sixteen code

words but as in Code II any 9 digit word of weight five

could be a code word if it was a Hamming disbtance of

T
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at least three from all other code words. Again

using Theorem 4.1, the probability of correct decoding

iss ,
i M
Pr = = Yo 5 B‘Woa W03‘1 9‘Woa
I a1 < T Wog P 92 *
J=1
Wo 5 2=Wy ,~1
(9"Woj) D2 Q1 JQa J

Since Wo 5 = 5 for j=l,...,M, this becomes:

1, 5 & “ b 5 4
Pr =g " N {evaz + Spran @ + 4peqiqe )
l 5. 4 b 5 3
Pr = q q2 + 5pqq4 Q2 + 4pP2aq Q2

Code IV ”Tﬁié ié also a fixed weight code, a 5-outi-0f~10
code. Table 5.4 shows the‘code words and the decoding
table. There are twenty-six code words in the decoding
table but as in all fixed weight codes the particular
words chosen or the number of words in the code does not
affect the average probability of correct decoding.

From Theorem 4.1 it follows that:

S LM
Pr = iy { Woj 10-WOJ‘ Woa"‘1 10"’W03
i P o + Wy <jP1 Q4 Q2 +
J=1 :
Wo . 18 —-Wo .—1
(10-w, ;) P2ay g J )

Since WoJ- = 5 for j=l,...;M, then

Pp oLl o g% Yo “a
r =5 M{q1 QG + 5P, q 4 +5P,9.,9 }

_ 5 5 4 5 5 4
Pr =gq,7¢,° *+ 59,9 9 + 5P,q,°q,
Code V This is a sum code where n=10 and k=7. Therefore,
there are 7 informationcdigits and 3 check digits where

the check digits are the binary number which corresponds
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to the sum of the O's in the 7 information digits. This
code can be denoted by:E:(597)o The code words and decod-
ing table are shown in Table 5.5. From Theorem 4.1, the

probability of correct decoding can be written as follows:

1 . Wo 5 10"'WOJ' Wo J""1 10"‘"’03
Pr = 1% E {ar Y + Vo 5D Qg Qe +
J=1
Wo s 10-wy .=t
(1O"WOJ)P2Q1 g J ).

In summing over j there is one case where WOJ = 7, one
case where Wo 5 = 5 and seven cases where ij = 6 and

Wy . = 4, so the probability can be written as

d
7 2 3 7

1 ? 3 6 3 2 7
Pro= selay @ + 7p1as Q@ + 2Pzt @ + U @ +f 3P1U% QR

3 6 6 I 5 4 6 3
Toaay @ + 7{a @ + Gpra; Q@ + H4Drq Q. )+
4 6 3 6 4 5
7{.% dz + 4py3qy G + ©pPrQ Q }]°

2o Appligability of These (odes to the Asymmetric Path.

As ﬁhis paper is considering communication by
weak reflectedhsignalsin a noisy media, it is necessary to
conéider which codes would be suitable for use in this
case, where the probability that a O becomes a‘l is greater
than the probability that a 1 becomes a O, If a code is
transmitted on a path where q; ,q; ,01 s and ppare as shown
in Figure 1.2 and the inequality aq,2>q, >p,>p, holds, the
probability 5f correct decoding for that code can be found
by using the equations in Theorems 3.6 and 4.1. This same
code could be transmitted on a channel where‘symmetry was
assumed. This is the same as assuming that there is no
difference between a O and a 1 and therefore the probability

- L]
of no error occuring is Pr(é i:gvg é ZZEE) = QL—%—QL and
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the probability of an error is EL—%—EL,as stated in
Chapter I. 1In this case also the probability of correct
decoding could be calculated. In the asymmetric case
where O's and 1l's are distinquished between the probability
of correct decoding wiil be denoted Pr(A), while in the
symmetric case where the O's and 1l's are not diétinquished
between this probability will be denoted ZEr(S)° If for a
particular code Pr(A)>Pr(8), then that code wduld be more
suitabiérfor use on an asymmetric path than on a gymmetric
one. If, however, Pr(8)>Pr(A), the opposite would ﬁoldo
For a particular code the comparison between Pr(A) and
Pr(s) can be done algebraically or numerically.

For the group code, Code I, it can be showed
algebraically that Pr(8)>Pr(A). As was previously shown

b7 6 3 2 4
for Code I, Pr(A) = 27 [q + 7p2q + 7{as @ + 3p1a7 @

) 3 3 4 3 3 3 4 2 7 6
4pp9 @2 } + 7{a @ + 4pray @ + BDaqr @ )+ q + 7prag le

In the case where the probability of no error occuring is

g = 9F5-% ang the probability of an error is p = RL—tPz,

the probability of‘correct decoding is:
h 7 6
2~ [16 (QL.%.QL) + 7 (R 5 Rz y (S ; %2y 1]

Pr(s)

2

6
l6lrEs(ar * @)+ Thy(er ¢ (e + @) ]

2""«16[-1—%—5{%7 + (Z)q16qz * (g)q15q22 + (g)%l’%} +
Ba’e' + Da'a’ + Due +a’)

I%g{(P1 + Pz)(Q16 + (?)Q1SQ2 + Qg)Q1AQ22 * (g)Q1BQ23
t Oara (g)mqas AR
2""[31;%7 +%q16qz +%-l-q15q;ea + 22q, a + 24,7 g

21 & 5 617
+ BT % F %Q1Q2 + §Qa



6 42 5 105 * 2 140 3 2
g —iqq, e +* g G *+

6 42 5 105 % 2 140 3 3
+pa(%q1 +—g-q1qz+——8-2q1qa + Sxq Q@+

gﬁ%g%“+5§%q; + Gz 1.

In showing that Pr(S)>Pr(4), or what is the same thing,
that Pr(A)-Pr(8)<0 the part of the exbression Pr(A)~Pr(S)
involving no error can be considered first, then the part
involving an error of the fype (1~0) whose probability is
py and then the part involving an error of the type (0~1)
with probability p,. The part of Pr(A)—fr(S) with no error

. 7 3 4 b 3 7 17 6 21 5 @

is @@ + 7% @ * 7% L U - FU - %@u B - FTh %
& 3 3 4 21 2 5 6 1 7

- %?Q1 @ - %?Q1 L -~ 73U L - %Q192 - 8%

- 7 21 3 & 21 & 3 7 6 21 5 2

= %‘Qz g 2 A % F %% = %% 2 -~ 3 2 -

21 2 5 6
TAh 9 - g‘% dz o

Let q, = kq, where k is a variable, and this becomes
20,7 (7 + 21K + 21K’ + 7k - 7k - 21K - 21K - 7k)
- %qz?(k? -k - 3K % 3k 4 3K ~"3K -k + 1)

= %q (k- 1) (x + 1)°.

The partéof Pr(A)-Pr(S) containing the term p, is

2 4 3 3 6 6 4o 5 10 [ 2
Py (2lgy g + 28qy Q + 793 - ‘g'% - 73U % - "gé% d2

140 3 3 105 2 4 42 5 6
- U "“—82%(12 - T % "%Qa )o

Letting q, = kg, and p, = 1l-q, 1-kg, this becomes

6 6 5 4 3 2
@ (-kq ) (B - 32 - 19" 4 847 4 &3y SRS

6, 6 '
Lo, (1-%kq )(7k - 6k - 15k + 12K + 9k - 6k — 1)
g%

24, (1-kg, ) (k-1 (+1)° (7k41).

Al
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{

The part of Pr(A)-Pr(S) containing the term p, is

° >0’ bR 6 42 5 5 % 2
p, (7q, + 289" q  + 2lg q - %‘11 - —8'2"(11 2 = lg 4 %
140 3 3 105 2 4 5 6

Letting q, = kg, and p, = l=-q, this becomes
6
G (1-gp )(7 + 281 + 21k - L8 - L - 122 . L0

8
e e D

6
= —£q," (1-q, )(k-1)3 (k+1)2 (k7).
Adding all these terms

2™ Loy (k-1)" (k+1)’ +

Pr(A)-Pr(8)
Zg, ® (1-kq, ) (k-1 (1) (741) -
£a," (1-qp ) (k-1) (e41)" (k47).

= 2™, %qzs (k-1)" (+1)’ [ap (=1)(k+1) +

(1-kq, )(7k+1) - (1-g )(k+7)].

=27, %qes(k-l)s (k+1)2 [k = g + 7k + 1 = 7K q,

- kg =k-7 + gk + 7g 1]

= 2™ Za," (x=1)” (ke1)” [6g, (-K +1) + 6(k-1)1.

=27 Lot (k1) (k1) [6(R-1){1 - g (k+1)}I.
=2, ﬂg?:qzs(kml)" (k+1)° [1 = gy (k+1)7. (4.1)

To show that Pr(A)-Pr(8) < 0, it is necessary to consider

the range of values g, and k may take. g, is a probability

where the inequality q; > py, i = 1,2 holds. Therefore, g

must lie in the interval [-é-?l]. Since a4 = kg and g > @,

then k > 1. k will bhave its maximum value when g, has its
1

minimum value of 5 and for this product the following

condition must hold:
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I_J‘

kg, = g
Therefore, k < 2.
Therefore, 1 < k < 2,

Considering Equation 4.1 for g, and k in their respective
ranges, the first term in the equation, %%qze(k—l)q(k+l)22CL
The second term in Equation 4.1, 1-g, (k+1), will be positive
if and only if q,(k+l)<1l. If g, and k each take their
minimum values g, (k+l) = %(l+l) = 1. For any other values
of g, and k in their respective ranges, g, (k+1l)> 1.
Therefore, [1l-g, (k+1)]<O0.

Therefore, Equation 4.1 is negative or zero. That is,
Pr(A)-Pr(S) < O for Code I. Since the zero occurs in the
trivial case where k=0, that is, where g, =q,and Pr(4) and
Pr(8) coincide, then if the trivial case is neglected it can
be said that for Code I, Pr(8)>Pr(A).

Siﬁilar evaluations can be done for Codes II, III,

IV and V. However the equations arrived at in these cases

do not factor or simplify as the equation for Code I did.
However the comparison between Pr(A) and Pr(S) can be done
numerically and these results for thefive codes are shown in
Tables 5.6, 5.7, 5.8, 5.9, 5°lO(réspectively. The first

four columng in each table are 4,s 9,5 p, and p, where g,
varies from 1.00 to 0.50 decreasing by increments of 0.02.
Since g, 2q;, for each particular q,, g, varies from 1.00 %o
g, » decreasing by increments of 0.02, The fifth column gives
Pr(A) and Pr(8) alternately where the probability of no error
is 915927£br Pr(s8), withog, -abdeqyibeing” thecprobabilities used to

calculate the previous Pr(4). Column six gives the difference

AY
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Pr(A)-Pr(8) for each pa%r of these in column five.

' Table 5.6 shows that for Code I,Pr(S)>Pr(A) which
is the same result as was obtained algebraically. The
result for Code II and Code III as shown in Table 5.7 and
Table 5.8 respectively is that Pr(4) >Pr(S). Tables 5.9
and 5.10, which are drawn for Cddes IV and V respectively,
show that Pr(4) > Pr(8) providing g, and g, are sufficientlj
large, but for small g, and'q2 Pr(8) >Pr(A)., In Code IV if
1.00<q, £0.88 and q, >q, then Pr(A) >Pr(S5). Also for
g = 0.86 and 1.00<q, £0.92,for g, = 0,84 and 1.00< g, £0.96,
for g, = 0.82 and 1.00< q, <0.98, and for g, = 0.80 and
q; = 1l.00 this same inequality holds. For all other values
of g, and g, the inequality Pr(8) >Pr(A) holds. In Code V,
if looogq2\50°88 ‘and q, > g, then Pr(A) >Pr(8). This is
also the casle for g, = 0.86 and/1.00< q, _,<__“O°92s, for
g = 0.84 and 1.00<q, £0.94, for q, = 0052 and .
1.00<q, £0.96, for q, = 0.80 and 1,00 q, £0.98 and for
g, = 0.78 and g, = 1.00. Otherwise Pr(S)>Pr(A).

Thus it would appear that of these five codes,
Code I would be most suitable for transmission on a chamel
where it was found that there was no difference in the
behavior of a 1 and g 0. Codes II and III appear to be
suited for use on an‘asymmetric channel. If g, and q, are
sufficiently high, Codes IV and V seem to be more éﬁited to
an asymmetric path than a symmetric one; however, if the
error probabilities are higher the opposite of this holds,

These tables only take into consideration the error

correcting capacity of the codes. However, Codes II, III,
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IY and V also simultaneously detect a large number of errors.
With Code I, if a single error occurs, the received word
will be in the column of the;transmitted word and the error
will be corrected. However, if two or more errors occur, it
.will be in the column of some other code word and will be
incorrectly decoded. The decoding table for Code I contains
27 words or all poSs;ble received words. For the other codes
there are a great man§‘poésible words which 4o not appear in
the decoding tables. If a single error occurs, it will, of
course, be corrected. However, if two or more errors occur,
the received word is not necessarily incorrectly decoded.
If the errors are suoh that the received word differs from
some other code word in just one place then it will be in=-
correctly decoded. Otherwise, the received word will no%
appear in the decoding table and an error will be detected.
This tends to give these four codes an advantage over Code I
although this is not incorporated in the results of the tables.

A great deal of analysis would be required to invest-
igate the results shown in Tables 5.6, 5.7, 5.8, 5.9 and 5,10,
Only some of the general trends seen in these tables will be
discussed here. An analysis of this data would make it
" possible to take advantage of the code characteristics in
selecting the best type of code for a particular:channel° A
§£énd Which.can be seen in all these codes is as g approaches
dp » Pr(A) and Pr(8S) become closer together, that is, the term
IPr(A)-Pr(S) | decreases. This is to be expected. Another
property which can be seen is that since q, > q , a word with
a high number of 1l's will contribute a larger amount to the

probability of correct decoding than a word with a high
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number of O's., Also it can be seen that the product of a
large probability, say q,, with a smaller probability, say
dp s is smaller than the product of (QL%QL) by (QL%QL), For
example, if q,=0.9 and g =0.7, q q=.63, but (2% = e,
However, if the term q1l’q23 is considered for these probabi-
lities, it is found that g q >(%3%)". Therefore, it can
be seen that a large number of l's tend to make Pr(A)>Pr(8)
and tend to offset the above. In Code I it has been shown
that Pr(S)>Pr(A). A possible explanation is that it is a
group code and therefore every word has an inverse. There-
fore, for a word of all 1l's which would contribute a large
amount to Pr(4), there must be a word of all O's which would
contribute a much smaller amount. Similarly for every word
with three 1's and four O“é there is a word with four 1's
and three O's, and so the result of a term with a high
number of 1's is offset by its inverse with a low number of 1l's.

Also it has been shown that for certaiﬁ values of
Q15 929 P14 and p, the standard array does not result in
maximum likelihood decoding, although for the symmetric case
where g4=¢, bthe decoding is always maximum likelihood. This
means that in using the asymmetric path, a received word may
be decoded to some code word which is not the code word mgst
likely to' have been transmitted.

For Codes II and III, every word in the decoding table
has the number of 1l's greater than or at least equal to the
number of O's. This possibly explains why Pr(4) > Pr(8)
throughout these codes. For Codes IV and V, however, the
number of O's and 1l's are equal and although the words do

not have exact inverses, for every word of six l's and four O's
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there is a word of four 1l's and six O's. Possibly this is
why terms with a large number of 1l's are not large enough
to consistently make Pr(A) 2Pr(S), and so as Tables 5.9 and
5,10 show this is true only for sufficiently large g4 and q
and otherwise Pr(S) 2Pr(A). “. uvwveity, e o el

However, for a complete analysis of these results many -
more examples of these three code types would be required and

more numerical results,
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0000000

1000000
6100000
OOlOOQO
0001000
0000100
0000010

0000001,

1110000
0110000
1010000
1100000
illlOOO
1110100
1110010

1110001

0101010
1101010
0001010
0111010
0100010
0101}10
0101000

0101011

1011010
0011010
1111010
1001010
1010010
1011110
1011000

1011011

1111111
0111131
1011111
1101111
1110113
1111011
1111101

1111110

0001111
1001111
0101111
0011111
0000111
0001011
0001101

0001110

CODE I

1010101
0010101
1110101
1000101
1011101
1010001
1010111

1010100

0100101
1100101
0000101
0110101
0101101
0100001
0100111

0190160“

0011001
1011001
0111001
0001001
0010001
0011101

0011011

0011000

1101001

0101001

1001001
1111001
1iOOOOl
1101101
1101011

23101000

FIGURE 5.1

0110011
1110011
0010011
0100011
0i1ioil
0lioiil
0110001

0110010

1000011
0000011
1100011
1010011
1001011
1000111
1000001

1000010

1100110
0100110
1000110
1110110
1101110
1100010
1100100

1100111

0010110
1010110
0110110
0000110
0001110
0010010
0010100

0010111

1001100
0001100
1101100
1011100
1000100
1001000
1001110

1001101

0111100
1111100
0011100
0101100
0110100
0111000
0111110

0111101



Error
Pattern

0000000
1000060
0120000
0010000
001000
0000100
0000010

0000001

0111100
1111100
1011100
0101160
0110100

0111000

~0111110

0111101

1011016
0011010
1111810
1001610
1010010
1011110
1011060

1011011

CODE IX

1101001
0101001
1001001
1111001
1100001
1101101
1101011

1101000

1100119
01066110
100011@
1110110
1101110
11060010
1100100

1100111

FIGURE 5.2

1010101
0010101

1110101

1100101

1011101
1010001
1010111

1010100

0110011
1110011
0010011
0100011
0111011
0110111
110001

0110010

0001111
1001111
0101111
0011111
0000111
0001011
0001101

0001110
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Error
Pattern

000000000

160000000

010000000
01000000
GGeL00000
030016000¢

000001000

 G00000100

030000010

6800060001,

FIGURE

111161000
Ql;i@l@@@
101101060
110101000
111001000
111111000
111100000
111101100
111101010

111101001

110100101
010100101
100100101
111160101
110000101
110110101
110101101

110100001

- 110100111

110100100

11010100
011610100
1@101@10@
110010100
111110100
131000166
111011100
111010600
111010110
111010101

113000011
011000011
101000011
110000011
111100011
111010011
111001011

111060111

1103110010
010110010
160110010
111110010
1100109010
116100010
110111010
110110110
1101106000

110110011

010101010
110101610
00010101¢

0111061010

10001010

010111010
010100010

010101110

1. Q10101000

10101011

CODE III

101130001
00L110001

011110001

100110001

101010001
101100001
10L1L100L
101110101
101116011

1011100600

010010110
1106010110
600010110
011010110
010110110
010600110
030011119
610010010
010010160
010010111

100111100
000111100
119111100
101111109
150011100
169101100
100110100
16Q111§QO
100111110

100111101

410601110
010601110
160001110
111601110
110101110
110511110
110000110
110001010
136601100

110001111

101011010
001011010
1110131010
100011010
101112618
101061010
101010010
101011110
101011000

161011011

10100110%
001001101
111001101
100001101
101101161
101611101
101@?9;@1
101001661
101001113
161002100

110011001
010011001
100011001
111011001
110111001
1143001001
110010001
110011101
119011011

1180110¢C0

108101611
000101011
110101011
101121011
166061011
100111011
100100011
160101111
100101001

100101010

1011006110
001100110
111100110
1060100110
101000110
101110110
101101110
101100010
101100100

101100111

100010111
0006010111
110010111
101010111
iG0110111
100000111
106011111
106010011
1060106101

100016110
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Error
Pattern

0000000000
1000006000
0100006000
0010000000
0001000000
0000100000
0000010000
0000001000
0000000100
0000000010

0000000001

11116100600
0111015000
1011010000
1101610000
1110610000
1111110000

1111000000

1111011000

1111010100

1111010010

1111010001

1110101000

0110101000
1010161000
1100101000
1111101000
1110001000
1110111000

1110100000

1110161100

1110101010

1110101001

CODE IV

1101100100 1011100010
0101100100 00L110COL0
1001100100 1111100010
1111100100 1001100010
1100100100 1010100010
1101000100 1011000010
1101110100 1011110010
1101101100 1011101010
1101100000 1011100110
1161100110 1011100000

1101100101 1011100011

FIGURE 5.4

@111100051
1111100001
0011106001
0101100001
0116100001
0111000001

0111110001

0111101001

0liiio0101
0111100011

0111106060

11310000011
0110000011
1010000011
1100000011
1111000011
1110100011
1110010011

1110001011

1110000111

1110000001

1110000010

1101003010
0101001010
1001001010
1111001010
1100001010
1101101010
1101011010
1161000010
1101001110
1101001000

1101001011
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1100110001
01001106001
1000110001
1110110001
1101110001
1160010001
11006100001
~ 1160111001
1100110101
1100110011

1100110000

1011000101
0011000101
1111000101
1001000101
1010060101
1011100161
1011010101
1011901101
1011000001
1011000111

1011600100

CODE IV (Cont’d.

1010110100
0010110100
1110110100
1000110100
1011110100
1010010100
1010100100
1010111100
1010110000
1010110110

1010110101

1001101001
0001101001
1101101001
1011101001
1000101001
1001001001
1003111001
10011000061
1001101102
106011061012

1001101600

9

0111000110
11311000110
0011000110
0101000110
0110000110
0111100110
0111010110
0111001110
0111000010
0111800100

0111600111

FIGURE 5.4 {Cont'd.)

0110110010
1110110010
0010110010
0100110010
0111116010
0110010010
011610601¢C .
0110111010
0110110110
0110116000

0110110011

0101111000
1101111000
0001111000
0111111000
0100111006
0101011000
0101101000
0101110000
0101111100
0101111010

0101111001
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0011101100
1011101100
0111101100
0001101100
0010101106
0011001100
0011111100
0011100100
0011101000
0011101110

0011101101

1100011100
0100011100
1000011100
1110011100
1101011100
1100111100
1100001100
1100010100
1100011600
1100011110

1100011101

CODE IV (Comnt'd.

1010011010

0010011010
1110011010
1000011010
1011011010
1010111010
1010001010
1010010010
1010011110
1010011000

1010011011

1001016110
(001010110
1101010110
1011010110
1000010110
1001110110
1001000110
1001011110
1001610010
1001010100

1001010111

3)

1000101110
0000101110
1100101110
1610101110
1001101110
1@00901110
1000111110
1000100110
1000101010
1000101100

1000101111

FIGURE 5.4 (Cont’d.)

0110011801
1116011001
00100110601
0100011001
0111011001
0110111001
0110001001
0110010001
0110011101
0116011011

0110011060
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0101010101
1101010101
0001610101
0111010101
0100010101
0101110101
101000101
0101011101
0101010601
0101010111

0101010100

0100161101
1100101101
0000101101
0110101101
0101101101
4100001101
0100111101
9100100101
0300101001
0100101111

01006101100

CODE

0011010011
1011010011
0111010011
0601010011
001601001%
0111106011
0011000011
0011011011
0011010111
0011010001

0011010016

FIGURE 5.4 {Cont’d.)

IV {(Cont'd.

0010101011
1010101011
0110101011
0000161611
011101011
00100010112
0010111011
¢010100011
010101111
0010101001

0010101010

4)

-~

0001100111
1001100111
0161100111
0011100111
0000100111
0001000111
0001110111
0001101111
0061100011
0001100101

00011001160

000011113
1000011111
0100011111
0016011111
0001011111
0000111111
0000001111
000001011
0000011011
0000011101

0000011110
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Error
Pattern

0000000000
1000000000
0100000000
0010000000
0001000000
0000100000
0000010000
0000001000
0000000100
0000ULVOLO

0000000001

1111310001

0111110001

1011110001

:110ITI000L

1110110001
1111010001
1111100001
1111111001
11111310101
1111130011

11113110000

1111100010
0111100000
1011100010
1101100010
1110100010
1111000010
1111110010
1111101010
1111100110
1111100000

1111100011

13110011010
0110011010

1010011010

"II0C011010

1111011010
1110111010
1110111010
1110001010
1110010010
1110011110

1110011011

CODE ¥

1001111010
0001111010
1101111010
1011113010
1000111010
1001011010
1001101010
1001110010
1001111110
1001111000

1001111011

TABLE 5.5

1010101011

0010101011

1110101011

1000101011

1011101011

1010001011

1010111011

1010100011

1010101111

1010101001

1010101010

0011011011
1011011011
0111011011
0001011011
0010011011
001111101L
0011001011
0011010011
0011011111
0011011001

0011011010

0110110011

1110110011

0010110011

01C0110011

0111110011

0110010011

0110100011

0110111011

0110110111

0110110001

0110110010

1101001011

0101001011

1001001011

1111001011

1100001011

1101101011

1101011011

1101000011

1101001111

1101001001

1101001010
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1110000100
0110000100
1010000100
1100000100
1111000100
1110100100
1110010100
1110001100
1110000000
1110000110

1110000101

1001100100
0001100100
1101100100
1011100100
1000100100
1001000100
1001110100
1001101100
1002100000
1001100110

1001100101

0100110100
1100110100
0000110100
0110110100
0101110100
0100010100
0100100100
0100111100
0100110000
0100110110

0100110101

CODE V (Continued)

0011003100
1011001100
0111001100
0001001100
0010001100
0011101100
0011011100
0011000160
0011001000
0011001310

0011001101

1000011100

0000011100

1100011100

1010011100
1601011100
1000111100
1000001100
1000010100
1000011000
4000011110

1000011101

0100001101
1100001101
0000001101
OLLO0OLLOL
0101001101
0100101101
0100011103
0100000101
0100001001
0100001111

01000011C0

0010100101
1010100101
011010V10L
0000100101
0011100101
0010000101
0010110101
001010110%
0010200001
0010100111

0010100100

1000000110
000000110
1100000110
1010000110
1001000110
1000100110
1000010110
1000003110
1000000010
1000000100

1000000111
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APPENDIX

PROBABILITIES OF CORRECT DECODING FOR CODE I

TABLE 5.6



P, Pr(A) ,Pr(8) Pr(A)-Pr(S)

.00 1.00000000
.02 « 99796875
.01 « 99796887 «. 00000012
.02 « 99214337
08 '33%}32?} 00000356
L . “*y s
.04 . 98290668
.03 « 98290687 «, 00000019
.Oh . gcétgss

. 98289187 ,
03 . 98290687 -, 00003500
.06 . 97061675 »
0k . 97061956 -, 00000281
.06 ,96561918
.08 .95661937  ~.00000019
.06 . 93822281
.08 .9?037&36
.04 . 97061956 ~, 0000LE50
.08 . 95560686
.05 « 95561937 -, 00001381
.08 + 93822018
.06 .93822281 «, 00000263
,08 . 21872581 '
.07  .91872600 -, 00000019
.08 89740537
10 « 95551281 ,
05 . 95561937 -, 00010656
18 . 91871331
07 01872680 -, 00001269
18 .89745293 ,
.08 . 89740637 ~, 00000244
10 87451843
.09 87451846 -, 00000013
10 885030856
.0 . 93822281 ~, 00021166
12 . 91862837
.07 . 91872600 -, 00009763
12 «89736712
.08 89740537 «,00003825
12 BQ7LECTDG A
‘12 «§5830337
A0 86830556 -, 00000219
.12 82498876
11 82498887 ~, 00000012 -
12 . 79877580
14 91835100
.0 91872600 «, 00037500
.1 89721181
A4 87542943 .
.09 87451886 -, 0000891 3
b 85027068
18 .85830856 -. 00003488

82497837
11 82498887 -, 00001050
L . 79877300
32 . 798775800 -, 00000200
b «7718545¢
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PROBABILITIES OF CORRECT DECODING FOR CODE II

" TABLE 5.7
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PROBABILITIES FOR CORRECT DECODING FOR CODE IITI

TABLE 5.8
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