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Abstract 

This study is aimed at developing and modeling a specific extension of Connected Vehicles (CV) 

system and its applications in the Intelligent Transportation System (ITS) through the designated 

traffic and wireless simulation networks. A typical traffic micro-simulator and a discrete event 

simulator individually lack the ability of fully capturing the behavior of the CV system. In this 

research I investigate modeling the CV system, for Vehicle-to-Vehicle (V2V) and Vehicle-to-

Infrastructure (V2I) communications based on Dedicated Short Range Communication (DSRC) 

by enabling the two simulators communicate sequentially. PARAMICS is selected as the traffic 

micro-simulator. OPNET is used as the discrete event simulator.  

The contributions are: (1) designing the CV system as a Multiagent System (MAS) using 

MaSE methodology and implementing its outcomes as extensions for the PARAMICS using two 

distinctive APIs (Application Programming Interface); and (2) developing the integration of 

PARAMICS and OPNET for implementation and evaluation of DSRC-based vehicular 

communication protocols and their utilizations in the context of ITS.  

The results are verified through experiments that demonstrate the overall effectiveness of the 

CV. Three case studies are presented: impacts of CV on improving (1) traffic safety and (2) 

mobility on a section of Deerfoot trail, Calgary, Alberta; (3) the optimum selection of DSRC 

communication range of Road Side Units (RSUs) and a definitive percentage of CVs in the 

network to have the least data loss and delay in V2V and V2I data transmission for weekdays’ 

traffic counts.  
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Chapter 1: Introduction 

1.1 Motivation 

Chain collisions can be potentially eluded, or their severity lessened, by reducing the delay 

between the time that an emergency event occurs and the time at which the vehicles behind are 

informed about it [1]. One way to give more time to drivers to react in emergency situations is to 

develop ITS (Intelligent Transportation System) applications to create CV (Connected Vehicles) 

systems using wireless communication technology. The primary benefit of such communication 

is to allow the emergency information to be propagated among vehicles much quicker than a 

traditional chain of drivers reacting to the brake lights of vehicles right ahead.  

CV is a suite of technologies and applications that use varieties of wireless and/or cellular 

communications and sensor devices to provide faultless connectivity between the vehicles and/or 

road infrastructure. The main objective of CV systems is to improve safety, mobility and 

sustainability. The improvements help governments to reduce the number of injuries and 

fatalities. The Transport Canada’s National Collision Database (NCDB) has reported the number 

of 2,006 for vehicle fatalities and 10,443 for serious injuries in 2011 [2].  

CV communication systems are emerging type of vehicular communication networks in 

which vehicles and roadside units/equipment are the communicating points; providing 

information, such as traffic events, safety messages and general traffic information. These 

systems are mainly incorporated into ITS for safety and mobility improvement and traffic 

congestion mitigation. CV’s communication system is categorized as V2V (Vehicle to Vehicle) 

and V2I (Vehicle to Infrastructure). 

V2V is a main component of vehicular communication systems and allows detailed 

information to be exchanged among the individual vehicles. In V2V, the information related to 

road traffic and weather conditions at one location can be disseminated from a vehicle to another 

vehicle, benefits such as collision avoidance, travel time mitigation, and incident or congestion 

notification, could be achieved [3]. 
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In V2I, vehicles exchange information with RSUs, which are fixed beacons. These beacons 

act as an interface between the vehicle network and external networks [4]. V2I takes an effective 

role in improving road safety and mobility through multiple in-vehicle and RSU technologies.  

1.2 Goal 

In this study, our goals are to apply ITS applications, to develop, implement and demonstrate a 

DSRC (Dedicated Short Range Communication) based V2Vassisted V2I traffic information 

system to examine: (1) the effects of CV on reducing crash likelihood and travel time, improving 

safety and mobility indices, on examined traffic network by using a traffic microsimulator, (2) 

failure and time lag related to transmission of warning messages in V2V and V2I 

communications to propose the optimum DSRC range and percentage of CV using the 

integration of traffic and wireless communication simulators. 

These two manners of demonstration cannot be done by using only traffic or wireless 

communication simulators due to their limitations of simulating CV individually. Wireless 

network simulators cannot simulate the large scale traffic network to replicate car-following, 

lane changing and other driver behaviours. Thus our first set of goals, which is improving the 

safety and mobility indices, urge the use of traffic simulator itself. However, traffic simulators do 

not have the ability to simulate different communication protocols and network parameters 

during the implementation of CV. Therefore, in order to reach our second set of goals, which is 

optimizing the V2V and V2I communications, the integration of these two simulators is created.   

We implement and evaluate our deployed approaches using simulation experiments. In the 

rest, the problems we encountered while doing these two approaches and how we addressed the 

problems are explained with details. Note that the goal of the project is intended to help 

companies or city, and people are not the focus of getting result. 

1.3 Problems 

1.3.1 Modeling CV system using traffic network 

In order to fulfil our first goal, which is implementing CV system to improve transportation 

system safety and mobility indices, we need to select a traffic microsimulator. The reason is that, 
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the field test on CV system cannot be conducted before the system is actually deployed [5]. 

Traffic simulation tools have been widely used to examine the impact of deploying various ITS 

applications on the traffic. These tools enable transport planners to assess different strategies 

without actual evaluating them in a real traffic network. Moreover, using simulation does not 

impact public driving and traffic safety [6].  

Numbers of researchers investigated on comparing and assessing various traffic simulators 

[7-11]. From all of the studied simulators, the models AIMSUN [12], PARAMICS [13], and 

VISSIM [14] are found to be suitable for congested arterials and freeways, and potentially useful 

for simulating ITS applications [10]. While these packages have many similarities, each has its 

own specific characteristics that make it more or less suitable for particular modelling purposes. 

We selected PARAMICS as the traffic network microsimulator to implement CV systems. 

PARAMICS is a popular suite among universities and government agencies for traffic 

microsimulation and is capable to simulate and test advanced traffic systems. It is beneficial over 

other types of microsimulation packages as it lets users to examine their own traffic control 

scenarios; however, it does not support the simulation of CV and its application is limited when 

emerging systems such as CV need to be analysed in collision events. Therefore, in order to 

design our proposed system we encountered two problems: 

1. Disability of PARAMICS microsimulator on modeling V2V and V2I connections as 

the simulation of CV. 

2. Limitation of PARAMICS microsimulator on creating predefined incidents to study 

CV system under emergency situations. 

We removed these two issues by using MaSE methodology to design the proposed system as 

the MAS, and then implemented the specific design as the extension to the PARAMICS by using 

two APIs. This extension is subsequently used to assess the effects of the CV system on 

improving safety and mobility applications by reducing incident risks and travel time on 

Highway 2 (i.e. Deerfoot trail) in Calgary as the examined network. 
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1.3.2 Modeling CV system using the integration of traffic and wireless 

networks 

Availability and quality of transmitted traffic information in V2V and V2I communications play 

an essential role on the performance and ability of CV in improving safety and mobility. 

Equipping vehicles and infrastructure with internet to implement CV system and subsequently 

providing V2V and V2I communications during the network properly will make these 

improvements possible. So in order to accomplish our second goal, which is providing vehicular 

internet access based on DSRC and then investigating the effects of various DSRC ranges and 

CV penetration rates on critical V2V and V2I network elements such as failure or delay, we need 

a wireless network simulator. The reason is that, traffic simulator does not have the ability to 

simulate vehicular internet access and different network protocols, but it is required during CV 

simulations to represent different traffic networks and their elements such as links, 

infrastructures and vehicles. Given that, we confronted the third problem:  

3. Limitation of traffic and wireless network simulators to solely simulate CV and 

satisfy the second goal. 

The proposed CV implementation based on DSRC standard has to deal with several vehicles 

seeking to connect with RSUs or other vehicles, especially when an emergency event occurs and 

vehicles and infrastructure transmit several warning messages. This will lead to transmission 

delays and data losses related to the increased load and data transmission in the network. So in 

order to reach our second goal, which is the improvements of these elements by optimising the 

V2V and V2I communications, and surmount the third problem, we integrated traffic and 

wireless network simulators. We evaluated important issues concerning both network simulators.  

1.4 Methodology 

In order to solve the proposed problems, we used the layered approach of integrated simulation 

environments, as shown in Figure 1.1. This study mainly focuses on the first two lower layers; 

however, by adding the third layer, social network and mobile applications can be used to 

directly deliver the important results of first two layers to the people. Such approach allows the 

specific simulation functions, which were developed and validated previously in each simulation 

layer, to be employed to model particular components of integrated simulators. For instance, 
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IEEE 802.11 have already implemented and tested in network simulators such as ns-2 and 

OPNET. Moreover, driver behavior models and CV system have been developed and evaluated 

in vehicle simulators. Therefore, by integrating these two simulators using layering method, 

complex procedures for addressing the limitations of these simulators can be produced.  

 

Figure  1.1 The layered approach of integrated simulators 

 

Based on that, to achieve the first goal and overcome the first two problems, we designed our 

proposed CV scenarios using MaSE methodology to view the CV modules as the MAS. CV 

consists of several intelligent agents which connect and transmit warning messages for 

estimating and disseminating traffic safety and mobility parameters, being hard for each of them 

to perform exclusively. Then, by using API, we developed the output design of MaSE method as 

the extension to the PARAMICS. Development mainly involved adding data structures to 

different PARAMICS objects and defining functions to process data and produce desired output 

statistics. Given that, CV system was implemented as extensions to PARAMICS by using two 

APIs. API #1 and API #2, which are considered separately in the simulation framework because 

of their various functions. API#1 is programmed to create incidents in the examined network in 

PARAMICS. API #2 then attempts to increase driver awareness of the upstream and downstream 

vehicles and thus diminish the effects of the generated incidents by disseminating information 
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through V2V and V2I communications.  The simulated test network represents an 8-km 

southbound section of Deerfoot Trail (Highway 2) in Calgary, Alberta, Canada. This network is 

calibrated to replicate traffic counts obtained from Alberta Transportation [6]. 

Two scenarios have been made to evaluate the extended simulation system, to examine the 

implementation of advisory speed recommendation and re-routing guidance for urban freeways 

under emergency situations, and to recommend the optimum treatments and reduce rear-end and 

lane-change crash risks. We use CV strategies as a tool for safety and mobility improvements by 

using DSRC based V2V and V2I systems.  

Safety and mobility applications were calculated by comparing the simulation results of 

following measures of CV scenarios with base case scenarios, where there is no CV: 

4. Safety benefits measured as the ORCI [15] and crash likelihood [16] indices for rear-

end and lane change accidents; 

5. Mobility benefits measured as the average travel time (seconds) in a specific route. 

The results of examined scenarios showed that the first goal was satisfied and deploying CV 

will improve the overall safety and mobility factors under various congestion levels and load 

conditions in the examined network. However the results were shown to be highly sensitive to 

the % penetration of CV. Mixed results are obtained at higher % of CV. 

Although few attempts were made to model CV applications and assess their benefits in a 

microsimulation environment such as [17-20], this approach is the first which adds APIs to 

extend the abilities of PARAMICS to simulate CV to reach three sub-goals: first, evaluating both 

V2V and V2I communications together in examined scenarios, second, considering DSRC 

standard as the vehicular communication range, and third, investigating the impacts of advisory 

speed and re-routing guidance in CV system. All of these cases are required to be done together 

in the simulated network to get the optimum safety and mobility improvements. Additionally, 

despite of other studies, by implementing incident events, we assessed our proposed system by 

closely studying the effectiveness of CV, in incident situations, on reducing the duration of travel 

time and the amount of crash risks in a simulation environment.  

In the next part, we combined the capabilities of a traffic network simulator together with 

wireless communication functionalities, as the discrete event simulator, to reach the second goal 
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and dispel the third problem. Wireless network experiments are not always feasible in real world 

especially when evaluations demand costly, temporary and non-scalable equipment to be 

installed. Simulation is an effective alternative in our study since we aim to detect pattern 

variations of crucial elements like message drops and latency in V2V and V2I communications, 

where different values for DSRC range and percentage of CV should be tested in the network.  

PARAMICS was used to realistically model the traffic flow of the selected test network and 

continuously collect traffic measurements and mobility traces during the simulation. The API #1 

was also used to generate predefined incidents. On the other hand, generating CVs and non-CVs 

based on generated mobility traces from PARAMICS, modeling CV related infrastructures such 

as RSU, implementing the real-time V2V and V2I communications based on DSRC ranges, were 

modeled in the OPNET environment. OPNET, discrete event simulator, is one of the most 

popular network simulators which can model various protocols and devices and is easy to use to 

develop different complex models. 

DSRC ranges were implemented by IEEE 802.11p standard adding wireless access in 

vehicular environments (WAVE). It is an approved correction of IEEE 802.11 standard which is 

the base of products marketed as WiFi [21]. Although cellular networks is considered as the 

primary means of vehicular internet access with wide coverage, they have low and variable data 

rates, high and variable latencies and occasional communication faults [22]. WiFi (802.11) and 

DSRC protocol, on the other hand, are becoming the optimum alternative for V2V and V2I 

communications. The U.S. Federal Communication Commission (FCC) allocated DSRC at 5.9 

GHz to be used to provide the communication in CV systems [23]. In [24-26] authors stated that 

WiFi ensures continues and seamless connectivity in highly dynamic vehicular environment; 

also, it is suitable for applications with periodic connectivity due to short duration of connection. 

However, these studies only focused on the communication between vehicles and infrastructures 

and did not study the communications in vehicles themselves. 

One test scenario has been conducted based on the proposed integration. The tested network 

is a section in Deerfoot trail, similar to previous scenarios, and the traffic counts were defined to 

replicate weekdays A.M peak hours. The results of this integration specified the best DSRC 

range and percentage of CVs in the network to have the least message drops and latency in V2V 

and V2I communications.  
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The demonstration that we proposed here has not been done by previous studies in two 

perspectives. First, this research is first to integrate PARAMICS with OPNET in order to 

simulate CV system and evaluate V2V and V2I communications based on DSRC standard. 

Second, previous studies which integrated other traffic and wireless simulators such as [27-29] 

did not evaluate V2V and V2I based DSRC communication elements all together under 

hazardous events. They did not include V2V, or DSRC ranges or emergency situations in their 

studies. Note that in emergency events, such as accidents, the number of message transmission in 

V2V and V2I will be increased leading to growth of overall load and throughput indices in the 

network. We enhanced the effectiveness of CV in these situations by presenting the optimum 

DSRC range and penetration rate of CV in the network to decrease these indices and yet to have 

the least message faults and delays. Smallest amount of data drops and latency leads to the 

transmission of warning messages at the right time and effectively improving safety and mobility 

applications in simulation of CV. 

Figure 1.2 shows the overall picture of contributions of the designed system which will be 

described in details in the chapters 3 and 4. However, as shown in Figure 1.2, the application 

level is left for the future works. 

 

Figure  1.2 Inputs and outputs of integrated simulations - Proposed integration and future 

works 
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1.5 Contributions 

 Analysis and design of CV system as the MAS using MaSE methodology 

(Section  3.3) 

 Implementation of CV system using APIs (Section 3.4) 

 Integration of PARMICS and OPNET (Section 3.7) 

 Importing vehicular mobility traces into wireless network simulator (Section 3.7.1) 

 Evaluation of the impacts of V2V and V2I communications on improving safety and 

mobility applications by simulating two scenarios on Deerfoot trail, Calgary, Alberta 

(Sections 4.2 and 4.3). 

 Presentation of the optimum selection of DSRC communication range of RSUs and 

ultimate percentage of CVs in the network to have the least data loss and delay in V2V 

and V2I data transmission by simulating one scenario (Section 4.4). 

 

 

1.6 Structure of Thesis 

The rest of thesis is organized as follows: 

Chapter 2 gives a review of the related technologies and defines the terminologies used to 

fulfil our goals. It also summarizes the literature review on the thesis topic and highlights the 

motivation of having both traffic network and discrete event simulators. Then in chapter 3, the 

two approaches, proposed to accurately model CV system, are presented, followed by the 

explanations of all the methods used to attain the goals. Then the details of integrating two 

simulators are demonstrated in order to include traffic network modeling in wireless 

communication simulations. In chapter 4, test cases for assessing the effectiveness of CV and 

combined simulators are presented. Finally, Chapter 5 concludes the thesis and gives some 

recommendations for future works. Figure 1.3 represents the sequence of the material presented 

as the thesis structure. 

 



10 

 

 

Figure  1.3 Thesis structure 
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Chapter 2: Background and Literature Review  

2.1 Introduction 

In this study we develop, implement and demonstrate a DSRC based V2V assisted V2I traffic 

analysis system. It can be used for estimating and disseminating traffic safety and mobility 

information, as the focus of the ITS is to facilitate wireless communication between vehicles and 

infrastructure to exchange traffic data, such as safety information. Wireless communication is the 

transfer of data without using wires. A wireless network is a network that consists of two or more 

nodes transmitting information wirelessly. A node can be a device or a computer that has a 

wireless interface and is able to send and receive messages. A vehicular network is a type of 

wireless network in which the nodes are either vehicles communicating with each other or 

vehicles communicating with RSUs. There are plenty of implementations of wireless networks 

based on type and protocols used. 

Computer simulation is a computerized version of a model which is run over time to 

investigate the concepts of the defined interactions. Simulations are generally developed by 

applying an iterative approach. Due to the interdisciplinary nature of CV systems, it is necessary 

to be able to model their behavior from several distinct points of view, including the 

communications perspective and the traffic perspective. In other words, we need to combine the 

performance of wireless system and traffic conditions to study CV system more precisely. 

Hence, we need a wireless network simulator, a traffic network simulator and, in addition, we 

need to integrate the two simulators to allow their intercommunication and exchange of data. 

However, first we should review the main components of CV systems, DSRC ranges, and the 

essential design of proposed system in the next sections. 
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2.2 Connected Vehicles 

CV research initiative, formerly known as IntelliDrive, has the potential to improve safety, 

reduce congestion, benefit the environment and enhance traveler services by enabling vehicles to 

wirelessly communicate with roadside infrastructure, nearby vehicles, cell phones, and other 

mobile devices [30, 31]. IntelliDrive applications, attempt to combine advanced wireless 

technologies, onboard computer processing, advanced vehicle sensors, GPS navigation, smart 

infrastructures, and other technologies to improve the mobility and safety of urban and rural 

travel. Examples of CV applications include the use of vehicles as traffic probes, warning 

systems informing drivers about traffic slowdowns ahead, warning systems about cross-street 

vehicles that may potentially run through a red light, and systems notifying drivers about the 

roadway features, such as sharp curves. Authors in [32] further analyzed how probe vehicle data 

could be combined to traditional loop detector data to get real-time estimations about arterial 

travel times, while [33] assessed RSU coverage and the ability to obtain accurate speed 

estimates.  

The basic concept of CV is the establishment of a networked environment between vehicles 

and roadway infrastructure (V2I) and among vehicles (V2V) through wireless communications. 

With CV system, V2V, V2I and other services are integrated to work together [34].  

In V2V, vehicles exchange information with each other. It uses advanced information 

communication technologies to prevent road collisions and alert motorists. Moreover, V2V 

systems may lead to decreasing travel time and crash risk in traffic networks in case of a 

reasonable penetration rate, i.e. percentage of equipped vehicles [4]. Especially, when it comes to 

a restricted geographical area and slight budget; it was suggested that V2V systems could be 

comparable to costly traffic infrastructure development projects. 

In V2I, vehicles transmit information with infrastructures (RSU). Its function varies from 

safety information, weather forecast, and traffic conditions transmission to vehicles, or 

opportunistic vehicular data collection. Vehicle can thus disseminate information (on their 

positions, speeds, travel times, road weather conditions, incidents, etc.) to the RSU. The 

information collected by these roadside components will be shared with the transportation 

infrastructure operators, such as control center, which will in turn adjust the operation of various 
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control devices (e.g. VMS) to maximize the efficiency of the transportation system and improve 

safety in response to traffic demand and road condition.  

VMS is an electronic message board located close to a roadway. It represents a mechanism 

for disseminating information to drivers which their vehicles are unequipped to receive guidance 

about advisory speed or incidents ahead. Hence, such drivers can directly get this guidance 

through VMS messages. The VMS enables traffic controllers to inform drivers in real time about 

changing traffic conditions and is commonly used for parking guidance, safety warnings, and 

flow diversion [35].  

In [19] a model for a traffic monitoring application of CV in a microsimulation environment 

is developed. The authors also examined the impact of the penetration rate of CVs on the quality 

of the data collected. Although, the study found a linear relationship between market penetration 

rates and the variance of speed collected from the network, it did not investigate on V2I and its 

impacts on results where it is implemented along V2V. In [17] various route guidance strategies 

with V2V communication using the VISSIM (Visual Traffic Simulation) micro simulation model 

were evaluated; however, same as [19] they did not consider V2I. The authors conducted 

sensitivity analysis to examine the impact of factors, such as the market penetration of CVs, 

congestion levels of a road network, update intervals of route guidance information and drivers’ 

acceptance rates. The results of the study showed that CV technology along route guidance 

reduced travel time over the no guidance case. Re-routing means that vehicles which are CV 

equipped, after noticing that there is an accident ahead of them, will choose the alternative routes 

to reach their destination. They avoid encountering the present accident and creating further 

possible accidents. This will lead to decreasing the level of travel times and crash probability. In 

[20] a VMS control framework is proposed and evaluated that seeks diversion during incidents to 

enable a traffic system controller to favorably manage traffic conditions in real time. A hybrid 

framework is used to determine the information for the VMS The results of the study showed 

that CV-based route guidance reduced travel time over the no guidance case. 

The literature review on the implementation of CV in traffic simulators showed that most of 

the researchers investigated only on the V2V or V2I. The effectiveness of CV will become more 

increased when both V2V and V2I are considered [36]. Moreover, for the communication 

ranges, providing DSRC is important. The reason is that, DSRC is becoming the optimum choice 
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for vehicular internet access due to its several advantages, such as wide coverage, and it is 

accepted to be used in CV communications by FCC [37]. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   

2.3 DSRC 

The USDOT’s ITS [37] program focuses on integration of intelligent vehicles and infrastructure 

to improve traffic safety and mobility. For ITS applications, there has been considerable interest 

in DSRC wireless band.  In 1999, FCC allocated 75 MHz of DSRC spectrum at 5.9 GHz to be 

used exclusively for V2V and V2I communications. It is a key enabling technology for the next 

generation of communication-based safety applications that reduce fatal injuries and improve 

traffic congestion. 

DSRC standard (E2213-03 ASTM [38]) has permitted both safety and non-safety 

(commercial) applications and is implemented by IEEE 802.11p which improves IEEE 802.11 to 

deal with wireless access in the vehicular environment. It is expected that DSRC technology will 

be the predominant communication medium for safety applications relying on V2V  and V2I 

communications, such as car accident avoidance, digital map update, ETC, lane-changing 

assistance, and emergency road event notification system in the form of warning messages 

including advisory speed and route choice recommendations [4]. The adaptability of DSRC 

increases the likelihood of its deployment by various industries and endorsement by customers. 

The standard aims to provide wireless communications capabilities for transportation 

applications within a 1000m range at typical highway speeds. It provides seven channels at the 

5.9 GHz licensed band for ITS applications, with different channels designated for different 

applications, including one specifically reserved for V2V communications. 

DSRC technology has been tested for its propriety to handle safety messages in terms of 

reliability, high speed V2V information exchange, message propagation distance, time lag, 

security, channel congestion and other characteristics performed under the CV research program 

[39-41]. In [40] authors studied the communication level reliability of DSRC technology in terms 

of packet delivery ratio and distribution of following packet drops, and the application level 

reliability in terms of T-window metric using only three vehicles having DSRC capability and 
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GPS receivers. In [41] the IEEE 802.11p was studied, which provided the preliminary work for 

the DSRC standard, for vehicular communication in the context of propagation aspects.  

DSRC is an ideal selection in comparison with cellular communications since it provides 

very high data transfer rates in circumstances where minimizing latency in the communication 

link and studying large communication zones are important. Thus, the USDOT currently holds 

the DSRC as the only short range wireless communication that provides desired qualities for 

vehicular communication as it is the only short-range wireless alternative that provides 

communication with low latency, high reliability, fast network acquisition, designated license 

bandwidth, priority for safety applications, interoperability, security and privacy [23]. In [42] 

several forms of a DSRC based V2V communication protocol were designed for safety 

messaging. Also, the performance of the protocols using reception reliability and channel usage 

was studied for different traffic flow conditions. A secure message protocol has been developed 

in [43] aimed at deploying security mechanism to secure network from possible abuse and 

having an efficient MAC for the purpose of safe and timely dissemination of safety messages. 

In [44] authors gave an overview of DSRC applications and assessed the characteristics of 

the IEEE 802.11 MAC and PHY layers in this context. They stated that cellular networks can 

handle time sensitive communication between vehicles travelling at high speeds. However, this 

can be done with the help of base stations. These cellular base stations are significantly more 

expensive than their DSRC equivalent (i.e. 802.11 access points). Also, cellular handles only 

infrastructure to mobile communication.  

Since DSRC is accepted as the vehicular internet access and based on the literature review it 

has more advantages comparing to other protocols, the implementation of CV system urge the 

use of DSRC to have the optimum effectiveness in V2V and V2I communications. However, 

before system can be implemented in real world, they must be evaluated completely to ensure 

their functionality and performance in a range of likely situations [5]. This evaluation can be 

done using simulations. 
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2.4 Simulation vs. Real World Experiment 

Although a real network testbed allows maximum integrity for performance testing and 

prediction, evaluations in real world are not always possible, particularly when tests require 

costly, and often temporary and non-scalable, equipment to be deployed [5].  

An efficient alternative to this problem is the use of simulation to conduct early performance 

evaluations before attempting any field deployment. Moreover, simulation can be performed in a 

very preliminary stage of the system design and can therefore be very helpful in the design 

process [5]. Simulation also has some desirable qualities that make it useful and it is cheaper 

than testing in real world in most cases. The actual cost of software and hardware does not 

compare to the cost of outfitting a road network, or the loss in confidence of the driving public 

on the driving environment which is always changing. Also, with simulations rarely occurring 

critical scenarios can be experimented, time can be sped up to predict future results and safety 

issues can be tested without the potential of hurting drivers. Computer simulation is a valuable 

tool especially for today’s network with complex architectures and topologies and has two 

approaches: discrete and continuous. In discrete model, the state variables change only at a 

countable number of points in time. These points in time are the ones at which the event occurs 

or change in state. In continuous model, the state variables change in a continuous way, and not 

suddenly from one state to another (infinite number of states). 

Detailed and realistic simulation of both traffic and communication interaction helps 

researchers in testing various fundamental designs, implemented algorithms, and parameter 

configurations removing the need for collecting field information after the implementation of a 

specific system. 

The developed simulation models for this study are carefully calibrated and validated to 

realistically represent the real world [6], which should increase confidence in the study 

conclusions. The rest of the chapter outlines and compares different traffic and discrete event 

simulators. This helps us select the best ones to fulfil our goals. 
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2.5 Traffic Simulators 

Increased computing power has contributed to precise modeling of the physical road and in 

simulation of specific elements of the transportation systems, such as the junctions. In this case, 

the integration of GIS and CAD systems, along with GUI, can play a significant role. 

Recent advances in computer hardware and software technology have led to the increased use 

of traffic simulation models. Traffic modeling is a well-known research area in Civil Engineering 

and it is important to correctly model vehicular traffic during the design phase of new roads and 

intersections [45]. Depending on the required objective of the simulation, traffic models are 

divided into three models (macroscopic, mesoscopic, and microscopic models) and two main 

approaches (continuous and discrete), as explained in detail below.   

Macroscopic models, like METACOR [46] and TransCAD [47], model traffic at a large 

scale. Its simulation model takes place on a section-by-section basis rather than by tracking 

individual vehicles. It models the description of traffic flow, and the measures of effectiveness, 

which are speed, flow, and density [48]. Macroscopic models have fewer demands on computer 

requirements than microscopic models since they do not have the ability to analyze the 

performance as much detail as the microscopic models. 

Microscopic models continuously or discretely predict the state of individual vehicles and 

primarily focus on individual vehicle speeds and locations. Simulation time and memory 

requirements for microscopic models are high, usually limiting the network size and the number 

of simulation runs. Because of the high level of details required in a microscopic model, 

applications tend towards a relatively small geographical area in contrast to macroscopic models 

which are used in wide zones to contribute in transportation planning rather than traffic 

engineering [49]. By using the microscopic traffic simulators, the impacts of ITS applications 

can be evaluated.  

Mesoscopic models, such as CONTRAM [50] and Dynameq [51], combine the properties of 

both microscopic and macroscopic simulation models. As in microscopic models, the 

mesoscopic’ unit of traffic flow is a packet of vehicles. However, their movements follow the 

approach of the macroscopic model and are commanded by the average speed on the travel link, 

thus movements do not consider individual vehicle speed and volume relationships. The 
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Mesoscopic models fill the gap between the overall level approach of macroscopic models and 

the individual interactions of the microscopic ones by describing the traffic entities at a high 

level of detail, while their behavior and corporations are designed at a lower level of detail [52].  

There is also another type of simulation model which is known as the nanoscopic model. It 

extends the capabilities of three basic components of microscopic simulation: vehicle modelling; 

vehicle movement modelling; and driver behaviour modelling. [8] There are also a few hybrid 

models consisting of any two of the three mentioned models (microscopic, mesoscopic, and 

macroscopic) in order to increase their strengths and eliminate the individual limitations.  

Traffic simulation can be categorized into intersection, road section, and network levels. The 

simulation models can also be categorized by functionality, i.e. signal, freeway, or integrated 

[48]. The other categories might include traffic safety and the effects of advanced traffic 

information and control systems [53]. Simulation programs started with the modeling of specific 

elements and continued to model the whole network of the transportation system. 

The advancements of IT have contributed to increased development of traffic simulation 

models. These include microscopic models and expanding the areas of applications ranging from 

the modeling of specific components of the transportation system to a whole network having 

different kinds of intersections and links. Microscopic traffic simulation models are becoming 

increasingly important tools in modelling complex transport networks and evaluating various 

traffic management alternatives in order to determine the optimum solution for traffic problems 

that cannot be studied by other analytical methods. In Table 2.1 and the subsequent paragraphs, 

the main features of a few microsimulation models are described and compared. 
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Table  2.1 A few different types of traffic simulation models - their main features and 

capabilities 

Characteristic: Microscopic 

Name Main features Main capabilities References 

 

 

 

AIMSUN 

Integration of traffic assignment 

models, a mesoscopic simulator, 

and a microsimulator in a single 

software application. It is 

developed based on car following, 

lane changing, and gap acceptance 

algorithms. Its features are 

favorable for creating large urban 

and regional networks. 

It provides an additional 

option to practitioners to 

model dynamic aspects of very 

large networks and removes 

most of the calibration burden 

when compared to a micro-

simulator. 

 

 

[12] 

 

 

 

 
 

CORSIM 

Integration of microscopic, 

stochastic, link-node and periodic-

scan, based traffic simulation 

program. The combination of 

arterial (TRAF-NETSIM) and 

freeway (FRESIM) simulation 

models makes CORSIM one of 

the analysis models available to 

traffic engineers that allow all of 

the individual components of the 

arterial and freeway system to be 

analyzed and simulated as a 

complete system. 

It is designed for the analysis 

of freeways, urban streets, and 

corridors or networks. 

Stochastically determines the 

specific properties of each 

vehicle such as vehicle length, 

driver aggressiveness, 

acceleration rate, minimum 

acceptable gap, maximum free 

speed, and others. Perform the 

car-following and lane-

changing logic to simulate 

vehicle movements on a 

second-by-second basis. 

 

 

 

 
 

[54] 

 

 

 

 

VISSIM 

A discrete, stochastic, and time 

step based on a traffic flow model.   

Consists internally of the traffic 

simulator, a microscopic traffic 

flow simulation model, and signal 

control software. Its simulation 

systems consist of a traffic flow 

model and a signal control model. 

The model is developed based on 

these two researches [55, 56]. 

It considers driver-vehicle-

units as single entities and 

contains a psycho-physical car 

following model for 

longitudinal vehicle movement 

and a rule-based algorithm for 

lateral movements. Sends 

detector values to the signal 

control program every second, 

and the signal control uses the 

detector values to decide the 

current signal aspects. 

Compiles information from the 

 

 

 

 

[14], [57] 
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traffic simulator on a discrete 

time step basis. 

 

 

PARAMICS 

A suite of software models for 

microscopic stochastic traffic 

simulation. It is very 

comprehensive and has the 

potential for application to a wide 

set of freeway, arterial, and 

network situations. 

It allows a unified approach to 

traffic modeling encompassing 

the whole spectrum of network 

sizes starting from single 

junctions up to national 

networks. It models the 

emerging ITS infrastructures. 

 

 

[58] 

 

 

 

 

ACTSIM 

A dynamic micro-simulation 

model. Individual vehicle 

parameters, including vehicle 

speed, vehicle size, desired 

maximum speed, destination 

location, dwell time, and gap 

acceptance, are assigned by random 

variants derived from vehicle mode 

characteristics. It consists of a car 

following model, lane changing 

model, parking model, pedestrian 

crossing model, and passenger 

pickup/drop off model. 

It simulates each vehicle 

independently, uses the 

distribution of population 

behavior, models changes in 

density, peaking in demand, 

curbside parking, and 

crosswalks. It provides a 

continual picture of the 

network. Statistical data 

gathered over a period 

provides an average view as 

well. 

 

 

 

 

[59] 

 

 

We attempt to summarize the comparative analysis of different microscopic simulation 

software in Table 2.2 to decide which one should be selected to fulfil our goals; however, it is 

not intended to provide a comprehensive list of comparative studies. 

 

 

 

 

 

 

 

 



21 

 

Table  2.2 Different comparative studies of simulation software 

Software 

compared 

 

Findings 

 

References 

 

 
 

 

VISSIM and 

CORSIM 

CORSIM is suitable for the models which do not contain a transit 

element such as buses, LRTs, etc. On the other hand, VISSIM is 

recommended by users for its easy manipulation capability in the 

context of complex geometry, traffic control, and transit elements. 

There are three significant differences between the models. 

CORISM uses a link-node structure while the network of VISSIM 

is built over a graphical map. The car-following modeling in 

CORSIM sets a desired amount of headway for individual drivers 

but VISSIM relies on the psycho-physical driver behavior model. 

VISSIM reports total delay by link and not for each turning 

movement, but CORSIM provides average control delay for each 

approach. 

 

 

 

 

[7], [8] 

 

 
 

CORSIM 

and 

AIMSUN 

CORSIM can model more complex situations than AIMSUN and 

simulate the impacts of transit and parking on traffic operations. 

AIMSUN was found to operate acceptably well with outputs 

comparable to CORSIM, and it possesses features that would be 

useful for creating large urban and regional networks. They were 

evaluated using a variety of criteria, including hardware/software 

requirements; difficulty/ease of network coding; data requirements 

and appropriateness of defaults; and relevance/accuracy of 

performance measures reported in the output. 

 

 

 

[8] 

AIMSUN, 

PARAMICS 

and VISSIM 

Findings showed lower error values for models implemented in 

AIMSUN and similar error values for the psychophysical spacing 

models used in VISSIM and PARAMICS. 

 

[9] 

 

AIMSUN 

and 

PARAMICS 

With respect to the model building capacity, the input procedures 

of AIMSUN are easier and faster than in PARAMICS and some 

user claim it takes 30–50% less time to set up a model in 

AIMSUN than in PARAMICS. 

 

[10] 

 
 

CORSIM, 

VISSIM, 

PARAMICS 

CORSIM outperformed others due to the least difficulty in coding 

and its ability to compute control delay for individual approaches. 

Three dimensional animations are available in both PARAMICS 

and VISSIM but not in CORSIM, which relies on two-dimensional 

animations. PARAMICS and VISSIM provided simulation results 

that better matched field-observed conditions, traffic engineering 

principles, and expectation or perception of reviewing agencies. 

 

 

[7] 

 

VISSIM and 

PARAMICS 

Comparison in terms of “ease of use”, which consists of input data 

requirements, network coding/editing, and input/output review, 

claimed that network coding/editing and input/output review in 

PARAMICS are good, but data requirements need improvement. 

 

[11] 
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From all of the studied simulators, the models AIMSUN, PARAMICS, and VISSIM [10] are 

found to be suitable for congested and integrated networks of freeways and streets. Also, these 

models are practically beneficial for ITS applications. While these packages have many 

resemblances, each has its own specific characteristics that make it somehow suitable for certain 

modelling purposes.  There are a few other simulation models which are developed focusing on 

ITS such as MITSIMLab [60] and INTEGRATION [61]. 

In this research, PARAMICS is selected due to its scalability, capability, its use in previous 

works examining variable speed limits and real-time crash risk [5, 62, 63], proven background 

on freeways, urban roads and VMS concept, which is used in this study. PARAMICS is able to 

simulate ITS applications required for implementing and evaluating CV systems properly and 

allows users to extend and test their own traffic control strategies. Given that, with the use of 

API, PARAMICS satisfies the transmission and dissemination requirements of warning 

messages. Besides, the PARAMICS program can produce the vehicular movement information 

at every simulation interval as little as 0.1 second, which is an essential feature for setting up the 

detailed trajectory output file for the integration of the PARAMICS with wireless network 

simulator to reach our second goal. In the next section, PARAMICS microsimulator is described 

with more details and its modules are introduced. 

 

2.5.1 PARAMICS 

PARAMICS (Quad stone PARAMICS) [58] is a software package that consists of several tools 

and help in designing, modeling, analyzing and testing a wide range of transportation networks. 

PARAMICS simulates the movements of individual vehicles based on car-following, lane-

changing, gap-acceptance, and other driving behavior models. It is a stochastic simulation model, 

because many of the parameters defining the behavior of individual drivers are determined 

through probability distribution sampling. 

PARAMICS is capable of representing many parts of the world's street maps and thus is a 

popular simulator among universities and government agencies. Its software is designed to 

handle scenarios ranging from a single intersection to a congested freeway, or the modeling of a 

complete traffic system. Moreover, the internal structure of the PARAMICS model, developed in 
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the early 1990’s [64],  consists of several components which together provide an integrated 

platform and are capable of modeling a wide variety of real world traffic and transportation 

problems: 

Modeller - the Modeler module is responsible for building the network, simulating traffic 

conditions and providing statistical output through a GUI. Every aspect of the transportation 

network can potentially be investigated including integrated urban and freeway networks, 

advanced signal control, roundabouts, public transportation, car parking, incidents, truck or HOV 

lanes, or special lane usage. A PSM is also available as an external feature. 

Processor - The processor module is responsible for extensive testing of a simulation. It 

allows the user to run a number of simulations automatically in batch mode and thus saves time 

and effort. 

Estimator - The estimator module is used for OD matrix estimation. 

Analyzer - The analyzer module is the post simulation statistics viewing tool whose primary 

function is to display and compile reports on statistical data output from Modeller. 

The model output by Analyzer includes statistics at the network level (such as overall travel 

time, total travel distance, average speed), on a link-by-link basis (statistics such as traffic flows, 

queue lengths, delays speeds and densities) or at specific locations (such as immediate detector 

type of information).   

Programmer - The programmer module is a development API that allows users to attach 

their plugins to the modeller simulations. It is a SDK for the PARAMICS suite which can be 

used for research of various aspects of ITS, real time connectivity and control, connectivity to 

real world hardware and software systems, and advanced model behaviors. PARAMICS 

Programmer allows users to customize some critical parts of the PARAMICS core models. 

Through the use of an API, users can implement their own complementary traffic control 

strategies (such as signal optimization, adaptive ramp metering, incident detection, etc.).  

Designer - The designer module is used with the Modeller module to design and edit 3D 

models and traffic networks. It is used mainly for adding visualizations and captured movies to 

presentations. 
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Converter - The converter module is used to convert geometric network data into a 

PARAMICS network. Data can be accepted from emme/2, Mapinfo, ESRI [65] and many other 

sources. 

These components together enhance the capabilities of the platform and allow it to handle a 

wide range of scenarios from a single intersection to a congested freeway and up to the modeling 

of a complete traffic system.  

In addition, PARAMICS can model a variety of real world traffic problems. The model input 

includes: 

 Network characteristics: geometry, link description, signposting, lane restrictions, 

forced lane changes. 

 Demand data: OD zone areas, level of OD demand, breakdown by time period, vehicle 

type and vehicle proportion. 

 Assignment: link cost factors, coefficients of generalized cost equations, assignment 

techniques. 

 General configuration: time step duration, speed memory, mean target headway, mean 

reaction time. 

 

2.5.1.1 Applications Programming Interface (API) 

Most existing commercial programs, such as PARAMICS and VISSIM, provide ways of 

simulating traffic models which usually require quite computer related knowledge and coding 

efforts. Since they are closed-source, they provide API functions through which underlying 

simulation logic can be changed. Thus, researchers can simulate traffic models other than built-in 

models through these API functions.  

PARAMICS provides API which enables users to enhance its functions and communicate 

with the core models in order to query or set various parameters during the course of a 

simulation, add model functionalities, replace the default driver behavioral models, and let users 

test their own traffic control scenarios. To use the API, users need to write their source code in C 

or C++ and use the provided API library to access to the core models. Basically, PARAMICS 
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provides four classes of interface functions: getting functions, override functions, setting 

functions, and extending functions [66].  

Although, PARAMICS is beneficial over other types of microsimulation packages, it lacks 

the ability of simulating CV systems and their applications in the designated traffic simulation 

network. Moreover, simulated vehicles in PARAMICS operate under ideal error-free driving 

world, and therefore zero incidents happen. To allow for testing CV applications, it was 

necessary to manipulate the model in a way that a predefined incident or various stochastic 

incidents such as running red light, rear end collision, and weather caused incidents can be 

reproduced in the simulation world. In earlier research project [4, 13], a model for traffic 

monitoring application of CV in a micro-simulation environment was developed using API to 

simulate the traffic information dissemination by individual vehicles to other vehicles or to 

RSUs. By adding two APIs to the PARAMICS, the connectivity between vehicles (V2V) and 

infrastructures (V2I) in the traffic network were implemented and evaluated 

For transportation system operators, a particular interest is on the ability to use vehicles as 

traffic probes. By enabling information about traffic conditions to be collected from every 

vehicle on every link traveled, traffic data collection from road networks could be significantly 

expanded at a potentially low cost. Probe vehicles are to collect data at periodic intervals or 

when specific events occur. At a minimum, each vehicle is to record its position, speed, and 

heading. While generated data could be retrieved from vehicles using various technologies, it is 

currently envisioned that data will be stored onboard the vehicles until they come within range of 

RSU equipped with DSRC wireless devices. Authors in [27] simulated the testbed PDS, which 

consists of 52 deployed RSUs [67], using a vehicular simulator to study the impact of various 

parameters on performance, through PARAMICS’ API. But they did not simulate the underlying 

wireless network and security protocols. 

Through the use of API, PARAMICS and a wireless network simulator (e.g. OPNET) can be 

linked together to solve the proposed constraints model such as PARAMICS’s incapability of 

simulating communication protocols. The trajectory file and specifications of CV models from 

PARAMICS is input into the OPNET to evaluate the connectivity between vehicles and 

infrastructures while the output of the OPNET such as delay can be captured by PARAMICS to 

assess the route choice behavior simulation.  
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By using API we develop and simulate CV system in the examined network. Since our first 

goal is to improve the safety and mobility benefits by implementing CV system; thus, measures 

should be selected to prove this enhancement. Next, we explain how literature review found 

these measures useful for evaluations.  

 

2.5.1.2 Safety and Mobility improvements 

Traffic safety simulation is mainly based on the field of human centered simulation, where the 

reaction system of drivers, with all its weak characteristics, has to be described [53]. CV system 

is expected to result in improvement in road safety through the exchange of relevant information 

between vehicles. The information is either presented to the driver or used by automatic active 

safety system. Some examples are: cooperative forward collision warning, left/right turn 

assistant, lane changing warning, stop sign movement assistant and road-condition warning. By 

improving traffic safety, the probability of crash risk in the network would decrease.  

 In [5, 62, 63] statistical models to get a measure of real-time crash potential are developed. 

These models use the inputs loop detector data to gather information on average volume, 

occupancy, and coefficient of variation in travelled speed and assess the crash potential at a 

given location in real-time.  

The objectives of minimising travel time which lead to mobility improvement allows the act 

on the true cost of trips. A cooperative traffic control method is presented in [68], where V2V 

and V2I communications are enabled by DSRC form ad hoc networking and computing grid.  

CV communications allows the sharing of wireless channels for collision avoidance 

(improving traffic safety), reducing travel time (improving mobility index), improved route 

planning, and better control of traffic congestion [69]. 

In [4], the impact of considering advisory speed and re-routing guidance on safety and 

mobility applications were examined. The statistical models of PARAMICS are used to assess 

the effect of CV systems on travel time reduction for the simulated network. For the safety 

evaluation, the crash potential was calculated based on the model introduced in [5]. Although the 

study found the improvement in both mobility and safety applications, the DSRC range was not 

developed as a factor for distributing messages in V2I module and the focus was only on 
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upstream traffic. However, for enhancing traffic safety, the impacts of DSRC ranges also can be 

considered [42, 70, 71]. 

Next, in order to reach our second goal, as mentioned earlier, we need a wireless network 

simulator to simulate DSRC protocol for V2V and V2I communication and then evaluate the 

critical factors affecting both of them. Here, we introduce different wireless simulators and 

explain why we select OPNET. 

2.6 Wireless Communication Simulators 

Vehicular communications has become one of the active domains of research in the wireless 

networking community. Vehicular networks (VANETs) present a challenging environment for 

protocol and application design because of their large scale. 

The study of a complex system always requires a simulation package, which can compute the 

time that would be linked to real events in a real world situation. Network simulators allow 

researchers to study how the network would behave under different conditions. Users can then 

customize the simulator to satisfy their particular analysis needs. Functions and protocols are 

described either by finite-state machine, native programming code, or a combination of the two. 

A simulator typically comes with a set of predefined modules and user-friendly GUI.  

Compared to the cost and time involved in setting up an entire testbed containing multiple 

networked computers, routers and data links, network simulators are relatively fast and 

inexpensive. Hence, they allow researchers to test scenarios that might be particularly difficult or 

expensive to do using real hardware, especially in VANETs. Network simulators are particularly 

useful to test new networking protocols or to propose modifications to existing ones in a 

controlled and repeatable manner.  

Computer network design and implementation involves the communication of different 

networking devices including servers, NICs, switches, routers, and firewalls. Mostly, it is 

ineffective with respect to time, money, and effort to assess the performance of a live network. 

Computer network simulators are often used to evaluate the system performance without 

building a real network. However, the operation of a network simulator relies on various 

stochastic processes, including random number generators. Therefore the accuracy of simulation 

results and model validation is an important issue. A main concern in wireless network 
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simulations or any simulation efforts is to ensure a model is valuable and represents reality. If 

this can’t be guaranteed, the model has no real credit and can’t be used to answer desired 

questions [72]. For selecting an appropriate network simulator for a particular application, it is 

important to have good knowledge about the available simulator tools, along with their strengths 

and weaknesses. 

According to [73] the physical layer is usually the least detailed modelled layer in network 

simulations. Since the wireless physical layer is more complex than that of wired physical layer 

and may affect the simulation results drastically. Physical layer parameters such as received 

signal strength, path loss, fading, interference and noise computation, and preamble length 

greatly influence WLAN performance. Therefore, simulation results may differ from real testbed 

evaluation both qualitatively and quantitatively [74].  

Although drawing a conclusion from simulation run has to be done very carefully, network 

developers are rarely independent from using simulators. Network simulation packages offer a 

rich environment for the rapid development, performance evaluation and deployment of 

networks. Perhaps simulation results between two competing architectures or protocols might be 

more important than quantitative results [75].   

Depending on the networking area and the layer for which new algorithms or protocols are 

developed, the selection of the appropriate simulator is feasible. Therefore network researchers 

and developers should use an appropriate simulation package for their simulation tasks. 

However, if a major design decision has to be made and different simulators suggest different 

conclusions, implementing a real testbed would be appropriate. Although authors in [76] did not 

find the differences in their evaluation between OPNET and ns-2, most of the other authors could 

observe that changing the network simulator can result in completely different conclusions. 

Some recommendations are being proposed to run a hybrid simulation based network evaluation 

which simulate the physical layer and execute more abstract layers of the protocol stack. 

However, this would add a huge amount of complexity and could lead to scalability problems 

when dealing with large number of wireless nodes.  

Several network simulators can be used to simulate the communication between vehicles 

themselves or vehicles and infrastructures. Next in Table 2.3 the main characteristics of some of 

the most promising network tools to simulate CV scenarios are presented. 
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Table  2.3 A few Different types of wireless simulation models - their main features and 

drawbacks 

Discrete event simulation environments 

Name Main features Main drawbacks References 

 

 

 

 

 

 

Ns-2 

(Network 

Simulator) 

It includes node mobility, a 

realistic physical layer with a 

radio propagation model, radio 

network interfaces, and the IEEE 

802.11 MAC protocol using the 

Distributed Coordination Function 

(DCF). The revised PHY is a full 

featured generic module capable 

of supporting any single channel 

frame based communications. The 

key features include cumulative 

SINR computation, preamble and 

PLCP header processing and 

capture, and frame body capture. 

The revised MAC accurately 

models the basic IEEE 802.11 

carrier senses multiple accesses 

with collision avoidance 

(CSMA/CA) mechanism, as 

required for credible simulation 

studies. 

The ns-2 distribution code had 

some significant shortcomings 

both in the overall architecture 

and the modeling details of the 

IEEE 802.11 MAC and PHY 

modules. It is not so well 

structured software 

architecture and the mixture of 

compilation and interpretation 

made it difficult to analyze and 

understand the code. Also, 

simulation running will be 

very slow especially when the 

network simulated contains 

many nodes.  

 

 

 

 

 

 

 

 

 

[77], [78] 

 

 

 

SNS  

(Staged 

Network 

Simulator) 

It is a staged simulator based on 

ns-2. SNS executes approximately 

50 times faster than regular ns-2 

and 30% of this improvement is 

due to staging, and the rest to 

engineering. This level of 

performance enables SNS to 

simulate large networks which 

NS-2 is incapable of. 

This implementation is not 

specifically designed to 

simulate VANET scenarios. 

 

 

 

 

 

[79] 

 

 

NCTUns 

(National 

Chiao Tung 

The most unique feature of 

NCTUns is its capability of 

modeling the CV communication 

standards (i.e., the IEEE 802.11p 

and IEEE 1609 family). In 

addition, unlike NS-2, which 

It is an open-source network 

simulator that is designed to 

only run on a Linux platform. 

Also, the manipulation at 

every node has to be done 

node by node, or all the nodes 

 

 

 

[80] 
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University 

network sim

ulator) 

employs a TCL, NCTUns 

provides an easy-to-use GUI to 

create or edit communication 

network modules. 

to the same time. The 

programming is not supported 

by the NCTUns, therefore, 

simulation parameters set only 

by graphical user interface.   

 

 

 

 

OMNet++ 

(Object 

Modular 

network 

Testbed in 

C++) 

It provides a component-based, 

hierarchical, modular and 

extensible architecture. 

Components, or modules, are 

programmed in C++ and new 

ones are developed using the C++ 

class library which consists of the 

simulation kernel and utility 

classes for random number 

generation, statistics collection, 

topology discovery etc. 

The original implementation 

does not offer a great variety 

of protocols, and very few 

have been implemented, 

leaving users with significant 

background work if they want 

to test their own protocol in 

different environments. For 

instance, the mobility 

extension for OMNeT++ is 

intended to support wireless 

and mobile simulations within 

OMNeT++ but it is fairly 

incomplete. Therefore, 

OMNeT++ has remained 

relatively obscure. 

 

 

 

 

 

[81] 

 

 

J-Sim 

(Java based 

simulation) 

It is built according to the 

component-based software 

paradigm and written in Java. The 

lower layer Core Service Layer 

(CSL) comprises every OSI layer 

from network to physical, the 

higher layer comprises the 

remaining OSI layers. Initially 

designed for wired network 

simulation, its wireless extension 

proposes an implementation of the 

IEEE 802.11 MAC. This 

extension turns J-Sim to a viable 

MANET simulator. J-Sim also 

features a set of components 

which facilitates basic studies of 

wireless/mobile networks, 

including three distinct radio 

propagation models and two 

stochastic mobility models. 

The execution time is much 

longer than that of NS-2. Since 

J-Sim was not originally 

designed to simulate wireless 

networks, the inherently 

design of J-Sim makes users 

hardly add new protocols or 

node components. Its wireless 

extension is only MAC 

supported so far. 

 

 

 

[82] 

 

 

 

It provides a comprehensive set of 

tools with many components for 

custom network modeling and 

simulation. Models in source code 

The worst drawback of the 

QualNet is its extreme high 

CPU utilization and its 

implementation in Java which 
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QualNet 

(Scalable 

Network 

technologies) 

form provide developers with a 

solid foundation from which to 

build new functionality or to 

modify existing functionalities. 

QualNet does have a range of 

wired as well as wireless models 

but its main strength is in the 

wireless area. QualNet is written 

in Parsec (Qualnet, web link). 

makes it run very slowly on 

most machines. 

 

[83] 

 

 

 

OPNET 

(Optimized 

Network 

Engineering 

Tools) 

It is the most widely used network 

simulator. The simulator provides 

an environment for designing 

protocols and technologies as well 

as testing and demonstrating 

designs in realistic scenarios. It 

defines a network as a collection 

of sub-models representing sub-

networks or nodes, therefore it 

employs hierarchical modeling. 

The topology used in a simulation 

can be manually created, changed 

using C++, imported or selected 

from the pool of predefined 

topologies. 

The disadvantage of using 

OPNET is that the simulation 

requires a lot of processing 

power and can be very time 

consuming particularly for 

network with a large number 

of transmitter and 

receivers.  This is mainly due 

to the detailed radio pipeline 

stage that OPNET uses since 

every packet transmitted is 

required to go through these 

stages.  The simulation time 

can be reduced by using 

parallel processors. 

 

 

 

 

 

[84] 

 

There are several issues that need to be considered when selecting a network simulation 

package for simulation studies. For example, use of reliable random number generators, an 

appropriate method for analysis of simulation output data, and statistical accuracy of the 

simulation results (i.e., desired relative precision of errors and confidence interval). These 

aspects of credible simulation studies are recommended by leading network researchers [85-88]. 

In [89] a case study was presented in which four popular wireless network simulators, i.e. J-Sim, 

OMNeT++, ns-2 and ShoX [90], were used to evaluate a topology control protocol. The authors 

mentioned the missing features of the simulators. They also compare the amount of effort needed 

for installation, familiarization, implementation and visualization from feature and usability point 

of view (instead of correlation of the individual simulation results). Authors in [91] provided a 

map of the main characteristics that MANETs simulation tools should feature and the current 

support of these. It gives a description of a list of simulators (DIANEmu [92], NAB [92], 

GloMoSim, GTNets [93], J-Sim, Jane [94], , ns-2, OMNeT++, OPNET Modeller, QualNet, and 
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SWANS [95]), provides an estimation of their popularity, and gives some hints on which 

simulator to use for what needs. Authors in [76], Simply presented a comparative study of two 

network simulators, OPNET Modeller and Ns-2, and provides a guide to researchers undertaking 

packet-level network simulations. The simulator outputs were compared to the output from a live 

network testbed. In [96] a project called Integrated Risk Reduction of Information-based 

Infrastructure Systems (IRRIIS), was delivered. The purpose was to identify, list and compare 

tools and components suitable for simulation of critical infrastructures. The simulators used are 

OPNET Modeller, NS-2, QualNet, OMNeT++, J-Sim, SSF and Backplane [92]. 

Some of the studied simulators provide open source code and are available freely on the 

internet (e.g. NS-2). Users can modify and enhance the code further, creating new versions. The 

major shortcoming is the lack of considerations for VANETs. For example, vehicular traffic flow 

models are not considered and 802.11p MAC is not included into the simulators (except for 

OPNET). Also, physical layer issues, obstacles, and road topologies present in a vehicular 

environment are often neglected. But, OPNET provides a comprehensive development 

environment for the specification, simulation and performance analysis of communication 

networks. From all the studied simulators, we select OPNET simulator to implement V2V and 

V2I communications based on DSRC. Because, OPNET offers full protocol stack modeling 

capability with the ability to model all aspects of wireless transmissions, including RF 

propagation, interference, transmitter/receiver characteristics, node mobility including handover, 

and the interconnection with wired transport networks. Several wireless networking technologies 

such as MANET, IEEE 802.11, 3G, Ultra Wide Band, IEEE 802.16, Bluetooth, and Satellite are 

supported in OPNET. Therefor in this research, OPNET is selected as the discrete event 

simulator as the means of analyzing system performance and their behavior during the 

simulation of the proposed system. Here, in the next section, we introduce OPNET with more 

details. 

 

2.6.1 OPNET 

OPNET is one of the most popular network simulators as the package is available to academic 

institutions at no cost under OPNET academic program. It contains numerous models of 

commercially available network elements, and has various real life network configuration 
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capabilities. This makes the simulation of a real life network environment close to reality. 

However, network researchers are often reluctant to use this package because they may not 

aware of the potential strengths of this package and also because of the lack of good tutorial on 

wireless network simulation using OPNET.  

OPNET Modeler provides different levels of modeling (network, Node, and Process) 

depending on the necessities and requirements of the simulation. These modeling environments 

are sometimes referred to as the modeling domains of OPNET, since they essentially measure all 

the hierarchical levels of a model. The remaining specification editors correspond to no particular 

modeling domain since they mainly support the three principal editors. The capabilities offered 

by the three modeling domains mirror the types of structures found in an actual network system 

and models developed at one layer can be used by another model at a higher layer [84]. Each 

model is briefly described in following and shown in Figure 2.1: 

 

Figure  2.1 The three-tiered OPNET hierarchy 
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Network model - Network Editor is used to specify the physical topology of a 

communications network, which defines the position and interconnection of communicating 

entities. Network topology described in terms of subnetworks, nodes, links, and geographical 

context. Its models consist of nodes and links which can be deployed within a geographical 

context. Most nodes require the ability to communicate with some or all other nodes to perform 

their function in a network model. Several different types of communication link architectures 

are provided to interconnect nodes that communicate with each other. A node can either be fixed, 

mobile or satellite.  OPNET provides simplex (unidirectional) and duplex (bidirectional) point-

to-point links to connect nodes in pairs. A bus link provides a broadcast medium for an arbitrary 

number of attached devices.  The Radio version adds the capability for fixed, satellite, and 

mobile nodes to communicate with each other via radio links. Each type of link can be 

customized by editing parameters or supplying new logic for the underlying link models. To 

break down complexity and to simplify network protocols and addressing, many large networks 

make use of an abstraction known as a subnetwork. A subnetwork is a subset of a larger 

network’s devices that forms a network in its own right. OPNET provides fixed, mobile, and 

satellite subnetworks to enhance network models. These subnetworks can then be connected by 

different types of communication links, depending on the type of subnetwork. 

Node model - The Node Domain provides for the modeling of communication devices that 

can be deployed and interconnected at the network level. In OPNET terms, these devices are 

called nodes, and in the real world they may correspond to various types of computing and 

communicating equipment such as routers, bridges, workstations, terminals, mainframe 

computers, file servers, fast packet switches, satellites, and so on. 

Node models consist of modules and connections. Modules are information sources, sinks, 

and processors which are expressed as interconnected modules. These modules can be grouped 

into two distinct categories. The first set is modules that have predefined characteristics and a set 

of built-in parameters such as packet generators, point-to-point transmitters and radio receivers. 

The second group contains highly programmable modules. These modules referred to as 

processors and queues, rely on process model specifications. Each node is described by a block 

structured data flow diagram. Each programmable block in a Node Model has its functionality 

defined by a Process Model. Modules are interconnected by either packet streams or statistic 
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wires. Packets are transferred between modules using packet streams. Statistic wires could be 

used to convey numeric signals. 

Process model - Processor modules are user-programmable elements that are used to 

describe the logic flow and behavior of processor and queue modules. The tasks that these 

modules execute are called processes. Processes may be created and destroyed based on dynamic 

conditions that are analyzed by the logic of the executing processes. Communication between 

processes is supported by interrupts.  

In OPNET, it is possible to add some abilities to the nodes, modify the overall performance 

of the simulation and control the behavior of processes (protocols, algorithms, applications) 

using process model. Process models are expressed in a language called Proto-C, which is 

specifically designed to support development of protocols and algorithms. Proto-C is based on a 

combination of STDs, an extensive library of over 300 KPs, and the general facilities of the C or 

C++ programming language. Proto-C models allow actions to be specified at various points in 

the finite state machine. STD defines a set of primary states that the process can enter or move to 

another state. The condition needed for a particular change in state to occur is called a transition.  

Nodes contain a set of transmission and reception modules, representing a protocol layer or 

physical resource, to ensure their connection to communication links. Interactions between 

modules are handled by exchanging messages. Users are able to configure applications installed 

on a node, and set nodes and links to fail or recover during simulation at specified times. Before 

simulation execution, one should make a selection of desirable output statistics. It is possible to 

specify a set of network simulations and pass a range of input parameters or traffic scenarios 

(which can be characterized by models for various applications like FTP, HTTP, etc.) to them. 

OPNET Modeller can execute several simulation scenarios in a concurrent manner. 

OPNET Modeler can model protocols, devices and behaviors with a number of special 

modelling functions and has easy to use GUI and therefore it is easier to develop a network 

model for simulations [97]. A skilled user can develop a complex model containing many 

different hierarchical layers within a short period of time especially interoperability of WANs 

and LANs can be modelled efficiently. Other features of OPNET include comprehensive library 

of network protocols and models, source code for all models, and graphical presentation of 

simulation results.  
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More importantly, OPNET has gained considerable popularity in academia as it is being 

offered free of charge to academic institutions. That has given OPNET a great positive point in 

comparison with NS-2 in both marketplace and academia. OPNET supports huge amount of low 

level details (CPU speed of servers, number of cores, CPU utilisation, etc.).  

While modeling the effect of low level protocol modification is generally difficult to achieve, 

OPNET appears to be more suitable for high level network simulations (e.g. evaluating the 

scalability of a network architecture) and less suitable for low level protocol performance 

evaluation [21]. Although OPNET has limited functionality, it supports various servers, routers 

and other networking devices with different manufacturer specifications which are adequate for 

developing models (small scale) of real-world network scenarios.  

As mentioned earlier, in order to fulfil the second goal, we need to integrate the PARAMICS 

with OPNET. But first, in the next section, we review the previous works done on the similar 

integration, their shortcomings, and how our implementation will complete preceding studies. 

2.7 Overview of Previous Research on Integration of traffic and 

wireless communication simulators 

With recent interest in CV applications, a few works have focused on creating connection 

between traffic and communication simulators, because communication effectiveness plays a key 

role in determining the overall performance of the CV system. Detailed and realistic simulation 

of both traffic and communication interaction can assist researchers in testing various functional 

architecture designs, implementation algorithms, and parameter configurations.  

Earlier work on integrated traffic and communications simulations focused on creating 

simplified models of communication characteristics [28, 98]. This approach included the 

validation of different traffic concepts without too much concern about the details of 

communication efficiency and reliability. On the other hand, several studies have adopted a 

simplified vehicular movement model (e.g., the random way point model) to feed geographic and 

kinetic data of nodes for detailed communication network modeling [99, 100]. Although 

randomized node movement and message generation models are commonly used by the MANET 

research community to validate networking protocols for generic applications, they are 

insufficient for real time validation of specific vehicular traffic operations.  
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As envisioned in CV systems, equipping vehicles and roadside infrastructures with wireless 

communication interfaces will make it possible to improve the availability and quality of traffic 

information transmission by using real wireless protocols. These improvements would enhance 

the performance and capability of V2V and V2I communication and consequently safety and 

mobility patterns.  

In [29], authors have proposed their own platforms that combine the capabilities of traffic 

networks and wireless communication simulators, in an attempt to provide a vehicular 

communication network platform. These simulation platforms often lack good modeling of either 

the traffic network, or the wireless network, or even both aspects. This is because they are 

designed by first creating a mathematical model for the traffic network, then another model for 

the wireless network. Also, most of these simulators were designed only for a specific task or to 

test a certain capability. 

In [101], the CORSIM vehicular traffic simulator was integrated with the QualNet wireless 

network simulator [83] using a third-party distributed simulation software package to allow both 

models to synchronize their operations. A common message format was also defined to facilitate 

the exchange the vehicle status and position information. They focused on optimizing 

communication between simulators to examine different traffic conditions such as congestion 

due to an incident, while they simulated only unidirectional feedback.   

In [102], authors developed an integrated simulation model by enabling bidirectional 

couplings with SUMO [103], a microscopic traffic simulation model, and OMNeT++ [81], an 

open-source network simulation model. Since OMNeT++ did not support the WAVE/DSRC 

communication standard for IntelliDriveSM, the wireless communication that was adopted was 

Wi-Fi utilizing existing IEEE 802.11a/b/g standard. This is the main gap of this study as IEEE 

802.11p in particularly defined for vehicular internet access. 

Two works, [104] and [105], have proposed a hybrid simulation approach using an on-line 

communications simulation with offline vehicular trajectories. In [104], the VISSIM [14],  

microscopic simulation program, was used to create vehicular trajectories that are fed into the 

network simulator NS-2 [78]. However, the communication standards used were far from those 

of IntelliDriveSM because the NS-2 version used in this study did not support the 

communication protocols of WAVE/DSRC.  
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In [106], the authors designed TraNS (Traffic and Network Simulation environment) which 

combines a traffic network simulator (SUMO) and a wireless traffic simulator (NS-2). The 

network-centric mode simply extracts mobility traces from SUMO, parses these traces into a 

form readable by NS-2 and then inputs this readable form into the NS-2 simulation. A drawback 

of this approach was the use of an oversimplified driver behavior model where the actions of the 

driver were constrained to increase-decrease speed and change lane. 

Attempts have been made to link PARAMICS with QUALNET [107], NS-2 [108], and 

[109]. While vehicles are programmed to record and broadcast link travel times, there is, in both 

cases, no explicit modeling of V2I communications. A similar limitation is found in [110], which 

attempts to link VISSIM with NS-2. 

In CV systems it is assumed that vehicles establish connection with the closest RSU and that 

both connections and data transfers occur instantaneously. In reality, a short delay may occur 

before a connection is fully established and data transfer may be spread over a certain interval. In 

[27] authors tried to complete the development of an interface between PARAMICS and NS-2 

simulator. While an interface has already been tested, they could not complete the modeling of 

DSRC communication protocols and data routing mechanisms within NS-2. 

In [111] authors highlighted the effects on data latency of rules prohibiting vehicles to 

communicate more than once with a RSU. They also looked at data aggregation issues associated 

with the potential need to process large amounts of data. From a communication standpoint, 

latency often refers exclusively to transmission delays between the moment a data packet is put 

in line for broadcast and the moment it reaches its destination. Also, the time a vehicle will need 

to get to a RSU communication range, will be an important contributor to the overall data 

latency. 

Real systems will eventually have to deal with lots of vehicles running multiple applications 

and seeking to communicate simultaneously with the same RSU or data server. Significant 

communication delays, and eventually data losses, could happen more often if the underlying 

infrastructure is not designed to handle the data traffic. While it is interesting to explore time lag 

effects that may result from large data loads, this is not possible as long as the CV system does 

not fully model wireless communication systems.  
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In [112], a CV simulation environment integrating both microscopic traffic simulation and a 

wireless communications network simulator based on the WAVE/DSRC standards was 

developed. The results of their case study demonstrates the feasibility of integrating traffic and 

communications simulation models, and also illustrates the need to consider both components in 

IntelliDriveSM evaluation. In two papers [18, 113] authors developed IntelliDriveSM simulation 

testbed that can be used to quantify benefits of a traffic monitoring application in the Tyson’s 

Corner network in Virginia using AIMSUN, and a ramp metering application in Irvine, 

California, using PARAMICS. But they assumed a perfect communications performance such as 

having no delays if vehicles are within the communication zone. In reality, transmission delays 

as well as packet drops during radio communications are inevitable. Thus, their impacts need 

also be modelled.  

By reviewing the previous works done on the integration, we design our integrated 

simulators and evaluate the DSRC communications. 

2.7.1 Integration of PARAMICS with OPNET 

This research, as previously mentioned, implements an integration of the network simulator 

OPNET. , which is the most widely used network simulator providing an environment for 

designing protocols and technologies as well as testing and demonstrating designs in realistic 

scenarios, and the traffic simulator PARAMICS, which consists of several tools that aid in 

designing, modeling, analyzing and testing a wide range of transportation networks. 

 PARAMICS is time-step behavior-based microscopic traffic simulation software which 

represents the traffic network as a link-node system, and thus describes a vehicle’s location by 

tracking the link it is on, and the distance to the link’s stop line. The vehicles’ locations and other 

essential characteristic of vehicles, such as type, are stored in trajectory file as the output. This 

output is used as input into the OPNET to implement the same testbed network and assess the 

connectivity between vehicles and infrastructures while the output of the OPNET such as the 

location of the closest RSUs can be captured by PARAMICS. 

The main convincing factor of selecting these two simulators was their flexible ability of 

adding extended modules to model the safety and mobility impacts of CV. Through the use of 
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API, CV system was developed and V2V/ V2I communications efficiency, using DSRC 

protocol, were evaluated.  

2.8 Summary 

In this chapter, we study the CV systems and the use of DSRC protocol on CV applications, then 

the motivations behind using simulations instead of real world testbed is described and the 

importance of having traffic network simulator and a wireless network simulator in modeling 

vehicular communication systems is explained.  

The importance of using traffic network simulator to represent the details of the 

transportation network consisting of arterial streets, freeways and different types of vehicles 

stopping at traffic lights and abiding by traffic rules is highlighted. Then different types of traffic 

simulators are explored, concluding with the need for a microscopic traffic simulator in our 

work. Subsequently, we also highlight the importance of having a wireless network simulator to 

model communication specifications such as network protocols.  

Then different types of communication network simulators are reviewed. In vehicular 

networking and ITS applications, it is necessary to simulate the wireless system performance 

under realistic traffic conditions. As a result, there have been many research attempts to combine 

the benefits of both these simulators. We also reviewed various researches done in this field to 

consider the need for representing vehicular movement in wireless network simulators.  

In the chapter 3, we used the lesson learned from the chapter 2 and describe the methodology 

of designing and implementing of CV system using two simulators in details. 
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Chapter 3: Methodology 

3.1 Introduction 

In this chapter we explain the design and implementation of CV system to determine the DSRC 

based V2V and V2I communication in two perspectives: traffic simulator itself with the use of 

added APIs and the integration of traffic simulator and wireless communication simulator. The 

reason is that PARAMICS and OPNET solely do not have the ability to model the proposed CV 

system and satisfy our goals from its implementation. 

One of our set of goals is to apply ITS applications, which use ICT, to improve transportation 

system safety, mobility and traffic efficiency. Therefore, PARAMICS, which is designed to 

replicate car-following, lane-changing, gap-acceptance and other driver behaviors and is capable 

of simulating and testing advanced traffic systems, is used to model CV system. However, as 

mentioned before, this microsimulation package does not have the ability to simulate CV system 

or generate incidents. So we designed our proposed system using MaSE methodology and then 

implement it using APIs. This extension is then is used to evaluate impacts of CV on safety and 

mobility indices by calculating travel time and crash likelihood measurements. 

We utilized the MaSE methodology, step by step, to model CV as a multi-agent system 

(MAS). Since our proposed system is consists of several modules, such as CV and 

infrastructures, which send messages to each other in order to connect and transmit warning 

messages, we selected MAS as the approach to the system. MAS composed of multiple 

interacting intelligent agents used to solve issues which are hard for an individual agent or 

module to solve. The primary focus of MaSE is to help a designer take an initial set of 

requirements and analyze, design, and implement a working MAS. The proposed design extends 

the abilities of PARAMICS to simulate CV systems.  

PARAMICS has a C++ language interface that provides a library of functions allowing 

interactions with a range of model elements such as links and vehicles. Given that, we 

implemented the MaSE artifacts as extensions for the PARAMICS using two APIs to add the 

ability to simulate CV systems. API#1 is programmed to create incidents in the PARAMICS 

network to study the system under hazard situations. API #2 then attempts to increase driver 
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awareness of the upstream and downstream vehicles through V2V and V2I communications and 

thus reduces the probability of a secondary collision. 

Our second set of goal is to optimize the different DSRC ranges, represent critical 

communication network elements, such as physical layer noise, delay, fading, data packet 

collision or loss, throughput, and loads to test and detect failure or latency of V2V and V2I 

communication.  These elements were found to be critical factors on the evaluation results of 

CV. However, PARAMICS itself does not have the ability to assess them in a realistic 

representation of CV applications leading to the need of creating a connection between traffic 

simulators and wireless communication simulators to examine essential issues concerning both 

traffic and wireless networks.  

Therefore, we coupled PARAMICS traffic simulator to OPNET Modeller Wireless Suite as 

the wireless network simulator to provide modeling, simulation, and analysis of wireless 

networks in CV systems.  We selected OPNET since literature review did not find any study 

investigating on creating connection between OPNET and PARAMICS. Perhaps it is because 

OPNET is only free for academic programs. In OPNET multiple scenarios can be modeled for a 

network which leads to a useful comparison between various network behaviors. Consequently, 

we did not find a study, evaluating the IEEE802.11p using WLAN protocol as the DSRC range 

in V2V and V2I communications in integrated simulators. 

The results of our two goals are extracted from 3 evaluating scenarios which will be 

presented in the chapter 4.  

 

3.2 MaSE Methodology 

The MaSE methodology is a detailed approach which will cover information needed in models. 

Also it is a top-down methodology for analyzing, designing, and developing heterogeneous 

MAS. MaSE views MAS as a supplementary abstraction of the object-oriented model which 

applies its techniques to the specification and design of MAS. 
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In the MAS, agents are specialization objects. Agents coordinate their actions via 

conversations to attain individual and community goals instead of objects whose methods are 

invoked by other objects [114]. 

The main advantage of MaSE over other methodologies for analysis and design of MAS, 

such as Gaia [115], is its scope and completeness. The major strength of MaSE is the ability to 

track changes throughout the process [114]. Every object which created during the analysis or 

design phases can be traced forward or backward to other related objects. For instance, a goal 

extracted from the “Capturing Goals” step can be tracked down to a specific role, task, and agent 

class. Similarly, an agent class can be traced back throughout tasks and roles to the fulfilled 

system level goal. 

MaSE uses the MAS concept to develop distributed software systems to achieve the goal and 

uses graphical models to describe the types of agents in a system, their interfaces to other agents, 

and detailed definitions of the internal agent design.  

MaSE takes many ideas and combines them into a complete methodology [116, 117]. Its 

methodology is the foundation for the agentTool development system [114, 118], which also 

serves as a validation platform and a proof of concept. The agentTool system is a graphical, 

interactive software engineering tool for the MaSE methodology. AgentTool supports the 

analysis and design in each of the seven MaSE steps, (as illustrated in Figure 3.1), as well as 

confirmation of communications in agents and code generation for multiple MAS structures. 

The MaSE methodology and agentTool are independent of any specific agent architecture, 

programming language, or communication frame. MAS designed in MaSE can be implemented 

in several different ways from the same design. MaSE follows the phases and steps shown in 

Figure 3.1 [119]. The MaSE Analysis phase includes three steps: Capturing Goals, Applying Use 

Cases, and Refining Roles. The Design phase has four steps: Creating Agent Classes, 

Constructing Conversations, Assembling Agent Classes, and System Design. The rounded 

rectangles indicate the MaSE models used to get the output of each step while the arrows 

between them signify how the models affect each other. The intent is that the analyst or designer 

be allowed to move between steps and phases in a way that additional detail can be added and 

finally, a complete and consistent system design can be produced with each consecutive pass. 

The drawn diagram for every step is based on MaSE particular notations. 

http://agenttool.cis.ksu.edu/
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Figure  3.1 MaSE phases [119] 

 

3.3 Analysis and Design of Connected Vehicles in PARAMICS 

In order to implement CV in PARAMICS, first the MaSE methodology was employed, step by 

step, to model CV as MAS. Then by using two APIs the output design from MaSE was 

implemented and extended the PARAMICS capabilities to simulate CV systems. This section 

provides the detailed explanation of classes and their functions. 

Our proposed CV multi-system includes 4 independent agents, which can offer different 

functions and simulations. In this modeling process, there will be V2V, Non V2V, Database and 

PARAMICS agents. 
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3.3.1 ANALYSIS 

The MaSE Analysis phase consists of three steps: Capturing Goals, Applying Use Cases, and 

Refining Roles. The overall approach in the Analysis phase is defining the system goals from a 

set of functional requirements and then defining the required roles to get those goals. While it is 

possible to map directly from goals to roles, MaSE suggests the use of Use Cases to help validate 

the system goals and acquire an initial set of roles. 

3.3.1.1 Capturing goals 

The proposed system consists of four components: CV, non-CV, RSU and VMS. CV is equipped 

with a wireless system to create V2V and V2I connection. RSU, the infrastructure placed within 

the network, is capable of collecting information about traffic conditions and communicate with 

the CV located within a DSRC range, and sending this information to the VMS. VMS located in 

network to show warning messages and traffic information collected by RSU to communicate 

with non-CV. Non-CV do not have the equipment to connect with other vehicles or RSUs. 

Messages are issued by CV to disseminate important information in a specific point of a road, 

such as occurrence of collision, presence of lane blockage, etc. 

In the first step, a set of functional requirements was created: 

1. Two types of vehicles are generated in the network (CV/Non-CV). 

2. CVs can communicate with each other (V2V) and with RSUs (V2I). 

3. Non-CVs have a virtual connection with VMSs to simulate that they can read the 

VMS message and then response to it. 

4. RSUs and VMSs are linked. 

5. If a vehicle is in accident, its flag is set to true. 

6. All the relevant CVs and RSUs, within DRSC range, are informed about the accident. 

7. Non-CVs are notified about the accident via VMS. 

8. In light of the information disseminated, some drivers might change their route or 

speed since their drivers’ awareness and aggression are improved. 
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From the requirements these goals are extracted: 

1. Generate vehicles (CV/Non-CV) and infrastructures (RSU/VMS). 

2. Create connections. 

3. Transmit messages. 

4. Change route/speed. 

Next, the goals are analyzed and put into a hierarchical form. A Goal Hierarchy Diagram is a 

controlled graph where the nodes shows goals and the arcs indicate a sub-goal relationship. The 

overall system goal is placed at the top of it, which is simulating CV as an independent agent 

added to PARAMICS module. Once a basic goal hierarchy is in place, goals may be 

disintegrated into new sub-goals and each sub-goal must support its parent goal. System goals 

are represented in a goal hierarchy diagram in Figure 3.2. 

 

Figure  3.2 Goal Hierarchy Diagram 

 

3.3.1.2 Applying Use Cases 

The objective of the Applying Use Cases step is to seize a group of use cases from the initial 

system context and create a set of Sequence Diagrams to determine an initial set of roles and 

communications links within the system. Use cases of our system are extracted from the system 

requirements, describe sequences of events which show system behavior and are examples of 
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how system should behave. By creating use cases paths of communication can be established. 

Figure 3.3 shows the sequence diagram and how each goal can be accomplished. 

 

 

Figure  3.3 Sequence Diagram [36] 

 

3.3.1.3 Refining Roles 

The purpose of the Refining Roles step is to convert the Goal Hierarchy Diagram and Sequence 

Diagrams into roles and their relevant tasks, which are more suitable for designing MAS. MaSE 

Role Model includes information on interactions between role tasks and is more complex than 

traditional role models [120]. From Role Model, the definitions of roles can be determined. 

Figure 3.4 illustrates system role model diagram that shows CV systems’ roles and behaviours in 

PARAMICS. 
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Figure  3.4 System Role Model 

 

The concurrent task model provides a built in timer activity. An initial Concurrent Task 

Model can be built from the scenarios of creating CVs and creating incidents by taking the 

sequence of messages sent or received by the roles of CV/non-CV and use them to create a 

sequence of corresponding states and messages. After creating the initial concurrent task 

diagram, the internal processing, which should be performed by role to be able to satisfy the use 

case, is determined. This internal processing is represented as activities within the existing states. 

The information about the data passed in the messages and additional messages required for 

information exchange was also occupied. Concurrent tasks in our system are defined in 

Figure 3.5 and are specified as finite state automata, which consists of states and transitions. 
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Figure  3.5 Concurrent Task Diagram 

 

3.3.2 DESIGN 

There are four steps to design a system with MaSE methodology. In the first step we assigned 

roles to the 4 agent types in the system to create Agent Classes. In the second step, Constructing 

Conversations, the actual conversations between agent classes are defined. In the third step, 

assembling Agents Classes, the internal architecture and reasoning processes of the agent classes 

are designed. Finally the number and location of agents in the deployed system are defined. Each 

of these steps is discussed below. 

3.3.2.1 Creating Agent Classes 

In the Creating Agent Classes step of the Design phase, agent classes are created from the roles 

defined in the Analysis phase. The result of this phase is an Agent Class Diagram, which 
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illustrates the overall agent system organization consisting of agent classes and the conversations 

between them. At this point, the roles and tasks, which an agent class must play, are determined. 

The conversations, that an agent class must participate in, are derived from the external 

communications of the agent roles. The Agent Class Diagram is the first design object in MaSE 

that shows the entire MAS in a way it can be implemented. The CV MAS mainly defines 4 agent 

classes as shown in Figure 3.6. An agent is an actual instance of an agent class. 

 

Figure  3.6 Agent Class Diagram 

 

3.3.2.2 Constructing Conversations 

A MaSE conversation defines an organized procedure between two agents. The Communication 

Class Diagram, as shown in Figure 3.7, is similar to a Concurrent Task Model and defines the 

conversation states of V2V and non-V2V as the two participant agent classes. This conversation 

is about constructing connection between CVs and RSUs. CV, the initiator, begins the 

conversation by sending “create connection” as the first message. When the agent receives the 

message, it checks if CV is in range of corresponding RSUs. Only the vehicles which their 

distance from RSUs fall into DSRC range can establish connection. Otherwise, the request will 

be declined and RSU cannot get the message from the CV and show it on VMS. 
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Figure  3.7 Create Connection conversation initiator and responder 

 

3.3.2.3 Assembling Agents 

During the Assembling Agents step of the Design phase, the internals of agent classes are 

created. This is accomplished via two sub-steps: defining the agent architecture and defining the 

components that make the architecture. Components consist of attributes, methods, and may 

have sub-architecture. Internal component behaviour may be depicted by formal operation 

definitions and state-diagrams which state happened events happened between components. 

Basically, each task from each agent role defines a component in the agent class. Figure 3.8 

shows agents’ architecture of CV MAS.  
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Figure  3.8 System Architecture for agent class 

 

3.3.2.4 System Design 

The last step of the MaSE methodology takes the agent classes defined before and expresses 

actual agents using Deployment Diagram to show the numbers, types, and locations of agents 

within a system. This is similar to instantiating objects from object classes in object-oriented 

programming. Deployment Diagrams describe a system based on predefined agent classes. 

Strength of MaSE is that a designer can make these modifications after designing the system 

organization, thus generating a variety of system configurations. System Deployment Diagram 

includes 5 agents, there into, V2V Agent and DB1 Agent run in the same physical node, Non 

V2V Agent and DB2 Agent in one node, and PARAMICS Agent run in the other physical node, 

as shown in Figure 3.9. PARAMICS agent acts as the PARAMICS software itself where the 

other agent classes should be implemented and connected to it. The Connected Vehicles and No 



53 

 

Connected Vehicles platforms should be added to the simulation platform to apply CV system as 

the extension to the software. This is done by programming APIs.  

 

Figure  3.9 System Deployment Diagram 

 

3.4 Implementation using Application Programming Interface 

By using MaSE methodology, the essential agents, relationships and conversations between 

them, and the particular parameters of proposed CV system were identified. Moreover, MaSE 

specified how every agent should act in possible scenarios (Figure 3.3) to eventually reach the 

requirements, goals and sub-goals defined in Analysis phase (Figure 3.2). This specified design 

is implemented by adding two APIs to the PARAMICS programmer module. In API #1, the 

connection between PARAMICS agent to V2V and Non-V2V agents was created through the 

use of Database. However, the main duty of API #1 is to generate predefined or randomly [121] 

incidents for running test case scenarios, explained in detail in next chapter.  

Most of the proposed design by MaSE methodology is used in API #2, where both V2V and 

No-V2V agent classes and their relevant agents (i.e. CV, non-CV, RSU, VMS) were created 

(Figure 3.6). Additionally, the roles and tasks for each agent class and the conversations between 

these agent classes were programmed, such as the example conversation showed in Figure 3.7. It 

specifies the procedure of creating connection and message transmission between CVs and RSUs 
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when they are in predefined DSRC range, and then showing the message context on the VMS. 

API #2 consists of 2 packages: V2V package in which V2V agent class was implemented and 

V2I package where the Non-V2V agent class were created. 

Once incidents were created (randomly or specifically) applying API #1, API #2, accordingly 

simulates the broadcasting of V2V and V2I communication in the network and models its effects 

on drivers’ behavior. This API was developed to allow vehicles communicate with each other 

and infrastructures to apply the connection and conversations between V2V and Non-V2V agent 

classes. 

When a CV is involved in an incident, API #2 turns the vehicle’s color to red to indicate this 

condition. This allows users to visually pick out which vehicle on the studied network was 

involved in the incident. API #2 then calculates the distance of surrounding CVs, sends them 

messages to notify them of the incident ahead and provides an advisory speed. At this point, all 

notified CV will have improved awareness and decreased aggressiveness (vehicle parameters 

that programmed intentionally). These two modules will be set randomly for different V2V 

enabled vehicles. In other words, their awareness ranges between 6 and 9, whilst their aggression 

rate will be between 1 and 4 (the threshold of awareness module is 1-9). 

API#2 has also been developed enabling CV to communicate to RSUs to simulate the 

connection between V2V and No V2V agent classes in V2I package. When CVs encounter an 

incident, they send a message to the nearest RSU in DSRC range, along the road, to transmit the 

location and the type of the incident to the unit. The corresponding RSU will forward 

aforementioned information to the control center. The control center defined as a decision maker 

chooses which VMS should be enabled to reflect the message to the upstream and downstream 

vehicles and what must be the context of message.  

Usually the message contains warning information for drivers to let them know that there is a 

collision ahead alongside an advisory speed message to prevent the occurrence of a secondary 

collision. The advisory speed is lowered in increments as the distance from collision decreases 

and it is increased for downstream of the location of the incident to let the traffic around the 

incident be cleared easily.  

 When the traffic is restored to its normal condition and the queue created by the incident is 

cleared, the incidents messages will be removed from the affected VMSs (Figure 3.10). 
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Figure  3.10 Illustration of the CV simulation developed by PARAMICS APIs [4] 

 

The class of functions involved in creating incidents, information storage, information 

retrieval and sending V2V and V2I messages will be described in the following sections. The 

developed APIs along CV agents is shown in Figure 3.11. 
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Figure  3.11 Implemented APIs using CV agents 

 

3.4.1 API #1: Incident creation 

API #1 creates incidents and requires a set of functions to extract vehicle information from the 

network. It retrieves and stores the simulated vehicles’ information from PARAMICS and is 

completed through the vehicle map. Each vehicle’s information is stored in the Vinfo struct 

class. Vinfo struct consists of information related to vehicles including: Float x, Float y, Float z, 

Int ID, Float bearing, Float gradient, Float length, Float width, Int age, Bool incident, Int usertag, 

Bool stopped, Bool collide_stop, Float stop_time, Float distance, VEHICLE *vpoint, LINK 

*link, Int lane. 

API #1 also creates a readable database of vehicles, checks vehicle location for any incident 

that might have occurred, and finally identifies and registers the incidents. A majority of its 

classes of functions are described below. 
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Qpx_NET_postOpen is a PARAMICS extension (prefix qpx) built-in function. When a 

model is first opened in PARAMICS, the postOpen function is called. It pulls the information for 

each vehicle and stores it in the Vinfo structure belonging to that vehicle each time step. If a 

vehicle does not already exist in the map, the Vinfo structure is added to the map. The total 

number of links and lanes in the network is recorded by its functions and vehicles and 

infrastructures are generated in the traffic network. 

Qpx_NET_second is executed every second when the simulation is running. It is essentially 

the core of the program. The subroutine includes all of the functions in API#1.  

Qpx_VHC_arrive is called every time a vehicle arrives at its destination zone. It removes 

the vehicle from the map structure. 

Void informationExtraction sets up the vehicle x, y coordinates. The vehicle location is 

where vehicle information is stored. API #2 retrieves vehicle information from the vehicle map. 

Void accidentGeneration checks the entire vehicle map for any incidents that have occurred 

(based on incident flags) and determines if an incident should occur. It can be several numbers of 

incidents based on the probability that user provided when the model is first loaded [121] or a 

predefined incident. 

Bool accidentFlag is called when the incident happens. It sets the incident flag of the 

corresponding vehicle to true. 

 

3.4.2 API #2 

API #2 retrieves CV information from the Vinfo struct. The retrieved information includes 

coordinate information for calculation of the DSRC range. It then searches for occurred incidents 

in the network and sends warning messages to surrounding vehicles and the nearest RSUs fall in 

DSRC protocol. These messages increase driver awareness and enable them to avoid possible 

consequent collisions. When the incident has been totally cleared, the situation resumes to the 

initial state.  

To facilitate flexibility to PARAMICS networks, RSUs are further modeled using 

PARAMICS’ Beacons objects. These are predefined objects representing points within a 
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network where information can be delivered to drivers. While they are normally used to model 

VMS, they have by default no explicit functionality and can be programmed to execute any 

suitable task. For each RSU, the communication range is currently determined using a simple 

distance radius.  

3.4.2.1 V2V package 

V2V package first adds a number of vehicles to the V2V map as CV. This number is based on 

the penetration rate defined at the start time of the simulation. Next it must determine whether an 

incident occurred or not.  It decides based on distance from the accident, which vehicles should 

be notified. The incident range will be calculated and vehicles within the DSRC range will be 

informed. Vehicles notified of the incident ahead will change colour to show the user that V2V is 

occurring. 

Qpx_NET_timeStepPostLink checks every link and adds CV to the V2V map and 

infrastructures to the network. The V2V map only consists of CV.  It updates vehicle positions in 

the V2V map every time step and checks the incident flag for each vehicle. If there has been an 

accident, it calls the SendMessage class of functions. If accident has been cleared, it gets back to 

the initial state.  

Void SendMessage, when a vehicle is involved in an accident, its Vinfo struct is sent to the 

SendMessage. It iterates through the V2V map and calls calculateDistance. If any CV is within 

the DSRC range (e.g. 1000m) of the vehicle involved in an accident, that vehicle is signaled of 

the danger ahead. With the increased driver awareness, the vehicle does not partake in the same 

incident.  

Float CalculateDistance receives vehicles’ Vinfo struct classes, calculates and returns the 

distance between the two V2V enabled vehicles.  

Bool inRange is called by SendMessage and checks every vehicle’s Vinfo in the map to find 

out which ones are in the same road with the vehicle in accident. It uses bearing in the Vinfo and 

outputs from CalculateDistance function. 

Qps_VHC_awareness is used to set the awareness value stored with a vehicle. It sets the 

awareness value of all notified CV to a number in [6 – 9] threshold. 
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Qps_VHC_aggression is used to set the aggression value stored with a vehicle. It sets the 

aggression value of all notified CV to a number in [1 – 4] threshold. 

Qps_DRW_vehicleColour is used to set the colour of a specific vehicle. It changes the color 

of the vehicles involved in accident to red and all the notified CV to blue to make them 

noticeable in visual simulation. 

 

3.4.2.2 V2I package  

Based on the DSRC, CV involved in an incident also sends message to RSU, RSU sends it to 

control center and control center decides about the advisory speed and which VMS should show 

that. It should be noted that the range of DSRC standard can be changed accordingly for 

experimenting its effects on CV system (Figure 3.12). 

Void SendMessageToRSU is basically same as SendMessage in V2V package; however it 

creates communication between CV and RSU. 

Bool inRange is called by SendMessageToRSU to check which RSUs are in the same road 

with the CV in accident and determine if beacon should receive the message. Beacon should be 

within DSRC range of the CV. 

Float CalculateDistance receives vehicles’ Vinfo struct classes, calculates and returns the 

distance between CV and RSUs or VMSs. 
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Figure  3.12 Extended API for V2I implementation 

 

In order to implement advisory speed, API was used to allow for placement of VMS in the 

network to display the posted advisory speed reduction so that drivers can change their speeds 

accordingly as they pass the VMS beacon. The advisory speeds can differ depending on the 

location of VMS: 

1. Upstream of the incident location: In [15], authors found that gradually changing speed 

is better than abruptly; thus the advisory speed, for traffic upstream of the incident, 

ranges from 60 km/h to 100 km/h. Vehicles nearby incident are advised to reduce their 

speed to 60 km/h, vehicles 500 meters behind should reduce their speed to 70 km/h, 

1,000 metre behind to 80 km/h, 1,500 meter behind to 90 km/h and 2,000 meter behind to 

100 km/h. 

2. Downstream of the incident location: The downstream traffic is advised to increase 

their speed up to 110 Km/h to accelerate traffic flow. The vehicles should clear up the 
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space near the incident location to let the vehicles upstream of the accident easily pass the 

situation. Therefor they should be even advised to increase their speed [122]. 

The control center is the main decision maker. It sends an advisory speed to each VMS 

beacon falling in the DSRC range along the freeway. The message “Incident ahead” is common 

for all VMS beacons falling in the DSRC range; whilst, the advisory speed varies according to 

the VMS beacon’s distance from the incident. Consequently, non CV vehicles will be aware of 

the traffic situation along the freeway very shortly.  

Qpg_NET_beacons returns the number of beacons in the network. 

Qps_BCN_message is used to display a message on the specified VMS beacon. Such as 

"Speed Limit: 37.3mph".  

 

3.5 Simulation Configuration in PARAMICS 

For the simulation in PARAMICS, two types of vehicles are provided, CV and non-CV. 

Although physical attributes are the same for them (i.e. length, width, height, mean age, weight), 

their demand and assignment and kinematics are different. Here are the features whose default 

values are overridden to better simulate CV scenarios. 

Proportion (%): the relative number of particular type of vehicle (expressed as a 

percentage). By changing the proportion, different percentage of vehicles can be simulated in the 

network. 

Familiarity (%): the percentage of vehicles with familiar routing capabilities for every 

vehicle type. Each vehicle in the simulation is designated as having either a familiar or 

unfamiliar driver. This will affect their route choice decisions for a given OD trip as the 

simulation runs.  

CV system is designed in a way that drivers of CVs will have more frequency in updating 

their travel time information than non-CV since they are more aware of road conditions with 

V2V communication. This is modelled in PARAMICS by assigning higher frequency of 

feedback and familiarity % to CV-drivers.  
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Mean driver reaction factor: the mean reaction time of each driver, in seconds. The value 

is associated with the lag in time between a change in speed of the preceding vehicle and the 

following vehicles reaction to the change.  

Driver perception reaction time: reaction time of the vehicles which can be different for 

vehicle types.  

Base parameters: 

 Start time: the time to start the simulation, relative to 00:00:00 on Monday of the 

simulation, in HH/MM/SS format.  

 Duration: the length of the simulation, relative to the start of the simulation, in 

HH/MM/SS format.  

 Seed: specifies the value used by the random number generator. Identical networks 

simulated using the same processor will return the same results using the same seed 

value.  

 Time steps: specifies the number of discrete simulation intervals that are simulated per 

second. The simulation time steps determine when calculations are carried out during 

every second of simulation. The default time step is 2 which means that calculation are 

done every 0.5 seconds of simulation.  

 Demand factor (%): it specifies the dynamic demand for the current simulation 

ranging from 0 to 200% of the current global demand. The same traffic demand inputs 

may result in different travel time patterns for different seed values due to the random 

nature of the microscopic traffic simulation model. 

Measurements: it allows the user to specify which statistics will be gathered during the 

simulation. These statistics are used by Analyser module to examine the data gathered during a 

simulation. Here is the simulation attributes defined in measurements: 

 Statistics collection warm up period: it determines the time after the simulation start 

time that the periodic statistics will start to be collected. If no warm up period is 

specified then statistics will be collected from the start of the simulation.  
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 Statistics collection duration: it allows the user to specify a different statistic collection 

end-point. If no duration is specified then statistics will be collected from the end of 

the warm up period till the end of the simulation.  

 Gather interval: the frequency of Analyser data which is written out to the Analyser 

binary files. If no interval is specified Analyser statistics will not be recorded.  

Loop Detectors: PARAMICS detector station is located in the through lanes for the presence 

detection of through vehicles and it covers all lanes of a link. There will be one file per gather-

period per detector; this file will contain data for each lane that the detector occupies. 

 Gather interval: the frequency of detector data which is generated. If no interval is 

specified statistics will not be recorded.  

 Selected loop detectors: to include the detectors required for data collection the 

checkbox for each of the detectors should be selected. 

 Requested Statistics: Each output file contains time, lane, vehicle type and vehicle ID. 

However, acceleration (mps), flow (v/hour), gap (s), headway (s), occupancy (s), and 

speed (kph) can be requested to be included in detector data. 

Trajectory: it allows the user to export information on each vehicle as it moves through the 

simulation. It has several export types: Comma Separated Values (CSV), SSAM Trajectory 

(TRJ), 3DS Max Design Civil View (SIM), and PHEM (CSV). The output file includes data 

about: Type, Origin, Destination, Lane, Gradient, Bearing, Length, Speed, Acceleration, Link 

Name, Link Length, Link Speed, Link Gradient, Curved, Radius, Lanes. 

 Gather interval: the frequency of trajectory data which is generated.  

 Sample period: it includes start time and end time of the simulation which trajectory 

statistics are recorded. 

Speed: the speed limit on the link can be defined in core attributes. If the maximum speed of 

the vehicle is higher than the speed limit, the vehicle will try to attain a speed that depends on the 

aggression value assigned to the particular vehicle. In free-flow conditions, some vehicles will 

exceed the speed limit, depending on the behaviour parameters assigned to the drivers.  
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3.6 Safety and Mobility applications 

When an incident happens for a vehicle in a roadway such as overheat or running out of gas, 

secondary events, including major car crashes, can occur. Such events have effects on the 

average peak-period delay, which is experienced by vehicles traversing on the roads, the average 

increase in travel time in freeways, and the number of injury crashes occurring during the 

incident in roadways.  

Safety and mobility indices help quantifying the impact of CV system on reducing the 

number of crashes and the amount of travel time. The value of these measures are either directly 

extracted from PARAMICS Analyser module (i.e. mobility indicators) or calculated by models 

and formulas (i.e. safety indicators). To apply different safety models, its elements are extracted 

from Analyser module.  

In this study, various experiments are investigated on the V2V and V2I functionalities to 

analyze their ability to reduce crash risk and improve travel time. Their effectiveness is evaluated 

by comparison crash risk measurement with and without CV for safety index. Further, the 

mobility impact is measured by the resulting changes in the average travel time of the vehicles 

traveling on the network.  

 

3.6.1 Safety measurements 

Crashes on freeways are normally more hazardous than crashes on urban streets [123]. The 

historical records of crashes in North America [23] have reported that the proportion of fatal 

crashes on freeways and rural roads is significantly higher than the proportion on urban roads 

and streets. These statistics indicate that more efforts are required to reduce the number of 

freeway crashes.  

Crash risk varies under different traffic and environmental conditions and identifies 

significant factors which are the reason of their occurrences. In general, as traffic flow becomes 

more congested, drivers are required to adjust speeds more frequently resulting in increased 

crash risk.  
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3.6.1.1 Crash likelihood measure 

Authors in [16, 124, 125], developed statistical models to calculate a measurement for getting 

real-time crash potential. The model developed by [16], which is used to assess crash likelihood 

for one of the case study scenarios, is described below with details. 

This model was separately designed for the moderate to high-speed and low-speed traffic 

speed pattern. The threshold for separating two patterns was set at 60 kph based on visual 

examination of traffic speed distributions. Above this speed, the moderate to high-speed model is 

used. It gets average occupancy and flow as the input. Below this speed, the low-speed model, 

including average volume, occupancy, and coefficient of variation in speed variation as the 

inputs, is used. The authors stated that these models can be used to assess the crash potential at 

any location using loop detector data and they are specific for every location which shows the 

risk of crash in that place. However, it can only be used to compare crash risk at the same station 

before and after implementing certain strategies.  

Crash prediction low speed model - The low speed model is based on average speeds being 

below 60 kph. The crash probability is calculated by the following equation: 

Crash Likelihood = 2.64827LogCVSF2 + 0.88842LogCVSF3 + 1.33966LogAOE2 + 

0.97766LogAOH3 − 0.43603SVF2                                                                                           (3.1) 

Where: 

LOGCVSF2 is the log of the standard deviation of speed divided by the average speed at the 

station of interest 5–10 min before the time of interest. 

LOGCVSF3 is the log of the standard deviation of speed divided by the average speed at the 

station of interest 10–15 min before the time of interest.  

LogAOE2 is the log of average occupancy 0.5 mile upstream of the station of interest 5–10 

min before the time of interest. 

LogAOH3 is the log of average occupancy 1 mile downstream of the station of interest 10–15 

min before the time of interest.  

SVH2 is the standard deviation of volume (Veh /hr) 1 mile downstream of the station of 

interest 5–10 min before the time of interest. 
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Crash prediction high speed model - The high speed model is based on average speeds 

being above 60kph. Similarly, the crash probability is calculated by the following equation: 

Crash Likelihood = -0.93423LogAOF2 + 1.14584LogAOH3 - 0.22878SVH2 - 0.10055AVG2 + 

0.5932AVE3                                                                                                                               (3.2) 

Where: 

LogAOF2 is the log of average occupancy at the station of interest 5–10 min before the time 

of interest. 

LogAOH3 is the log of average occupancy 1 mile downstream of the station of interest 10–15 

min before the time of interest. 

SVH2 is the standard deviation of volume 1 mile downstream of the station of interest 5–10 

min before the time of interest. 

AVG2 is the average volume 0.5 mile downstream of the station of interest 5–10 min before 

the time of interest.  

AVE3 is the average volume 0.5 mile upstream of the station of interest 10–15 min before the 

time of interest. 

This calculation model was used as the safety measure for assessing one of the case studies. 

The drawback of this work is that the model was designed specifically for a section of interstate 

4 in Orlando, Florida, 36 miles from Tampa to Daytona. Therefore the ORCI is utilized for the 

second scenario as the primary measures of safety for rear-end and lane-change crash risks. This 

statistical model is capable of determining the crash risk on the freeway in real time and was 

initially proposed in [15]. 

 

3.6.1.2 Overall Risk Change Index (ORCI) measure 

The index denotes the change in rear-end and lane-change crash risk between any particular test 

case and the base case. The ORCI is calculated in the following manner:  First, the crash risk is 

calculated for each 5 minute period at every location.  Then, the crash risk at each location is 

averaged over the entire simulation length.  Next, a plot of the average crash risk value vs. 
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location is created for the base case and the test case. The area between the two crash risks curve 

represents the ORCI.  This measure is shown below.    

     ∑  
 

∑                  
 

   
         ∑  

 
∑                  

 

   
          

(3.3) 

Where: 

                 is the average rear-end crash risk at time t and station I; T is the number of 

time periods in the simulation run. 

 

3.6.2 Mobility measurements 

The other benchmark that is considered in this study is the point-to-point travel time along 

freeways. This value is calculated by the PARAMICS Analyzer module and is equal to the 

summation of the individual vehicle travel times along the studied corridor for the length of the 

simulation period [58]. The travel time index is considered as a relevant proxy for mobility 

improvement of a freeway.   

Analyzer module reports the average time vehicles spend traversing the link. By defining a 

particular route, which may include numbers of links, journey time can be extracted as a data 

file. Each Analyzer data file contains information that has been gathered over a measurement 

interval. For example, if measurement interval is set to 10 minutes, the start time to 09:00:00 and 

the end time to 09:20:00, two data file with timestamps of 09-10-00 and 09-20-00 will be created 

by Analyzer. They contain journey time information collected during the two Analyzer intervals. 

Figure 3.13 shows the screenshot of one of the examined scenarios in Analyzer module. It 

indicates travel times of the first time interval for one intersection and its relevant links. 
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Figure  3.13 Travel time indicator in Analyzer module 

 

3.6.3 ANOVA test 

ANOVA is used to determine whether there are any significant differences between the means of 

three or more independent groups. ANOVA generalizes t-test to three or more groups and is 

useful when testing three or more variables for statistical significance [126]. In this study, we 

have used ANOVA test to determine the level of confidence. 

3.7 Integration of PARAMICS and OPNET 

PARAMICS can model the dynamics of large-scale traffic networks, but it lacks the ability to 

model the performance of communication systems; this excludes its use for evaluating different 

communication protocols and network parameters during the implementation of CV. 

Additionally, with the development of cellular and various short range wireless technologies 

such as WiFi and Bluetooth, there has been increasing interest in providing internet access to 

moving vehicles relying on V2V and V2I wireless communications. The development of 

http://en.wikipedia.org/wiki/Student%27s_t-test#Independent_two-sample_t-test
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equipping vehicles with this facility requires the use of WLAN networks such as IEEE 802.11 to 

support. 

Since PARAMICS cannot simulate WLAN networks, the integration of PARAMICS and 

OPNET was developed for the purpose of implementation and evaluation of vehicular internet 

access using DSRC based communication protocols and their applications in the context of ITS.  

The three important elements for the integration of traffic network and communication 

network are the road, the vehicles, and the wireless communication devices. The first two 

elements can sufficiently be modeled with high details in traffic simulator, while communication 

network simulators provide the great environment for modeling wireless devices. The traffic 

simulator is thus used to model the road and traffic control devices, generate traffic and CV 

vehicles based on penetration rates, and simulate driving behavior. The traffic simulator is also 

used to model ITS applications, vehicle controls and generating the messages to be carried by the 

communication network. All communication functions, including the determination of which 

vehicles receive the propagated messages, are left to the communication network simulator.  

PARAMICS microsimulator was used to model the traffic flow and CV system to create 

location-specific incidents and collect traffic information. This information was directed to the 

OPNET discrete event simulator. Adaptive V2V and V2I communications, including addressing, 

routing, and propagating messages, were modeled in the OPNET simulation environment.  

In CV system, the communication network is expected to become congested due to the 

increased data traffic transmission in many different V2V and V2I connections. Therefore, 

detailed analysis of the communication system, with the consideration of various communication 

technologies which support the information exchange in V2V and V2I applications, is required 

to meet the requirements of a real world implementation. 

OPNET Modeler 17.5 was used to simulate a network with features similar to the network 

simulated by PARAMICS. OPNET has the ability to model several aspects of wireless 

transmissions including RF propagation, interference, transmitter-receiver characteristics, node 

mobility including handover, and the interconnection with wired transport networks. Several 

wireless network protocols such as MANET, IEEE 802.11, 3G, Ultra Wide Band, IEEE 802.16, 

Bluetooth, and Satellite can be simulated in OPNET. 
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Network protocols define how different nodes can communicate with each other over a 

network. These include a set of standards that define the parameters and methods followed by 

different layers of the network. The IEEE 802.11, 802.15 standards define protocols of the first 

two layers of OSI model, used in WLAN and WPAN. IEEE 802.11 is the base of products 

marketed as WiFi and 802.15.1 known as Bluetooth technology. Communication protocols 

describe modulation techniques, maximum power level allowed, the radio frequency spectrum 

utilized and other details depending on the requirements of the system. IEEE 802.11p improves 

802.11 to support ITS applications. IEEE 802.11 is a set of MAC and PHY specifications for 

implementing WLAN computer communication. PHY, the first layer of the seven-layer OSI 

model, is a direct point to point data connection which is not necessarily reliable. MAC is the 

sub-layer of layer 2, the data link layer, which is a reliable direct point to point data connection. 

In order to simulate DSRC based CV system, WiFi network topology has been used in OPNET. 

In this integration, either PARAMICS or OPNET is running at a time. We start by running a 

traffic network (Deerfoot trail) in the PARAMICS simulation. In PARAMICS, the vehicles are 

generated according to the OD matrix. The OD matrix stores the number of trip interchanges 

between each origin and destination. However, OPNET simulator does not have the same OD 

matrix logic and there is no meaning for zones, thus the mobility trace file, extracted from 

PARAMICS, is needed to implement vehicles as the nodes in similar environment in wireless 

network simulation. Other predefined elements such as the types of vehicles, link or lane 

restrictions and speed limits should be simulated in OPNET as they were in PARAMICS. 

3.7.1 Mobility Traces 

The system consists of five components: CV, non-CV, RSU, VMS and Control Center. CV is 

equipped with a wireless system to create V2V and V2I connection. RSU, the infrastructure 

placed within the network, is capable of collecting information about traffic conditions and 

communicate with the CV located within a DSRC range, and sending this information to the 

VMS. VMS located in network to show warning messages and traffic information collected by 

RSU to communicate with non-CV. Non-CV do not have the equipment to connect with other 

vehicles or RSUs. Control Center is the decision making module which defines warning 

messages and selects the RSUs to transmit those messages. 

http://en.wikipedia.org/wiki/Data_link_layer
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In this system, there are many objectives which need to be fulfilled. First, the RSU node 

should be able to sense WiFi signals from vehicles and send information to the other RSUs, to 

CV and possibly to the VMS. Second, VMS should be able to show the given information to 

non-CV. Also, CV should be able to directly send the information to other CVs and RSUs that 

fall into DSRC range.  

However first in OPNET, vehicles should be initialized, their location should be updated 

during time and get cleared from the network as they reach their destination. In order to do that, 

an API plugin which extracts the mobility traces from all vehicles in the network, throughout the 

simulation, is activated.  

After the simulation ends in PARAMICS, the trajectory of vehicles can be extracted as the 

output in the form of a CSV file which includes <Vehicle type, Origin, Destination, Lane, 

Gradient, Bearing Length, Speed, Acceleration, Link name, Link ID, Link length, Link speed, 

Link gradient, Curved, Radius, Lanes> columns for every time interval that can be hours, 

minutes or seconds, depending on the accuracy required. In this study we only extracted 

information on <car-id, type, x-position, y-position, speed> columns of mobility traces. This 

means that the ID, position and speed of each vehicle in the network are stored for each time 

interval. Since there are two types of vehicles simulated in the network the “type” column is CV 

(type-1) or non-CV (type-2).  

OPNET reads the trajectory file as the input and populates a node for every vehicle with the 

same coordinates in file. But first this CSV file, which is output of PARAMICS with the details 

of the mobility traces for all the vehicles, should be converted to XML file format to be accepted 

by OPNET as the input. By using a C++ program this change is made. Table 3.1 and Figure 3.14 

represent the trajectory file in CSV and converted XML file format. 
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Table  3.1 Trajectory file includes mobility traces in CSV file 

time ID type x y speed kph 

7:00:00 6754 1 2308.72 -6285.94 17.34 

7:00:00 6431 1 3065.09 -4329.61 91.5 

7:00:00 6435 2 2005.09 -9947.91 17.34 

7:00:25 6461 2 2221.75 -9265.44 102.99 

7:00:25 6567 1 2166.3 -9431.16 101.25 

7:00:25 6545 1 2181.68 -9381.45 104.54 

 

As an example, after the warm up period, the vehicle with id = 6754 has first appeared at time 

7:00:00 at position (2308.72,-6285.94) with speed 17.34 as shown on the first line of the traces 

file in Table 3.1. This vehicle will thus appear in the XML file with its own <VehID, x position, 

y position, type and speed> which has <creation timestamp> attribute with the value of 7. All the 

coming positions of this vehicle will be stored in the mobility XML file shown in Figure 3.14. 

On the other hand, when a vehicle reaches its destination, it does not appear any more in the 

traces file. Thus a corresponding line will be written in the file to make sure the vehicle is not 

appear in the next time step in the simulated network.  
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Figure  3.14 Converted mobility traces in XML file 

 

3.7.2 Simulation configuration in OPNET 

Each vehicle in PARAMICS has a unique ID and is represented as a mobile node in OPNET 

which can be CV or non-CV. Mobile node, such as cellular telephone or router, is a device 

whose location and point of attachment to the internet may regularly be changed. Particular 

actions should be made to keep the mobile node connected to the internet while it moves from 

one network or subnet to another and change the device's IP address every time they are 

connected to internet via another network or subnet. 

With ID, the movement of each vehicle can be tracked throughout in the network.  In 

particular, every node has several abilities such as sending, receiving, analysing, tracking, storing 

and multiplexing messages. If the type of vehicle was indicated as type-2 in the file, the 

simulated corresponding mobile node would not have the ability of sending messages. But if it is 

type-1, the node would have all the abilities of wireless node provided by OPNET. It is modeled 

as a node that is able to communicate over a wireless interface using the IEEE 802.11p (Wi-Fi) 

protocols. Note that it can be represented by any other wireless module if desired. This node 
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itself consists of several other modules such as packet streams, static wires, processor modules, 

queue modules, transmitter modules, receiver modules and antenna modules.  

Moreover, each fixed node in OPNET corresponds to an infrastructure such as RSU or VMS 

and performs different functions such as receiving warning message, processing, exchanging 

with control center, and dissemination within IEEE 802.11p. Fixed node is a network terminal or 

device whose geographical positions cannot be changed over time but can be assigned arbitrary 

at the start of simulation. Normally it has the ability to communicate to other nodes.  

In OPNET, there is another type of node called satellite node. It is similar to a fixed node, but 

it changes its location automatically on an assigned orbit route only in Radio products. We did 

not use this type of node in our simulations. 

Once the nodes have been defined in the wireless simulator, the data elements and properties 

of network should be set. Some of them were chosen directly in OPNET modeler and some of 

them were programmed in process model using Proto-C language. Figure 3.15 shows an explicit 

overview of the modeled data elements in both simulators. The selection of each parameter, such 

as the location and distance between RSUs, depends on the required system performance. In [4], 

we found the proper amounts for these parameters in PARAMICS simulator. But in order to 

satisfy smooth communication and implement V2V and V2I connection in wireless 

communication simulator, the distance between the RSUs needs to be adjusted such that vehicles 

can always sense a strong signal from the nearest infrastructure. If they are too far apart, there 

might be transmission delays, message drops or even areas without DSRC coverage; on the other 

hand, if the RSUs are too close together, excessive handover might take place. That means 

vehicle would need to handover its communication from more than one RSU which might lead 

to a high number of packets being dropped than allowed. Therefore, these settings need to be 

adjusted adequately in wireless network simulator.  

Network parameters include configuration data, such as number and location RSUs, the 

percentage of each type of vehicles, and parameters regarding the updates of their location. 

These parameters are kept for both the current and other predefined intervals. For instance, for 

each RSU, static data are used to specify various communication ranges, size of the buffer, and a 

list of VMSs which are linked to it. Dynamic data for RSU are used to model the number of 
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vehicles which are currently within its communication range, the number of message 

transmissions, and statistics such as load and latency (Figure 3.15). 

 

 

Figure  3.15 Data modeling in two layers of simulation 

 

In OPNET simulation in order to simulate CV in the same way as in PARAMICS, we need to 

ensure that the vehicles only appear in the simulation when they first appear in PARAMICS and 

then they disappear once they reach their destination. Also, we need to ensure that the vehicles 

follow the same path as they did in the PARAMICS simulation. During the simulation, the 

scheduled tasks were programmed in a way that OPNET updates the position of the nodes based 
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on the mobility traces in every time interval. With the passage of time, if there is no change in 

the location of the node (i.e. the vehicle reached its destination), OPNET would destroy it. When 

the number of nodes that were created is equal to the number of nodes destroyed, the simulation 

run will be ended. 

3.7.2.1 Data Collection  

After creating the network and placing vehicles and infrastructures, dynamic simulations can be 

run in order to study their system performance and behavior. Based on the results from the 

simulation, changes can be made to the model's specification and attributes to duplicate different 

scenarios and execute additional simulations.  

There are many metrics that can be measured in OPNET to evaluate system performance. 

Global statistics, node statistics, attribute statistics and animation statistics are some statistics 

types which can be collected by OPNET. It is needed to decide which information should be 

extracted from the simulation, such as application-specific statistics, behavioral 

characterizations, and application-specific visualization. All the statistics for specific simulation 

run such as throughput or delay, whether between vehicles or between vehicles and RSUs, can 

be measured at the global or object level. In our test cases we used statistics at both levels. In 

global level, these parameters will be measured for the whole simulation run with its different 

modules. In object level, these measures can be extracted for only one specified objet in the 

network, such as one RSU.   

3.8 Summery 

In this chapter, we explained the detailed approach of simulating CV system as our ultimate goal. 

The design and implementation of this goal is provided in two ways: simulation using 

PARAMICS traffic simulator, which is accompanied with our added APIs, and simulation using 

the integration of PARAMICS and OPNET wireless communication simulator. 

In the first approach, CV system was designed as MAS using MaSE methodology to 

specifically determine its different types of agents. Then, these agents, their connections and 

conversations were programmed using two APIs. Moreover, in order to run test case simulations, 

particular parameters and their assumed values in PARAMICS were explained. At the end, the 

safety and mobility indices, used to evaluate system, were introduced. 
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In the second approach, by using mobility traces file, extracted from PARAMICS, we 

simulated CV system and V2V/V2I communication in OPNET. This includes creating different 

CV devices in the network, their interaction and responses. Some extensions were programmed 

in process model to exactly simulate the same scenarios from first approach. The specific 

parameters in OPNET were explained where the type of evaluation metrics from OPNET were 

introduced. 

In the next chapter, we describe, in detail, 3 scenarios carried on the proposed methodologies, 

output results and their interpretations.  
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Chapter 4: Case Studies 

4.1 Introduction 

This chapter presents 3 scenarios (Table 4.1) as the case studies to assess the developed 

methodology. First two scenarios are to fulfil our first goal, described in chapter 3, which means 

evaluating the CV system for estimating and improving traffic safety and mobility parameters in 

the network. 

In this research we utilize PARAMICS traffic micro-simulation tool to evaluate the impact of 

deploying CV on a section of Deerfoot trail, Calgary, Alberta. We have implemented a V2V 

assisted V2I system for PARAMICS which uses DSRC protocol to acquire traffic data, calculate 

and compare important traffic safety and mobility parameters. The study demonstrated that the 

CV technology can enhance traffic safety and mobility in freeways. In other words, equipping 

freeways with relevant infrastructures such as V2V and V2I as the CV technology significantly 

improves CV efficiency and leads to higher safety and mobility enhancement in freeways. 

Moreover, the third scenario uses the integration of simulators to conducts analysis in order 

to satisfy our second goal where it examines the impact of factors, such as the percentage of CV, 

congestion levels of a road network, and the defined DSRC range for RSUs in the network. The 

results of its first test case on the integrated simulations show the sensitivity of the results to data 

transmission rate, data loss and delay to DSRC communication range of roadside units (RSUs). 

Also its second test case shows that how extra-equipping network with CVs would have negative 

impacts on overall throughput and data packet drops of the system and eventually on safety and 

mobility applications. 
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Table  4.1 Three proposed scenarios accepted in referred conferences 

 

Analysis, design and implementation of an agent based 

system for simulating CV [127] 

 

  

 

 

Scenario 3 Scenario 1 Scenario 2 

 

Modeling and simulation of 

advisory speed and re-routing 

strategies in CV systems for 

crash risk and travel time 

reduction [4] 

 

A simulation-based 

benefit analysis of 

deploying CV using 

DSRC [6, 36] 

 
 

Integrated traffic and 

communication performances 

of CV systems for evaluation 

of DSRC 

 

4.1.1 Study area and design of experiment 

The PARAMICS micro-simulation suite has been used to model Deerfoot trail in Calgary, 

Alberta. As mentioned before, the analysis was conducted on an 8-km southbound section of 

Deerfoot Trail in Calgary, Alberta, Canada and the study area extended from McKnight 

Boulevard to Memorial Drive. The simulated network also included Barlow Trail which is an 

urban arterial that provides a north-south connection throughout the northeastern part of the City 

(Figure 4.1). The inclusion of this arterial is important to examine the impact of rerouting in case 

of incidents. The network was calibrated based on count data provided by Alberta Transportation 

and travel time data and OD data provided by the City of Calgary [6].  The mean headway factor 

and the mean reaction time were calibrated to simulate observed traffic patterns. These two 

parameters control three components of the individual vehicle movement: car following, gap 

acceptance and lane change behaviours.  
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Figure  4.1 The real vs. PARAMICS simulated network study area (source of real map: 

Google Maps)[6] 

 

In the network 176 loop detectors have been placed. These detectors yield measures of speed, 

lane occupancy, and volume on each of the 6 mainline lanes at 10 minutes intervals. The loop 

detectors provide reference points for locations along the freeway. This loop detector data from 

station 7, 8 and 9 was used in statistical models to create the crash likelihood, ORCI and travel 

time measures that are used in this study. The 70 minutes morning peak period was modeled to 

evaluate CV effectiveness in the network; however the first 10 minutes were used as the warm-

up period and no statistics were collected during this time to ensure that simulations start with a 

realistically loaded network.  

In the next sections all the 3 scenarios are explained in details. 

 

4.2 Scenario 1 

As mentioned before, conventional traffic simulator systems do not support the simulation of CV 

systems. The focus of this case study is to evaluate V2V and V2I communications by using the 

extended functionalities of PARAMICS which were developed by two APIs for the simulation of 
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CV. Moreover, this extended simulation system was also designed to examine the 

implementation of advisory speed recommendation and re-routing guidance for urban freeways 

under various load conditions to recommend the optimum treatments and reduce rear-end and 

lane change crash risks. The advisory speed recommendation was only for upstream traffic of the 

location of accident where speed differences between upstream and downstream vehicles were 

high. We use these strategies as a tool for safety and mobility improvements on a section of 

Deerfoot trail, Calgary, Alberta. Results of the experiments demonstrate the overall effectiveness 

of the approach.  

There are 2 types of vehicles in the network: CVs and non-CVs. The probability of incident 

occurrence is ascertained at the start of simulation run. The incident will happen only for CVs. It 

sends messages to other CVs [121]. Random incidents are produced in the network by taking 

user inputs on the probabilities of collisions and weather-related incidents [121]. 

In order to develop V2I in API #2, as mentioned in chapter 3, RSUs and VMSs are designed 

using PARAMICS beacons and have been placed throughout the network. Moreover, control 

center, which has been created as the decision maker, gets the data from RSUs to determine 

which VMS should show the warning messages and what would be the context of the message. 

Generally the message contains information about advisory speed and re-routing guidance. The 

advisory speeds are designed to be incrementally decreased in upstream to prevent possible 

congestion. For example, when an incident occurs, nearby vehicles are advised to reduce their 

speed to 60 km/h, vehicles 500 metre behind would reduce their speed to 70 km/h, 1,000 metre 

behind 80 km/h, 1,500 meter behind 90 km/h and 2,000 meter behind 100 km/h. Re-routing 

guidance was also provided in message to disseminate information on the incident and help non-

CV drivers decide if they may want to change their route to bypass the accident location.  

By using API#2, CV can also communicate with the RSU. In the other words, in V2I 

application, CV encountered an incident can send message to the nearest RSU in the road to 

inform it about the position and type of incident. RSU will send this information to the control 

center. Control center decides which VMS beacon should be enabled to show the message and 

what the context of message is for every VMS. This message includes warning information to let 

the drivers know that there is an incident ahead and an advisory speed to prevent any further 
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accidents. Also when the accident is cleared from the network, control center has to update the 

messages on the VMS beacons. 

In this work, two test scenarios have been examined with the base scenario (no-CV): 30% 

and 50% CVs, respectively. The reason for considering only these three percentages of CVs (0%, 

30% and 50%) is to study the effect of CV penetration rate on the safety and mobility 

improvements. As the results show their effectiveness, we complete our study by investigating 

more different values for CV percentages in scenario 2.  

For the simulation, some inputs are provided based on preferences, such as percentage of 

CVs, driver behaviour, driver familiarity, advisory speed and probability of various simulated 

incidents such as weather related incidents, travel lane blockage, vehicle break downs and 

collisions. 

4.2.1 Scenario evaluation 

All examined scenarios are comparing the CV cases with the base scenario, i.e. the simulation 

without V2V and V2I communication - 0% CV and no RSUs and VMSs in the whole network, 

which reflects existing traffic condition and traffic control strategies. The demand loading for 

this scenario is 100% which mimic the weekday’s AM peak traffic flow in the network. The 

effectiveness of implementing V2V and V2I is measured by comparing two indices of 

effectiveness of the test case scenarios with the base case to show the improvement in safety and 

mobility applications: 

1. Reduction in crash likelihood; and 

2. Savings in travel time (sec) in simulation intervals. 

In this case study, the simulation has run for 30 times where the percentage of CVs changes 

but the other elements including seed and demand factor remain constant. In other words, 10 

runs were designed with 10 different seeds (S1 S2… S10) and these runs were applied for 3 

configurations, i.e. 0%, 30% and 50% CVs. 

The average travel time for a route in particular link (route near 32 Ave in the link from 

memorial to McKnight) in Deerfoot trail, in the tested network, has been calculated for every run 

and the average of them is used for the test and base cases. Flow, occupancy and speed are 
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extracted from loop detectors’ data of the 30 simulation runs (10 for each configuration). For 

instance, since there are 6 intervals and each of them is for 10 minutes (70 minutes simulation, 

10 minutes warm-up), every run delivers 6 values for speed which are the average speed of lanes 

of a link. Then the average of these 6 values is used for calculating the crash likelihood. The 

same approach is used for calculating occupancy and flow.  

4.2.2 Results 

Figure 4.2 shows that there is a consistent reduction in travel time, because the test cases reveal a 

significant lower value of travel times in the system, due to the implementation of advisory speed 

and re-routing guidance in CV system. This indicates that mobility improvement can be achieved 

in Deerfoot trail as the tested traffic network. 

 

 

Figure  4.2 Average travel time comparison between base case (no connected vehicle), 30% 

and 50% V2V (seconds) 

 

As mentioned before, the travel time is extracted from the results that PARAMICS Analyser 

module has been provided.  
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Figure 4.3 shows the crash potential which is calculated based on the model introduced in 

[16]. It is used in this scenario to evaluate the effectiveness of CV system in safety index. Thus, 

average volume, occupancy, and factor of speed variations from loop detector real-time data 

were used as the input to assess crash likelihood measure for the simulated network (Deerfoot 

trail). 

 

 

 Figure  4.3 Crash potential for the base case (No CV) and test cases (30%, 50% CV) 

As the Figure 4.3 shows, there is a reduction in crash potential when advisory speed, re-

routing application and V2I have been implemented in the network in which there are 30% and 

50% CVs. This reduction improves the safety index in the Deerfoot trail. Figure 4.3 indicates 

that when the crash potential is low from 9:30 to 10:10, its probability is even lower in test case 

rather than base case. Moreover, as shown in Figure 4.3, by having 50% CV, lower amounts of 

crash risks and higher safety benefits can be achieved.. In the next scenario, we even found out 

that increasing the percentage of CV too many will have negative effects on the outputs. 

The crash likelihood and travel time results of the examined scenario were found to be 

sensitive to the percentage of the CV in the network. Therefore, next scenario includes 

experiments that penetration rate of CVs varies with higher traffic congestion levels.   
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4.3 Scenario 2 

The main objective of this case study is to assess the potential of DSRC enabled V2V and V2I 

capabilities in traffic safety and mobility enhancement using PARAMICS microsimulator 

environment. It uses DSRC protocol to acquire traffic data, calculate and compare important 

traffic safety and mobility parameters and their impacts on CV by testing five test cases 

differentiated by the percentage of CVs (0% to 40% market penetration of CV). Our experiments 

showed that if there are more than 40% CV in the network it will have adverse effects on the 

outputs. The reason is that higher percentage of CV leads to higher percentage of drivers being 

aware about the advisory speed. As more vehicles, approaching the incident, lower their speed, 

the route they are taking become congested, which negatively impacts the travel time at the 

network [13]. Regarding this, scenarios with more than 40% of CV have been eliminated for 

further investigation.  

Although the previous case study found the improvement in travel time and crash likelihood 

in Deerfoot trail, we did not develop the DSRC range as a factor for distributing messages in V2I 

module and we only focused on upstream traffic. In this scenario we demonstrate effect of 

considering DSRC, re-routing guidance and advisory speed for upstream and downstream traffic. 

This case study shows that CV technology can enhance traffic safety and mobility in freeways, if 

the percentage of CVs is significant (e.g. 30-40%) and the CV technology is accompanied by 

advisory speed reflected on VMS on both upstream and downstream of the incident location 

using DSRC range.  

4.3.1 Study area and design of experiment 

The study area for this scenario is the same as scenario 1 and was done on the southbound 

Deerfoot Tr. between McKnight Blvd. and Memorial Dr. In the study network in PARAMICS, 

the loop detector data from stations 7, 8 and 9 from 176 loop detectors were used in statistical 

models to create the ORCI and travel time measures that are used in this study. The 70 minutes 

morning peak period was modeled, however the first 10 minutes were used as a warm-up period 

and no statistics were collected during this time. 

This scenario is designed to have only one predefined incident. This way the simulation 

specifications would be pretty the same and leads to more precise results. The incident location is 
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about 600 meter upstream of the Memorial Drive exit. It should be noted that the link and the 

lane on which the incident happened remain unchanged for all simulation runs. Furthermore, it 

was set the vehicle involved in the incident to be a CV vehicle. The warning messages would be 

sent frequently until the accident is completely cleared in the network. 

There are 2 types of vehicles in the network: CVs and non-CVs. Once the incident happens, 

the involved cars will promptly send message to other CVs to inform them about the incident and 

provide the advisory speed and re-routing recommendations. Concurrently, a message is sent to 

the nearest RSU in DSRC range. The RSU sends the aforementioned message to the control 

center. The control center sends an advisory speed to each VMS beacon falling in the DSRC 

range along the freeway to inform non-CVs about the incident and show an advisory speed. The 

message “Incident ahead” is common for all VMS beacons falling in the DSRC range; whilst, the 

advisory speed varies according to the VMS beacon’s distance from the incident. Note that not 

all the VMSs will show the warning messages, only the ones that fall into DSRC range. 

Checking the DSRC range and creating advisory speed for downstream of traffic were 

programmed as an extension in the second API. Consequently, non-CV will be aware of the 

traffic situation along the freeway very shortly. 

Depending on the location, the advisory speed limit might vary. For upstream traffic the 

advisory speed is lowered in increments as the distance from accident decreases, the same as 

defined in scenario1. The downstream of incident location are also advised to increase the speed 

up to 110 Km/h to accelerate traffic flow and clear the area near the incident location to let 

upcoming vehicles bypass the situation. When incident happens, the potential of crashes will be 

increased since queues started forming and there is a group of vehicles arriving at the existing 

queues. Therefore it is reasonable to slow down the upstream vehicles to prevent them from 

hitting the queue and increase up the downstream speed to help the queue [5]. 

In this work, fifteen test scenarios have been examined based on the following 

configurations: 

 CV distribution percentage: Non-CV, 10% CV, 20% CV, 30% CV, 40% CV; 

 Demand loading (demand factor):  60% demand loading; 80% demand loading; 100% 

demand loading. 
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60% and 80% demand loading replicates a typical Holiday/Sunday and typical Saturday 

traffic counts, respectively; where 100% repeats a typical AM peak weekday when traffic flow is 

high [128].  

The demand loading percentages are correlated to the DSRC range [129]. A higher demand 

percentage leads to opt for a shorter DSRC range in order to avoid data interference and latency. 

DSRC range selection is based on choosing one in boundary (1000), one in above, and one in 

below the boundary. For this case study the following DSRC ranges have been adopted based on 

the finding in [129]: 

 60% demand loading → 1200 m DSRC; 

 80% demand loading → 1000 m DSRC; 

 100% demand loading → 800 m DSRC. 

It is to be noted that the reported run for each of the 15 scenarios correspond to the average 

of 10 PARAMICS runs with 10 different random seeds. These random numbers are utilized by 

PARAMICS to calculate different traffic assignment parameters, such as car following, lane 

changing, route choice and release of demand. Thus, PARAMICS creates a dynamic traffic 

model for each seed number and varying traffic demand on the freeway section. The same set of 

random seeds was used for the simulation of the different examined different scenarios. The 

messages include an “Incident ahead” message along an advisory speed. Since the CV has more 

information about the road conditions, they have the higher amount of driver familiarity input 

which leads to having more awareness of updated cost to their destination each interval. In this 

scenario, the awareness and aggression indices of CV drivers are programmed to be a number 

between the threshold of [6-9] and [1-4], respectively. They will react in lower amount of time to 

the accident ahead compared to non-CV and may change their route to reduce their travel time 

and reduce the number of further accidents. The aggressiveness and awareness amounts for non-

CVs are the default values provided by PARAMICS for the typical vehicles. 

4.3.2 Scenario evaluation 

All fifteen scenarios were assessed based on two factors: mobility, and safety. As pointed out 

earlier, the mobility benchmark is measured based on the average estimated P2P travel time on 

Deerfoot Trail between McKnight Blvd. and Memorial Drive. The safety index is measured by 
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crash likelihood and ORCI models for the rear-end and lane-change crash risks along the 

freeway. Moreover, since 150 simulation runs were executed, the ANOVA test was conducted to 

acquire the level of confidence for the results. ANOVA tests the null hypothesis that the means 

between and among of all CV percentage’s group of results are equal; where, the hypothesis is 

that the means of the results for every CV percentage has significant difference with means of 

the results for other tested percentage, at 95% level of confidence. In other words, the 

hypothesis tested by ANOVA is that the population means for all conditions have noticeable 

differences with each other. We selected 95% for level of confidence since it is a standard level 

of confidence widely used in Statistics [126]. For some cases, when the accuracy is inevitably 

essential, scientists might use 99% as well. The selection depends on the required level of 

certainty from the analysis of variation calculation [130]. 

 

4.3.3 Results 

Given the fifteen tested scenarios differentiated by the CV percentage penetration (0%, 10%, 

20%, 30%, and 40%), and demand loading (60%, 80%, and 100%) implicitly representing peak 

and off-peak traffic; the proposed 3 test cases demonstrated that the CV technology can enhance 

traffic safety in freeways, if the percentage of CVs is significant (e.g. 30-40%) and the CV 

technology is accompanied by advisory speed reflected on VMSs on not only upstream but also 

downstream of the incident location despite of scenario 1. In other words, applying V2V, V2I 

and advisory speed application significantly improve CVs efficiency and leads to higher safety 

and mobility enhancement in freeways.  

Figure 4.4 shows the average travel time for all 3 test cases. It illustrates how applying CV 

system leads to decreasing travel time and improving mobility index in different congestion 

levels. 
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Figure  4.4 The average P2P travel time for all 3 test cases (sec) [6, 36] 

 

Table 4.2 shows the overall ORCI for every demand loading and CV percentage. As shown, 

applying 40% CV in our proposed scenario in which V2I includes transmission of warning 

messages with advisory speed and re-routing guidance, the highest increase on safety benefit can 

be achieved. Advisory speed helps drivers adjust their speed and change their lane at the proper 

time in upstream and downstream of incident. The findings conform to the other research’s 

findings in the context of the network capacity development [131]. 

 

 

 

 

 

 

 

 

0

100

200

300

400

500

600

700

800

900

1000

No CV 10% CV 20% CV 30% CV 40% CV

S
ec

o
n

d
s 

60% demand factor

80% demand factor

100% demand factor



90 

 

Table  4.2 The overall ORCI for all 3 test cases [6, 36] 

 
ORCI 

 

 

No CV - 10% CV 

 

 

No CV - 20% CV 

 

 

No CV - 30% CV 

 

 

No CV - 40% CV 

 

 

60% demand 

factor 

 

 

1.32 

 

1.71 

 

3.41 

 

4.47 

 

80% demand 

factor 

 

 

1.51 

 

1.79 

 

3.63 

 

4.43 

 

100% demand 

factor 

 

 

1.52 

 

2.19 

 

3.32 

 

4.11 

 

In the rest, we study every 3 test cases individually in terms of travel time and crash 

likelihood. 

4.3.3.1 Test case 1: 60% demand loading 

Figure 4.5 shows the average P2P journey time along the specified route in the network for six 

10 minutes intervals from 7 AM to 8 AM when demand factor is 60%. It also indicates that 

developing CV system decrease P2P travel time for all intervals leading to mobility 

improvements.  
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Figure  4.5 P2P journey time (sec) in tested network (60% demand load) [6] 

 

Although implementing 40% CVs cause to have the highest mobility improvements, its 

travel time difference with 20% and 30% CV seems not to be significant. Thus, an ANOVA test 

has been performed. 

Results of ANOVA test (Table 4.3) shows that on the subject of travel time there is a 

significant difference between and among groups.   
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Table  4.3 ANOVA Test for 60% demand loading [6] 

 

 

The first column shows the sources of variation, the second column shows the sums of 

squares (SS), the third shows the degrees of freedom (df), the fourth shows the mean squares 

(MS), the fifth shows the F ratio, the sixth shows the probability value, and the last one (F_crit) 

shows the critical value of F which is a function of the degrees of freedom and the significance 

level (95%). If F ≥ F_Crit, the null hypothesis is rejected. The mean squares are always the sums 

of squares divided by degrees of freedom. 

The crash likelihood measure which is calculated based on the formula presented in [16], is 

showed in Figure 4.6. It shows that developing CV reduce the crash risks and consequently 

improving safety applications. Higher percentage of CV leads to higher safety benefits achieved 

during the network. 

Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

20% V2V 6 1843.457 307.2428 260.8487

30% V2V 6 1737.139 289.5232 248.835

40% V2V 6 1621.007 270.1678 304.8276

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 4126.342 2 2063.171 7.599051 0.005258 3.68232

Within Groups 4072.557 15 271.5038

Total 8198.899 17



93 

 

  

Figure  4.6 Crash likelihood prediction (60% demand load) [6] 

 

.  

The ANOVA test (Table 4.4) shows that the difference between the first three CV groups 

(0% CV, 10% CV, and 20 % CV) is significant at the 95% level of confidence, however it 

cannot be concluded that the difference between 10% CV and 20 % CV is also significant. 
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Table  4.4 ANOVA Test for 60% demand loading [6] 

 

 

4.3.3.2 Test case 2: 80% demand loading 

Figure 4.7 shows the average P2P travel time from 7 AM to 8 AM in the tested route in the 

network. Similar to test case 1, CV system improves mobility index by reducing journey time in 

the network, especially in the case of 40% CV where 44% mobility enhancement is achieved 

(Figure 4.4). 

 

Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

0% V2V 6 -65.26 -10.8767 0.32717

10% V2V 6 -73.1726 -12.1954 0.265781

20% V2V 6 -75.4926 -12.5821 0.244166

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 9.594338 2 4.797169 17.19177 0.000131 3.68232

Within Groups 4.185581 15 0.279039

Total 13.77992 17
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 Figure  4.7 P2P journey time (sec) (80% loading) [6] 

 

Moreover, the ANOVA test proves that there is a significance difference amongst all CV 

categories at the 95% level of confidence (Table 4.5). 
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Table  4.5 ANOVA Test for 80% demand loading [6] 

 

 

Figure 4.8, similar to test case 1, shows that CV reduces the crash risk and as the result 

improves the safety index for 80% demand loading. This improvement is also showed in 

Table 4.2 in terms of ORCI index where the impact of CV is noticeable for 40% CV by receiving 

the value of 4.43. 

Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

Non V2V 6 3493.142 582.1903 757.4929

10% V2V 6 2864.371 477.3952 520.8418

20% V2V 6 2498.108 416.3513 36.64266

30% V2V 6 2228.229 371.3715 118.1943

40% V2V 6 1924.6 320.7667 54.65047

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 245390.2 4 61347.55 206.1656 9.48E-19 2.75871

Within Groups 7439.111 25 297.5644

Total 252829.3 29
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Figure  4.8 Crash likelihood prediction (80% loading) [6] 

 

Figure 4.8 also illustrates that the effect of 10% and 20% CV is approximately similar. Thus, 

the ANOVA test is calculated (Figure 4.6). It shows that there is a significant difference at 95% 

level of confidence. 
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Table  4.6 ANOVA Test for 80% demand loading [6] 

 

 

4.3.3.3 Test case 3: 100% demand loading 

Similar to test cases 1 and 2, the experiments have been designed to replicate 1 hour AM peak 

(7-8 AM) for 6 time intervals. As shown in Figure 4.9, for 100% demand factor, the average P2P 

journey time is decreased where CV is implemented in the network. In this test case, 

implementing 40% CV leads to 31% mobility improvements as Figure 4.4 already showed. 

Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

0% V2V 6 -55.9758 -9.3293 0.426793

10% V2V 6 -65.022 -10.837 0.31915

20% V2V 6 -66.7052 -11.1175 0.637872

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 11.09926 2 5.549628 12.03115 0.000763 3.68232

Within Groups 6.919074 15 0.461272

Total 18.01833 17
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Figure  4.9 P2P journey time (sec) in tested network (100% demand load) [6] 

 

The ANOVA test demonstrates a significance difference amongst all CV categories for test 

case 3 at the 95% level of confidence (Table 4.7). 
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Table  4.7 ANOVA Test for 100% demand loading [6] 

 

 

Crash likelihood measure for this test case shows that CV decreases the incident risk and 

consequently improves the safety benefit (Figure 4.10). Moreover, Table 4.2 showed that 40% 

CV has the highest effect in 100% demand loading where the ORCI value is more than 4. 

Anova: Single Factor

SUMMARY

Groups Count Sum Average Variance

Non V2V 6 5286.71 881.1183 3581.319

10% V2V 6 4641.8 773.6333 3525.815

20% V2V 6 4271.688 711.9479 3585.488

30% V2V 6 3948.02 658.0033 2505.048

40% V2V 6 3570.94 595.1567 2175.278

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 289506.3 4 72376.58 23.54024 3.62E-08 2.75871

Within Groups 76864.74 25 3074.59

Total 366371.1 29
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Figure  4.10 Crash likelihood prediction in tested network (100% demand load) [6] 

 

Unlike test cases 1 and 2, Figure 4.10 shows that the effect of 30% and 40% CV on 

improving incident probability is somehow similar as in some intervals their values are almost 

the same (violet line tangents the light blue line).  

 

4.3.4 Interpretations of results 

Comparing all these three cases indicates that the value of mobility index gets lower as the 

demand factor increases. The average P2P journey time in the tested route for 80% demand 

loading is 44% higher than the case of 60%. Also, this amount for 100% demand factor is 117% 

and 51% higher than corresponding value for 60% and 80% respectively.  

The impact of the CV on traffic safety index in the all test cases leads to a further finding. As 

the ORCI values in Table 4.2 indicate, higher percentage of CV in the network (40%) has the 

more efficiency in non-overloaded freeways (4.47 vs. 4.11).  
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4.4 Scenario 3 

Previous case studies have mainly focused on the potential of using CV system to improve 

mobility and safety under several congestion levels in the examined network. In this case study, 

we have developed an integration of a wireless network simulator and a vehicle traffic simulator 

for the purpose of implementation and evaluation of DSRC based vehicular communication 

protocols and their applications in the context of ITS. PARAMICS simulator was used to model 

the traffic flow and required CV extensions to create location-specific incidents and collect 

traffic information. However, it does not have the ability to simulate different communication 

protocols and network parameters; therefore, OPNET discrete event simulator has been used to 

implement and evaluate the real-time V2V and V2I communications, including addressing, 

routing, and propagating messages. Integration of these two simulators helped us to evaluate 

various DSRC ranges to detect failure and latency of communications. 

The results of designated test case 1 on the integrated simulations show the sensitivity of data 

transmission rate, data loss and delay to DSRC communication range of RSUs. Moreover, results 

of test case 2 indicate how the penetration rate of CV has impacts on overall throughput and data 

packet drops of the whole network. 

 

4.4.1 Study area and design of experiment 

Evaluation scenarios using the traffic network (Figure 4.1) were simulated for the morning AM 

peak traffic from 7:00 AM to 8:10 AM.  The first 10 minutes was considered as a warm-up 

period and was disregarded from the evaluation. Since evaluations were meant to demonstrate 

wireless simulation capabilities, the traffic demand used in the experiments was calibrated to 

provide a reasonable reflection of peak-hour traffic conditions.  For each scenario, statistics were 

recorded in CSV file every 25 seconds and used as the input for OPNET simulation. 

Specification of the simulation is mainly the same as scenario 2 (Figure 3.3), an incident that 

blocks one lane was generated at predefined location and start time between 7:20-7:30 A.M. 

After 15 minutes, the incident and its relevant congestion would be cleared from the network. 



103 

 

 Since PARAMICS does not allow location collision to be specified, additional program 

modules have been added to ensure that a specified vehicle would be implicated in a collision 

and the time and location of the incident are exactly defined. The CV that detects the incident or 

is involved in the incident sends warning messages to other CVs. Next all the CVs which were 

informed about the incident send messages to the nearest RSU in DSRC range. RSU then notifies 

the control center which decides about the next action and informs all the relevant RSUs and 

they, in turn, advise all the vehicles which fall into the DSRC range defined for them. Also, 

RSUs should notify the VMS to inform non-CV about the warning messages.  

After simulation ends in PARAMICS, the CSV trajectory file was converted to the XML 

input file for the OPNET. As mentioned in chapter 3, the file includes information about id, type, 

coordinates and speed of vehicles. In the wireless simulation environment the fixed nodes were 

created and the location of mobile nodes would be initiated. In particular, each fixed node in 

OPNET corresponds to a CV device (i.e., RSU or VMS) and each vehicle in PARAMICS is 

represented as a mobile node in OPNET. Each node performs different functions such as data 

collection, exchange, process, and dissemination.  

The facility of providing vehicular internet access has to be supported by fixed WLAN  such 

as IEEE 802.11 (WiFi) [21] or by WPAN such as IEEE 802.15 (Bluetooth) [132]. In this 

scenario, the simulation environment is defined to have WiFi communication protocol to 

implement IEEE 802.11p as the vehicular internet access system for V2V and V2I 

communications. 

After every time intervals (25 seconds) the placement of mobile nodes was updated [27]. 

When the location of one vehicle did not change after 4 times interval in OPNET, which means 

in programmed task that the incident happened, the same scenario of the V2V and V2I 

connections, message propagation and accident clearance, simulated in PARAMICS, were 

modeled in OPNET and the results were recorded.  

When a vehicle comes in the predefined DSRC range of a RSU, a communication link is 

established. This link is created as the vehicle comes within range and will be disconnected after 

it passes the coverage threshold of DSRC range. If the communication is possible with more than 

one RSU from a given location, the closest RSU is always selected which communication should 
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be established. This will eventually help to have strong signals or other communication 

parameters. 

The essential details of the nodes such as buffer size are the default amounts defined in 

OPNET for WiFi simulation environment. However, bandwidth of every RSU is defined 54 

Mbps [133]. 

 

4.4.2 Results 

All the results of the test cases are extracted from the OPNET Modeler at global and object level. 

4.4.2.1 Test case 1 

The first proposed case study was duplicated in OPNET with various DSRC range (100-1000 

meters) defined for RSUs to determine its impacts on data traffic transmission rate, data dropped 

and delay. This data was recorded for 10 minutes interval in OPNET; therefore, the average 

values were provided for further interpretation. In conducting the experiment, to have better 

results, while the communication range was varying, other implicit factors such as the percentage 

of penetration rate of CVs or demand loading was assumed constant. The selection of these 

parameters was based on the best results obtained from scenario 2. Given that, the percentage of 

CV is selected to be 40%, while the demand loading is 100% to reflect a typical AM Peak 

weekday traffic level.  

Table 4.8 presents the results from 10 simulation runs with 10 various communication ranges 

executed in OPNET. They are at the object level and extracted from RSU node statistics. The 

output results show that longer communication ranges lead to a higher frequency of data 

transmissions as vehicles are able to come within range of more RSUs and more vehicles are 

able to communicate with them. It is due to the ability of infrastructures to capture new vehicles 

on additional links in the network. Therefore CV may then upload the messages to more than one 

RSU. 

A certain delay usually exists between the moment a message is sent and the moment it is 

received at a RSU. In the simulation model, the essential factor affecting latency is the time 

needed for a vehicle to come within range of an RSU. In reality, data communication factors 

could also add more delays. The importance of considering latency is linked to its potential 
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impacts on safety and mobility applications. The age of received information may also play a 

critical role, as received data will gradually lose usability. An increase in communication range 

leads to lower delay at every RSU. 

This reduction in delay, as range of RSU increases, is explained by a greater number of 

opportunities for vehicles to come within range of an RSU. However, as it can be seen in 

Table 4.8, after increasing the communication range to 800 meters and more, there is a 

substantial increase in delay and also data drops. It can be explained by having the buffer full. 

With an increase in the number of vehicles communicating with RSUs, the buffer may become 

full. When this happens, older messages are discarded to make room for newer ones. This delay 

links with the number of messages dropped due to a full buffer. 

Table  4.8 The effects of DSRC range for every RSU 

 

RSU in 

Range (m) 

Average data traffic 

transmission rate per RSU 

(Packet/sec) 

Average Data Dropped 

(Buffer overflow) 

Packet/Sec 

 

Delay for every 

RSU (Sec) 

100 58.1 0 55.6 

200 66.3 0.1 53.6 

300 73.4 0.45 42.4 

400 85.1 7.4 33.1 

500 98.7 11.3 28.9 

600 122.5 29 16.4 

700 147.5 32.5 11.6 

800 169.4 69.8 27.4 

900 194.2 91.2 46.5 

1000 218.4 124.5 56.2 
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In order to validate our results, we used clustering method to compare distance amount 

between each group. Groups of DSRC range with their assigned values are used in Minkowski 

formula where r=1 (Manhattan measure): 

         ∑         
  

 

 

 

   
                                                                                               (4.1) 

The highest distance amount is between groups of 700 and 800 meters of DSRC ranges. This 

amount is also high in 800-900 and 900-1000 meters groups. Interpretation of these amounts 

shows that when we change the RSU ranges from 700 to 800 meters and then higher amounts, 

the output which are data packet drops and delay are getting increased and worsen.  

Therefore, the optimum range for DSRC, as the effective communication range, is around 

600 to 700 m, at most, whereas the demand loading is 100% in the network. This conforms to 

our assumption in scenario 2 when we considered these amounts for simulating DSRC based 

V2V and V2I in week day’s traffic density.  

As the consequence, if our goal is to place RSUs in the freeway to fully cover the network 

area and have the best transmission rate, the results recommend that the radius coverage of 600 - 

700 meters is preferable and effective. 

4.4.2.2 Test case 2 

In the second case study, to study the impact of penetration rate of CV on IEEE 802.11p MAC 

overall load, throughput and data drops of the whole network, we simulated scenarios with 

varying number of CV nodes ranging from 10% - 100%. The summary of results is shown in 

Table 4.9.  

Table 4.9 indicates the average number of CVs in RSU defined DSRC range at every time 

interval. This is acquired from the number of transmission attempts to the RSU node from CV 

nodes in OPNET. Table 4.9 also shows the average data traffic transmission and data packet 

dropped for overall network in global level for the whole simulation run with its different nodes 

and modules (i.e. RSU, CV, etc.). This data was extracted from OPNET for every 10 minutes 

time interval and the average amounts of all intervals used for the interpretation.   
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In order to have precise results, the demand loading and DSRC range are constant, 100% and 

800 meters respectively; while the percentage of CV is variable. Demand loading is to present 

typical week days and DSRC range is its associated number as in [27]. 

Table  4.9 The effects of percentage of CV on the network parameters 

CV 

penetration 

rate (%) 

Average number of 

CV in RSU range 

(Veh/RSU) 

Average data traffic 

transmission – Throughput 

(Packet/Sec) 

Average data packet 

dropped – Buffer 

overflow (Packet/Sec) 

10 11.9 41.0 16.3 

20 24.3 47.2 27.5 

30 36.7 56.4 37.1 

40 45.2 89.0 70.8 

50 59.7 110.7 166.9 

60 73.1 124.4 221.8 

70 88.2 143.9 293.7 

80 91.7 172.8 387.7 

90 105.0 193.7 479.2 

100 120.4 224.3 591.0 

 

Table 4.9 shows the results summary of 10 test case simulations varying the percentage of 

CV in the network. As the percentage of CV increases, throughput and data dropped increase 

since more CV leads to more V2V and V2I connections. Although, as shown in Table 4.9, when 

there is 40% of CV and more, the throughput and number of packet dropped (due to buffer 

overflow) increase drastically. This can be explained by the fact that having more percentage of 
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vehicles lowering their speed, as they get aware about the incident ahead, will lead to more 

congestion on the routes the traffic is being advised to decrease speed and proves the adverse 

results on improving travel time while having more than 40% of CV in scenario 2 [13]. 

Moreover, when a large number of fixed and mobile nodes are contending to access connections 

and data transmissions, because of full buffer, the number of overall data packet dropped in the 

network grows. This may lead to the lost or delay of message transmission in RSUs and as the 

consequence, a percentage of vehicles will not receive the warning messages about the possible 

incidents in their route. In other words, if we have loss or delay for message transmission, RSUs 

will not transmit this message on time, so VMSs will have delay to show the message and some 

of the vehicles would miss the warnings. This will cause a congested area around the incidents 

which will have negative effects on safety and mobility indices. 

These results are expected to vary based on the distances between RSUs. The above results 

are related to 800 meter DSRC range, but it can be different when we, for example, consider 600 

meters as the communication range. However, reducing the distance between RSUs excessively 

might not be interesting for companies which are using these results to select the number of 

infrastructures for the real world implementation, since the expenses may get high and not 

affordable. This impact of different RSU distances, on the selection of optimum percentage of 

CV to have the least load and throughput, is left to the future works. 

4.5 Summery 

This chapter we presented 3 scenarios in order to evaluate the proposed CV system. The first 2 

scenarios were presented to assess the impact of CV system on improving mobility and safety 

indices. In scenario 1, we showed the percentage CVs in the network is effective on improving 2 

indices where applied V2V and V2I is accompanied with advisory speed and re-routing 

guidance. However, this scenario had some limitations. For instance, DSRC was not 

implemented as the communication range for V2V and V2I. Also, the advisory speed was only 

designed and implemented for upstream of the incidents. 

In scenario 2, we solved the mentioned limitations. Also, more percentages of CV have been 

examined. We developed predefined incident to precisely study the effect of CV system in 

collision event. In this way the conditions of all simulation runs were somehow the same.  We 
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assessed 3 test cases which were different in terms of demand loading and again, we showed 

improvements on safety and mobility indices where CV system is applied in the network. 

In scenario 3, in order to evaluate critical factors concerning V2V and V2I, we studied the 

throughput and load of the system. By investigating 2 test cases we presented the optimum 

selection of DSRC range and CV percentage. These selections decrease the data packet loss and 

delay of the communications to effectively ensure that warning messages will be received by 

RSUs and vehicles, and then safety and mobility improvements can be made.  
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Chapter 5: Conclusion and Future works 

5.1 Thesis Summery and Contributions 

In this research study, we aimed to implement, simulate and assess the performance of CV 

system, which are an emerging type ITS, to fulfill our proposed goals. We developed V2V and 

V2I communications based on DSRC to: (1) evaluate the effect of CV system in the case of 

collision occurrence on improving safety and mobility benchmarks, (2) study the total 

throughput and load of the system to provide insights about the effective values and sensitivity of 

DSRC range and CV penetration rate on the data loss and latency related to DSRC based V2V 

and V2I communications.  

In order to reach our goals, we used the simulation environment instead of real world as the 

field test of CV system cannot be done before actually deploying the system [5], particularly 

when testing the system needs applying costly and temporary equipment. Given that, by doing 

the literature reviews and comparing different simulators and studies, we chose PARAMICS 

traffic microsimulator and OPNET wireless network simulator, as they seemed to be the best 

selections to meet our demands through the research objectives. However, during the 

implementing CV system, we encountered problems which were needed to be solved to satisfy 

our goals. The problems were limitations of PARAMICS to (1) model V2V and V2I 

communications as the essential part of demonstrating CV system, (2) create predefined 

incidents to evaluate CV system in the case of incident occurrence. Moreover, (3) limitation of 

OPNET  and PARAMICS to solely simulate the DSRC based V2V and V2I connections, as 

OPNET does not have the ability to simulate traffic networks, junctions, vehicles, etc. and 

PARAMICS cannot simulate various network protocols and CV connections realistically.  

We addressed the above challenges and fulfilled our goals by performing the following steps 

which are also the key contributions of the research described in this thesis. They can be listed as 

follows:  

1. Applying the analysis and design of MaSE methodology to model CV system as the 

MAS. With this method, we analysed, designed and developed a DSRC based V2V 

assisted V2I traffic information system. It views the CV modules as the MAS and 
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particularly determines its various types of agents, their connections and 

conversations, as described in section 3.3.  

2. Implementation of CV system as the extension to the PARAMICS traffic 

microsimulator. As mentioned before, PARAMICS does not have the ability to 

simulate V2V and V2I connections; thus, we implemented the agent-based CV design 

of MaSE methodology and predefined incidents in PARAMICS using two APIs. The 

objective was to explore a strategy for improving safety and mobility indices under 

hazardous situations on freeways, specifically by using advisory speed and re-routing 

guidance in V2V and V2I systems, as described in section 3.4.   

3. Integration of PARAMICS and OPNET network simulators to evaluate DSRC 

protocol in CV system. Since PARAMICS itself does not have the ability to study 

critical communication factors concerning V2V and V2I, the combination of these to 

simulators have been created. We implemented CVs, CV infrastructures and IEEE 

802.11p, using WLAN protocol to simulate DSRC standard, to create V2V and V2I 

connections, as described in section 3.7. 

4. Importing vehicular trajectory file extracted from PARAMICS into OPNET to 

specifically mimic the vehicles, as the mobile nodes, and move their locations based 

on the route they took in their trip in traffic network. This includes converting the 

CSV, output file from PARAMICS, to XML to be compatible with the types of input 

OPNET accepts. The mobility trace file consists of data related to the type of the 

vehicles (CV or non-CV) and their id, coordinates and speeds for every defined time 

interval. Some extensions, such as removing the vehicle nodes as they reach their 

destinations, was programmed in process model using proto-C language, as described 

in section 3.7.1. 

5. Examining various test cases on a section of Deerfoot trail, Calgary, Alberta, as the 

tested network, to evaluate the impacts of developed V2V and V2I communications 

by estimating and disseminating traffic safety and mobility parameters. The results of 

experimentation showed overall improvement in both mobility and safety indices. 

The former benchmark was measured by the P2P travel time along the freeway, while 
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the latter was represented by the crash likelihood and the ORCI measurements for the 

rear-end and lane-change crash risks, as described in sections 4.2 and 4.3. 

6. Presenting a scenario on the integration of PARAMICS and OPNET. From the 

results, we presented the optimal selection of DSRC communication range of RSUs 

and ultimate percentage of CVs, for AM peak hour of weekday’s congestion level in 

the network, to have the least data packet drops and time latency in V2V and V2I 

communications, as described in section 4.4.  

These contributions allowed us to reach our two goals. In fulfilling the first goal, our 

approach was the first that performed the following 5 steps all together in the system, to reduce 

the travel time and crash risk which leads to the improvements of mobility and safety 

applications: (1) adding two APIs to PARAMICS to simulate CV system, (2) implementing and 

assessing both V2V and V2I in the tested network, (3) simulating DSRC standard as the 

vehicular internet access, (4) considering the implementation of advisory speed and re-routing 

applications in CV system, and (5) evaluating the whole system in the case of incident 

occurrence.  

Moreover, our approach of reaching the second goal was novel because, as to our knowledge, 

no previous research integrated PARAMICS with OPNET to implement CV system, V2V/V2I 

and DSRC protocol. Moreover, these works all together were accompanied with implementing 

incident. By examining total throughput and load of the system, we proposed the best selection 

of DSRC range and percentage of CVs in particular network conditions to improve the 

effectiveness of the system by reducing time lag and data packet drops. This will eventually help 

to enhance the safety and mobility indices in the network.  

5.2 Future Works 

While the proposed approaches have already shown promising results, there are several issues 

that can be addressed in future research:  

1. In the first approach, the assumptions that all vehicles are always able to communicate 

with RSUs in range can be relaxes. The reason is that, as the buffer overflow happens for 
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the RSU, some messages may get lost or a considerable delay would happen for the 

transmission. 

2. The integrated simulators can be used to assess data collection performance under various 

RSU placements and to determine the ideal number and placement of RSUs to achieve 

the desired performance. Performance could also be evaluated under various traffic 

demand conditions and percentage of CVs.  

3. The combined simulators can also be used to develop a prioritization strategy for 

handling message jamming or conflicting information during V2V and V2I 

communications.  

4. Different wireless protocols can be tested in CV system. For example, a Bluetooth 

interface (IEEE 802.15) can be simulated using WPAN protocol to compare its impacts 

with WiFi in different conditions to present the best selection for creating vehicular 

internet access. Moreover, simulation of HTTP or other protocols can be used to let 

vehicles connect to cloud and help them to reach their point of interests. 

5. Pedestrians can be added to simulations by using iPhone or android device nodes in WiFi 

simulation. This can be helpful to design several scenarios such as sending messages to 

people to warn them about approaching vehicles travelling a high speed (i.e. reducing 

pedestrian collision and their fatality).  

6. In order to study the behavior and the reaction of drivers after receiving warning 

messages, the possibility of sending OPNET feedbacks to PARAMICS should be 

examined. For example, different drivers’ behavior implications may be made based on 

warning messages such as illegally changing the routes to avoid the congestion. These 

behavioral issues can be modeled and captured to propose the strategies or parameters in 

order to solve them.  

7. Cost Benefit Analysis (CBA) can be used to assess the economic viability of CV 

scenarios in order to determine the optimized scenario. 

8. Last but not least, the simulation results can be implemented in real world to realistically 

evaluate the proposed system and scenarios. 
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