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ABSTRACT 

Digital watennarlcing is an enabling technology to prove ownership on copyrighted 

material, detect originators of illegally copies, and to monitor the usage of the 

copyrighted multimedia data. Currently, the most popular approach for digital image 

watermarking is the correlation-based spread spectrum technique. In this thesis, several 

novel techniques for image watermarking based on chaotic spread spectrum system are 

proposed. First, the chaotic spreading sequences are employed to spread out information 

signal instead of classical spreading sequences. Second, the chaotic parameter modulation 

is proposed to generate watermarks. The copyright information is embedded into the 

parameters of a chaotic dynarnical system. The retrieval of copyright information is then 

a problem of parameter estimation from the extracted and possibly compted watermark 

signal. Different estimation methods are designed and the performances of them are 

analysed. It is shown that the chaotic parameter modulation based on mean value 

detection is not only superior to all the other estimation approaches, but it also has a 

better performance than the conventional correlation-based spread spectrum technique in 

terms of robustness, security and payload. 
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CHAPTER 1 

In the past decade, there has been an explosion in the use and distribution of 

digital multimedia data. PCs with Internet connections have taken homes by storm and 

have made the distribution of multimedia data and applications much easier and faster. 

Electronic commerce applications and online services are rapidly being developed. Even 

the analog audio and video equipments in the home are in the process of being replaced 

by digital successors. As a result, we can see the digital mass recording devices for 

multimedia data entering the consumer market of today. 

1.1 Need for Watermarking 

Although digital data has many advantages over analog data, service providers are 

reluctant to offer services in digital form because they fear unrestricted duplication and 

dissemination of copyrighted materials. Because of possible copyright issues the 

intellectual property of digitally recorded materials must be protected [I]. The lack of 

such adequate protection systems for copyrighted contents was the reason for the delayed 

introduction of the digital versatile disk @VD) [z]. Several media companies initially 

refused to provide DVD materials until the copy protection problem had been addressed 

[3, 41. Representatives of the consumer, electronics industry and the motion picture 

industry have agreed to seek legislation concerning digital video recording devices. 

Recommendations describing ways that would protect both intelIectual property and 

consumers' rights have been submitted to the U.S. Congress [4] and resulted in the 

Digital Millennium Copyright Act 151, which was signed by President Clinton on October 

28, 1998. The European Union is also preparing such intellectual property rights 

protection for digital multimedia products including CDs and DVDs [6]. 

To provide copy protection and copyright protection for digital audio and video 

data, two complementary techniques are being developed: encryption and watermarking 

171. Encryption techniques can be used to protect digital data during the transmission 

from the sender to the receiver 181. After the receiver has received and decrypted the data, 



however, the data is identical to the original data and no longer protected. Watermarking 

techniques can complement encryption by embedding secret imperceptible signals, a 

watermark, directly into the original data in such a way that it always remains present. 

Such a watermark, for instance, can be used for the following purpose: 

Copyright protection: For the protection of intellectual property, the data owner can 

embed a watermark representing copyright information in his data. This watermark can 

prove his ownership in court when someone has infringed on his copyrights. 

Fingerprinting: To trace the source of illegal copies, the owner can use a 

fingerprinting technique. In this case, the owner can embed different watermarks in the 

copies of the data that are supplied to different customers. Fingerprinting can be 

compared to embedding a serial number that is related to the customer's identity in the 

data. It enables the intellectual property owner to identify customers who have broken 

their license agreement by supplying the data to third parties. 

Copy protection: The information stored in a watermark can directly control digital 

recording devices for copy protection purpose [9]. In this case, the watermark represents 

a copy-prohibit bit and watermark detectors in the recorder determine whether the data 

offered to the recorder may be stored or not. 

Broadcast monitoring: By embedding watermarks in commercial advertisements, an 

automated monitoring system can verify whether advertisemerlts are broadcasted as 

contracted [lo]. Not only commercials but also valuable TV products can be protected by 

broadcast monitoring [I I]. News items can have a value of over US$100,000 per hour, 

which makes them very vulnerable to intellectual property rights violation. A broadcast 

surveillance system can check all broadcast channels and charge the TV stations 

according to their findings. 

Data authentication: Fragile watermarks [12] can be used to check the authenticity of 

the data. A fragile watermark indicates whether the data has been altered and supplies 

localization information as to where the data was altered. 

Watermarking techniques are not only used for protection purposes. Other 

applications include: 



Indexing: Indexing of video mails, where comments can be embedded in the video 

content; indexing of movies and news items, where markers and comments that can be 

used by search engines are inserted. 

Medical safety: Embedding the patient's name and other information in medical 

images could be a useful safety measure. 

Data hiding: Watermarking techniques can be used for the transmission of secret 

private messages. Since various governments restrict the use of encryption services, 

people may hide their messages in other data. 

1.2 Requirements for Watermarking 

Each watermarking application has its own specific requirements. Therefore, 

there is no set of requirements to be met by all watermarking techniques. Nevertheless, 

some general directions can be given for most of the applications mentioned above: 

Robustness: A watermark should stay in the host data regardless of whatever happens 

to the host data, including all possible signal processing that may occur, and including all 

hostile attacks that unauthorized parties may attempt. It is a key requirement for 

copyright protection or conditional access applications, but less important for the 

applications of using fragile watermarks, since failure to detect the watermark proves that 

the host data has been modified and is no longer authentic. The possible signal processing 

that a watermark should be resistant to includes all data manipulations and modifications 

that the data might undergo in the transmission and storage, such as lossy compression, 

filtering, re-sampling, digital-analog @/A) and andog-digital (AD) conversion. 

"Attack" denotes the data manipulation with the purpose of impairing, destroying, or 

removing the embedded watermarks, such as noise addition, overmarking, and 

conspiracy. In general, there should be no way in which the watermark can be removed 

or altered without sufficient degradation of the perceptual quality of the host data so as to 

render it unusable. 

Imperceptibility: Another main requirement for watermarking is the perceptual 

transparency. The data embedding process should not introduce any perceptible artifact 

into the host data. On the other hand, for high robustness, it is desirable that the 

watermark amplitude is as high as possible. Thus, the design of a watermarking method 



always involves a tradeoff between imperceptibility and robustness. It would be optimal 

to embed a watermark just below the threshold of perception. However, this threshold is 

difficult to determine for real-world images, video and audio signals. Several measures to 

determine objectively perceived distortion and the threshold of perception have been 

proposed for the mentioned media [13]. However, most of them are still not perfect 

enough to replace human viewers or listeners who judge the visual or audio fidelity 

through blind tests. Thus, a watermark-embedding procedure is truly imperceptible if 

humans cannot distinguish the original data from the data with the inserted watermark. 

Security: The security of watermarking techniques can be interpreted in the same way 

as the security of encryption techniques. Kerckhoff's assumption states that one should 

assume that the method used to encrypt the data is known to an unauthorized party and 

that the security must lie in the choice of a security key 1141. For example, in many 

schemes, pseudorandom signals are embedded as watermarks. In this case, the 

description and the seed of a pseudorandom number generator may be used as the  

security keys. 

Payload: Depending on the applications, some information such as transaction dates 

and serial numbers, etc., are all needed to be inserted in a watermark signal. It is therefore 

desirable to store as much as possible information in a watermark. 

Oblivious and nonoblivious watermarking [13]: In some applications, like copyright 

protection and data monitoring, watermark extraction algorithms can use the original 

unwatermarked data to find watermarks. This is called nonoblivious watermarking. In 

most other applications, e.g., copy protection and indexing, the watermark extraction 

algorithms do not have access to the original unwatermarked data. This renders the 

watermark extraction more difficult. Watermarking algorithms of this kind are referred to 

as oblivious watermarking. Watermark recovery is usually more robust if the original, 

unwatermarked data are available. The availability of the original data in the recovery 

process allows the detection and inversion of distortions, which change the data 

geometry. This helps, for example, if a watermarked image has been rotated by an 

attacker. 



1.3 Overview of Previous Works on Image Watermarking 

Most watermarking research and publications are focused on images. The reason 

might be that there is a large demand for image watermarking products due to the fact 

that there are so many images available at no cost on the World Wide Web, which need 

to be protected. Moreover, the method for image watermarking can also be extended and 

applied to video and audio data, etc.. 

The year of 1993 can be considered the beginning of the digital image 

watermarking era, although other publications from the early 1990's, such as Tanaka et a1 

1153, already introduced the idea of tagging images to secretly hide information and 

assure ownership rights. Caronni [16] describes an overall system to track unauthorized 

image distributions. He proposes to mark images using spatial signal modulation and 

calls the process tagging. A tag is a block. All possible locations in an image where a tag 

could possibly be placed are identified by calculating the local region variance in the 

image and comparing it to the empirically identified upper and lower limits. Only 

locations with minimal variances are used for tagging. He also suggests to use the 

correlation coefficient between the original and the tagged image as a measure for the 

image degradation due to the tagging process. While the idea of hiding a spatial 

watermark in an image is fundamentally sound, this scheme may be susceptible to the 

attacks of filtering and redigitization. The fainter such watermarks are, the more 

susceptible they are to such attacks. And geometric shapes provide only a limited 

alphabet with which to encode infomation. 

In the same year, approaches and ideas for digital image watermarking were 

proposed by Tirkel et al. [17] in their 1993 publication entitled "Electronic Water Mark". 

In this early publication on digital watermarking, the authors already recognized the 

importance of digital watermarking and proposed possible applications for image 

tagging, copyright enforcement, counterfeit protection, and controlled access to image 

data. Two methods were proposed for greyscale images. In the first approach. the 

watermark in form of an m-sequence-derived pseudo-noise (PN) code is embedded in the 

least significant bit (LSB) plane of image data. This method is actually an extension to 

simple LSB coding schemes in which the LSBs are replaced by the coding information. 

The watermark decoding is relatively straightforward since the LSB plane carries the 



watermark without any distortion. In the second approach, the watermark, again in form 

of an m-sequence-derived code, is added to the LSB plane. The decoding process makes 

use of the unique and optimal autocornlation function of rn-sequences [18]. A modified 

version of the paper was published in 1994 [19] titled "A Digital Watermark", and being 

the first publication explicitly mentioning, and hence defining, the term digital 

watermarking. In 1995 [20], the idea of using rn-sequences and the LSB addition was 

extended and improved by the authors through the use of two-dimensional m-sequences, 

which resulted in more robust watermarks. There are several drawbacks to these schemes. 

The most important is that they are susceptible to signal processing, especially 

requantization, and geometric attacks such as cropping. Furthermore, they degrade an 

image in the way that predictive coding and dithering can. 

Since the above-mentioned publications, the interest and research activities on 

watermarking have largely increased. Even though the number of image watermarking 

methods is very large, most techniques share some common principles. The watermark 

signal is typically a pseudorandom signal with low amplitude, compared to the image 

amplitude, and usually with a spatial distribution of one information bit over many pixels. 

In order to avoid visibility of the embedded watermark, an implicit or explicit spatial or 

spectral [21, 22, 231 shaping is often applied with the goal to attenuate the watermark in 

areas of an image where it would otherwise become visible. The resulting watermark 

signal is sometimes sparse and leaves image pixels unchanged [24, 251, but usually it is 

dense and alters all pixels of the image to be watermarked. The signal embedding is done 

by addition [26, 271, or signal adaptive addition [28], mostly to the luminance channel 

alone. The addition can take place in the spatial domain, or in transform domains such as 

the discrete Fourier transform @FT) domain [29], the full-image discrete cosine 

transform @CT) domain 130, 311, the block-wise DCT domain [19, 321 and other 

domains 133, 34, 351. The watermark recovery is usualIy accomplished by some sort of 

correlation method. Since a pseudorandom signal usually has a high auto-correlation and 

a low cross-correlation, a watermark can be detected when a high correlation value is 

observed. 

Despite the many efforts that are underway to develop and establish watermarking 

technology, watermarking is still not a fully mature and understood technology, and a lot 



of questions are not yet answered. For instance, although some correlation-based 

watermarking systems [19, 29, 3 11 claim to be robust to various processing and attacks, 

their payloads are very small. That is, only one bit can be inserted into images. The 

invisible 10,000 bits per image watermark that resists all attacks whatsoever is an illusion 

for most schemes. The realistic numbers are approximately two orders of magnitude 

lower. Even when designed under realistic expectations, watermarks offer robustness 

against nonexperts but may still be vulnerable to attacks by experts. Therefore, we 

propose some new watermarking techniques based on chaotic spread spectrum, which 

can improve the robustness performance and increase the payload of watermarks at the 

same time. 

The thesis is organized as follows: 

Chapter 2 gives a review of the conventional correlation-based spread spectrum 

watermarking scheme. The detections with and without the original image available are 

both discussed. The performances of them are also analysed and tested. 

In Chapter 3 we show the use of chaotic spreading sequences in the conventional 

correlation-based spread spectrum watermarking scheme. The chaotic spreading 

sequence is noise-like, wideband, and it possesses good auto-correlation and cross- 

correlation properties. Meanwhile, it is very easy to generate and store. Thus, the use of 

chaotic spreading sequences is superior to the use of classical spreading sequences, such 

as m-sequences and Gold sequences. 

Chapter 4 presents a watermarking scheme based on chaotic parameter 

modulation. The copyright information will be stored in the parameter of a chaotic 

dynamical system and the detection of them becomes the problem of estimating the 

parameter. The proposed approach does not require the synchronization of a spreading 

sequence. Thus, the detection procedure is greatly simplified. Furthermore, since the 

chaotic parameter modulation is originally proposed for analog communications, it can 

modulate the information of numerical value directly so that the payload of watermarks 

can be increased. However, the robustness performance of this method is not so desirable. 

Finally, in Chapter 5 we propose a noveI watermarking scheme by using chaotic 

parameter modulation based on mean value detection. It solves all the problems 

encountered in the conventional spread spectrum technique and the chaotic parameter 



modulation based on other estimation methods- It is shown that the new scheme is 

successfully resistant to all attacks while the payload is maintained high. 

Conclusion remarks are given in Chapter 6. 



CHAPTER 2 

CONVENTIONAL CORRECATION-BASED SPREAD SPECTRUM 

WATERMARKING 

2.1 Introduction 

Currently, the most popular approach for digital watermarking is the correlation- 

based spread spectrum (SS) technique [27, 29, 36, 373, which follows the idea of the 

direct-sequence spread spectrum (DSSS) modulation for communications. Figure 2.1 

illustrates a model for spread spectrum communications, in which a narrow band signal is 

transmitted over a much larger bandwidth by the use of a PN sequence. The signal energy 

present in any single frequency is so small that it has a low probability of being detected 

and intercepted. 

Transmission noise 

Message 
Encoder Modulator Channel Decoder * 

Figure 2.1 A modei of a spread spectrum communication system 

When the same rationale is applied to watermarking, images are viewed as 

communication channels. Correspondingly, the watermark is viewed as a signal that is 

transmitted through images. Image distortions, which are introduced by processing or 

attacks, are thus treated as noises that the immersed watermark must be immune to. 

Figure 2.2 shows the block diagram of a watermarking system as spread spectrum 

communications. The watermark is also spread over many frequency bins so that the 

energy in any one bin is very small and hence undetectable. Nevertheless, since the 



location and content of the watermark is given in the extraction process, it is then 

possible to combine these many weak signals to form a single signal with a high signal- 

to-noise ratio (SNR). Another advantage of this approach is that to destroy such a 

watermark would require adding noises to d l  frequency bins. In other words, the quality 

of the original image will degrade greatly well before the watermark is lost. 

Image distortions 

Message 
Encoder Watermark Watermark Decoder w 

Figure 2.2 Watermarking as spread spectrum communications 

As mentioned in Chapter 1, watermarking can be divided into two categories: 

nonoblivious watermarking and oblivious watermarking. In this Chapter, both of them 

are described and the performances of them are anaiysed. 

2.2 Conventional Spread Spectrum Nonoblivious Watermarking 

In a conventional SS watermarking system, the information signal that is to be 

inserted into watermarks has to be first encoded into a sequence of binary values denoted 

as (b(O), b(l),.--b(i), 0--b(L - 1)) , where b(i) E (1,-1) and L is the length of the binary 

sequence. Each bit is modulated by multiplying with a PN spreading sequence 

p= (po, p, , a - - .  p,,,-,), where N is the length of the spreading sequence. The modulated 

signal is then used as the watermark, that is, x(i) = b(i)p . To embed a watermark, a 

sequence of N values from the original image has to be extracted and to be added to the 

watermark, i.e., for i E {O,l,---, L -1) 

w, = v, +ax, ( i )  = v, + &(i)p , ,  (2.1) 

where x,(i) is the nth element of x ( i ) .  v,, is the nth element of the vector 

v = (v, , V, , --, V, ,. - , v ~ - ~  ) which is the N original image pixel values where the 

watermark signals are inserted. w = (w, , w, , - , w,, ,* m e .  w,-, ) is the watermarked signal 



and will be inserted back into the image in place of v to obtain the watermarked image 

for transmission. a is a scalar used to amplify or attenuate the power of the watermark 

signal. If a watermark is to be embedded into different images, the value of a will be 

adjusted to make sure that the watermark is invisibly embedded into them. There is a 

tradeoff existing in the selection of a since the energy of a watermark must be low to 

keep it perceptually invisible but is preferred to be high to increase the SNR for detection. 

Different images may exhibit more or less tolerance to modifications. Thus, we can view 

a as a relative measure of how much one must alter v, to alter the perceptual quality of 

the image. A large ameans that one can perceptually "get away" with altering the image 

pixel v, by a large factor without degrading the image. 

Since the original image is available at the receiver end, the watermark can be 

extracted by simply reversing the insertion procedure. That is, 

1 ,  
y(i) = -(w - v), 

a 

where y(i) is the retrieved watermark and w' is the watermarked image signal which 

may be corrupted by image processing and attacks. If we let d be the distortion, we have 

To detect the information bit b(i) , the correlator given below is applied 



N-t N-1 1 
where the two summations Z1 = b(i) p,2 and = - d,  pn in (2.4) correspond to 

n = ~  n* Q! 

the correlation sums from the watermark and the distortion respectively. When there is no 

distortion, we have d, = 0, and so Z2 = 0 .  Since pn2 is equal to 1, the sign of XI will be 

the same as that of b(i). Thus, the information bit can always be detected correctly if there 

is no distortion introduced to the watermarked image. 

However, when distortions exist, i-e., d, # 0 ,  the correlation sum between the 

distortion and PN sequence, Zz, will have an impact on the detection results. And now, 

there is no guarantee that we can always retrieve Mi)  correctly. A bit error occurs if 6(i)  

obtained in (2.4) is not equal to sign(2,). That is, Z1 < -Z2 when the transmission bit is 

1 or Z1 > - when the transmission bit is -1. Therefore, the probability of detection 

error can be written as 

Assume that the distortion is white Gaussian noise with zero mean and variance 

od2, and that the PN sequence has a mean of & and variance of &. Since the distortion 

d, and the PN sequence p, are uncorrelated, the variance of Z2 can be obtained as 



N-l N-1 

can be expressed as 2, = E b ( i ) p n 2  = b ( i ) x  pn2 . I€ N is sufficiently large and p. is 
n=O n=O 

ergodic, it is given that 
1 N-I 

E[P,'I = -z P,'. 
N n=O 

N-I 

Then we have pn2 = N E [ ~ , ' ]  = ~ ( f l , '  + a,' ) . and hence 
n=O 

Substituting (2.6) and (2.8) into (2.5), the probability of detection error is obtained as 

Equation (2.9) shows that the error probability gets smaller when the power of the 

PN sequence is iarge or when the power of the distortion is small. In other words, the 

larger the ratio between the power of the watermark signal and the power of the 

distortion, the smaller the value of the error probability is. If we define this ratio as SNR, 

we have 

SNR = n p -  +PP- 
od2 ' 

Then the probability of detection error can be written as 



It is desirable that the SNR is as large as possible. However, for the watermark 

application there is a practical upper limit on the power of a PN sequence. It cannot be 

too large; otherwise the watermark will be perceptually visible in the image. 

According to (2.1 l), the length of the PN sequence, N, also has an impact on the 

error probability. The smaller the error probability is, the longer the sequence required. 

However, N is also limited by the size of the original image. For instance, given a 

256x256 image, if a PN sequence of N =lo24 is used, the maximum number of 

information bits that can be embedded into the image is L = 
256 x 256 

=64. 
1024 

It should also be noted that (2.11) is derived under the condition of perfect 

synchronization. In other words, (2.11) is the ideal performance when there is no 

synchronization error. However, in many practical situations such as the well-known 

attack "StirMark" [38], in which pixels in the derivative image are placed at subtly 

distorted positions relative to those in the original watermarked image, synchronization is 

not quite possible. In these cases, the undistorted reference image is needed to identify 

the distortions that have been made. Or all possible shifts of the PN sequence have to be 

evaluated to identify the correct shift for PN sequence synchronization. No matter which 

method is employed, the synchronization procedure is cumbersome and complex, 

especially for PN sequences with a very large cycle. 

2.3 Conventional Spread Spectrum Oblivious Watermarking 

In the oblivious watermarking the original image is not available in the watermark 

detection process. The correlation is so applied between the watermarked pixel w' and 

the PN sequence p . The response of the comelator is given by 

If no manipulation has been applied to the watermarked image, we have the 

extracted watermarked pixel equal to the original one. The information bit is retrieved as 



i ( i )  = sign (b  -(-w#-p)) h 
J 

N-1 

Apparently, (2.13) is very similar to (2.4). The two summations, 2, = xb(i)p,'  and 

N-1 1 
Z2 = ~ - v n p n  , contribute to the comelation results. The only difference is that the 

n=o 

distortion d. in (2.4) is replaced by the original image pixel v.. In other words, the image 

is basically considered as channel noise and cannot be deducted in the oblivious 

watermarking. 

Assume that the image pixels being watermarked have the mean ,t& and variance 

oV2. Following (2.1 I), the probability of emor for the SS oblivious watermarking when no 

distortion is applied can be written as 

But here, the SNR is different from the one in (2.10) because the noise here is the image 

pixel v. instead of the distortion d.. Thus, the SNR that is the power ratio of the PN 

sequence and the noise can be presented as 

SNR = - .  

Equation (2.14) shows that the error probability of detection in the oblivious 

watermarking depends on the power ratio between the PN sequence and the image pixels 

if no extra distortions are introduced. Since the amplitude of a watermark should be kept 



low enough to be imperceptibly embedded in images, the power of image pixels will be 

very significant compared to the power of watermark signals. Thus, the probability of 

detection error may be very large even when no distortion is applied to the watermarked 

image. This explains why watermark detection is normally more robust with the original 

image available. 

When the watermarked image is subjected to distortions, the performance of the 

SS oblivious watermarking becomes even worse. The extracted watermarked data will be 

w: = wn +dn = v n  + q ( i ) + d n .  (2.16) 

And the correlation is applied as 

1 N-I 

' + - E ( v n  +dn)Pn) 
a n=O 

Following (2.4) and (2.1 I), (2.17) can also be written as 

PC = C $ { a j ~ ) .  -I5 (2.18) 

However, as shown in (2.17) the noise in the detector here is the combination of the 

image pixel and the distortion. Thus, the power of noises here will be even stronger 

compared to the one in (2.13) where only the image pixel is considered as noise. 

Accordingly, the value of SNR will be even smaller. And so there will be more detection 

errors. 

2.4 Performance Test 

In order to evaluate the performance of the conventional correlation-based SS 

watermarking scheme, a binary information sequence is generated. The most widely used 

PN sequence, m-sequence, is employed in this study to spread out the information bits. 

The image 'ZenaT' is used as the host data as shown in Figure 2.3, and the watermark 

signal is added to it. 



The scalar a is selected equal to I for this host image. And the watermarked 

image is shown in Figure 2.4. It is seen that the watermarked image has a little bit darker 

background than the original one due to the embedding of watermarks. However, if 

another image is used, saying the image "Slope" as shown in Figure 2.5, the watermarked 

image as shown in Figure 2.6 seems almost the same as the original one with the use of 

the same watermark signal and the same a Hence, for different host images, all the 

watermarking procedure is the same except that the value of a should be evaluated to 

guarantee the embedding of watermarks does not introduce any perceptible distortion into 

the host image. For the same host image, it is obvious that the larger the a is, the more 

distortion is introduced to the image. 

Figure 2.3 Original image of "Lena" 

The watermarked image will be subjected to a series of image processing and 

attacks, including image resizing, cropping, rotating, median filtering and JPEG 

compression. These manipulations are preliminary, but show resilience to certain types of 

common processing. And they will be used through the whole thesis as the tests of 

robustness performances for different watermarking schemes. 



Figure 2.4 Watermarked image of 'Una" with a= I 

Figure 2.5 Original image of "Slope" 



Figure 2.6 Watermarked image of "Slope" with a= 1 

Since robustness of a watermark refers to how much copyright infonnation still 

can be retrieved after the original watermarked image is distorted by some manipulation, 

we use bit error rate (BER) to evaluate robustness of the watermarking scheme for binary 

information sequences. BER is calculated by comparing the original binary information 

sequence with the retrieved one, and dividing the number of the error bit by the total 

amount of the information bits. Each application has its own requirement for an 

acceptable value of BER. There has not been a standard for BER values in all 

waterrnarking applications. According to our experience, the acceptable value is set 

below 0.1 because under this value we can use error control codes 10 correct the wrong 

retrieved bit 1351. The results from simulations are compared to the analytical expressions 

of (2.1 1) and (2.18). 

A. Image resizing 

Image resizing changes the size of an image by using a specified interpolation 

method. The simplest one is the nearest neighbourhood interpolation [39]. When the size 

of the original image is enlarged, the extra pixels having the same values as those of the 

nearest pixels are interpolated. When the size is shrunk, the original pixels are sampled to 



create a new one. By doing so, some image pixels are removed, and part of the 

watermark signal that is added to these removed pixels is removed as well. To analyse 

this effect we resize the image to 3/4 of its original size, as shown in Figure 2.7. That is, 

for every 4 columns or rows, there is one column or row of pixels being removed from 

the original image. This process resuIts in a considerable loss in fine details, when we 

compare Figure 2.7 with Figure 2.4. 

Figure 2.7 The image being resized to 3/4 of its original size 

In this study, seven resizing parameters are set as 0.375,0.5,0.75,0.875, 2,4, and 

8 respectively, showing how many times the watermarked image is resized to its original 

size. Corresponding to the large value of the resizing parameter the SNR is also high. 

When we have the length of the PN sequence as a constant, saying 1023, the empirical 

and theoretical BER curves of using the SS nonoblivious and oblivious watermarking 

techniques are depicted in Figure 2.8. 

It is seen from Figure 2.8 that the curve of the empirical BER values is very close 

to the theoretical one which is obtained by the analytical expressions of (2.1 1) and (2.18). 

When the resizing parameter is large, the BER has a small value. In other words, when 



the SNR is high there are less detection errors. Meanwhile, the performance of the SS 

nonoblivious watermarking is much better than the SS oblivious watermarking. This is 

because, as we have mentioned before, the channel noise, which is introduced by the 

original image pixels, can be deducted in the nonoblivious watermarking. Hence, the 

SNR in the nonoblivious watermarking is  much lower than the one in the oblivious 

watermarking. 
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Figure 2.8 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the resizing attack for different resizing parameters 

The second test is based on the assumption that the SNR is a constant. For 

instance, we set the resizing parameter as 0.75, and the BER values can be obtained given 

different sequence lengths N. Considering the case of N = 63, 127, 255, 512 and 1023, 

the theoretical and empirical BER curves for both SS nonoblivious and oblivious 

watermarking are depicted together in Figure 2.9. It is seen that as the increase of the 

sequence length the detection error becomes less, which is consistent with the expression 

of the error probability in (2.11) and (2.18). Especially for the nonoblivious 

watermarking, the empirical BER curve is very close to the theoretical one. 



Sequence length 

Figure 2.9 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the resizing attack for different sequence lengths 
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B. Image cropping 

The second kind of attacks due to image processing that a watermarked image 

usually encounters is image cropping. Figure 2.10 shows a cropped version of the 

watermarked image in which only the left comer of the image survives and the rest part is 

cut off. The watermark signals added to these removed image pixels are also lost. The 

larger part of the image is being cropped, the more watermark information will be lost. 

This explains why a good strategy for image watermarking is to spread out information 

signals everywhere of the image so that the damage caused by cropping will not be too 

severe. 

The seven cropping parameters are set as 0.1,0.2 0.3, 0.4, 0.5,0.7, and 0.9. Thus, 

after cropping only 0.1, 0.2 0.3, 0.4, 0.5, 0.7, and 0.9 times of the original watermarked 

0.4- 

0.35- 

image is left untouched. The larger the cropping parameter is, the less the image is 

distorted. Both the theoretical and empirical BER curves versus cropping parameters are 

plotted in Figure 2.1 1. It is shown that the SS nonoblivious watermarking is pretty robust 
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to image cropping. There is no error in the detection. For the oblivious watermarking, 

only when the cropping parameter is equal to 0.7, the BER value starts to be less than 0.1. 

Figure 2.10 The image being cropped to 1/2 of its original dimensions 
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Figure 2.11 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the cropping attack for different cropping paiarneters 



The BER values versus different sequence lengths are shown in Figure 2.12. It is 

shown that as the decrease of the sequence length the performance of the SS oblivious 

watermarking degrades greatly. However, for the nonoblivous watermarking the BER 

values are still all zeros no matter how long the sequence length is used. 
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Figure 2.12 The BER c w e s  of using the SS nonoblivious and oblivious watermarking 
techniques under the cropping attack for different sequence lengths 

C. Image rotating 

Rotation of pixels in the image will change the pixel positions. Figure 2.13 shows 

the watermarked image being rotated by 10 degrees. After rotation, synchronization error 

of the spreading sequences is introduced to the watermarked image. For the SS 

watermarking scheme, this results in a great degradation of the performance. In order to 

minimize this kind of errors, all possible shifts of the PN sequence should be evaluated in 

the comelator to find out the comct one. 

The seven rotating parameters are selected as -45, -35, -30, -25, -15, -10 and -5 

respectively, which is the number of degrees by which the image is rotated. The negative 

sign implies the image is rotated in a counter-clockwise direction. The large absolute 

value of the rotating parameter corresponds to the small SNR. The BER curves versus 



different rotating parameters are plotted in Figure 2.14. For the oblivious watermarking it 

is seen that the performance of the SS watermarking can be pretty good when the 

synchronization error is minimized by trying all possible shifts of the spreading sequence. 

Even though the image is rotated by 45 degrees, the BER value can be achieved as small 

as 0.156. For the nonoblivious watermarking even though the detection errors still exit 

for the large absolute value of the rotating parameter, the largest BER value is only 

0.0625, which is very small. 

Figure 2.13 The image being rotated by 10 degrees 

The BER curves versus different sequence lengths are shown in Figure 2.15. In 

this test, the rotating parameter is set as a constant equal to 10. It is seen that as the 

decrease of the sequence length, the BER value increases greatly. For the nonoblivious 

watermarking, there is a sharp increase of the BER when the length is reduced to 255. 

Again, it shows that the sequence length plays an important role in the detection process 

of the SS watermarking. 
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Figure 2.14 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the rotating attack for different rotating parameters 
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Figure 2.15 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the rotating attack for different sequence lengths 



D. Median filtering 

A median filter is often used to reduce noises without bluning edges and losing 

other sharp details. That is, the grey level of each pixel is replaced by the median of the 

grey levels in a neighbourhood of that pixel. Median filtering is quite effective when the 

noise pattern consists of strong, spike-like components and the characteristic to be 

preserved is the edge sharpness. However, when it is applied to the original image, this 

processing can be considered as introducing nonlinear distortions to the image pixels. 

Figure 2.16 shows the image after it is passed through a median filter with the window 

size of 3x3. As shown, the sharp details in the original image are being smoothed. 

Figure 2.16 The image that has passed through a median filter with a window size of 3x3 

The BER curves versus the filtering parameters by using the two watermarking 

techniques are plotted in Figure 2.17. The filtering parameter is the window size of the 

median filter. They are set as 11,9, 7, 6, 5,  3 and 2 respectively. The larger the value of 

the window size is, the more the distortion is introduced, and so the larger the SNR. It is 

seen that the performance of the oblivious watermarking is really bad under this attack. 

Even though the window size is as small as 2, the BER gets a very large value of 0.3. For 



the nonoblivious watermarking the performance degrades greatly when the window size 

goes to 6 or more. Thus, the SS watermarking is not very robust to this kind of nonlinear 

distortions. 
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Figure 2.17 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the median filtering attack for different filtering parameters 

When the filtering parameter is set as 3, the BER curves versus the sequence 

lengths are plotted in Figure 2.18. It shows that there is a big difference between the 

theoretical value and the empirical for the oblivious watermarking. This is because the 

analytical expression of (2.14) is obtained based on the assumption that the image pixel is 

Gaussian distributed. However, this may not be the exact model after the sequence length 

is reduced significantly. For the nonoblivious watermarking this difference is very small 

because the original image is deducted in the detection. Only the distortion introduced by 

filtering should be considered. And the power of this kind distortion is relatively small. 
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Figure 2.18 The BER curves of using the SS nonob1ivious and oblivious watermarking 
techniques under the median filtering attack for different sequence lengths 

E. Image compression 

Image compression addresses the problem of reducing the amount of the data for 

transmission and is widely used in to-date digital image technologies. PEG is probably 

the most popular compression method for still images. During the process, 8x8 blocks of 

the input image are formatted by scanning the image left to right and top to bottom. Each 

block of 64 samples is transformed to a block of 64 coefficients by the forward DCT. The 

coefficient in the immediate top-left corner is called the direct current (DC) coefficient. 

Alternative current (AC) coefficients corresponding to increasingly higher frequencies of 

the sample block progress away from the DC coefficient. Only the nonzero AC 

coefficients are entropy-coded and data are lost among the high frequency components. 

When the watermarked image is compressed, the watermark signals added to the high 

frequencies will be lost. To show the impact of image compression on the image, the 

compressed watermarked image with the quality factor 50% is shown in Figure 2.19. 

The BER curves versus the compression parameters are shown in Figure 2.20. 

The compression parameter is defined as the quality factor, which is the value 

representing how many percent the data size of a digital image is compressed to of the 



original. In this study, they are set 30,40, 50, 60, 70, 80, and 90 respectively. The larger 

the value is, the less the watermarked image is distorted, and so the less the watermark 

signal is lost. It implies the SNR gets large when the compression parameter is also large. 

It is shown that for the SS nonoblivious watermarking even though the compression 

parameter is as small as 30, the BER is still equal to 0. Hence, the SS nonoblivious 

watermarking is very robust to JPEG compression. However, for the oblivious 

watermarking, its performance is still much worse than for the nonoblivious 

watermarking. 

Figure 2.19 The image under JPEG compression with the quality factor 50% 

The BER curves versus the sequence lengths are plotted in Figure 2.21 while the 

compression parameter is set as a constant equal to 50. It shows that the nonoblivios 

watermarking is very robust to JPEG compression. Only when the sequence length is 

reduced to 64, the detection error comes out. It is also shown that the performance of the 

SS watermarking depends greatly on the sequence length. The longer the PN sequence, 

the better the performance achieved. 
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Figure 2.20 The BER curves of using the SS nonoblivious and oblivious watermarking 
techniques under the JPEG compression for different compression parameters 
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Figure 2.21 The BER curves of using the SS nonoblivious and oblivious watermarking 
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T o  summarize the results of performance tests, we can say that the conventional 

correlation-based SS nonoblivious watermarking is very robust to cropping, and JPEG 

compression. However, the length of the PN sequence should be set very long, saying 

255. As for the SS oblivious watermarking, the performance of it  is so  bad that it cannot 

be used in real practice if robustness is the most important concern for that specific 

application. 

2.5 Summary 

The conventional correlation-based spread spectrum watermarking technique is 

described in this chapter. Both the nonoblivious and oblivious watermarking techniques 

are discussed along with the performance analysis. It is shown that the performance of 

the SS watermarking scheme is determined by the length of the spreading sequence and 

the power ratio between the spreading sequence and the noise, which we define as SNR. 

In the nonoblivious watermarking, the watermark signal can be extracted with the 

original image available. And this makes it possible to achieve the detection and 

inversion of distortions introduced by image processing or attacks. Therefore, the SS 

nonoblivious watermarking has a lower SNR compared to the oblivious watermarking. 

This explains why the SS nonoblivious watermarking is more robust than the oblivious 

watermarking. 

However, in some applications the access to original images is not allowed 

because it raises a twofold problem. The set-up of a watermarking system becomes more 

complicated, and the owners of the original images may be compelled to insecurely share 

their works with people who want to check for the existence of the watermark. Thus, the 

selection of the nonoblivious watermarking or the oblivious watermarking scheme is 

really dependent on the specific application. 



CHAPTER 3 

APPLICATION OF CHAOTIC SPREADING SEQUENCES TO 

SPREAD SPECTRUM WATERMARKING 

3.1 Introduction 

In the conventional correlation-based SS watermarking technique, a classical 

spreading sequence, such as rn-sequence, is used to spread out the copyright information 

to provide watermarks. Classical spreading sequences are distinguished by their 

wideband, flat spectrum, and pseudo-randomness 1401. Recently, the application of chaos 

to SS communications has attracted attentions because of the noise-like appearance, 

nonlinear characteristics of the time series generated by chaotic systems, and also 

because of the simple implementation of chaotic systems [41,42,43]. 

A chaotic system is a deterministic dynamical system whose states change with iterations 

in a deterministic way [U], i.e., a nonlinear dynamical system model based on its N previous 

values can be described as: 

C,, = f ( ~ ~ - , , c ~ - ~ , . * ~ , C ~ - ~ * ~ ) r  (3- 1) 

where A is the bifurcating parameter. A chaotic system generates a set of aperiodic 

signals with a "noise-like" and broad power spectrum. The system is very sensitive to 

initial conditions. A slight difference in initial conditions will produce total 1 y different 

sequences, which possess good comelation properties [45]. 

These characteristics of a chaotic signal are very helpful in digital watermarking 

applications. The noise-like and wideband output of a chaotic system can be used as the 

spreading sequence to spread out copyright information. Because of the good correlation 

properties of chaotic signals, the inserted information can be retrieved properly when the 

correlation detector is applied. Furthermore, the correlation of certain chaotic spreading 

sequences is close to the optimal correlation performance for the application of image 

watermarking. Thus, it is reasonable to expect that using chaotic spreading sequences is 



superior to widely used classical spreading sequences, such as m-sequences and Gold 

sequences in terms of robustness and security. 

In this chapter, we review the model of the correlation-based spread spectrum 

watermarking system and report the derivation of performance indexes for general 

spreading sequences. A brief overview of some classical spreading sequences along with 

a discussion of their main characteristics and limitations is given. Following that, some 

chaotic maps, which can generate well-behaved spreading sequences, are introduced. At 

the end the performance tests are applied to different spreading sequences. The results are 

also shown. 

3.2 Convention Spread Spectrum Watermarking System with 

Spreading Sequences 

The correlation property of a spreading sequence plays an important role in the 

detection process when the correlator is applied to detect the copyright information. No 

matter whether the conventional SS nonoblivious or the SS oblivious watermarking is 

used it is desirable to use spreading sequences with low cross-correlation and 

exponentially vanishing autocorrelation so that only when the correct sequence and 

correct shift is used, a high correlation value can be observed and the information bit b(i) 

can be retrieved properly. 

3.2.1 Analysis of cross-correlation performance 

In Chapter 2, the probability of detection error presented in (2.9) and (2.18) is 

derived under the assumption that the correct spreading sequence is used as well as the 

correct shift. Actually, when the correlation is applied between the watermark and a 

wrong PN sequence, it is still possible to obtain the correct result. That is, when the 

1 
correlation sum - (x ( i )  -p) is applied between the watermark signal and a wrong 

N 

sequence, a large correlation value can be obtained and the sign of it is the same as the 

information bit b(i). We define the probability of this kind detection error as p,. 



Assuming that the PN sequence used to generate the watermark is expressed as 

px = ( p i ,  p; , - - , p:-I ) , the correlation applied between the watermark signal and a 

wrong PN sequence p ' = ( p i ,  p  f , - , p i - ,  ) can be written as 

1 1 N-C vC =-(x(i)-pz) = - x b ( i ) p : p : .  
N N n = ~  

Defining the partial cross-correlation function between the two spreading sequences px 

and p' as 

N-r-1 xP: -p:+, for r = O , l , - - - ,  N -1 
n=O 

N , p x , p )  = N , r ( p x , p )  for t = -1,-2,-0- - N + 1 

0 is IspN,  

1 
we may write the comelation sum as y" = -b(i)rNv0 ( p x  , px ) when the correct spreading 

N 

1 
sequence is used; and y" = - b ( i ) r N r ( p X , p ' )  when a wrong spreading sequence is 

N 

used. Employing Gaussian approximation which considers the values of the spreading 

sequences as a random process [46, 471 and following the results obtained in [48] ,  the 

variance of the correlation between the wrong PN sequence and the watermark signal can 

be written as 

Thus, we can have p, expressed as 

1 
Substituting (3.4) to ( 3 3 ,  it may be eventually written as pc = - e f l c , / ~  , where the 

2 R c  

quantity 



b2 ( i )  N-l 
2N2 - 2 E [ r N , r ' ( ~ x T p z ) ~ +  E[rN.~(pxTp')r~.r-+, ( p x , p z ) l  - - 6 N 3  

(3-6)  

can be used as a reasonable choice for the cross-correlation performance index of the 

spreading sequences in watermarking applications. The smaller the Rc is, the less the 

error probability p,. 

For the ideal random sequence it has been known that 

E[rN.r(px,p')rN,,l(px~pz)l = 0 ,  

E [ I ' ~ , ' ( ~ ~ , ~ ~ ) ]  = ( N -  1 r l ) x c o m ,  

T ~ ~ ~ ( ~ ~ ~ ~ ~ )  = N' XCOILF~. (3-7) 

A simple substitution of (3.7) in (3.6) leads to the cross-correlation performance index of 

the ideal random sequence having R, = Y ( 3 N ) .  

3.2.2 Analysis of auto-correlation performance 

Similarly. the use of the correct PN sequence but with a wrong shift also has the 

possibility to provide the correct result when the correlator is applied. That is, when the 

correlation sum is calculated between the watermark signal and the correct PN sequence 

1 N-1 

but with a wrong shift z presented as - ~ b ( i ) p : p ~ + r ,  a high correlation value is 
N n 4  

observed and the sign of it is the same as the information bit Mi). The probability of this 

kind detection error is defined as p,, which is determined by auto-correlation 

performance of a spreading sequence. 

According to (3.3), the auto-correlation of the spreading sequence px can be 

expressed as rN ( p x  , p x )  . Then the correlation with the correct shift can be written as 



1 
-b(i)rN,(px,p') , while the output of the correlation with a wrong shift r as 
N 

1 - b(i)rN., (px . px ) . Following the same procedure as deriving p,, the error probability pa 
N 

can be expressed as pa = -e@c - 
J'a 

. If all the sequences can be thought of as 
2 

independent and if they satisfy a mild form of second-order stationary so that 

E[p: p: ] = E[p," pi,,, ] , only a small number of algebraic manipulations [49] are 

necessary to arrive at an expression for R, according to (3.6) as 

where A,, = E [ p ; p : ] .  Therefore, (3.8) can be used as the auto-correlation perfomance 

index of a spreading sequence in watermarking application. Still, the smaller the Ra is, the 

less the error probability p,. 

It is known that when aR, /aAn = 0 Ra has a unique minimum, i.e., 

''a (N-n+I)(N-n) (N-n)(N-n-I) -= 2 ( ~  - n ) ' ~ ,  + 
2 4-1 + 2 %+I =o  

'An 

(3 -9) 

for n = I,. . . , N - l with A, = 0 . This set of simultaneous equations can be solved by 

setting [49] 

where & are coefficients such that = -1, 6, = 0.  Substituting (3.10) into (3.9), we 

can have 

an+, =-4& -6,-,, n = O  ,..., N-2. (3.11) 

The equation aR,/aA,-, = 2AN-, +A,-, = 0 can be solved by using (3.11) to obtain 

N6,-, , and thus A,, = N(6rnaN-t- an-ldN 1 
= (N - 1)6, 

. Furthennore, the Fibonacci-like 
(N - 46, 



r-n - rn 
recursion of G, can be used to give 6, = (-1)"" -1 with r = 2 - 6, hence we can 

r  - r  

obtain 

which is the auto-correlation for a minimum R,. Note that A, has a alternating sign so that 

the positive contribution to Ra due to A,' are counterbalanced by the negative 

contribution of A,_,A, . Substituting (3.12) into (3.8), the minimum autocorrelation 

performance index becomes 

which approaches to & / ( 3 ~ )  for large N (actually I R - &/(3 N )  lc lo-'' for N 2 10 ). 

This value is less than the classical R, = 2 / (3N)  obtained for ideal random sequences 

where A,, = 0 for n > 0 .  

From the above discussion for auto-correlation, it is found that a spreading 

sequence with a auto-correlation performance index close to R, = & / ( 3 ~ )  will 

minimize the error probability p, caused by using the wrong shifts of the spreading 

sequence. 

3.3 m8equences and Gold Sequences 

It is seen that the choice of a proper set of spreading sequences is a central issue 

to minimize p, and p, in the correlation-based SS watermarking scheme. Among the 

many proposals, one of the most studied options is the maximum-length sequence. 

Maximum length sequences 1501 usually referred to as m-sequences can be 

generated by using an m-stage shift register. They are periodic with the period 2" - 1. 

Maximum length sequences work well in practice as it can be proved that if N = 2" - 1, 

we have R, = Ra = 2 / ( 3 ~ )  , i.e., m-sequences behave like if they were perfectly random. 

Nevertheless, for any assigned N only a limited number of sequences can be generated. 



The spectrum and the autocorrelation of  one m-sequence with N = 2'' - 1 are plotted in 

Figure 3.1 and 3.2 respectively. 

1 I t 1 1 
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Figure 3.1 The power spectrum of the m-sequence with N =lo23 
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Figure 3.2 The auto-correlation of the m-sequence with N =I023 



Figure 3.3 The power spectrum of the Gold sequence with N =lo23 

Figure 3.4 The auto-correlation of the Gold sequence with N =lo23 



Gold sequences get around the problem of m-sequences as they maintain good 

correlation properties even if their number is greatly increased. To generate Gold 

sequences a couple of m-sequences must be selected according to specific criteria 1521. 

The two elements of this preferred pair are then added shifting one of them for all the 

possible integer shifts. Hence, N + 1 sequences can be provided The spectrum and the 

autocorrelation of one Gold sequence are depicted in Figure 3.3 and 3.4. 

It is also noted that although the good auto-correlation and cross-correlation can 

be guaranteed, m-sequences and Gold sequences provide limited security as they can be 

identified with a number of samples, which is much less than their actual length by means 

of linear regression models [53]. Moreover the generation of m-sequences and Gold 

sequences is not that easy. It requires having a large number of registers to store the seeds 

for the generation of them especially when the sequence length is very long. 

3.4 Chaotic Spreading Sequences 

Chaotic sequences have been widely used in spread spectrum comunications. 

Through the sensitive dependence of chaotic systems on their initial conditions, a large 

number of uncorrelated, random-like, yet deterministic signals can be generated. Further, 

the quantization does not destroy the desirable properties of these kinds sequences. 

According to the discussion of auto-correlation performance in Section 3.2.2, we 

can see that the most significant elements of A, are the larger values, i.e. those with 

n ct N . In these cases, the expression for A, in (3.12) reduces to An = (-r)" . And 

following the earlier results on exponentially vanishing auto-correlation 1543, we may 

reasonably expect that chaos-based spreading sequences can be designed to tend towards 

the optimal performance. 

To do so, consider a function f : [0,1] + [0,1] iterated starting from an initial 

condition co unifody distributed in [O, 11 to produce the sequence c,,, = f (en ) . This 

sequence is quantized by the bipolar threshold function Q : [0.1] + (1,-1) centered at 1/2 

and the spreading sequences are taken to be p, = Q(c, ) for n = 0.. . . . N - 1 . These 

sequences are then repeated periodically. In this study, the family of (I, t)-tailed shifts 



with 1 even and I <1/2 1491 is employed to illustrate that the chaotic spreading sequence 

can achieve nearly optimal autocorrelation performance. 

(I, t)-tailed shifts are &ne in each of the intervals X, = [( j - l)/ l  . j / l ]  . The 

intervals from X, to X, ,  are mapped onto X,,, v---  u X, while the last t intervals are 

mapped onto X, u - - u X ,  . Such a construction is clarified by Figure 3.5, in which a 

(4,l )-tailed shift is reported. 

Figure 3.5 The graph of (4,l)-tailed shift map 

The auto-correlation function of the tailed shift map can be written as 

1 '  ' 
[49] An = -x X Q ( X ;  )Q(X , )Ki. = hn , where Q ( X ,  ) indicates the value of Q for all the 

1 i=I 

1 1-h"" l-h"-" 
points in Xj, K; =- I and h = - t / ( l  - r ) .  For any given I ,  this trend 

1 1-h" 1-hn-1 
L 

approximates the optimal R, = f i / ( 3 ~ )  choosing t as the integer closest to lr / ( l  + r )  . 

The accuracy of this approximation increases as n -+ - . Since r = 2 - & = 0.2679, for 

1 = 4 we have t = 0.8452 == 1 .  So the (4,l)-tailed shift has the auto-correlation 

performance index R, close to the optimal. 



Now we analyze the cross-correlation performance of chaotic spreading 

sequences. According to the theorem obtained in [55], ?he cross-correlation performance 

index R, of chaotic spreading sequences has a bound 

where and 

2c2r,,' 
B1 = r,, (2C + 

2 
) The bound cannot guarantee optimum performance 

1 - r- 

R, S 2/(3N) for all chaotic maps. This dependence on the map is hidden beneath C and 

rmk. However, for the family of piecewise-affiine Markov (PWAM) maps, which the 

tailed shift map belongs to, it is known that C is equal or close to zero. Then we can 

obtain B, = 1 and Bz = 0 .  So it leads to Rc = 2 / ( 3 ~ )  for this kind of maps. Thus, they 

may behave as well as purely random sequences. 

From the above discussion we can see that the well-designed chaotic spreading 

sequences from certain PWAM maps have a better performance than classical spreading 

sequences. Besides this, the use of chaotic spreading sequences has some other 

advantages [42] in the application of watermarking compared to classical sequences. 

First, they are very easy to generate and store because only the knowledge of the chaotic 

map as well with initial conditions are required to be obtained for the generation, no 

matter how long the sequences will be. However. for the classical spreading sequence the 

longer the sequence length is, the more the registers have to be used. Second, the use of 

chaotic spreading sequences is more secure. A large number of uncomlated sequences 

can be generated by simply changing the initial condition. Therefore, an eavesdropper 

would have a much larger number of sequences to search. Although the generation of 

chaotic sequences is simple for the authorized parties, who know the parameters and 

functions involved, the exact regeneration is very difficult for others that have to estimate 

them. A slight error in the estimation leads to exponentidly increasing errors. This is due 

to the sensitive dependence of chaotic systems on their initial conditions. Moreover, the 

generation of the chaotic sequences can easily be made as complicated as desired. For 

instance, multi-dimensional chaotic maps may be used instead of the one-dimensional 

ones considered here. Also, several chaotic systems may be cascaded to increase the 



number of parameters involved. This will further reduce the chance of detection by 

unauthorized parties. 

3.5 Performance Test 

To evaluate the performance of different spreading sequences, the SS oblivious 

watermarking scheme described in Section 2.3 is employed for embedding and detecting 

watermarks. The performance of classical spreading sequences is illustrated by using rn- 

sequence and Gold sequence. Thus, we have the auto-correlation and cross-correlation 

performance indexes as R, = Rc = 2/(3N) for them. To evaluate the performance of 

chaotic spreading sequences, three kinds of chaotic systems are employed here. All of 

them are PWAM maps. Since the embedding and detection procedure are the same 

except that different spreading sequences are used, the difference of the performance can 

only be explained by the different correlation properties they possess. 

Renyi sequence is generated by the Renyi map, which can be expressed by 

c,,, = k,(modl), where A is a parameter that controls the chaotic behavior of the 

system. In our tests a threshold is selected in such a way that, after thresholding the 

sequence numbers, a bipolar spreading sequence is produced with approximately equal 

number of -1s and 1s. The parameter h controls the frequency characteristics of the 

chaotic sequence, i.e., the frequency of the transitions - 1 + 1 and 1 + -1. For > 1 and 

values chose to I, we get a spreading sequence with low number of transitions and, thus, 

lowpass properties, whereas when 1 = 2 the transitions are very frequent. The map of 

A = 1.2 is depicted in Figure 3.6. 

The other two chaotic sequences are 3-way Bernoulli shift sequence and (4,l)- 

tailed shift sequence. They are expected to have the perlormance indexes as Rc = 2/(3N) 

and R, = J 5 / 3 ~ .  The form of 3-way Bernoulli shift map is 

and the form of the (4,l)-tailed shift function is 



Figure 3.7 depicts the 3-way Bernoulli map. The (4,l)-tailed shift map has been shown in 

Figue 3.5. 

Figure 3.6 The graph of Renyi map with h = 1.2 

The watermarked image will undergo the same processing as used in Section 2.4 

along with the same processing parameters. The processing includes image resizing, 

cropping, rotating, median filtering and JPEG compression. The BER curves are shown 

in Figures 3.8 to 3.12. We can see from these figures that there are not many differences 

in the BER performances of using different spreading sequences. This is because the 

correlation performance indexes, R, and Rc of different spreading sequences are very 

close. Even though there is no distortion, the expected value of auto-correlation 

performance index for m-sequences and Gold sequences is 2 / ( 3 N ) ,  while for the chaotic 

spreading sequences generated by the well designed PWAM maps, this value is equal to 



difference in the performance indexes is very small. For instance, if we have N = 1023, 

the difference of the two autosorrelation indexes will be 8.7308 x LO". However, for all 

five kinds of manipulations, the sequence generated by the (4,l)tailed shift sequence 

always has the best results. 

It is also noted that the BER curves cross at some points. This is because the 

correlation performance indexes presented in (3.6) and (3.8) are obtained by averaging all 

possible sequences and all possible shifts. However, only a specific sequence can be used 

in the tests. Therefore. the performances of these different spreading sequences may not 

be exactly consistent with the theoretical value calculated by (3.6) and (3.8). 

Furthermore, as mentioned before, even the theoretical values of the performance indexes 

are very close. All of these reason result in the crossing of the BER curves. 
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Figure 3.7 The graph of 3-way Bernoulli shift map 
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Figure 3.8 The BER results of  using different spreading sequences under the resizing 
attack for different resizing parameters 
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Figure 3.9 The BER results of using different spreading sequences under the cropping 
attack for different cropping parameters 
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Figure 3.10 The BER results of using different spreading sequences under the rotating 
attack for different rotating parameters 
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Figure 3.1 1 The BER results of using different spreading sequences under the median 
filtering attack for different filtering parameters 
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Figure 3.12 The BER results of using different spreading sequences under the JPEG 
compression for different compression parameters 

3.6 Summary 

In this chapter, chaotic spreading sequences instead of classical spreading 

sequences are proposed to be used in the conventional correlation-based spread spectrum 

watermarking scheme. Chaotic spreading sequences are noise-like, wideband, and 

possess good correlation properties, which are very important in the watermarking 

application. According to the analysis of the correlation performance in the watermarking 

application, it is found that the chaotic spreading sequences generated by PWAM maps 

have a better auto-correlation performance than the classical ones. Further, their cross- 

correlation performance is not worse than the performances of the classical sequences. 

Besides this, the generation and storage of chaotic spreading sequences is much easier 

compared to classical ones. The security of watermarking is also improved by using 

chaotic spreading sequences. Therefore the use of chaotic spreading sequences can lead 

to an improved robustness performance than the classical spreading sequences while they 

also have many other advantages. 



CHAPTER 4 

CHAOTIC PARAMETER MODULATION WITH APPLICATION TO 

DIGITAL IMAGE WATERMARKING 

4.1 Introduction 

Although the conventional correlation-based SS technique is the most popular 

method for digital watermarking, it is not a direct conclusion for it. There are some 

problems that the SS technique might encounter in its watermark application. First, the 

conventional SS technique usually requires a long spreading sequence for a satisfactory 

performance. However, the size of the digital media will put a limit on the length of the 

spreading sequence. For instance, say the size of an image is N1xNz and the sequence 

length is N, the maximum number of information bits that can be inserted into the 

watermark is the [ N 1  iN2], where I-] is the round off operator to the nearest integer. 

Apparently there is a tradeoff between the length of the PN sequence and the payload, the 

number of information bits. Second, the conventional SS system requires a 

synchronization procedure to align the spreading sequences properly for the correlation 

detector. The watermark detector has to know both the PN sequence and its possible shift. 

When the shift is unknown, it will be found by means of a sliding correlator. That is, all 

possible shifts are experimentally evaluated, and the right shift is claimed when the 

correlation sum is larger than for all other shifts. Finding correlation is so cumbersome 

and complex, especially for PN sequences with a very large cycle, and hence 

synchronization is a complicated procedure for conventional SS systems. Third, 

conventional SS systems are developed for digital communications and the information 

sequences are usually binary. In other words, any information that is requested to be 

inserted in digital media has to be encoded into binary codes before the conventional SS 

watermarking technique can be applied. Not only is this procedure inconvenient, but it 



also reduces the payload of a watermark. It is therefore preferred to use the numerical 

sequence as the information signal directly. Fourth, although the classical spreading 

sequences for communications, such as m-sequences and Gold sequences. have good 

auto-correlation and cross-correlation properties, their linearity limits the security of the 

watermarking. It has been shown that these PN sequences can be identified with a 

number of samples. which is much less than their actual length by means of linear 

regression models. Although the use of chaotic spreading sequences can solve this 

problem, the improvement of the robustness performance is not significant. 

In this chapter, we propose using an analog spread spectrum system based on 

chaotic parameter modulation (CPM) [56, 571 for watermarking. While an analog SS 

system can process numerical sequences directly and solve the payload problem of the 

conventional SS watermarking technique, the CPM approach can increase the security of 

a watermark because of its inherent nonlinearity. In addition, the CPM approach does not 

require the synchronization process as in the conventional SS system. More precisely, 

CPM modulates the copyright information by embedding it in some parameter of a 

nonlinear dynamical system. By keeping the parameter of the nonlinear system in the 

chaotic regime, the output signal of the nonlinear system is therefore chaotic and hence 

has a wide bandwidth for SS transmission. In a CPM system, demodulation of 

information is a parameter estimation process from a noisy chaotic signal. The watermark 

detection for the CPM approach therefore does not require the synchronization procedure, 

and its performance is not affected by the correlation of the modulated signals. While the 

conventional CPM usually modulates the information sequence in the bifurcating 

parameters of a chaotic system, we propose a new CPM method by embedding the 

information in the initial condition. Not only does the new approach have a better 

parameter estimation performance, but it is also shown to perform a more robust 

watermark than the conventional CPM. 

4.2 Chaotic Parameter Modulation Watermarking Based on 

Bifurcating Parameter 

Chaotic parameter modulation (CPM) employs a chaotic dynamical system to 

modulate a message signal for SS transmission. By keeping the dynarnical system in the 



chaotic regime, the output wideband signal of the dynamical system may be used as the 

transmitted signal. When the CPM is applied to watermarking, the copyright information 

is stored in the bifurcating parameter. The key factor of successfully retrieving the 

information is to estimate the bifurcating parameter of a chaotic signal perturbed by 

noise. Figure 4.1 shows the block diagram of the basic structure of the CPM 

watermarking. 
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Figure 4.1 A chaotic parameter modulation (CPM) watermarking system 
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Let b(i) be the information bit to be embedded into a digital image, and 

x, = f " (xo , A) be the chaotic system to be used for CPM. A denotes the bifurcating 

Chaotic signal 
as watermark 
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parameter, xo is the initial condition, and n represents the number of the iterations. To 
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modulate b( i )  into the bifurcating parameter of the chaotic system, we set a = g(b(i)) in 

Demodulation 

general. The choice of g is to make sure the mapping of b(i) is inside the chaotic regime 

of the L The logistic map given by x, = f (xn-, ,A) = Ex,-, (I - I,-, ) is used in this study 

- 

[58]. The watermark signal is the system output sequence x( i )  = (xo , x, , ---, x, , --  -, x,-, ) , 

where x, = f " (x, , g(b(i)))  . Figure 4.2 and 4.3 show the signal waveform and the power 
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spectrum of {x, ) for 1 = 4.  Apparently, the signal has a noise-like appearance and the 

I. 

power spectrum is also wideband. 
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Figure 4.2 The chaotic sequence generated by the logistic map with 1 = 4 

Figure 4.3 The power spectrum of the chaotic sequence generated by the logistic map 
with R = 4 



In the nonoblivious watermarking system in which the original image is available 

at the receiver end, the infomation retrieval process is given by (2.3). That is, 

However, since we are not using a spreading sequence for generating watermarks, x(i) is 

not equal to b(i)p as given in (2.3). Instead, the nth element x, of x(i) is generated by 

the above logistic map. In other words, the remeved watermark can be expressed as 

Yn = X n  +en, (4.2) 

1 
where e, = -dn . (4.2) is basically a measurement noise model with error e, . If 

a 

1 = g(b(i)) is given, retrieving the information b(i) in the CPM watermarking system is 

equivalent to estimating the parameter A from the following system, 

Since A is a function of the copyright information, and is also a function of time, 

an adaptive filter is recommended to track the variation of 1 rather than just using an off- 

line estimation method [59, 601. Using an auto-regression method for A, (4.3) can be 

expressed as a state space estimation problem and 2 can be tracked using a nonlinear 

filter such as the extended Kalman filter (EKF). However, it has been shown that the 

EKF exhibits some aperiodic motion in filtering noisy chaotic systems [61] and hence 

results in an inferior performance to a linear adaptive filtering algorithm such as the least 

mean square (LMS) [56]. 

Applying the LMS algorithm to estimate the A of (4.3), we have [56] 

where & is set as zero. For the LMS algorithm to converge, the step size parameter f l  

should satisfy the condition 0 < 2 f fl,, , where p, = var(y ,, (1 - Y )) 



Another linear adaptive filtering implementation for solving (4.3) is based on the 

recursive least square (RLS) algorithm. The RLS algorithm has a faster convergence rate 

but the tradeoff is a higher computational complexity as well as a higher sensitivity to 

numerical instability. In this paper, a numerically stable version of the RLS algorithm is 

employed [62], and the corresponding RLS for tracking the A. of the logistic map is given 

as 

where is set as zero, 0 < q 51,  and KO is a large constant number. The mean-squared 

error of I$, is magnified by the inverse of the smallest eigenvalue B,, of the correlation 

matrix. 

However, no matter LMS or RLS is used, they only can work well in a high SNR 

environment. If the noise is so strong that the SNR is less than lOdB, both of them cannot 

converge. Therefore, this scheme cannot be applied to the oblivious watermarking 

because in this case the SNR is as low as around -30dB. This is the main problem of 

using the CPM watermarking scheme based on bifurcating parameter. 

4.3 Chaotic Parameter Modulation Watermarking Based on Initial 

Condition 

In this section, we propose a new CPM approach by embedding the information 

signal into the initial condition of a chaotic system instead of its bifurcating parameter. 

When it is applied to image watermarking, the watermark detection problem becomes 

estimating the initial condition of a chaotic system. Many works have been devoted to 

this problem, and some of these initial condition estimation techniques have been shown 

to be close to optimum [63,64,65]. 



The new CPM method modulates the information into the initial condition of a 

chaotic map. that is xo = g(b(i))  . For the logistic map x, = Rx,-, (1 - x , ,  ) , xo = g(b(i)) 

should be kept inside the regime (O,l) ,  and A can be any number inside the chaotic 

regime. Here, we set A = 4 . The chaotic output x(i)  = (x, , x, , ---, x, , -- ., x,-, ) generated 

by x, = f " (g(bi ),4) is then added to the image pixels to provide the watermarked image. 

The detection problem becomes the estimation of the initial condition xo = g(b(i))  from 

the noisy retrieved signal ( y  } in (4.3). Two estimation methods are proposed here for 

solving this watermark retrieval problem. They are the dynamical programming @P) and 

the halving method (HM) 1591. 

4.3.1 Dynamical programming 

The estimation of the initial condition is normally obtained as the value of io that 

N-l 

minimizes J = ( y ,  - 2, ) where in = f " (io ) . However, a straightforward 
n-0 

minimization here requires one to compute x, = f "(%), which will lead to 

computational errors because of the sensitivity of chaotic systems to the initial condition. 

Rather, we employ the DP approach, which does not use that forward propagation. 

We employ the parameterization given in [66] whereby the chaotic sequence 

( x  x , , x )  is replaced by (so ,s, ,--, s , - ~  ,x,-,) . The sequence { s  } is obtained as 

0 if O l x ,  <0.5 
Sn = {  for the logistic map f (x )  = 4x(1- x )  . This itinerary can be 

1 if 0 . 5 5 ~ ~  < l  

used to determine the appropriate preimages of the chaotic signal when propagated 

1 + (2sn-, - 1) JI-x, 
backward. The function is x,-, = fs~!, (x, ) = , which consists of the 

2 

I-,/= 
for s,-, = 0  and x,-, = f;:, ( x , )  = 

I +  J'G 
preimages xn-, = f;, (1, ) = for 

2 2 



k 

- ( )  be the inverse function Let J = (  -in2 where in = f ~ ~ , l , . - s k - ,  

n=O 

composition for n 5 k - 1 .  An objective function is defined as I, = min J , ,  and we 
( ~ 0 . s ~  . . * - ~ & - l )  

have 

- - min [ e n  J,-I + ( y k  -2k 1'1. 
(:03,.---s,-2) Sk-1 

Since Zk does not depend on (i,, , i, , ---, i , -I  ) but only on ( i t ,  ---, i N - L , P N - I  ) , we have 

for our DP algorithm. This recursion is computed for k = O,l,- - - , N - 1 with the 

initialization I ,  = (yo - xo )' . After obtaining IN-,  , ($ , il, ---, jC-2 ) is searched for its 

optimal value. Then, we backtrack to obtain the estimation of the % as 

% = f r l -  SO -'I .---s,-z - - Note that this approach avoids the exponential increase in 

computational errors since the propagation is along the stable manifold. 

4.3.2 Halving method 

The second initial condition estimation technique is a sub-optimal but 

computationally efficient approach called the halving method 0. It has been proven 

[59] that the initial condition for the logistic map f ( x )  = 4x(1- x)  can be represented by 

OD ?r 
x, = H (x a, 2-" ) , where H ( x )  = sin 2 ( T x )  and a, = a,-, CB sn-, . 8 denotes the 

exclusive OR operation. s is the itinerary of H ( x n )  : sndl = 0 if 

O ( x n )  1 s,-, =1 if 1 / 2 5  W 1 ( x n )  < 1 .  SO the expression of a,, can also be 

written as 



0 if O S H - ~ ( X ~ - ~ ) C ~ / ~  and a,-, = O  

1 if 1 / 2 ' ( x n , ) <  and a,, = O  
1 if O S H - ' ( X ~ - , ) < ~ / ~  and a, =1  

0 if 1 / 2 1 ~ - ' ( ~ ~ - , ) < 1  and a,, = 1 .  

It is interesting to note that in practice we only have a limited number of the 

itinerary (so ,  s, , - - - , s,-, ) based on the itineration of the data set ( x o  , x ,  , -*=-, x,-, ) . Hence, 

N 

the estimation of xo is given by as io = ~ ( x a ,  2 7 ,  and the estimation of 
n=l 

H -' (% ) = O.a,al - . - a ,  will have a maximum error of 112~ . This is why it is called the 

halving method. When N is large, the estimate produced by the HM is found to be very 

accurate [63,64].  

In the watermarking application, we obtain the {in 5,) as the itinerary H -' (y, ) - 

With the initialization 5, = go , we have ( 4 ,  L?,, - ) by ;,+, = 2, @ in - The 

estimate of xo is then given by 

The same problem exists for the CPM watermarking based on initial condition as 

the one for the CPM based on bifurcating parameter. That is, DP and HM cannot work 

well in the background of strong noises either. If the noise in the chaotic signal is so 

strong that the estimated sign of the parameterization sequence {in } is very different 

from the original {s ,  ) , it will lead to a big bias in the estimation of the initial condition. 

Hence, it is also not applicable to the oblivious watermarking. So in this thesis, the term 

"CPM watermarking" is only referred to the CPM nonoblivious watermarking. 

4.4 Performance Test 

To evaluate the performance of the CPM watermarking scheme and to compare it 

with the conventional SS watermarking technique, two different signals are used as the 

copyright information. The first one is a binary sequence so that no coding is needed for 



the conventional SS technique to apply for. The second one is a sequence of numerical 

values, which simulates the real application of image watermarking. 

The image bbLena" with the size 256x256 is used as the host data to be 

watermarked. The watermarked image is subjected to the same series of image 

processing and attacks, including image resizing, cropping, rotating, median filtering and 

JPEG compression. BER is given to evaluate the performance of a watermarking scheme 

for binary information sequences. As for numerical information sequences, we use mean 

square error (MSE) as the performance measure. 

4.4.1 Performance test on binary copyright information 

For the conventional correlation-based SS watermarking methods as described in 

2.2, each information bit is multiplied with a sequence of spreading codes. The m- 

sequence is employed here as the spreading sequence. The correlation sum is used in the 

detection process. 

For the CPM watermarking scheme based on bifurcating parameter, two 

parameters are selected to represent the binary symbols 1 and -1. That is 

A ,  if b(i)=-1 
A = g(b(i)) = [ . The chaotic signal is then generated based on these 4, if b(i)=l 

two bifurcating parameters, i.e., x, = 
fn(xO,/Z1), A = &  , and added to the image 
f i f  A = &  

pixels. In the detection process, LMS and RLS are applied to estimate /1 from the noisy 

received signal { y,  ) . A threshold At is set as [/1, - 4 I = ]Ar - 41 to decide which symbol 

is transmitted. Without loss of generality, assuming that 4 < 4. we have 

For the CPM watermarking scheme based on initial condition, the information bit 

if b(i) = -1 
is stored in the initial condition by xo = g(b(i)) - -{:: if b(i)=l 

where x,, , x, 

are two different initial values. Without loss of generality, we assume x,, < x, here. In 



the demodulation process, the DP or HM approach is applied to provide an estimate of 

the initial condition xo . A threshold xt0 is then chosen to determine whether i,, is equal 

to x,, or x, and afterwards find out what b(i) is. Here we set the threshold x,, as 

We now perform tests on the proposed CPM watermarking schemes. The BER 

curves under those attacks and processing are depicted in Figures 4.4 to 4.8. In all 

experiments, different sequence lengths including N = 63, 127, 255, 511 and 1023 are 

considered. 

- Conventional SS 
-<-- CPM with LMS 
+- CPM with RLS 

- 
-\ - -+ CPM with HM 

sz\ -I 

Sequence length 

Figure 4.4 The BER curves of different watermarking schemes for different sequence 
lengths under the resizing attack 

In the test of image resizing, the watermarked image is resized to 0.75 times of its 

original size. It is shown in Figure 4.4 that the conventional SS scheme has the most 

robust performance under this image processing action. The performance of the CPM 

based on initial condition is not as good as the SS scheme, but it is close to that of the SS 

technique. The CPM based on bifurcating parameter has the worst performance for both 

LMS and RLS methods. It is interesting to note that when the sequence length is short, 



say N =64, the performance of the conventional SS watermarking has a significant 

degradation while the CPM watermarking is not that much sensitive to this effect. 

0.35 , 

+ Conventional SS 
-+ CPM with LMS 

0.3- +- CPM with RLS 
: )i 

b;--.- 4:- CPM with HM 

Figure 4.5 The BER curves of different watermarking schemes for different sequence 
lengths under the cropping attack 
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In the test of image cropping, the cropping parameter is set as 0.5. That is, the half 
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of the original watermarked image is cut off. In order to extract the watermark from the 
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Sequence length 

cropped image, the missing portions of the image were replaced with portions from the 

original unwatermarked image. As shown in Figure 4.5, the SS watermarking scheme has 

the best performance. All the BER values of it are equal to zero. The CPM scheme based 

on initial condition is the second. It is also noted that the SS scheme is more robust to 

cropping than to resizing. This is because for the cropped part, the extracted watermarks 

signals can be presented as y, = 0 ,  while for the remaining part the watermark signals 

are basically undistorted, i-e., y, = x, . When the correlation sum 

1 N-L 

6(i) = sign(- y, p, ) is applied, the correct result still can be obtained. However, for 
N n=O 

the CPM scheme, it requires the sequence {y, ) to do the itinerary and then the 



estimation. The more elements of {y,} are lost, the larger the bias is introduced to the 

estimation. 

In the test of image rotating, the watermarked image is rotated by 10 degrees. 

After rotation, synchronization emor of the spreading code is introduced to the 

watermarked image. For the SS watermarking scheme, this results in a great degradation 

of the performance. It is seen from Figure 4.6 that the BER curve of the SS technique is 

not only worse than those for resizing and cropping, but it is also worse than the BER 

curve of the CPM based on initial condition. It is expected that for larger rotations the SS 

technique will have higher degradations. However, for the CPM schemes, the 

performance does not change much. The reason is that the CPM approach does not 

require any synchronization in the demodulation process. The poor performance of the 

CPM based on bifurcating parameter is due to the fact that the LMS and RLS cannot 

work properly in the background of strong measurement noise and is not the result of 

synchronization errors. 
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Figure 4.6 The BER curves of different watermarking schemes for different sequence 
lengths under the rotating attack 
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In the test of median filtering, a median filter with a window size of 3x3 is 

applied to the watermarked image. As shown in Figure 4.7, all watermarking schemes are 

less robust to this nonlinear processing compared to resizing and cropping. For the SS 

technique, there is a significant increase in BER for N <500. In fact, when N r 128, the 

performance of the SS technique becomes even worse than the CPM based on initial 

condition. For the CPM based on initial condition, the curve is relatively flat which again 

indicates that the performance is not that sensitive to the sequence length. 

, I r + Conventional SS 

I --Ed- CPM with LMS 
+- CPM with RLS 

<+ CPM with HM h l  
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Figure 4.7 The BER curves of different watermarking schemes for different sequence 
lengths under the median filtering attack 

In the test of image compression, the P E G  compression is applied to the 

watermarked image with the quality factor 50%. In Figure 4.8 the BER curves are plotted 

for different watermarking schemes. Again, the SS watermarking technique has the most 

robust performance when the sequence length is long. When the sequence length is short, 

CPM based on initial condition has a slightly better performance than the SS technique. 

In fact, when N = 64 , the SS watermarking technique appears to be even worse than the 

CPM method based on RLS under this compression attack. 
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Figure 4.8 The BER curves of different watermarking schemes for different sequence 
lengths under the JPEG compression 

There are some common observations that should be mentioned here. First, there 

is no apparent difference between the DP and HM estimations in all the tests. This is 

because the value of the sequence length is set relatively large for the hM method to get 

accurate estimates. Although the minimum length is only 64, the maximum error of using 

the HM will be 112" = 5.421 x which is too small to be displayed in the figures. 

Second, it is noted that when the sequence length is short, say N < 51 1, the RLS 

always has a better performance than the LMS. This is consistent with the theory that the 

RLS algorithm can always reach the least square optimum solution. And because the RLS 

has a faster converge rate than U S ,  the short sequence length may not be enough for the 

LMS to track the bifurcating parameter and get the correct estimation results. When the 

sequence length is very long, the performance of the LMS is slightly better than that of 

the RLS. However, the BER values of them are so close that the difference is only within 

0.025 and can be ignored. 



4.4.2 Performance test on numerical copyright information 

In the real watermarking application, copyright information is usually not in a 

binary format. The conventional SS technique requires a coding scheme to insert the 

information into the image. However, it is desirable to have a watermarking technique 

that can modulate the copyright information directly. For instance, when a real image is 

to be embedded into the host image, the pixel values which are in numerical values do 

not need to be converted into binary sequences. Not only does this simplify the 

watermarking procedure, but it also increases the payload of a watermark. 

For the SS watermarking technique, each element of the numerical sequence is 

still spread out by a spreading sequence denoted as b ( i ) p .  However, the detection 

process is a little bit different now. Since the information sequence is not binary any 

more, the sign cannot be used as the threshold to decide which information bit is 

transmitted. Instead, the information bit is retrieved as 

The spreading sequence used in this study is still an m-sequence, which is binary. Hence, 
2 we have p, = 1. If there is no distortion, we have dn = 0 ,  and thus 

1 N-' 1 N-1 

b( i )  = - b(i)pn' = -x b( i )  = b( i )  . The information bit can be correctly recovered. 
N n = ~  N n = ~  

1 
However, when d,, is nonzero, -dnpn will introduce errors in the detection process. 

a 

For the CPM watermarking based on bifurcating parameter, the modulation is 

relatively straightforward because the bifurcating parameters used to store the 

information are real numbers. We only need to control the bifurcating parameters so that 

the whole numerical sequence well be inside the chaotic regime. That is, A, = g(b(i)) and 

Ai is in the chaotic regime for all i. The chaotic signal {x ,  ) generated by x, = f " (x, , Ai ) 



is then used as the watermark. In the detection process, LMS and RLS are applied to 

estimate rZi from the extracted signals {y, } . Given the estimate A;, we can recover the 

information value b(i) as 6(i) = g-' (4 ) . 
For the CPM watermarking based on initial condition, b(i) is stored in the initial 

condition by xi, = g(b(i)). The chaotic watermark signal is generated by the iteration 

x, = f " (xi, ,A) with 1 = 4 for the logistic map. The DP and HM approach are employed 

in the estimation of the initial condition xi, .  The estimated b(i) can be afterwards 

obtained by b^(i) = -' (i;, ) . 

To evaluate the performance of the proposed CPM watermarking scheme and to 

compare it with the SS technique, a 64x64 image of 256 grey levels named "Camera" as 

shown in Figure 4.9 is used as the copyright information. More precisely, the image 

"Camera" will be modulated to provide the watermark signal and inserted into the host 

image "Lena". If we transform this image sample into the binary code and assume that 

each pixel value is encoded into 8 bits, the total number of the infonnation bits will be 

L = 64 x 64 x 8 = 32768. Since the size of '2ena" is 256x256, the maximum length of the 

spreading sequence is 
256 x 256 

= 2. It is too short for both the SS technique and CPM 
32768 

to work properly. Therefore, the copyright information has to use the numerical values 

and is modulated directly as described above. In this case, the maximum length of the 

256 x 256 
spreading sequence can be extended to = 16. Since 16 points is still too short 

64 x 64 

for the LMS and RLS to converge, the CPM based on bifurcating parameter will not be 

considered any further. 

The two dimensional image "Camera" is first transformed to a one-dimensional 

signal by scanning From left to right and from top to bottom. Since the pixel value varies 

between 0 and 255, the map xi, = g (b(i)) = b(i)/256 is employed here to make sure that 

all initial values are within the interval (0, 1). Because the infonnation sequence is of 

numerical value, the mean square error (MSE), defined by 



1 L-1 

MSE = (b(i) - &))' 

is used as a measure. The resuIts are summarized in Table 4.1 and the images retrieved by 

CPM-DP for these various attacks are displayed in Figure 4.10. 

Figure 4.9 The real image "Camera" as the copyright information 

Figure 4.10 The retrieved copyright information by the CPM-DP method after (a) 
resizing, (b) cropping, (c) rotating, (d) median filtering, (e) JPEG compression 



Table 4.1 The comparison of MSE by using the CPM based on initial condition and 
conventional ES watermarking techniques for numerical copyright information 

Apparently, the CPM watermarking technique outperforms the SS technique. The 

improvement can be quite significant especially for resizing and rotation. This is because 

the CPM scheme is originally designed for analog spread spectrum communications and 

is very suitable for modulating and demodulating numerical information. In addition, 

both DP and HM work effectively for short data sequence and hence produce a good 

watermarking performance. For the SS technique, since the sign cannot be used as the 

threshold to detect the information, it is more sensitive to distortions. 

Resizing to 314 of the 

original 

Cropping to 112 of its 

origind 

Rotating to 5 degrees 

Median filter 3x3 

P E G  compression to 

60% 

Under the same attacks, the BER performances versus the sequence length are 

plotted in Figures 11 to 15. It is shown that even though the sequence length is very long, 

the performance of the conventional SS watermarking for numerical sequences is still 

worse than of the CPM watermarking based on initial condition. Thus, the approach of 

the CPM based on initial condition is really superior to the conventional SS technique in 

watermarking numerical information. 

Conventional 

SS technique 

0.1586 

0.7 156 

0.6082 

0.2922 

0.3278 

Chaotic parameter 

modulation based on initial 

condition 

DP 

0.0853 

0.288 1 

0.0 134 

0.1830 

0.1724 

HM 

0.0853 

0.288 1 

0.0134 

0.1830 

0.1724 
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Figure 4.1 1 The MSE performances of different watermarking schemes for different 
sequence lengths under the resizing attack 

Figure 4.12 The MSE performances of different watermarking schemes for different 
sequence lengths under the cropping attack 



Figure 4.13 The MSE performances of different watermarking schemes for different 
sequence lengths under the rotating attack 

Figure 4.14 The MSE performances of different watermarking schemes for different 
sequence lengths under the median filtering attack 



Figure 4.15 The MSE performances of different watermarking schemes for different 
sequence lengths under the JPEG compression 

4.5 Summary 

We propose a novel watermarking scheme for digital images by using the chaotic 

parameter modulation (CPM). The information signal is modulated into the parameter of 

a chaotic dynamical system. The generated chaotic signal is then used as a watermark 

signal for insertion into a host image. Retrieval of the copyright information is formulated 

as a problem of parameter estimation from a noisy chaotic signal. In addition to 

embedding the copyright information into the bifurcating parameter of a chaotic system, 

we propose a new CPM scheme based on initial condition, that is, the copyright 

information is stored into the initial condition instead of the bifurcating parameter. 

Because of the efficient dynamic programming and hdving method for initial condition 

estimation, the CPM based on initial condition is shown to work more effectively in a 

noisy environment compared to the CPM scheme based on bifurcating parameter. 

Two kinds of information sequences, binary and numerical, are considered in our 

performance tests. For a binary symbol, the SS nonoblivious watermarking technique has 



a better performance than the proposed CPM scheme when the length of the spreading 

sequence is long enough. But when the length decreases, the performance of the SS 

nonoblivious technique will greatly degrade and become worse than the CPM scheme 

based on initial condition. The CPM watermarking scheme also has an advantage that, it 

does not require the spreading code synchronization. This can greatly simplify the 

implementation of the watermarking scheme and reduce the potential synchronization 

errors. It also improves the robustness against the rotation attack. For numerical copyright 

information, it is a natural choice to use the CPM scheme since it is originally designed 

for analog spread spectrum. There is no need to have a coding process and it is shown 

that the performance of the CPM scheme based on initial condition is superior to the 

conventional SS nonoblivious technique. 

However, there are still some problems in the application of the CPM approach to 

image watermarking. For all LMS, RLS, DP, and HM approach they are not so effective 

in the background of strong noise compared to the conventional SS technique. This 

results in that the CPM scheme cannot be applied to the oblivious watermarking, in 

which the original image cannot be deducted in the detection process so that the SNR is 

as large as around -30dB. Even though the original image is available, the performance 

of the CPM watermarking based on initial condition is still not as good as the 

performance of the conventional SS nonoblivious watermarking except for the processing 

of rotating. Therefore, the improvement of the estimation performance is very necessary. 



CHAPTER 5 

CHAOTIC PARAMETER MODULATION WATERMARKING BASED 

ON MEAN VALUE DETECTION 

5.1 Introduction 

Even though the chaotic parameter modulation (CPM) method has been proposed 

to overcome the problems of the conventional SS watermarking technique, the estimation 

approaches described in Chapter 4 are less robust compared to the correlation detector 

used in watermarking of binary information sequences. The original image is required in 

the detection process of the CPM watermarking scheme. Otherwise, adaptive algorithms 

such as LMS and RLS cannot converge because of the strong noise. Although the DP and 

HM approaches have better performances, they are still inferior in the oblivious 

watermarking. We propose a novel watermarking scheme called chaotic parameter 

modulation based on mean value detection (CPM-MVD), which is more robust to the 

attacks and image processing in this chapter. 

It is shown that for a certain class of chaotic systems, the mean value of a chaotic 

signal is a monotonic function of bifurcating parameters. Thus, the estimation can be 

accomplished by obtaining the mean value of the noisy chaotic signal and then 

employing the monotonic mean value function to find out which parameter is exactly 

used. Not only does the proposed MVD approach not require the synchronization 

procedure compared to the conventional SS watermarking technique, but also it can resist 

much stronger noise compared to those adaptive filtering approaches. It is shown that the 

proposed new approach can overcome all the problems encountered in the conventional 

SS and CPM watermarking technique and have superior performances in terms of 

robustness and payload. 



5 m 2  Watermark Generation Using Chaotic Parameter Modulation 

Chaotic parameter modulation (CPM) based on bifurcating parameter is employed 

here to generate watermarks. Applying the CPM. the information signals are modulated 

into the bifurcating parameters by setting A = g(b(i)) in general. The design of the map, 

again, is to make sure all the obtained A will be in a certain regime so that the output 

signal generated by the map is chaotic and satisfies the requirements of being noise-like 

and wideband. 

The output of the chaotic system, x = (x, , x, , --- , x, , -- , x,-, ) , is then used as the 

watermark signal and added to the original image pixels to provide the watermarked 

edition denoted as wn = v, + c q  . It is seen that the procedure of watermark generation 

and embedding is exactly the same as described in 4.2. 

5 3  Watermark Detection Using Mean Value Detection 

5-3-1 Description of mean value detection 

Assume xn = f (x,-, ,A) is a chaotic map defined in some closed interval between 

[&i& Let {x ,  ) be a chaotic signal generated from a certain value of A. The system 

from which the bifurcating parameter is estimated can be given by (4.3). That is 

xn = Axn-, (1 - xn-, 1 
yn = xn +en.  

1 
According to the Birkhoff ergodic theorem [67], the limit lim - x,, exists, and 

N-)B N 

this limit is independent of the initial condition x,,  but only determined by the 

bifurcating parameter A. We call this function the mean value function M(1) of a chaotic 

map f. For many chaotic maps, we have an interesting observation that their mean value 

functions are in fact monotonic. That is, for each A E [kin, Am] the chaotic map has a 

1 * 
unique mean value p, = lim - xn for the chaotic signal generated by 1. 

N- N .=, 



Figure 5.1 The mean value curve of the chaotic signals generated by the Tent map using 
different initial conditions 

To illustrate the above properties of the mean value function, The Tent map 

f ( ) = A - 1 -  XE[-1.11 RE(1.21 (5.1) 

and the Chebyshev map 

f (x, A) = cos(A arccos(x)), x E [- l,l] A E (1,2]. (5.2) 

are used in this study. Figures 5.1 and 5.2 illustrate the relationship between the initial 

condition and the mean value by using those two chaotic maps. In this experiment, the 

bifurcating parameter /I is set as a constant, saying 1.3. 1000 initial conditions are 

selected randomly in the regime of initial conditions [-1,1]. For each initial condition a 

sequence of chaotic signals is generated, and the mean value is calculated by averaging 

them. The variance of these LOO0 mean values is equal to 903672x10~ for the Tent map, 

and 1.1078~10~~ for the Chebyshev map. The very small value of the variance shows that 

the mean value of the chaotic signal is very stable for initial conditions. In other words, 

the mean value is independent of the initial condition once the parameter A is set. 



Figure 5.2 The mean value curve of the chaotic signals generated by the Chebyshev map 
using different initial conditions 

The relationship between the mean value and the sequence length is also tested. 

During the test, the bifurcating parameter and the initial condition are set as the constants. 

The sequence length varies from LOO to 2000 and the step size is set as 10. The obtained 

mean values versus the sequence length are plotted in Figures 5.3 and 5.4 for the Tent 

map and the Chebyshev map respectively. It is seen that an increasing sequence length 

the mean value approaches a constant. For the Tent map when sequence length N 1 300 

the mean value is almost unchanged. And for the Chebyshev map this happens when N is 

larger than 200. Even though when the sequence length is short, saying N =SO, the 

difference of the mean values deriving from the long sequence length and the short is 

very small. For the Chebyshev map this difference is around 0.02; for the Tent map, it is 

only about 0.0025. Therefore, we can say that the longer the sequence is, the more stable 

the mean value is. In other words when the sequence length is very large, the mean value 

is close to a constant. 



S e v  length lor the Tm 

Figure 5.3 The mean value curve of the chaotic signals generated by the Tent map using 
different sequence lengths 

Figure 5.4 The mean value curve of the chaotic signals generated by the Chebyshev map 
using different sequence lengths 



Now the relationship between the mean value and the bifurcating parameter is 

investigated. In Figures 5.5 and 5.6 the mean value functions of the Tent map and 

Chebyshev map versus the bifurcating parameter are plotted. The parameters are selected 

from [I.l, 1.91 for the Tent map, and [1.3, 21 for the Chebyshev map. They are both 

within their chaotic regime. It is shown that the mean value function M ( A )  of the Tent 

map is a monotone function when the R is inside 11.1, 1.51; and for the Chebyshev the 

mean value function M(A) is monotonic in the whole regime [1.3,2] of the investigation. 

Parameter R in the Tent map 
Figure 5.5 The mean value curve of the chaotic signals generated by the Tent map using 
different bifurcating parameters 

Because of this monotone relationship between the mean value and the 

bifurcating parameter, it is possible to estimate the parameter A from a chaotic signal by 

the following procedure. First, we compute the estimated mean value P, from the 

received chaotic signal y,. Second, we estimate the bifurcating parameter 2 by taking the 

inverse of the mean value function, i.e., /i = M -'(,h,). We call this the mean value 

detection (MVD) approach. 



To avoid deriving the inverse mean value function M' which may be difficult to 

obtain analytically, we can get f l  by solving the following optimization problem. 

Suppose that the mean value function M(A) is continuous and monotone on the interval 

[ ] H hx is given, then A can be determined by finding the minimum of 

J = I M ( A ) - p  1, for AE [A~,,A-1. 

-0.d I I I 

I I I I 
1 -3 1.4 1.5 1.6 1.7 1 -8 1.9 2 

Parameter R in the Chebyshev map 

Figure 5.6 The mean value curve of the chaotic signals generated by the Chebyshev map 
using different bifurcating parameters 

5.3.2 Mean value detection applied to image watermarking 

Retrieval of the hidden information b(i) can be easily accomplished by the MVD 

approach. Since the location of the watermark signal is known, the watermarked signal 

w: can be extracted first. Due to some unavoidable distortions w: may not be equal to 

the original watermarked one wn . We can express w: as w: = wn + d, . Considering the 

watermarked pixel w. as an addition of the watermark and the original image pixel, i.e., 

w,, = v ,  +an, we have w: = v, +a,, +dm. Applying the MVD to the extracted 

sequence { wi ) , we have 



where p , ,  p, , p, and pd denote the mean values which are the ensemble average of 

the extracted watermarked pixels wi , the original pixel v,, the watermark signal x,, and 

the distortion d, respectively. Assuming that the mean of the original pixels is known, we 

can obtain an estimate of the mean value of the watermark signals as 

If there is no distortion introduced to the watermarked image, we have d,  = 0 ,  

and hence p, = 0 .  Therefore, we have ji, = p, and the mean estimation is unbiased. 

The bifurcating parameter can then be retrieved by 2 = M -' (f ix ) = M -I (p, ) . 
The advantage of the MVD approach is that no matter how strong the distortions 

are, the correct result can always be obtained if the mean of the distortions is zero. For 

instance, assume d, # 0 in general. However, it is observed that the distortion process 

has a mean of zero, i.e., p, = 0 .  In this case the estimated mean value of the received 

1 
signal is ,&, = p, + -p, = p,, and there will be no bias introduced to the estimated A. 

a 

This is quite different from the adaptive filtering approach used in the previous Chapter, 

in which the noise power plays an important role in the retrieved performance. It is 

therefore expected that the MVD approach can work efficiently in low SNR 

environments. 

Another advantage of the MVD approach is that it does not require any 

synchronization. This is a well-accepted property of the CPM method. For the 

conventional SS technique the watermark detector should know both the correct PN 

sequence and its possible shift. When the shift is unknown, all possible shifts are 

experimentally evaluated. The procedure of achieving synchronization is very 

cumbersome and complex, especially for PN sequences with a very large cycle. 

However, for the MVD scheme in the application of watermarking, the sequence shifting 

does not have to be known. The retrieval process only requires summation of all the 

extracted signals and dividing it by the sequence length N to obtain the estimated mean 



value. Compared to the conventional SS watermarking technique and other estimation 

methods used in the conventional CPM scheme, the MVD approach is very simple and 

fast to implement. This is very important for watermarking application that requires real- 

time processing [68]. 

It should also note that with the MVD approach, the original image is not 

necessary to be known so that each value of the pixel that the watermark signal is 

embedded can be extracted. Only the mean value of the original image has to be known 

in the detection. Therefore, the words "nonoblivious" and 'bobIivious" do  not really apply 

to this watermarking scheme. 

5.4 Application of Chaotic Parameter Modulation Watermarking 

Based on Mean Value Detection to Binary Information Sequences 

No matter the methods of LMS and RLS or DP and HM are used to estimate 

parameters in the CPM watermarking scheme, the performance of watermarking binary 

information is not so desirable compared to the conventional SS technique, especially 

when the sequence length is very long. In order to have an improvement, the MVD is 

employed to demodulate the bifurcating parameter from the extracted and compted 

chaotic signals. 

5.4.1 Discussion of CPM-MVD with the application to binary information 

sequences 

The binary information sequence is composed of only (-1, 1). Two parameters 

are selected corresponding to the bits 1 and -I. That is 

The chaotic signal is then generated based on these two bifurcating parameters, i.e., 

f n ( x O , 4 ) ,  if A=& . The generated chaotic signal is then added to the image 
fncx,,n,), if n=n, 

as the watermark. 

The detection process therefore does not require estimation of a wide range of 

parameters but only two values Al and A2. To apply the MVD, an obvious necessary 



condition is that and should not have the same mean value, that is, 

M ( 4 )  + M(&). Without loss of generality, we can choose Al and A2 such that 

M ( 4 )  < M (4). To retrieve the information bits Mi) we have to determine 1 from p, 

given in (5.4). Based on the fact that M(A) is monotonic, A can be estimated by 

M - ' ( j , ) .  But since 1 only takes two values for binary information sequences, the 

detection process can in fact be further simplified to a binary decision process. That is, 

4 ,  i f  ~ , i s c l o s e r t o M ( / I , )  
, if P ,  is closer to M (4 ). 

More precisely, a threshold of the mean value fi  is set for making a decision. That is, 

In this study, we choose the threshold f i  to be the midpoint between M(Ar) and M(&). 

Thus, we have p, = (' ) + M(R?)  . Defining the difference between the two mean 
2 

values as the mean distance of the two correspondent bifurcating parameters, we have the 

mean distance of the two bifurcating parameters seIected to store the information bits 1 

and -1 as 

= I M ( ; ~ , ) - M ( R I I  (5.8) 

Since the threshold f i  is chosen as the midpoint of M(&) and M ( W ,  the difference 

between fi  and M(&) or M(&) is equal to AM/2 . 
With the thresholding process, the estimate of the watermark mean vdue is 

compared to the threshold. The difference between them can be written as 

AP= P x - 4  

When the transmitted symbol is "- 1". we have A= /2, as given in (5.5). Hence, (5.8) can 

be written as 



Accordingly, (5.8) is written as 

for the transmitted symbol "I". It is seen that the sign of Ap can be used to decide which 

symbol is transmitted. If there is no distortion introduced o r  the mean of distortions is 

zero, we have pd = 0, and hence the sign of Ap is exactly the same as the information 

bit. 

However, in the case of ,ud + 0 the value of may be large enough to change 

the sign of M ( A )  -p, so that a wrong detection is provided. A bit error occurs if 

AM 1 -- AM 1 amf +-p, > o  or -+-pd <O.Thatis, pd <-- CAM 
Or P d  >2 . Combining 

2 a 2 a 2 

them, we can have the probability of detection error as 

It should be noted in the application of the MVD approach to image 
1 N-' 

watermarking, is actually calculated by p, = - dn , where N is the sequence 
N n=O 

length. Thus. ~1 is the estimate of the distortion mean. Assume that the distortion d,, is a 

random variable which has a normal distribution with the zero mean and variance ad2. 

The variance of can be given as 



Provided (5.13), (5.12) can be further written as 

(5.14) shows that using a large value for a, N, and Akt will produce a small 

probability of detection error. It is noted that the tradeoff for a long sequence length is the 

reduced amount of information that can be inserted into the host data. For the 

conventional SS watermarking technique, there is no good method to solve this problem. 

However, for the MM approach, this problem can be alleviated by using a large mean 

distance dM. That is, we can increase the mean distance and keep the same sequence 

length unchanged to maintain a desired error probability. By doing that the amount of the 

inserted information does not have to be sacrificed. 

5.4.2 Performance Test 

In order to test the performance of the proposed CPM-MVD watermarking 

scheme, we generate a binary sequence for transmission. The watermarked image is then 

subjected to a series of image processing and attacks, including image resizing, cropping, 

rotating, median filtering and JPEG compression. The same processing parameters used 

in Section 2.4 are applied here again. Since the performance test in Section 4.4.1 have 

shown that in most cases the conventional SS nonoblivious watermarking has superior 

performances for resisting image manipulations to the CPM watermarking schemes in 

watermarking binary information, the comparison is only given between the proposed 

CPM-MVD approach and the conventional SS nonoblivious watermarking scheme. 

The sequence length for both watermarking techniques is set as N = 1023. For the 

conventional SS approach, the m-sequence is employed. For the CPM-MVD technique, 



both the Tent map and the Chebyshev map are considered- Two bifimating parameters 

11, = 1.3 and 4 = 1.5 are selected in the modulation. The mean distance of using these 

two parameters is AM = I M  (4 ) - M (4 )( = 1 M (1.3) - M (1.5)l. For the Tent map this 

value is equal to 0.10148 while for the Chebyshev map we have M d  = 0.2765 . Thus, the 

Chebyshev map has a larger mean distance than the Tent map. 

The BER curves of using the CPM-MVD and the conventional SS nonoblivious 

watermarking schemes under various attacks are depicted in Figures 5.7 to 5.11. For the 

attacks of image resizing, cropping, rotating and IPEG compression, a larger value of the 

processing parameter leads to the less distorted image. And so the distortion has a smaller 

value of the variance a,'. However, for the attack of median filtering, the smaller value 

of the filtering parameter corresponds to the smaller variance of the distortion. Thus, it 

can be seen that as the increase of the resizing, cropping, rotating and compression 

parameter, or the decrease of the tiltering parameter, in other words, as crd2 gets smaller, 

we have a reduced BER value. Apparently, it is consistent with the result obtained in 

(5.14). 
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Figure 5.7 The BER curves of using the CPM-MM) and SS watermarking techniques 
under the resizing attack for different resizing parameters 
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Figure 5.8 The BER curves of using the CPM-MVD and SS watermarking techniques 
under the cropping attack for different cropping parameters 
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Figure 5.9 The BER curves of using the CPM-MVD and SS watermarking techniques 
under the rotating attack for different rotating parameters 
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Figure 5.10 The BER curves of using the CPM-MVD and SS watermarking techniques 
under the median filtering attack for different filtering parameters 
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Figure 5.1 1 The BER curves of using the CPM-MVD and SS watermarking techniques 
under the P E G  compression for different compression parameters 
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It is shown that for both the attacks of image resizing and rotating, the B W  

values of the CPM-MVD approach based on the Tent map and the Chebyshev map are all 

lower than of the conventional SS nonoblivious watermarking. This implies that the 

CPM-MVD approach is more robust to these processing. For the attack of median 

filtering, the performance of the CPM-MVD using the Chebyshev map is better than the 

SS nonoblivious watermarking while the performance of using the Tent map is the worst. 

It is also seen that all the performances of the CPM-MVD based on the 

Chebyshev map are better than those of the CPM-MVD based on the Tent map. This is 

because, although the same couple of bifurcating parameters are chosen, the use of the 

Chebyshev map provides a larger mean distance than the use of the Tent map. In the test, 

the mean distance for the Tent map is AM = 0.10 148 while the mean distance for the 

Chebyshev map has a value as large as AM = 0.27650. According to (5.14), the larger 

the mean distance is, the less the probability of detection. Thus, the results of the 

performance test are consistent with the expression (5.14). 

However, for the attacks of image cropping and compression the SS nonoblivious 

watermarking still has the best performances, showing the conventional SS nonoblivious 

watermarking is really robust to these two kinds of processing. 

5.4.3 Improved CPM-MM with the application to binary information sequences 

According to (5.14), the probability of detection error can be minimized when the 

mean distance is as large as possible. An improved CPM-MVD scheme is so proposed to 

increase the mean distance and enhance the performance. 

Instead of using two bifurcating parameters of a chaotic system to provide the 

mean distance AM =I M (4 ) - M (A2 ) I, we propose use only one parameter in the 

following way to represent the symbol "-1" and "I", 

Thus, the mean value of the chaotic signal is M(A) for the symbol "l", and -M(A) for the 

symbol "-1". The mean distance is then equal to 2M(R). For the Tent map, if two 

parameters have to be selected to do the modulation, the maximum mean distance can be 

achieved is I~(1.1) - M(1.5)1= 0.1 196 since the interval [I. 1, 1.51 is the regime for the 



mean value function M(A) being monotonic. However, for the improved CPM-MVD the 

maximum mean distance can be obtained as 2 x M (1.5) = 0.3290 . It is seen that the 

improved CPM-MVD has a much larger range for the mean distance than the 

conventional CPM-MVD. When the Chebyshev map is used for the improved CPM- 

MVD, the range of the mean distance is also greatly enlarged. 

According to the modulation process, the detection of information bits employs 

the sign of the estimated mean to decide which symbol is transmitted. That is, 

where p, is obtained by (5.4). 
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Figure 5.12 The comparison of the BER performance between the SS nonoblivious and 
improved CPM-MVD watermarking schemes under the resizing attack for different 
resizing parameters 
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Figure 5.13 The comparison of the BER performance between the SS nonoblivious and 
improved CPM-MVD watermarking schemes under the cropping attack for different 
cropping parameters 
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Figure 5.14 The comparison of the BER performance between the SS nonoblivious and 
improved CPM-MVD watermarking schemes under the rotating attack for different 
rotating parameters 



Figure 5.15 The comparison of the BER performance between the SS nonoblivious and 
improved CPM-MVD watermarking schemes under the median filtering attack for 
different filtering parameters 
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Figure 5.16 The comparison of the BER performance between the SS nonoblivious and 
improved CPM-MVD watermarking schemes under the JPEG compression for different 
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The BER performances of the improved CPM-MVD watermarking scheme are 

illustrated in Figures 5.12 to 5.16. For the aim of comparison, the BER curves of the 

conventional SS nonoblivious watermarking technique are also plotted. According to the 

results in the previous chapters, the conventional SS nonoblivious watermarking is the 

most robust scheme for binary information sequences. However, It is shown here that for 

the attacks of image resizing, rotating, median filtering, the improved CPM-MVD has 

smaller BER values than the SS nonoblivious watermarking. 

For image cropping and JPEG compression the improved CPM-MVD scheme 

also has zero detection errors as the SS nonoblivious watermarking technique. Thus, to 

have a better understanding of the two watemarking techniques under the cropping and 

compression attacks, a further comparison is shown in Table 5.1. In the previous 

comparison, the smallest value of the cropping parameter is equal to 0.1, and presently it 

is further reduced to 0.05. In other words only 0.05 times of its original image is left after 

cropping. Table 5.1 shows that the improved CPM-MVD is more robust than the 

conventional SS technique. For the compression attack, the compression parameter was 

set as 30 in the previous study. Now it is reduced to 10, and the digital image is 

compressed to 10 percent of its original size. This comparison shows no effect in the 

improved CPM-MVD watermarking scheme but a general error for the conventional SS 

watermarking technique. 

Table 5.1 A further comparison of BER between the SS nonoblivious and improved 
CPM-MVD watermarking schemes 

Cropping to 0.05 times of its 

original 

JPEG compressed to 10% of its 

original 

BER of SS nonoblivious 

watermarking 

0.078 1 

0.0469 

BER of  improved 

CPM-MVD 

watermarking 

0.0 156 

0 



5.5 Application of Chaotic Parameter Modulation Watermarking 

Based on Mean Value Detection to Numerical Information 

Sequences 

For real-life watermarking applications, copyright information is usually not in a 

binary format and hence it is of interest to investigate the proposed watermarking 

technique in modulating numerical copyright information. Let 

(b(l), b(2), - , b(i), - - , b(L - 1)) be the sequence of numerical information. For the CPM- 

MVD watermarking, each element of the information sequence is modulated into the 

bifurcating parameter of a chaotic system. Since the bifurcating parameter should be 

controlled inside a certain regime, At = g(b(i)) is to be designed to guarantee that Ai is 

always within the chaotic regime. Given the parameter the corresponding chaotic signals 

can be generated as xn = f " (x, , Ai ) , n E (0,l. - N - 1) . It is seen that since the CPM is 

originally designed for analog spread spectrum communications, the modulation of 

numerical information is very straightforward. The MVD is applied in the detection 

process and the estimated mean value of the compted watermark signal is obtained as 

(5.4). Provided b, we estimate the bifurcating parameter as 2; = M - ' ( b , ) .  Since it is 

very difficult to obtain the analytical expression for the mean value function M(A),we can 

obtain 4 by searching Ai in the regime to minimize J = I M (A)  - P, I. After that the 

information b(i) can be demodulated as b^(i) = g -' (2; ) . 
To evaluate the robustness performance of these three schemes, the image, 

"CameraT' shown in Figure 4.9 is used again as the copyright information which is to be 

inserted into the host image "Lena". Since the size of the image "Camera" is 64x64 and 

the size of "Lena" is 256x256, the sequence length is set as 
256 x 256 

= 16. For the aim 
64 x 64 

of embedding, the two dimensional image "Camera" is first transformed to a one- 

dimensional signal by scanning from left to right and from top to bottom. Since the pixel 

value varies between 0 and 255, we have an information sequence denoted as {b(i)) , and 

b(i) E [0,255], i = 0,1, -,64 x 64 - 1 . The Chebyshev map is used in this study. 



Accordingly, /li = g(b(i))  = 1.3 + -(0.7) is designed to make sure all the bifurcating { ::; } 
parameters Ai are inside the interval [1.3, 21. For these parameters, the mean value 

function M(il) of the Chebyshev map is being monotonic. The watermark signal is then 

generated as 

x,, = f (xn-, , /li ) = cos 1.3 + - (0.7) arccos(x,, ) [( ; ) ] 
for all n = 0,1,- -15. The mean square error (MSE) defined in (4.10) is used as a measure 

to evaluate the robustness performance. The lower value of MSE indicates the more 

robustness of the watermarking scheme. 

We also consider the conventional SS and CPM watermarking schemes for 

comparison. The MSE curves of different watermarking techniques under the five attacks 

are shown in Figures 5.17 to 5.21. It is observed that the CPM-MVD always has the best 

robustness performance. The CPM with DP and CPM with HM are more robust than the 

SS nonoblivious watermarking. However, their perfonnance is not as good as the CPM- 

MVD's. This is because the SS technique is developed for digital communications. Thus, 

when the information sequence is of numerical value, the performance of it degrades 

greatly even though the original image is available in the detection process. But for CPM 

watermarking, the modulation and demodulation of numerical information sequence is 

direct. However, DP and HM used in then conventional CPM watermarking cannot work 

efficiently in the low SNR environments. This explains why the conventional CPM 

watermarking is only of the nonoblivious scheme. The MVD approach is much more 

robust to strong noises compared to the DP and HM. Even though the original image is 

unknown, it still can work properly provided the mean of the original image. 
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Figure 5.17 The comparison of the MSE performance by using different watermarking 
schemes under the resizing attack for different resizing parameters 

Cropping parameter 

Figure 5.18 The comparison of the MSE performance by using different watermarking 
schemes under the cropping attack for different cropping parameters 
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Figure 5.19 The comparison of the MSE performance by using different watermarking 
schemes under the rotating attack for different rotating parameters 
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Figure 5.20 The comparison of the MSE performance by using different watermarking 
schemes under the median filtering attack for different filtering parameters 
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Figure 5.21 The comparison of the MSE performance by using different watermarking 
schemes under the JPEG compression for different compression parameters 

5.6 Summary 

We propose a novel watermarking scheme for digital images by using the CPM- 

MVD scheme. The information signal is moduiated into the bifurcating parameter of a 

chaotic dynarnical system. The generated chaotic signal is then used as a watermark 

signal for embedding into a host image. Retrieval of the copyright information is 

formulated as a problem of parameter detection from a noisy chaotic signal. Once we get 

the estimated mean value from the extracted and possibly corrupted watermark signal, the 

parameter can be easily obtained by making use of the inverse of the mean value 

function. 

Two kinds of information sequences, binary and numerical, are considered in our 

analysis. For a binary symbol, the mean distance plays an important role in the detection 

process. The larger the mean distance is, the less the detection error. An improved CPM- 

MVD scheme is then proposed to widen the mean distance. Meanwhile, the modulation 

procedure is simplified as well. Only one controlled bifurcating parameter is required in 



the modulation. It is shown that the improved CPM-MVD scheme can work eff~ciently in 

a very noisy environment and has a superior robustness performance than other 

watermarking schemes. 

The CPM-MVD watermarking scheme also has an advantage that it does not 

require the spreading code synchronization. This can greatly enhance the speed of the 

whole watermarking procedure and also reduce the potential synchronization errors as 

well. 

For numerical copyright information, it is a natural choice to use the CPM-MVD 

scheme as it is originally designed for analog spread spectrum applications. Hence, there 

is no need to have a coding process. Furthermore, it can resist much stronger noise than 

the conventional CPM-DP and CPM-HM schemes. It is shown that the performance of 

the CPM-MVD scheme is much better than the CPM with DP or HM and the SS 

technique under various attacks and processing. 



Digital watermarking is an enabling technology to prove ownership on 

copyrighted material, detect originators of illegally making copies, and to monitor the 

usage of the copyrighted multimedia data. It is required to be robust, imperceptible, 

secure, and have the payload as much as possible. Even though the spread spectrum (SS) 

watermarking is the most popular technique nowadays, it is not a direct conclusion for 

watermarking. There are some problems that the SS technique might encounter in the 

watermarking applications. First, although the classical spreading sequences, such as m- 

sequences and Gold sequences, have good auto- and cross-correlation properties, their 

linearity limits their security. Second, the SS technique has a tradeoff existing between 

robustness and payload. Third, since it is developed for digital communications, its 

performance degrades greatly when the inserted information is of numerical value. 

Fourth, synchronization of the spreading sequence is required in the detection process. 

Finding the correct shift of the correct spreading sequence is very cumbersome and 

complex especially for those with a very large cycle. 

To overcome these problems we propose using chaotic spreading sequences 

instead of the classical spreading sequences. The chaotic sequences are distinguished by 

their wideband, noise-li ke, nonlinear characteristics, simple generation and storage. It is 

also proven that in watermarking applications they can achieve better auto-comelation 

and similar cross-correlation performances compared to the classical ones. However, the 

improvement of the performance is not very significant. 

Next, we propose applying chaotic parameter modulation (CPM) to 

watermarking. The watermark is generated by the CPM method. The copyright 

information is embedded in the parameter of a chaotic system to generate a sequence of 

chaotic signals as watermarks. Retrieval of copyright information is then a problem of 

parameter estimation from the corrupted watermark signal. For the CPM based on 



bifurcating parameter, adaptive filters are employed to estimate the parameters from the 

corrupted watermarked image. For the CPM based on initial condition, two efficient 

estimation techniques, namely, the dynarnical programming @P) and halving method 

(HM) are provided for information retried. It is shown that when the sequence length is 

short, the performance of the CPM based on initial condition is better than that of the SS 

nonoblivious watermarking. It is dso noted that when synchronization is not achieved 

properly, for instance, after the attack of image rotating, the performance of the CPM is 

better than that of the conventional SS technique. The advantages of using CPM approach 

are that it does not require any synchronization in the detection process, and its 

performance does not quite depend on the sequence length. In addition, since the CPM 

approach is designed for analog SS, it can modulate numerical information directly 

without converting it to binary symbols. It is shown that the CPM watermarking 

technique usually has a much large payload than the conventional SS method. However, 

the CPM watermarking approach is relatively less robust to some distortions, compared 

to the conventional SS technique. Even when the CPM based on initial condition 

approach is used, these problems can only be solved at high SNR. Therefore, without the 

original image, the CPM approach might not work effectively. 

To make the CPM technique applicable to both oblivious and nonoblivious 

watermarking, a novel mean value detection (MVD) approach is proposed. The 

watermark is generated by the CPM based on bifurcating parameter. Since for some 

certain chaotic systems there is a monotone relationship between the bifurcating 

parameter and the mean value of the chaotic signal, the retrieval of the inserted 

information can be accomplished by calculating the mean value of the possibly corrupted 

watermark signal and then using the monotone relationship to detect the corresponding 

bifurcating parameter. It is shown that the proposed CPM-MM) watermarking scheme 

does not only have all the advantages of the CPM approach mentioned above, but it can 

also work well in the presence of strong noise. Even though the original image is not 

accessible, the performance of it is still superior to the conventional SS watermarking 

techniques for all kinds of attacks. Therefore, the CPM-MVD approach is the best among 

all the watermarking techniques proposed in the thesis in terms of robustness, payload 

and security. 
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